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Résumé
La connectivité est une caractéristique importante des paysages écologiques qui est
devenue un outil essentiel pour la conservation et la restauration de la biodiversité au
cours des deux dernières décennies. Définie comme le degré selon lequel un paysage
facilite le mouvement des organismes entre les zones d’habitat, la connectivité des
paysages joue un rôle crucial dans la survie à long terme des espèces en facilitant
l’accès aux ressources vitales, le flux génétique entre les populations et même l’adapta-
bilité au changement climatique. Un paysage écologique peut être considéré comme
un graphe dirigé dont les n sommets représentent les zones d’habitat du paysage et
les m arcs représentent les connexions entre ces zones. Chaque sommet est associé à
un poids correspondant à la qualité écologique de la zone qu’il représente et chaque
arc est associé à une longueur qui représente la difficulté pour un individu d’effectuer
le déplacement correspondant. La Probabilité de Connectivité du graphe est alors
calculée à partir des distances de plus court chemin dans ce graphe pondéré et est
souvent utilisée par les écologues pour évaluer la connectivité du paysage et identifier
les zones à prioriser pour la conservation ou la restauration.

Dans cette thèse, nous nous intéressons au problème de la maximisation de la Proba-
bilité de Connectivité d’un paysage sous contrainte budgétaire. Ce problème consiste
à choisir parmi un ensemble d’améliorations du paysage qui modifient les poids du
graphe, un sous-ensemble dont le coût ne dépasse pas le budget et qui augmente
autant que possible la Probabilité de Connectivité. Nous donnons une formalisation
pour ce problème et montrons qu’elle peut exprimer de nombreuses problématiques
de conservation et de restauration. Nous proposons une formalisation en programma-
tion linéaire en nombres entiers basée sur la notion de flot avec multiplicateur ainsi
qu’une technique de prétraitement qui permet de réduire de manière significative la
taille des programmes linéaires à résoudre. Pour mettre en œuvre ce prétraitement de
manière efficace, nous donnons un algorithme en temps O(m+n logn) pour résoudre
le problème suivant : étant donné un ensemble de scénarios caractérisés par le choix
des longueurs des arcs et un arc (u, v) , calculer l’ensemble des sommets t tel que (u, v)
est sur un plus court chemin de u à t pour tout scénario. Nous appliquons ensuite
notre formalisation à divers cas d’étude afin de comparer la solution optimale obtenue
avec notre méthode aux solutions sous-optimales obtenues avec les algorithmes plus
simples utilisés en pratique par les écologues.

Mots clés : connectivité écologique; conservation; restauration; biodiversité ; op-
timisation combinatoire ; programmation linéaire ; graphe; algorithme; plus court
chemin; intervales de longueurs
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Abstract
Landscape connectivity is an important feature of ecological landscapes that has
become an essential tool for biodiversity conservation and restoration over the past
two decades. Defined as the degree to which a landscape facilitates the movement of
organisms between habitat areas, landscape connectivity plays a crucial role in the
long-term survival of species by facilitating access to vital resources, gene flow between
populations and even adaptability to climate change. An ecological landscape can
be viewed as a directed graph with n vertices representing the habitat areas of the
landscape and m arcs representing the connections between these areas. Each vertex
is associated with a weight corresponding to the ecological quality of the area it
represents, and each arc is associated with a length that represents the difficulty for
an individual to make the corresponding travel. The Probability of Connectivity is
then calculated from the shortest path distances in this weighted graph and is often
used by ecologists to assess landscape connectivity and identify areas to prioritize for
conservation or restoration.

In this thesis, we are interested in the problem of maximizing the Probability of
Connectivity of a landscape under a budget constraint. This problem consists in
choosing among a set of landscape improvements that modify the weights of the
graph, a subset whose cost does not exceed the budget and which increases as much
as possible the Probability of Connectivity. We give a formalization for this problem
and show that it can express many conservation and restoration problems. We propose
a formalization in mixed integer linear programming based on the notion of flow with
multipliers as well as a preprocessing technique that allows to significantly reduce the
size of the linear programs to be solved. To implement this preprocessing efficiently,
we give a O(m +n logn) time algorithm to solve the following problem: given a set of
scenarios characterized by the choice of arc lengths and an arc (u, v) , compute the
set of vertices t such that (u, v) is on a shortest path from u to t for any scenario. We
then apply our formalization to various case studies in order to compare the optimal
solution obtained with our method to the suboptimal solutions obtained with the
simpler algorithms used in practice by ecologists.

Keywords: landscape connectivity ; biological conservation; probability of connec-
tivity ; combinatorial optimization ; linear programming ; graph ; algorithm ; shortest
path ; interval data
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1 Introduction

Table of contents

1.1 Nature crises and landscape connectivity . . . . . . . . . . . . . . . . . . 12
1.2 Connectivity optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Shortest path problems with interval data . . . . . . . . . . . . . . . . . 14
1.4 Contributions and organization of the thesis . . . . . . . . . . . . . . . . 15

1.1 Nature crises and landscape connectivity
Climate change is only one of the many consequences of our modern civilization on
planet Earth. Although it is certainly the most noticeable one for the uninitiated public,
it is surely not the most striking and perhaps not (yet) the most worrying. As a matter of
facts, land artificialisation, overexploitation, pollution and the introduction of invasive
species are as many causes that, like climate change, put pressure on biodiversity and
provoke its decline. The IPBES report [17], which is the equivalent of the IPCC (GIEC in
French) report [25] for biodiversity, is clear on this point: Nature is declining globally
at rates unprecedented in human history. The WWF’s Living Planet Report of 2022
[7] states, among other alarming news, that the populations of monitored vertebrate
species declined on average by 69% between 1970 and 2018, accounting for 31,821
populations of 5,230 species of mammals, birds, fishes, reptiles and amphibians
around the world. Furthermore, insect populations are also estimated to have declined
by at least 75% in the last 30 years [58]. Overall, 1 million species of plants and animals
are now at risk of extinction [17]. While global warming has its part in these disasters,
particularly in the ruthless and accelerating decline of coral populations [17, 29], it
is far from being the only explanation for such a collapse of biodiversity. The IPBES
report [17] identifies economic growth as a key driver of nature loss by establishing that
the causes of biodiversity losses are, in decreasing order of severity, land and sea use
change, overexploitation, climate change, pollution and invasive species. Moreover,
just like CO2 emissions [82, 56], an absolute decoupling between economics growth
and biodiversity degradation seems more and more unlikely to occur in the near future
without major transformations of the economic systems [94].

Therefore, in the meantime, measures are being taken to mitigate the deleterious
effects on biodiversity. For two decades now, connectivity conservation has been
identified as an essential lever for biodiversity conservation in the face of natural

12



1 Introduction – 1.2 Connectivity optimization

habitat loss and fragmentation [31, 63, 77]. Landscape connectivity is defined by [117]
as the degree to which a landscape facilitates the movement of individuals between
habitat areas. This feature of landscapes is not only important for the capacity of
individual to move around and access vital resources but also to increase gene flow
among populations and improve their adaptability to climate change [31, 77].

1.2 Connectivity optimization
Implementing connectivity conservation requires that practitioners identify areas
where habitat conservation, restoration, or recreation will be the most effective and
cost-efficient for landscape connectivity [11]. For this purpose, graph-theoretical
approaches are very useful to model and study habitat connectivity [121]. Indeed, a
landscape can be viewed as a directed graph in which vertices represent the habitat
areas and each arc indicates a way for individuals to travel from one area to another.
Each vertex is associated with a weight corresponding to the ecological quality of the
area it represents, and each arc is associated with a length that represents the difficulty
for an individual to make the corresponding travel. This difficulty is often assessed
with a function of the euclidean distance between habitat areas. Interestingly, this ap-
proach can be used for a variety of ecological systems like terrestrial (patches of forests
in an agricultural area, networks of lakes or wetlands), riverine (segments of river than
can be separated by human constructions like dams that prevent fishes’ movement) or
marine (reefs that are connected by flows of larvae transported by currents). With this
formalism, ecologists have developed many connectivity indicators [96, 109, 88] that
aim to quantify the quality of a landscape with respect to the connections between its
habitat areas. Therefore, a multitude of frameworks have been developed to address
the prioritization of areas for conservation or restoration, under budget constraint, for
a variety of contexts and biological systems [81, 5, 116]. The problem facing decision
makers is to select, from a given set of possible conservation or restoration options,
a subset whose cost does not exceed the available budget and whose impact on im-
proving the quality of the ecological landscape is as great as possible. For most of
the connectivity indicators used in practice, the problem is very difficult to solve in
terms of computational complexity (In chapter 4 we will see that they are N P-Hard).
Indeed, the number of possible solutions grows exponentially with the number of
available options. The proposed frameworks thus do not seek optimal resolution and
largely struggle to account for the cumulative effects that can occur when multiple
impacts or small-scale decisions accumulate over large habitat networks [45, 127, 54].
Indeed, until now, ecologists have mostly tackled these problems by ranking each
conservation or restoration option by its independent contribution to the connectivity,
i.e., the amount by which the chosen connectivity indicator varies if the option is
purchased alone. Such an approach overlooks the cumulative effects of the decisions
made like unnecessary redundancies or potential synergistic effects. This could lead
to solutions that are more expensive or less beneficial to the landscape connectivity
than an optimal solution. Some studies have tried to overcome this limitation by
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considering tuples of options [104, 98]. In [104], the authors show that the brute
force approach, that consists in testing all possible combinations of options, rapidly
becomes impractical for landscapes with more than 20 options. Few studies have
explored the search for optimal solutions or guaranteed approximations. In [129], the
authors propose a polynomial approximation scheme (PT AS) for optimizing the PC
indicator when the underlying graph is a tree. The authors of [131] have introduced a
XOR sampling method based on a mixed integer formulation for optimizing the PC
indicator. To our knowledge, this is the only linear programming formulation already
proposed for optimizing the PC. However, their mixed integer formulation does not
scale to landscapes with few hundreds of improvement options. More recently, the
PhD thesis [70] introduced a constraint programming method for optimizing the IIC
indicator. Nowadays, the PC and the IIC are the two most commonly used indicators
for connectivity conservation [72].

1.3 Shortest path problems with interval data
Given a landscape graph where each arc is associated to a length, computing the value
of the PC indicator requires finding the shortest path distance for each pair of vertices.
As we will see in Chapter 4, some improvement of the landscape can be represented
by modifying the lengths associated to certain arcs of the graph. Thus, optimizing PC
is closely related to solving the shortest path problem on a graph with different length
functions, namely one length function for each combination of improvement options.
In the sequel, we call such a combination a scenario. A very powerful approach to
solve this kind of hard combinatorial optimization problems is to express them as
Mixed Integer Linear Program (MILP), i.e. as the problem of maximizing a linear
objective function subject to linear and integrality constraints. Indeed, state-of-the-
art linear programming solvers are able to solve MILPs of increasing size more and
more efficiently. However, the size of the resulting MILP models often remains a
limit, even to these advanced solvers. An approach has been proposed in [21] for
the robust shortest path problem to address this issue. It consists in a preprocessing
step that identify a subset of arcs that can either be removed or contracted to reduce
the size of the graph considered when computing the shortest path to a given vertex
t . In [21], given an arc (u, v) and a vertex t , the authors give a sufficient (but not
necessary) condition for (u, v) to be on a shortest path from u to t in every possible
scenario and use it to design a O(m +n logn) time recognition algorithm, where m
is the number of arcs and n the number of vertices of the graph. However, since the
condition is only sufficient, their algorithm may fail to identify some pairs of arc (u, v)
and vertex t for which the property holds. The authors also proposed a O(m +n logn)
time algorithm to test whether a given arc (u, v) is never on a shortest path from u
to t . As explained bellow, in this thesis, we have extended this line of research with
the objective of improving the algorithmic implementation of this preprocessing and
study its efficiency in accelerating the resolution of landscape optimization problems.
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1.4 Contributions and organization of the thesis
The contribution of this thesis is twofold. On the one hand, we formalize a versatile
problem for the optimization of the PC indicator under a budget constraint and give
a mixed integer formulation for solving it efficiently. This new optimization method
allows us to compute optimal solutions for restoration and conservation case studies
of unprecedented sizes and compare these solutions to those obtained with simpler
but suboptimal algorithms used in practice by practitioners. On the other hand,
we improve and introduce general purpose processing algorithms for optimization
problems involving shortest path computations with changing arc lengths. These
algorithms are not only useful for reducing the size of our mixed integer formulations,
but have been studied as preprocessing steps for other optimization problems such
as robust shortest paths problems [71, 21, 79] and may be of similar interest for
optimizing current and future connectivity indicators based on shortest paths, like PC
and IIC.

In Chapter 2, we define the essential mathematical notations used throughout the
manuscript. In Chapter 3, we analyze the state of the art on the methods used for quan-
tifying landscape connectivity, motivate our choice of the PC indicator and describe
modelization techniques to represent landscapes with graphs. Then, in Chapter 4, we
introduce the Budget-Constrained PC Optimization problem (BC-PC-Opt), show that it
can capture many conservation and restoration problematics, prove its N P-Hardness
and inapproximability with a constant factor greater than (1− 1

e ) , and give our mixed
integer formulation for solving it efficiently. Our new formulation is based on a gener-
alized flow formulation instead of a standard network flow formulation. This leads
to two improvements. Firstly, our formulation has a linear objective function as op-
posed to the model of [131] that was using a piecewise constant approximation and
additional binary variables to handle non-linearity. Secondly, the new formulation
aggregates into a single generalized flow the contribution to the connectivity of several
source/sink pairs having the same source whereas the previous model treated every
pair separately. More precisely, our model improves on the formulation given in [131]
by requiring n times less continuous variables and constraints and n2 times less inte-
ger variables, where n is the number of vertices of the graph. In Chapter 5, we design
and analyze an O(m +n logn) time algorithm that, given an arc (u, v) , computes the
set of all vertices t such that (u, v) is always on a shortest path from u to t or the set
of all vertices t for which (u, v) is never on a shortest path from u to t . Our algorithm
improves the one of [21] in two ways. First, we replace the sufficient condition de-
fined in [21] by a necessary and sufficient condition that allows us to identify all the
vertices t such that (u, v) is always on a shortest path from u to t instead of a subset
of them. We also improve the time complexity for computing this set by a factor n
since we only need to run our algorithm once instead of running it for each vertex t .
Chapter 6 is dedicated to the greedy algorithms used in practice to solve problems like
BC-PC-Opt. We describe in detail these algorithms and provide some instances where
they compute solutions that are far from optimal. We also show how to modify these
algorithms to improve their execution time in practice, while keeping the same time
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complexity. Finally, in Chapter 7, we briefly present the software packages developed
during the thesis and compare our optimization approach to the greedy algorithms
mentioned above in terms of running times and quality of the solutions found on
a set of experimental cases. These experiments show that the preprocessing is very
effective and that the greedy approach performs quite well on these instances.

16



2 Prerequisites

Table of contents

2.1 Set theory basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Graph theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Complexity of algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Since this thesis is interdisciplinary, we define many notions of computer science.
These definitions are intended to be either read by the neophyte and interested reader
or skipped by the more expert one. We have chosen to provide only the essential pre-
requisites for understanding the mathematical statements in this section, and to intro-
duce other prerequisites and definitions when necessary throughout the manuscript
in Definition Boxes.

DEFINITION BOX 1: DEFINITION BOXES

This gray box is a Definition Box. Definition Boxes are used to provide defini-
tions and additional information that are needed at a more local scale.

This is an "Important Box". This kind of boxes is used to highlight the core
definitions of the thesis and allow the reader to recover them easily.

2.1 Set theory basics
Set theory is a very powerful tool for representing mathematical objects that is com-
monly employed as a foundational system for the whole of mathematics. A set is
simply a mathematical model for representing a collection of different objects. We
can describe a set by listing its elements separated by commas within braces {} . The
set containing no elements, called the empty set, is denoted by the symbol ; . Given a
set S containing exactly the elements 1, 2 and 4, which we can denote as S = {1,2,4} ,
Table 2.1 shows true formal statements on S and their transcription in plain words.
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Statement Transcription
S = {1,2,4} The set S contains exactly the numbers 1, 2 and 4.
|S| = 3 The size of the set S is 3 .
1 ∈ S 1 is in the set S .
3 ∉ S 3 is not in the set S .

{1,4} ⊆ S {1,4} is a subset of S .
S ∪ {2,3} = {1,2,3,4} The set of elements either in S or {2,3} is {1,2,3,4} .

S ∩ {1,2,3} = {1,2} The set of elements both in S and {1,2,3} is {1,2} .
S ∩ {7,8} =; The sets S and {7,8} share no elements in common.

S \ {2,6} = {1,4} The set S minus the elements of {2,6} is {1,4}∑
k∈S (k) = 7 The sum of the elements of S is 7 .∏
k∈S (k) = 8 The product of the elements of S is 8 .

∀k∈S (k < 5) For all element k of S , k is smaller than 5.
mink∈S (3−k) =−1 The minimum value of (3−k) for all k ∈ S is −1.

Table 2.1: Set theory notations and their transcription in plain words.

Another way of describing a set is the set-builder notation. This notation consists in
characterizing the elements of a set by a predicate, i.e., a logical formula, such that the
described set contains all the objects for which this predicate is true. For example, the
intersection of two sets S and T can be expressed as S∩T = {e : e ∈ S,e ∈ T } . Figure 2.1
illustrates the interpretation of this set-builder notation of S ∩T .

{ e : e ∈ S , e ∈ T }

The set of elements e such that e is in S and e is in T

Figure 2.1: Interpretation of the set-builder notation of S ∩T .

A set can also contain others sets as its elements, in which case it is often called a
family. We can describe the intersection of all the sets of a family F by

⋂
S∈F S . Finally,

given two sets A and B , we use the notation AB to describe the set of all the functions
f : B → A that associate to each element of B an element of A . We often describe the
function f : B → A as a vector of |B | elements of A that is indexed by the elements of
B . For example, x ∈ {0,1}A is a vector such that, for each a ∈ A , either xa = 0 or xa = 1.
We refer to [38] for a more in-depth introduction to set theory.

2.2 Graph theory
Graphs are very useful mathematical structures for describing networks of all kinds.
Usually, the term graph refers to undirected graphs. An undirected graph G is charac-
terized by a couple of sets G = (V ,E ) where V is the set of the vertices (or nodes) of the
graph and E is the set of the edges (or links) that connects pairs of vertices together.
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Formally, the elements of V can be anything from integers to train stations, and E
must be a subset of all the pairs that can be formed between all the vertices, i.e.,

E ⊆ {{u, v} : u ∈V , v ∈V ,u ̸= v} . (2.1)

On the other hand, a directed graph is formed by a couple (V , A) where V is still the
set of vertices but A is a set of arcs (or directed edges) that can only be followed in one
direction, i.e.,

A ⊆ {(u, v) : u ∈V , v ∈V ,u ̸= v} . (2.2)

Given an arc a ∈ A , let source(a) and target(a) respectively denote its source and
target vertices, i.e., if a = (u, v) then source(a) = u and target(a) = v .

Most of the time, graphs are assumed to be simple and without loop, that is, they
do not contain multiple edge (resp. arc) between to vertices u and v and do not
contain any edge (resp. arc) connecting a vertex to itself, hence u ̸= v . In this thesis we
rarely use the notion of undirected graphs since the notion of directed graph is more
expressive in our context. Indeed, an edge linking two vertices u and v can be seen as
the equivalent of two reciprocal arcs (u, v) and (v,u) , see Figure 2.2. Therefore, we use
the term graph to designate simple directed graphs without loop.

u v

(a)

u v

(b)

Figure 2.2: Topologically equivalent undirected (a) and directed (b) graphs.

A subgraph H of G = (V , A) is a couple H = (U ,F ) with U ⊆ V and F ⊆ A . Given a
subset of vertices W ⊆V , we denote by G[W ] the subgraph induced by the vertices of
W , that is, the graph on the vertices of W that contains all the arcs of A that have both
endpoints in W , i.e.,

G[W ] = (
W, {a ∈ A : source(a) ∈W, target(a) ∈W }

)
. (2.3)

Given a graph G = (V , A) and a vertex w ∈ V , we denote δin
w and δout

w the sets that
correspond respectively to the incoming arcs of w and outgoing arcs of w such that
δin

w = {a ∈ A : target(a) = w} and δout
w = {a ∈ A : source(a) = w} .

The notion of path is very important for graph theory applications in general and
particularly in the context of landscape connectivity optimization. An st-path in the
graph G is a set of arcs P ⊆ A that can be ordered in a sequence P = {a1, . . . , an} of arcs
that can be consecutively followed to go from the vertex s to the vertex t , i.e., that
fulfills the following properties:
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source(a1) = s

target(an) = t

target(ai ) = source(a(i+1)) for each i ∈ {1, . . . ,n −1}

(2.4)

(2.5)

(2.6)

If each arc a ∈ A is associated with a length la ∈R+ , the length of a path P is defined
as the sum of the length of its arcs, i.e.,

∑
a∈P la , and the length of a shortest st-path is

called the distance from s to t and denoted d(s, t ) such that

d(s, t ) = min
P :st-path

( ∑
a∈P

la

)
. (2.7)

2.3 Complexity of algorithms
In computer science, the computational complexity of an algorithm is a measure of
the amount of resources needed to run it. These resources are time and space. Or,
in practical terms, "How long should I wait for the result?" and "Does my computer
have enough RAM?". The amount of time (and memory) required by an algorithm
depends on the size of the input data. Thus, if n describes the size of the input data,
the time complexity of an algorithm is a function f (n) that associates each value of
n to the number of elementary operations needed to execute the algorithm on the
input data. Similarly, the space complexity is usually a function g (n) that associates
each value of n to the number of memory bits required to run the algorithm on the
input. We are not interested in the exact values of f (n) and g (n) but rather in how
they grow with n , i.e. their asymptotic behavior when n tends to infinity. Therefore,
the complexity is expressed using big O notation. The big O notation is a standard
mathematical notation used for comparing the rate of growth of functions. Given a
function g (n) , O(g (n)) denote the set of all the functions f (n) that are dominated by
g (n) when n tends to infinity. Formally, it is the set of functions f (n) for which it exists
two constants c and m such that f (n) < c · g (n) for any n > m .
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Figure 2.3: Common functions used for big O notations.

One of the goal of computer science is to study mathematical problems, and particu-
larly graph related problems, and find the algorithms with the smaller time complexity
possible for solving them. One typical algorithmic problem that has been studied very
intensively by computer scientists is the single-source shortest path problem. In the
following box, we define this problem and illustrate how we will present an algorithm
and its time complexity.

DEFINITION BOX 2: SINGLE-SOURCE SHORTEST PATH PROBLEM

The Single-Source Shortest Path Problem (SSSPP) is a fundamental and very well
studied combinatorial optimization problem [111]. Given a graph G = (V , A)
where each arc a ∈ A is associated with a length la ∈R+ and a vertex s ∈V , the
SSSPP consists in finding the lengths of the shortest paths from s to every other
vertices of G , i.e. finding d(s, t ) for each t ∈V .
The SSSPP arises in numerous applications that are not only limited to the
fields of telecommunications and transportation with, for example, landscape
ecology. The Dijkstra algorithm [35] is well known for solving this problem
efficiently. Indeed, it can be implemented to run in O(|A| + |V | log |V |) time.
This algorithm can be described as the following pseudocode:
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Algorithm 1: Dijkstra

Input :G = (V , A) , (l )a∈A , s ∈V
Output :di st : V →R+ such that di st (t ) = d(s, t )
di st (s) ← 0
foreach (s, w) ∈ δout

s do
di st (w) ← lsw

S ← {s}
while S ̸=V do

Pick t ∈V −S with smallest di st (t )
foreach (t , w) ∈ δout

t such that di st (t )+ lt w ≤ di st (w) do
di st (w) ← di st (t )+ lt w

S ← S ∪ {t }
return di st

Correctness and complexity analysis of Algorithm 1 are provided in standard
reference manuals on algorithms such as [28].

Generally, we consider that an algorithm is efficient when its time complexity is
polynomial in the size of the input data. We define more advanced notions of compu-
tational complexity, like NP-Hardness and Approximation algorithms in the Defini-
tion Boxes 7 and 8.
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In the last two decades, landscape connectivity has become an essential tool for
biodiversity conservation and restoration. The first challenge in implementing land-
scape connectivity is to be able to identify what makes a landscape "well-connected".
And, more specifically, how to determine whether a local change in the landscape is
beneficial or detrimental to the ability of individuals to move around. In this chapter
we go from the state of the art concerning the methods for quantifying landscape con-
nectivity to the description of the method we chose to be our optimization criterion.

3.1 State of the art
Since the 1980s, human activities related to land use have become an increasing
concern for biodiversity. During this period, urban and agricultural expansion has de-
stroyed more and more natural habitats, to the point of stimulating environmentalists’
interest in the landscape processes affected by these destructions [120]. The stud-
ies that followed highlighted the fact that ecological processes are influenced by the
landscape at a much larger scale than the local scale that was traditionally considered
[128, 37]. An example of local changes that induced global problems in a landscape
can easily be found in the consequences of the land consolidation policies that took
place in European countries [124]. Land consolidation consists in merging adjacent
agricultural parcels for more efficient use. However, it also involves removing the
hedgerows that separated these fields. While locally these hedgerows provided little
habitat and resources, their removal has had a much greater impact on the landscape
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as a whole, c.f. Fig. 3.1. Indeed, due to their rectilinear shape, hedgerows serve as
movement and dispersal corridors for many forest species [47, 19]. In addition to that,
they are considered key factors for regulating soil erosion and wind speed.

(a) 1950-1965 (b) 2000-2005

Figure 3.1: Aerial photographs of a region of Normandy, France, with, on the left, a
photography taken between 1950 and 1965 before the implementation of
land consolidation policies and, on the right, a photography taken between
2000 and 2005, IGN [66].

DEFINITION BOX 3: HABITAT PATCH

In landscape ecology, patches are the basic elements of a landscape. A patch is
often defined as a contiguous parcel of the same land cover, e.g., forest. However,
this definition is highly dependent on the scale adopted because landscapes
are fundamentally heterogeneous.

Despite the lack of colors on the first photography of Figure 3.1, we can see that
the amount of forest is approximately the same between the two photos whereas two
major changes occurred between 1965 and 2000. On the one hand, according to the
land consolidation policy, agricultural parcels have been merged, which resulted in
the disappearance of most of the landscape’s hedgerows and thus undermined the
connections between the forest patches. On the other hand, even if some parcels den-
sified and became forests, some parts of the forest patch on the right were destroyed
and became fields, breaking the contiguity of this forest patch. In landscape ecology
these two effects are recognized under the term habitat fragmentation which is the
process by which large and contiguous patches of habitats get divided into smaller
and isolated ones [40]. Habitat loss and fragmentation are known to be the primary
causes of declines in global biodiversity [57]. Fragmented ecological landscapes are
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commonly represented as mosaics of patches that provide habitat and resources for
species, e.g., forest, above a more dominant and possibly inhospitable environment
called the matrix, e.g., agricultural fields, roads. Landscape connectivity is then de-
fined as "the degree to which the landscape facilitates or impedes movement among
resource patches" [117]. The relative importance of habitat loss versus habitat frag-
mentation is not clear and depends on many factors such as the degree of landscape
fragmentation and the species being studied [8, 40]. Usually, habitat connectivity
become more and more important as the proportion of habitat within the landscape
decreases. It is therefore necessary to be able to quantify landscape connectivity in
order to arbitrate the trade-off between quantity and connectivity of the habitat in
conservation and restoration planning. For this purpose a lot of connectivity metrics
have been developed in the literature. The first ones are based on simple statistics and
information theory such as the percentage of habitat within the landscape, the average
size of the habitat patches or the Shannon diversity index. In [86], dated from 1995,
the authors present the software FRAGSTATS version 2 together with an exhaustive
list of the connectivity indices that were used at the time. In 2000, the authors of [68]
introduced three new measures of fragmentation that outperform previous metrics on
nine suitability criterions. However, today, most of these connectivity indices would be
classified as structural connectivity indicators. As opposed to functional connectivity,
which is related to the behavioral response of organisms to the landscape structure,
structural connectivity considers only the geometrical properties of the landscape
[119, 118].

At that time, landscapes were mainly represented by rasters, i.e., grids of cells,
or vector maps, i.e., polygons, that delineate land use types. These two types of
representation are ubiquitous in the GIS programs that were becoming more and
more popular, thus facilitating spatial analyses. The articles [18, 121] are recognized
for popularizing a third tool for representing landscapes, namely graph theory. Indeed,
a landscape can be viewed as a graph G = (V ,E ) whose vertices are the habitat patches
and edges represent the connections that individuals can use to travel from one patch
to another.
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(a) ecological landscape [105] (b) a possible graph representation

Figure 3.2: Modelisation of an ecological landscape by a graph.

Usually, each patch is associated with a weight representing its ecological value
and each edge is associated with a weight representing the distance between the
two patches it connects. One strength of this formalism is to allow including species
specific variables. For example, each patch can be associated to the estimated number
of individual living in it and each edge can be associated to the probability for an
individual of the considered species to successfully travel from one patch to the other.
This proved to be a good compromise between data requirements and model relevance
[20]. Based on this new formalism many connectivity metrics have been created to
assess landscape connectivity. In fact graph-based indicators of connectivity are
applicable to raster maps since a raster can be represented by a graph where cells are
the vertices of the graph and adjacent cells are connected by an edge. In [96] (2006),
the authors introduced three graph-based connectivity metrics, namely, the Class
Coincidence Probability (CCP), the Landscape Coincidence Probability (LCP) and the
Integral Index of Connectivity (IIC). LCP is a generalization of the degree of coherence
index of [68] to arbitrary graphs. The authors then compared these three indices with
previous ones on seven examples to test for the sensibility of the metrics to minor
changes in landscape. Each example depicts two versions of the same landscape with
a minor change where an ideal connectivity metric should consistently prefer one
version over the other. They found that, among the tested metrics, IIC is the only
one to consistently prioritize the desired case and that LCP is the second best metric
by these criteria. However, these metrics apply to graphs with weighted vertices but
unweighted edges. One year later, the authors published another article presenting
the Probability of Connectivity indicator [109]. Combining their approach on the IIC
with the earlier works of [18] and [121] on the Flux metric, they showed that the PC
indicator outperforms all previous metrics while allowing to modulate the strength
of the connection between pair of patches. Since then, most of the graph-based
connectivity indicators that have been proposed, including the PC, have been based
on the least-cost path approach, i.e., the connectivity between two patches is assessed
by a function of the path of least resistance between these patches. This approach has
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been recognized to be a great tool for modeling and calculating inter-patch distances
modified with landscape structure and movement behavior [1] but can be criticized
for not accounting for the number of different ecological routes that exist between two
patches. In [88] (2008), the authors proposed an approach based on electrical circuit
theory to assess the connectivity of a landscape when it is represented as a raster grid.
The notion of effective resistance that they use in their method has the advantages of
being closely related to random walks and thus to account for all the paths from one
patch to another.

Afterwards, many reformulations of the PC indicator have been proposed such as
the Probability of Functional Connectivity (PFC) [126], the Equivalent Connected Area
(ECA) [108], the Protected Connected (ProtCon) [107] and the Connectivity through
Intact lands (ConnIntact) [125]. There is also the Density Weighted Connectivity (DWC)
indicator [90] whose formula shares a lot of similarities with the PC. In [72] (2021), the
authors provide a review of the existing connectivity metrics used for conservation
planning. They conclude that planners should use more than one connectivity metric
to prioritize natural lands for inclusion in a protected area network such as in the
framework proposed in [5]. In [62], the authors conduct a review of the graph-based
connectivity indicators used in studies between 2014 and 2021. Among the 114 studies
they reviewed, 58 indicators are mentioned with PC, IIC, LCP and ECA being the four
most used indicators with respectively 30%, 18.75%, 8.12% and 2.5% of studies using
them. Overall, PC is the most widely used connectivity indicator and has many simi-
larities with other indicators, making it a prime candidate for studying connectivity
optimization problems.

3.2 The Probability of Connectivity (PC) indicator

3.2.1 Definition
In general terms, a landscape can be modelled for the PC indicator as a directed graph
G = (V , A, w,π) with weights on the vertices and the arcs that depends on the studied
species that we call a landscape graph. The vertices correspond to non-overlapping
regions of the landscape and the arcs represent the ability for an individual to travel
from one region to another. Each region, i.e., vertex, u ∈V is associated with a weight
wu ∈R+ that represents its ecological value for the considered species, that is usually
the area of available habitat within the region, and each arc (u, v) is associated with a
probability πuv representing the probability for an individual to succeed in his move
from the region u to the region v . In Section 3.3, we present more details about the
methods used for creating such graphs.
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The PC indicator is computed as:

PC (G = (V , A, w,π)) =
∑

s∈V
∑

t∈V
(
ws ·wt ·Π(s, t )

)
W 2

, (3.1)

where Π(s, t) is the probability of the most reliable path from s to t , that we
often call the probability of connectivity from s to t , and W is a constant greater
than

∑
u∈V wu used to normalize the value between 0 and 1. Usually, W is the

area of a rectangle containing the landscape under study.

DEFINITION BOX 4: MOST RELIABLE PATH

Given a graph G = (V , A) where each arc (u, v) ∈ A is associated with a probability
πuv , the most reliable path from a vertex s ∈ V to a vertex t ∈ V is the path
maximizing the product of the probabilities of its arcs:

Π(s, t ) = max
P :st-path

∏
a∈P

πa . (3.2)

The problem of identifying the most reliable path is closely related to that of
identifying the shortest path. Indeed, the computation ofΠ(s, t ) can be reduced
to the computation of a shortest path from s to t :

Π(s, t ) = exp

(
ln

(
max

P :st-path

∏
a∈P

πa

))
(3.3)

= exp

(
max

P :st-path

∑
a∈P

ln(πa)

)
(3.4)

= exp

(
− min

P :st-path

∑
a∈P

− ln(πa)

)
(3.5)

where
(
minP :st-path

∑
a∈P − ln(πa)

)
is the length of the shortest path from s to t

using − ln(πa) as the length of the arc a . Since 0 ≤ πa ≤ 1 for each a ∈ A , the
weights − ln(πa) are positive. Thus, given a source vertex s ∈ V , the Dijkstra
algorithm [35] allows to compute the probabilities of connectivityΠ(s, t ) for all
t ∈V in one run of time complexity O(|E |+ |V | log |V |) .

The ECA indicator [108] is a reformulation of the PC indicator such that:

EC A (G) =
√

PC num (3.6)

where PC num is the numerator of the PC formula (3.1),
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PC num (G) =
∑
s∈V

∑
t∈V

(
ws ·wt ·Π(s, t )

)
. (3.7)

Since the area containing the landscape under study, W , is a constant term and
the square root is a monotonically increasing function, PC and ECA are equivalent
in the sense that, given two landscape graphs G and H , PC (G) > PC (H) if and only if
EC A(G) > EC A(H) . The ECA indicator is often used to make the resulting value more
meaningful since EC A(G) is an area value that actually corresponds to the area of a
single habitat patch that would have the same PC value as PC (G) .

In this thesis we focus on the PC indicator, but since it is the basis for many other
connectivity indicators, all our results can be applied, with minor modifications, to its
derived indicators such as ECA [108], PFC [126], ProtConn [107], ConnIntact [125] and
DWC [90].

3.2.2 Properties
Given a landscape graph G = (V , A, w,π) the following properties hold :

Lemma 3.1. Increasing the quality wu of a vertex u ∈V strictly increases PC (G) .

Proof. The PC formula is the sum, for every pair of vertices s and t , of the products
ws · wt ·Π(s, t) where all terms are positive, the increase of wu can therefore not
make PC (G) decrease. However, wu appears in the product wu ·wu ·Π(u,u) where,
by definition, Π(u,u) = 1. Supposing wu is about to be increased by δ > 0, PC (G)
increases then at least by δ2 +2wuδ .

Corollary 3.2. Decreasing the quality wu of a vertex u ∈V strictly decreases PC (G) .

Lemma 3.3. Increasing the probability πa of an arc a ∈ A can only increase PC (G) .

Proof. Let a = (u, v) and suppose πuv is about to be increased to π+
uv >πuv . For every

pair of vertices s and t whose original probability of connectivity isΠ(s, t ) , we can com-
pute their new *probability of connectivity asΠ+(s, t ) = max

{
Π(s, t ),Π(s,u) ·π+

uv ·Π(v, t )
}

thusΠ+(s, t ) ≥Π(s, t ) . Since the PC formula is the sum, for every pair of vertices s and
t , of the products ws ·wt ·Π(s, t) where all terms are positive, the increase of πa can
only make PC (G) increase.

Corollary 3.4. Decreasing the probability πa of an arc a ∈ A can only decrease PC (G) .

Remark. Increasing the probability πa of an arc a may not increase PC (G) .
The two graphs G and H , described by Figure 3.3 have the same value of PC, i.e.,

assuming wa = wb = wc = 1, PC (G) = PC (H) = 1.7, despite the fact that the arc (a,c)
has a higher probability in H than in G . Indeed, in both cases the most probable path
from a to c passes by b and has a probability ofΠ(a,c) = 0.5 ·0.8 = 0.4.

29



3 Quantify landscape connectivity – 3.2 The Probability of Connectivity (PC)
indicator
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Figure 3.3: Two graphs, G (a) and H (b) with H being obtained from G by increasing
the probability of the arc (a,c) from 0.2 to 0.3.

Lemma 3.5. If two vertices s and t of G are connected with a probability of connectivity
Π(s, t ) =Π(t , s) = 1 then PC (G) = PC (H ) where H = (V ′, A′, w ′,π′) is the graph obtained
from G by contracting the vertices s and t , i.e., replacing them by a vertex u such that
V ′ = (V \ {s, t })∪ {u} with w ′

u = ws +wt and w ′
v = wv for any v ∈V ′ \{u} , and replacing

the occurrences of s and t in the arcs of A by u .

Proof. Since, in G , s and t are connected with probability 1, their probability of con-
nectivity to all the other vertices of the graph are the same, i.e., ΠG (s, v) = ΠG (t , v)
for any v ∈ V , furthermore contracting them does not affect the probability of con-
nectivity between any of the remaining vertices. Let S = V \ {s, t } be the set of ver-
tices that G and H have in common, we have ΠG (x, y) = ΠH (x, y) for any pair of
vertices x, y ∈ S , and ΠH (u, v) = ΠG (s, v) = ΠG (t , v) for any vertex v ∈ S . Let F G

v =∑
x∈S wx · (ΠG (x, v)+ΠG (v, x)) such that wv ·F G

v is the contribution to PC (G) of all the
pairs formed by v and a vertex of S , clearly F H

u = F G
s = F G

t . We can then reformulate
PC (G) as follows:

PC (G) =
∑
v∈S

(
wv ·F G

v

)+ws ·F G
s +wt ·F G

t + (ws)2 + (wt )2 +2 ·ws ·wt (3.8)

=
∑
v∈S

(wv ·Fv )+w ′
u ·F H

u + (w ′
u)2 (3.9)

= PC (H) (3.10)

3.2.3 Interpretation
In the article introducing the PC indicator [109] as well as in other articles [14, 110],
the authors give the idea of a probabilistic interpretation of this indicator as "the prob-
ability that two points randomly placed within the landscape fall into habitat areas
that are reachable from each other". In this section, we develop this interpretation
further, as it seems to explain many of the good properties of the PC indicator.
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Let W be the area of a rectangle containing the landscape under study. We consider
a stochastic process that consists in choosing two points p and q uniformly at random
in the rectangle. The indicator PC is the expected value of a random variable equal to
0 if either p or q does not belong to habitat areas andΠ(s, t ) if p belongs to the habitat
of s and q belongs to the habitat of t (recall thatΠ(s, t ) = 1 if s = t ). Let wu denote the
quantity of available habitat in the region u. Since the probability that p belongs to
the habitat of u is wu

W
and the events p ∈ s and q ∈ t are independent, by linearity of

expectation, PC can be expressed as follows:

PC (G) =
∑
s∈V

∑
t∈V

(ws

W
· wt

W
·Π(s, t )

)
. (3.11)

One important assumption of this interpretation is that two points belonging to the
same region, i.e., vertex, are assumed to be connected with probability 1. Although
the travel costs of an individual can easily be considered lower in a habitat patch than
in the matrix, this can be a rather extreme hypothesis when the regions described by
the vertices of the graph are very large with respect to the dispersal capability of the
species considered. On the other hand, it seems a reasonable approximation in highly
fragmented landscape where habitat patches are small.

3.2.4 Empirical support and limitations
While being widely used in practice [72], metrics based on least-cost paths, such as
PC, are sometimes criticized for their ecological interpretation and relevance. Indeed,
in most of the least cost path models, the connectivity between two habitat patches is
assessed only with the path that connect these patches and whose total resistance to
movement is minimum. This leads to two drawbacks: (1) individuals are assumed to
have knowledge of the paths presenting the least movement costs among the land-
scape and (2) PC does not promote the presence of multiple disjoint paths between
habitat patches.

To remedy these problems, other measures have been proposed. For example, the
resistance distance [88] between two vertices u and v of a graph takes account for all
the possible paths between these two vertices. The effective resistance between u and
v is linked to the expected number of steps needed in a random walk to go from u
to v and back to u by selecting randomly an incident edge to cross at each step. This
can be seen as the opposite hypothesis of (1) where individuals are assumed to have
absolutely no knowledge of the structure of the landscape. However, some studies have
shown that depending on the studied species the least cost path approach product
better results, i.e., that sticks more to the reality, than the effective resistance model.
For example, least-cost path approaches perform slightly better than circuit theory for
predicting the migration routes of elks [84] and, more generally, to predict immigration
rates at the patch scale [103]. In [65, 87], the authors suggest that least-cost path
methods and circuit theory ones should be used conjointly to find a compromise
between the two extreme hypothesis they carry.
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Figure 3.3 provides an example of the drawback pointed by (2). While the arc (a,c)
has a higher probability in the graph of 3.3b than the one in 3.3b, the PC values of the
two graphs are equal since the arc (a,c) does not belong to any least cost path. We can
nevertheless argue that an ideal connectivity indicator should be prioritizing the case
3.3b according to the well accepted definition of landscape connectivity: "the degree
to which the landscape facilitates or impedes movement among resource patches"
[117]. In [102], the authors propose two approaches that evaluate the connectivity
between two patches based on many of the shortest paths connecting them.

As the saying goes, "all models are wrong, but some are useful" [16], and despite
these criticisms, the PC indicator has not been formally refuted and has received
encouraging empirical support [99, 10] while being one of the most used connectivity
indicator [62].

3.3 Modelling landscapes for the PC indicator
As with any quantitative model, assessing the connectivity of a habitat network based
on its graph representation critically relies on the input data and the modeling process.
This includes characterizing the regions of the landscape that would be represented by
the vertices of the graph, weighting these regions according to their ecological quality
and modelling the connections between these regions, i.e., determining which pairs of
vertices should be linked by arcs and the probabilities to be associated with these arcs.
In this section, we present the two most commonly used techniques for representing
ecological landscapes with graphs, namely raster-based and patch-based modeling.
While the PC indicator can be applied to both [109], these two models share many
differences that need to be addressed. We argue that any patch-based model can be
viewed as a simplification of a raster-based one and that raster-based models allow for
a more accurate modeling of the response of individuals to the landscape structure at
the expense of higher computation time. The goal here is not to provide an exhaustive
guide for modeling ecological landscapes – this is far beyond the scope of this thesis –
but rather to give more precise ideas of what can be meant by graph representation of
an ecological landscape when considering the PC indicator.

3.3.1 Raster-based models
Raster data is ubiquitous in all domains where geospatial information are needed.
Its basic principle is to subdivide the continuous 2D terrain in cells that are usually
squares. The parallel can be made with a camera sensor where the incident light
represents the 2D terrain and is divided in pixels. Each cell is then associated with a
value, in our analogy, a color, that is the average value of the infinitely many 2D points
that lie within the cell. We define a raster as a way of subdividing the 2D plane in
regular cells. Thus, there are many kinds of rasters, with different cells shapes. For the
moment, we consider a standard raster whose cells are square and its associated raster
graph where each vertex represents a cell and each cell is linked to its four adjacent
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neighbors with reciprocal arcs, as depicted in Figure 3.4. From this point, we have

(a) (b)

Figure 3.4: Square raster grid (a) and its associated graph (b)

to determine for each cell the weights of its corresponding vertex and of its incident
arcs. Obtaining accurate and reliable data on the biological response of individuals to
the landscape structure is complicated, time-consuming and expensive. In general,
the weight wu of a cell u is defined as the area of potential habitat within it. Indeed,
habitat quality and habitat area seems to be the most important properties explaining
population size [64]. The probability πuv of an arc (u, v) is assessed by a function of
the center to center distance between the cells u and v . A basic method for estimating
this probability is given in the paper introducing the PC indicator [109] as:

πuv = exp(−α · luv ) , (3.12)

where luv = ∥u − v∥ is usually the center-to-center euclidean distance between the
cells u and v and α is a constant used to fit the function to the relationship between
the travel distance and the dispersal probability of this species. The constant α can be
calculated:

α= − ln(0.5)

θ
, (3.13)

with θ being the median dispersal distance of the target species. Two cells s and t
whose center-to-center distance is θ would then be connected with an arc (s, t) of
probability:

πst = exp(−α ·θ) = 0.5, (3.14)

that is, starting from s , half of the individuals would not make it to t while the remain-
ing half would succeed and continue to disperse.

With additional data, such as the predominant soil type of each cell, it is possible
to refine the calculation of both wu for each vertex u and πuv for each arc (u, v) . For
example, the habitat quality of a cell u can be assessed by taking into account the
land cover and the spatial arrangement of the habitat [5]. Indeed, the edge and the
interior of the forest do not present the same attractiveness for some species. Similarly,
the estimation of the probability πuv can be refined by taking into account not only
the distance between the cells u and v but the movement cost that an individual
would pay to get from u to v . In this case, luv is called the effective distance between
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u and v and is computed from the center-to-center euclidean distance between the
cells multiplied by a constant r that depends on the soil types of u and v , and the
way in which the species under study responds to them, i.e., luv = r · ∥u − v∥ . Since
πuv = exp(−α · luv ) , this is equivalent to defining a value of α for each type of soil.
However, this approach require knowing these values of α . While these data can
be accessible in other published works, some frameworks go further and probe the
environment to obtain it. For example, in the article introducing the Density Weighted
Connectivity (DWC) metric [90], which is very close to the PC one, the authors use
spatial capture-recapture models to estimate both the quality of the cells and the
probabilities of the arcs based on the fluxes of individuals across the landscape.

The choice of a raster and of its associated graph can have a strong impact on the
computed value of the PC indicator. Indeed, the distances in the square raster with
4-neighborhood of Figure 3.4 does not correspond exactly to the euclidean distance.

DEFINITION BOX 5: SPANNER GRAPH

Given an undirected graph G = (V ,E ) where each edge e ∈ E has a weight le and
a real number r ≥ 1, a r -spanner of G is a graph H = (V ,F ) with F ⊆ E such that,
for any pair of vertices s, t ∈V , the distance between s and t in H is at most r
times the distance between s and t in G :

∀s,t∈V dH (s, t ) ≤ r ·dG (s, t ) , (3.15)

where dG (s, t ) is the length of the shortest path between s and t in G using le as
the length of the edge e . The smallest r such that H is a r -spanner of G is called
the stretch factor of H . This concept extends well to the case where each edge
is associated with a probability πe , and we are interested to the most reliable
paths between pairs of vertices. In this case, H is a r -spanner of G if and only if:

∀s,t∈VΠH (s, t ) ≥ (
ΠG (s, t )

)r , (3.16)

whereΠG (s, t ) is the probability of the most reliable path from s to t in the graph
G . This definition follows the equivalence between shortest paths and most
reliable paths that we addressed in the Definition Box 4 since exp(r · ln(π)) =
(π)r .

Thus, in practice, most of the studies employing raster-based modelization uses the
square raster with 8-neighbohood, in which each square cell is connected to its eight
surrounding neighbors, since its stretch factor for the euclidean distance is closer to
1, see Figure 3.5. We found only one study [115] that uses the hexagonal raster to
model landscapes and assess the connectivity of landscapes with the PC indicator.
The hexagonal raster has the advantage of having 6 times more arcs than vertices
which places it right between the square rasters with 4 and 8 neighborhoods that
have, adequately, 4 and 8 times more arcs than vertices, while having a stretch factor
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s u

t

(a) square raster with
4-neighborhood

s u

t

(b) hexagonal raster
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t

(c) square raster with 8-
neighborhood

Figure 3.5: Worst cases illustrating the stretch factors of different raster graphs for the
euclidean distance. The shortest st-paths in these graphs are represented
in red while the euclidean distance is represented in green by the segment
st . The square raster with 4-neighborhood (a) has a stretch factor of

p
(2) ≃

1.41, the hexagonal raster (b) stretch factor is 2p
3
≃ 1.15 and the square

raster with 8-neighborhood (c) is 1+p(2)p
5

≃ 1.08.

smaller than the average of the two square rasters. The stretch factor for the euclidean
distance of a raster graph can be interpreted as a distortion of the probabilities of
connection. Indeed, assuming that the probability of each arc (u, v) is assessed by the
function exp(−∥u − v∥) , the probability of connection between two cells s and t in a
raster of stretch factor r , that is normally defined as exp(−∥t − s∥) , can be as low as(
exp(−∥t − s∥)

)r . Figure 3.6 shows the worst cases of probability distortion that can
happen in those raster graphs.
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Figure 3.6: Worst cases of probability distortion in raster graphs.

35



3 Quantify landscape connectivity – 3.3 Modelling landscapes for the PC indicator

We believe that the hexagonal raster is an excellent compromise between the square
rasters with 4 and 8 neighborhoods in terms of number of arcs and stretching factor
but that square rasters are preferred for ease of implementation. Indeed, a square
raster can easily be represented by two-dimensional arrays whereas it is less trivial for
a hexagonal raster.

3.3.2 Patch-based models
In the patch-based model, the vertices of the graph correspond exactly to the patches
of habitat of the landscape, i.e., the contiguous area of habitat. Each arc (u, v) then
represents the ability for an individual to travel directly from a patch u to a patch v
with a success probability of πuv . Like raster-based models, in the absence of more
data, the weight wu of a vertex u is often set to the area of the corresponding habitat
patch. However, these weights can also be assessed with additional data, like spatial
capture-recapture models [90], or by taking into account the land cover and the spatial
arrangement of the habitat [5]. Again, the probability πuv of an arc (u, v) can be
assessed with the formula

πuv = exp(−α · luv ) , (3.17)

where, this time, luv denotes the border-to-border distance between the patches u
and v [109]. Thus, in this model, the inner patch movements are assumed to be "free",
i.e. they are not accounted in the movement costs of the individuals, only the costs
incurred by the matrix are accounted for. Arc probabilities can also be refined by
accounting for the heterogeneity of the matrix. For example, a raster model can be
used to compute the probabilities of the arcs [1, 41]. This is equivalent to creating a
raster model where each cell has a positive weight if it belongs to habitat and a null
weight if it belongs to the matrix, and every two adjacent cells corresponding to a
habitat area are linked with reciprocal arcs of probability 1. Indeed, by Lemma 3.5,
we can then contract all the cells corresponding to a contiguous habitat into a single
vertex representing the habitat patch and whose weight is the sum of those of the cells,
i.e., the total habitat area. The probability of an arc linking two patches in the patch-
based model is then defined by the most reliable path between the corresponding
vertices of this raster-based model.

Remark. The PC value between these two models would be essentially the same since
only the vertices with positive weights are accounted in the sum of the PC formula.

There is still to decide which vertices must be linked by arcs in a patch-based model.
Given a set of patches of the landscape, the simplest graph representation is the
complete graph where every pair of patches u and v are connected with reciprocal
arcs (u, v) and (v,u) . However, for n patches, the complete graph contains O(n2) arcs
which can quickly become intractable for graphs with few thousand of vertices, even
for simple graph algorithms. Moreover, since inner patch movements are considered
"free", many of the arcs of the complete graph would not be used in most reliable paths
and probably do not correspond to actual movements of individuals. To overcome
this problem, it is interesting to try to remove a maximum of arcs from the complete
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graph while keeping the distances between pairs of vertices as close as possible to the
original ones. In fact, finding methods to construct a graph on a set of arbitrary points
in 2D whose shortest path distances approximate those of the euclidean distance
is a well studied topic of research in graph theory. Such graphs are called geometric
spanners.

DEFINITION BOX 6: GEOMETRIC SPANNERS

A geometric t-spanners is a graph G = (V ,E) whose vertices correspond to
points in the 2D plane, i.e., V ⊆R2 , and where each edge has a length le such
that the shortest path distances in G approximate the euclidean distance as
follows:

∀u,v∈V dG (u, v) ≤ t · ||v −u|| , (3.18)

where dG (u, v) is the length of the shortest path between u and v in G using
le as the length of the edge e and ||v −u|| is the euclidean distance between u
and v . Geometric spanner graphs are well studied [91] with the objective of
obtaining good trade-offs between graph size and stretch factor. Indeed, for
points in general position, i.e., no 3 of them are aligned, the complete graph is
the only geometric spanner with a stretch factor of t = 1.
In [15], the authors presents a review of the types of planar graphs that are
geometric spanners. While a complete graph possesses O(|V |2) edges, planar
graphs are guarantied to have no more than (3 · |V |−6) edges which is O(|V |) .
This result is a corollary of the famous Euler polyhedron formula [80]. The
most common plane geometric spanner in the literature are types of Delaunay
triangulation. For example, the triangle distance (TD) Delaunay triangulation is
long known for approximating the euclidean distance in two dimensions with a
stretch factor of at most 2 [97]. Afterwards, it was proved that the standard De-
launay triangulation approximates the euclidean distance with a stretch factor
of at most 2.42 [73] and, more recently, this upper bound has been improved to
1.998 [130].

Two graph structures are typically used to represent landscape with the patch-based
model [50]. The Complete Thresholded Graph (CTG) is obtained from the complete
graph by removing the arcs whose probability is below a certain threshold γ that
corresponds to the maximum distance that organisms can travel. The choice of γmust
be checked by expert opinion since a value of γ that is too low will remove too few arcs
from the graph while a value that is too high would disconnect the graph, artificially
isolating some patches from the others. Therefore, the CTG of an arbitrary graph G is
not guarantied to be a spanner. The Minimum Planar Graph (MPG), introduced in
[41], is the other main structure used for patch-based models. The authors present
the MPG as a generalization of the Delaunay triangulation. Indeed, since the distance
between two patches is often defined as a function of the border-to-border distance
instead of the center-to-center one, patches does not correspond to points in 2D.
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Thus, the Delaunay triangulation can not be directly be computed on a set of patches.
To our knowledge, there are no known upper bounds on the stretch factor of the
MPG with respect to the chosen distances between the vertices. But, since the MPG
is a generalization of the standard Delaunay triangulation, its stretch factor (which
is defined by the worst case) is not better than those of the Delaunay triangulation.
However, in most practical cases, it seems to provide a good approximation of the
complete graph [41].

3.3.3 Discussion
The first major difference between raster and patch-based models is the number of
vertices of the resulting graph. In a raster-based model, the number of vertices is
determined by the type of raster adopted and its resolution, i.e. the chosen cell size,
whereas, in the patch-based model there are as many vertices as habitat patches.
Consequently, raster based models are generally many order of magnitude bigger than
patch-based models in terms of number of vertices. For this reason, most studies
that run simulations on the graph use patch-based models for their computational
efficiency. However, this larger size of the raster-based models comes with a greater
expressiveness. Indeed, since the matrix is entirely represented in raster-based graphs,
it is much easier to simulate changes in the matrix that may affect the probability of
connection between many pairs of habitats areas and to fully account for landscape
heterogeneity, which proved insufficient in the early patch-based models [118]. Raster-
based models have also the advantage of sticking more to the interpretation of the
PC indicator given in Section 3.2.3. Indeed, in patch-based models, inner patches
movements are assumed to have absolutely no cost for individuals which can lead to
overestimating the landscape connectivity in the case of very large patches of habitat.
Patched-based models can be seen as simplifications of raster-based models in order
to make them more computationally tractable at the expense of losing expressiveness
about the matrix and making some assumptions about the graph structure (CTG vs
MPG) and the inner patch movements.

Overall, the trade-off between raster-based and patch-based models is driven by the
need to represent the heterogeneity of the landscape, particularly its matrix, and the
constraints in computational resources. Our advice would be to prefer raster-based
models as soon as the computational requirements are reasonable. Otherwise, two
modifications can be done. First, increasing the size of the cells can significantly
reduce the number of vertices in the model, but the incurred loss of resolution can
make the model underestimate the impacts of thin barriers like roads. Then, if the
inner patch movements can be neglected, contracting the contiguous cells of habitat
into a single vertex, as described previously, is an option to greatly reduce the number
of vertices pairs contributing in the PC formula while keeping a representation of the
whole matrix. We adopted this technique for the Aix case study in our experiments of
Chapter 7.

While the goal of this thesis is to improve the solving methods for optimizing the PC
indicator in the general case, our contribution in Chapter 5 is even more interesting
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for improving the computational tractability of raster-based models since it allows to
automatically simplify the parts of the landscape whose contribution to the PC are
always the same, regardless of the landscape improvements selected.
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One of the key issues for which landscape connectivity indicators have been used
in the last years is to help conservation practitioners take the most effective and
cost-efficient actions to conserve, restore or recreate the habitat patches or ecological
corridors that preserve or enhance landscape connectivity [5]. This often translates
into identifying the set of vertices or arcs that optimally maintains a good level of
connectivity. In this chapter we first introduce the Budget-Constrained PC Optimiza-
tion problem (BC-PC-Opt), that we are concerned with, in Section 4.1, see how it fits
in the state of the art in Section 4.2, give difficulty and inapproximability results in
Section 4.3 and finally present a mixed integer formalization for solving it efficiently
in Section 4.4.

4.1 Problem Statement
For the BC-PC-Opt problem, we give a formulation that could deal with both patch-
based and raster-based models as well as address restoration or conservation prob-
lematics. The idea is to have a landscape graph G , a setΦ of options and a budget β .
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Each option corresponds to either a conservation or restoration action whose effects
can be modeled by increasing the weights of some vertices and arcs of the graph and
for which we have an estimation of the cost. The BC-PC-Opt problem then consists in
finding the best combination of options fitting the budget in order to maximize the
PC of the resulting landscape:

BC-PC-Opt
Input: A landscape graph G = (V , A, w,π) , a budgetβ ∈R+ and a set options

Φ such that each option i ∈ Φ is associated with a cost ci ∈ R+ , a
weight w i

u ∈R+ for each vertex u ∈V and a probability πi
a ∈ [πa ,1]

for each arc a ∈ A .
Output: A subset of options S ⊆ Φ of total cost at most β that maxi-

mizes PC (G ′ = (V , A, w ′,π′)) , where w ′
u = wu +∑

i∈S w i
u and π′

uv =
max

{
πuv , maxi∈S π

i
uv

}
.

Interestingly, this problem is relevant both when the goal is to restore existing
landscape elements or when the goal is to identify landscape elements that are at risk
of being degraded and need to be protected, while ensuring the highest possible PC
value.

In the case of restoration, G is the landscape graph representing the current land-
scape, Φ is the set of restoration options and the realization of an option i ∈ Φ is
modeled by increasing the weight of each vertex u ∈V by w i

u and increasing the prob-
ability of each arc (u, v) ∈ A to πi

uv . In practice, the impacts of restoration options are
local and very unlikely to affect all the vertices or all the arcs of the graph. For each
vertex u ∈V (resp. arc a ∈ A) that is not affected by an option i ∈Φ , its corresponding
weight is simply set to w i

u = 0 (resp. πi
a = πa). However, we allow many options to

impact the same vertex or arc, in which case we consider that the increases in weight
of a vertex adds up whereas the increases in probability of an arc are concurrent and
that only the maximum value counts. To model the cumulative improvement of an
arc (u, v) by two options i and j , we can replace (u, v) with two arcs (u, x) and (x, v)
where the option i improves the probability of (u, x) and the option j improves those
of (x, v) . This requires adding an intermediary vertex x to the graph such that wx = 0
and πuv =πux ·πxv .

In the case of conservation, G = (V , A, w,π) represents the landscape as it would
be if no conservation action is taken, i.e., if all elements subject to degradation are
effectively degraded and Φ is the set of conservation options. The realization of an
option i ∈Φ corresponds to preventing the weight of each vertex u ∈V from decreasing
by w i

u and the probability of each arc a ∈ A from dropping below πi
uv . Let w u and πa

denote the current weights, i.e., before degradation, of each vertex u ∈V and each arc
a ∈ A , such that w u ≥ wu and πa ≥πa . If all potential degradation can be prevented
by the conservation option, we have:
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w u = wu +
∑
i∈Φ

w i
u (4.1)

and

πa = max

{
πuv , max

i∈Φ

(
πi

uv

)}
. (4.2)

Solving the BC-PC-Opt problem in this case amounts to finding the set of conserva-
tion options S ⊆Φ that guarantees the highest PC value if all the landscape elements
that risk degradation and are not protected, i.e. those concerned by the optionsΦ\ S,
are indeed degraded. The restoration and conservation cases are thus equivalent,
given that they do not start with the same state of the graph.

Concrete instances are described in Chapter 7.

4.2 State of the art
Although, to our knowledge, the BC-PC-Opt problem has never been formalized like
this, its scheme can be applied to many studies dealing with conservation or restora-
tion problematics. One of the most typical workflows, widely applied by conservation
practitioners, is to represent the landscape with a patch-based model, assess its con-
nectivity using metrics such as the PC, and perform simulation experiments on the
graph to associate with each patch, i.e., vertex, the amount by which its removal, i.e.,
vertex deletion, affects the PC, namely its relative contribution to the PC [14, 115]. This
quantity, often denoted dPCk for a given patch k , is then used to rank the patches
of the landscape by order of importance and establish priorities for conservation or
restoration. The method of ranking patches based on the effect of their removal on
a connectivity indicator has been used since [121], but is known to overlook cumu-
lative effects such as potential synergistic effects or redundancies. For example, in
Figure 4.1a, removing the patches b or c makes PC (G) decrease by disconnecting the
patches a and d such that dPCb = dPCc = 2, but removing both patches does not
make PC (G) decrease more than that. In this case the two patches act in synergy
and are contributing to the PC only if both are selected in the conservation plan. On
the other hand, in Figure 4.1b the patches g and h are redundant since they both
provide a path from e to f of probabilityΠ(e, f ) = 1. Thus, the deletion of only g or h
does not decrease PC (H ) , i.e., dPCg = dPCh = 0 although the removing both patches
does decrease PC (H) . Therefore, dPCk can either overestimate or underestimate the
contribution of a patch k to the PC of the final solution and relying on these values for
decision-making can lead to solutions that are more expensive or less beneficial to
the PC than the optimal solution. Some studies tried to overcome this limitation by
computing the dPC for tuples of n patches instead of single patches [104, 98]. This
method, called multi-node approach, as opposed to the single-node approach, is how-
ever more computationally demanding since it requires computing the PC for |V |!

(|V |−n)!
subsets of patches rather than for each patch, which rapidly becomes impractical for
landscape with |V | ≥ 20 and n = 5 [104]. In [51] and [46], the authors show that the
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dPC method can not only be used to identify the most important habitat patches in
the current landscape, but also to assess the potential gains that can be achieved by
reforesting certain regions of the landscape, i.e., adding habitat. In this case, ifΦ is the
set of regions of the landscape that can be reforested, dPCi denotes the increase in
PC achieved by reforesting the region i ∈Φwhich can either be modeled by adding a
new vertex to the graph or by increasing the weight of an existing vertex. The authors
of [46] then propose a simple greedy algorithm for selecting N regions ofΦ in order to
maximize the PC. This algorithm consists in N steps where, at each step, it computes
dPCi for each remaining region i ∈Φ , adds the region with the highest dPC to the
solution and update the landscape graph accordingly. Such greedy algorithms also
struggle to take into account all the cumulative effects of the decisions and can provide
arbitrarily bad solutions. We go into more details about this in Chapter 6.

a b c d

g

h

(a) G

e

g

h

f

(b) H

Figure 4.1: Examples of cumulative effects: (a) is a landscape graph G on four vertices
a , b , c and d with wa = wd = 1 and wb = wc = 0. (b) is a landscape graph
H on four vertices e , f , g and h with we = w f = 1 and wg = wh = 0. In
both cases, all the arcs have a probability of 1.

However, the problem addressed by [51], i.e., selecting N regions of the landscape
for reforestation in order to maximize the PC, is actually a special case of BC-PC-Opt.
In this case, all the vertices and arcs that would be added to the graph to model
the reforestation of some regions are already part of the base graph but with null
weights, i.e., 0 for the weights of the vertices and the probabilities of the arcs. Each
region that can be reforested then corresponds to a restoration option that consists in
increasing the weight of the corresponding vertex and the probabilities of its adjacent
arcs to their nominal values. Solving the BC-PC-Opt problem consists in finding the
best combination of reforestation options to maximize the PC, all cumulative effects
considered.

Only few studies have explored the search for an optimal or a guaranteed approxi-
mate solution to maximize landscape connectivity. In most cases these studies focus
on dendritic networks such as rivers where the landscape is represented by a tree
graph such as in [75, 113]. We only find two articles that address problems directly
applicable to the optimization of the PC indicator. In [129], the authors propose a
polynomial time approximation scheme for the bidirectional barrier removal problem
in river network. When applied to the optimization of the PC, this problem is a special
case of BC-PC-Opt, that we later define as SAO-BC-PC-Opt, when the landscape graph
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is restricted to be a tree. For any real ϵ> 0, their dynamical programming algorithm
with rounding allows to compute a (1−ϵ)-approximated solution in O(|V |8/ϵ) time.
More recently, [131] introduced a sampling method based on a mixed integer formula-
tion that is applicable to the same problem without requiring the graph to be a tree.
To our knowledge, this is the only linear programming formulation of SAO-BC-PC-Opt
for general graphs described in the literature. However, on its own, their mixed integer
formulation only approximates the PC because they used a standard shortest path
linear formulation to identify the most reliable path between each pair of vertices
s and t and a piecewise constant approximation to compute Π(s, t) from this path.
This formulation does not scale to landscape graphs with few hundreds of vertices, as
it requires at least |V |2 · |A| flow variables, |V |3 constraints and k ∗ |V |2 +|Φ| integer
variables, where k is the number of possible values for eachΠ(s, t ) .

4.3 Complexity results
In order to be as general as possible concerning the improvements of a landscape
graph, the BC-PC-Opt problem is rather complicated, involving a lot of possibly
changing weights. In this section, we prove its NP-hardness and inapproximability
through the intermediary of two simpler derived problems, namely, the Single-Vertex-
Only (SVO) and the Single-Arc-Only (SAO) variants.

DEFINITION BOX 7: NP-HARDNESS

Two of the most fundamental questions underlying computer science are "What
problems can be solved by a computer?" and "How much time and memory
does it require?". Soon enough in this area of research, many complexity classes
were created in order to arrange problems by order of difficulty. The complexity
class P regroups the decision problems, i.e., whose answers are "yes" or "no",
that can be solved efficiently [23]. Here, efficiently means that, given a problem
A ∈ P , the time required to compute the solution of any instance I of A is at
most proportional to a polynomial of the number of symbols needed to describe
I , i.e., O(pol y(n)) where n is the size of the instance I . Another important class
of complexity is the class N P . A problem B is in N P if, for any instance J , we can
provide the solution with a proof of correctness that can be verified efficiently.
Clearly, P ⊆ N P , since any problem of P can be solved efficiently there is no
need for a proof, but, interestingly, the question "P = N P ?" remains open and
is considered the most important challenge of theoretical computer science.
The biggest step towards answering this question is the Cook-Levin theorem
[27, 78] proving that the Boolean Satisfiability (SAT) problem is N P-Complete.
A decision problem B ∈ N P is said to be N P-Complete if for any problem
A ∈ N P , we can efficiently transform an instance I of A into an instance J of
B such that solving J gives the solution for I . This transformation, called a
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polynomial reduction, is required to be time polynomial, which allows to chain
the reductions since pol y(pol y(n)) is also a polynomial. In this way, if SAT is
polynomially reducible to another problem of N P , this other problem is also
N P-complete. It is then only necessary to find a polynomial algorithm for any
of the N P-Complete problems to be able to claim that P = N P . Unfortunately
(or not [26]) such an algorithm has not yet been found and many consider its
existence very unlikely. N P-Hard [52] is the class of problems that are at least as
difficult as N P-Complete ones. An optimization problem is said to be N P-Hard
if its decision variant is N P-Complete. For example, given a maximization
problem A , the associated decision problem is "Given an instance I of A and a
value k , does I admit a solution of value at least k ?".

P

N P

N P-
Complete N P-Hard

(a)

P = N P

≃ N P-Complete
N P-Hard

(b)

Figure 4.2: Euler diagram for P , N P , N P-Complete and N P-Hard under the
hypothesis P ̸= N P (a) and under the hypothesis P = N P (b).

The bottom line is that N P-Hard problems are very unlikely to be solved effi-
ciently. In practice, some instances of any N P-Hard optimization problem may
require a time that is an exponential function of their size, which corresponds
to the need for testing all possible combinations to find the optimal solution.

DEFINITION BOX 8: POLYNOMIAL TIME APPROXIMATION ALGORITHMS

Since N P-Hard optimization problems are expensive to solve, research in this
field has moved to concede optimality in order to obtain algorithms that are
efficient but still guarantee the quality of their solutions to a certain extent.
Unfortunately, for some optimization problems, even approximation has turned
out to be difficult to achieve in polynomial time. Given a maximization problem
A , an α-approximation algorithm for A , with 0 ≤α< 1, is a time polynomial
algorithm that can associate to any instance I of A a solution y that has at
least α times the value of an optimal solution for I [122]. Symmetrically, for a
minimization problem α> 1 and an α-approximated solution is guaranteed to
be at most α times the optimal solution value. A problem admitting such an
approximation algorithm is said to be in the AP X complexity class. Similarly to
the N P class, AP X contains a class of problems that are "easy", namely PT AS
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which stands for Polynomial Time Approximation Scheme. An optimization
problem A is in PT AS if it admits an α-approximation algorithm for any α .

4.3.1 NP-hardness of SVO-BC-PC-Opt
The Single-Vertex-Only Budget-Constrained PC Optimization problem (SVO-BC-PC-
Opt) is a specialization of the BC-PC-Opt where each improvement option concerns
only the weight of a single vertex of the graph and each vertex corresponds to exactly
one improvement option.

SVO-BC-PC-Opt
Input: A landscape representation G = (V , A, w,π) , a budget β ∈ R+ and, for

each vertex u ∈V , a cost cu ∈R+ and a quality gain w+
u ∈R+ .

Output: A subset of vertices S ⊆V of total cost at most β that maximizes PC (G ′ =
(V , A, w ′,π)) , where w ′

u = wu +w+
u if u ∈ S and w ′

u = wu otherwise.

In this case, since the probabilities of the arcs are fixed, the probability of con-
nectivity Π(s, t) is known in advance for every pair (s, t) . This problem can then be
formulated as the following mixed integer quadratic program:

(SVO-BC-PC-Opt)



maximize
∑
s∈V

∑
t∈V

ys · yt ·Π(s, t )

subject to yu = wu +w+
u · xu u ∈V∑

u∈V
cu ·xu ≤β

xu ∈ {0,1} u ∈V

(4.3)

(4.4)

(4.5)

(4.6)

Proposition 4.1. SVO-BC-PC-Opt is N P-Hard.

Proof. We describe a polynomial reduction from Densest-k-Subgraph to SVO-BC-PC-
Opt to show the NP-hardness of the latter.

DEFINITION BOX 9: DENSEST-k-SUBGRAPH

Given a graph G = (V ,E) , the Densest-k-Subgraph problem (DkS) consists in
finding a subgraph of G on exactly k vertices whose number of edges is maximal.
This amounts to find a subset S ⊆ V of size k that maximizes |E(G[S])| which
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can be formulated as the following mixed integer quadratic program:

(Densest-k-Subgraph)



maximize
∑

{u,v}∈E
xu xv

subject to
∑

u∈V
xu = k

xu ∈ {0,1} u ∈V

(4.7)

(4.8)

(4.9)

This problem is known under various names in the literature [114] such as
the heaviest unweighted subgraph problem, the k-cluster problem or the k-
cardinality subgraph problem. It is N P-Hard on general graph and remains
N P-Hard on bipartite and chordal graphs. It is currently unknown if it exists a
constant approximation algorithm for the general case, but it has been shown
that, under the assumption N P ̸⊆⋂

ϵ>0 BPT I ME (2nϵ
) , there is no PT AS for this

problem [74]. However, it exists PT AS for specific cases like dense graphs [9]
and interval graphs [93]. Some articles also proposed algorithms with approxi-
mation ratio of |V |

2k [43] and |V |1/4 [13].

Let I be an instance of the Densest-k-Subgraph problem characterized by a graph
G = (V ,E) and an integer k . We assign to it the instance J of SVO-BC-PC-Opt charac-
terized by the complete directed graph H = (V , A, w,π) . Each vertex u ∈V has a base
quality of wu = 0 that can be increased by w+

u = 1 by paying the cost cu = 1. Each arc
a ∈ A has a probability of πa = 1

2 if it corresponds to an edge of G and a probability
of πa = 1

4 otherwise. The transformation from I to J can be done in O(|V |2) time for
creating the complete graph and adding the weights of vertices and arcs.

a

f

e

b

c

d

(a) G

a

f

e

b

c

d
1
2

1
4

(b) H

Figure 4.3: Example of the polynomial reduction from (a) the undirected graph G
of an instance of Densest-k-Subgraph to (b) the landscape graph H of
the corresponding instance of SVO-BC-PC-Opt where blue arcs have a
probability of 1

4 and red arcs a probability of 1
2 .

Let us adapt the mixed integer quadratic formulation of SVO-BC-PC-Opt (4.3) to the
instance J . Since in the instance J wu = 0 and w+

u = 1 for each u ∈V , we can directly
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use xu in the objective function and remove the constraint (4.4), by Lemma-3.1, we
can also assume that the budget inequality (4.5) is tight since all costs are unitary. This
gives: 

maximize
∑
s∈V

∑
t∈V

xs · xt ·Π(s, t )

subject to
∑

u∈V
xu = k

xu ∈ {0,1} u ∈V

(4.10)

(4.11)

(4.12)

This reformulation shares the same variables and the same constraints with the
Densest-k-Subgraph one. It remains to show that their objective functions are positive
monotonic transformation of each other. Given that H is a complete graph and each
arc has either a probability of 1

2 or 1
4 , Π(s, t) =πst for every pair of distinct vertices s

and t since any path of at least two arcs has a probability of at most 1
2 · 1

2 . We can then
reformulate (4.10) as:∑

s∈V

∑
t∈V

xs · xt ·Π(s, t ) =
∑

u∈V
x2

u +
∑

(s,t )∈A
xs · xt ·πst (4.13)

= k +2 ·α · 1

2
+2 ·

((
k

2

)
−α

)
· 1

4
(4.14)

= k +α+ k(k −1)

4
− 1

2
·α (4.15)

= 1

2

(
α+ k(k +3)

2

)
, (4.16)

where α is the number of edges in the subgraph induced by the purchased vertices
α= |{{u, v} ∈ E : xu = xv = 1}| . Since k(k+3)

2 is a constant term, we just reformulate the
objective function of SVO-BC-PC-Opt on instance J as an increasing function of α ,
completing the proof that SVO-BC-PC-Opt is NP-Hard.

Remark. Unfortunately, we were not able to derive inapproximability results for SVO-
BC-PC-Opt with this polynomial reduction from Densest-k-Subgraph. Indeed, the
constant term k(k+3)

2 can represent an arbitrary fraction of the optimal value since

0 ≤α≤ k(k−1)
2 .

Corollary 4.2. Since SVO-BC-PC-Opt is a special case of BC-PC-Opt, BC-PC-Opt is also
NP-Hard.

4.3.2 NP-hardness and inapproximability of SAO-BC-PC-Opt
The Single-Arc-Only Budget-Constrained PC Optimization problem (SAO-BC-PC-Opt)
is a specialization of the BC-PC-Opt where each improvement option concerns only
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the probability of a single arc of the graph and each arc corresponds to exactly one
improvement option.

SAO-BC-PC-Opt
Input: A landscape representation G = (V , A, w,π) , a budget β ∈ R+ and, for

each arc a ∈ A , a cost ca ∈R+ and an improved probability π+
a ≥πa .

Output: A subset of arcs S ⊆ A of total cost at most β that maximizes PC (G ′ =
(V , A, w,π′)) , where π′

a =π+
a if a ∈ S and π′

a =πa otherwise.

Remark. The SAO-BC-PC-Opt problem where each improvement option concerns
only a single arc is more general than the analogous problem on undirected graphs
where the improvement options would concern single edges. Indeed, Figure 4.4 shows
a construction for passing from the case where an edge {u, v} has a probability πuv

that can be improved to π+
uv to the case where the improvement of a single arc has the

same impact on the probabilities of connectivity between u and v ,Π(s, t ) andΠ(t , s) .

u v
πuv or π+

uv

(a)

u

s1

s2

v1

1

πuv

π
+
uv

πvu

π +
vu

0 or 1

(b)

Figure 4.4: Example of the construction for reducing the version of the SAO-BC-PC-
Opt problem on undirected graphs to SAO-BC-PC-Opt.

We define the value of a solution to the SAO-BC-PC-Opt problem as the amount by
which the solution increases the PC value of the original landscape.

Proposition 4.3. SAO-BC-PC-Opt is N P-Hard and can not be approximated in poly-
nomial time with a constant factor greater than 1− 1

e ≃ 0.632, assuming P ̸= N P .

Proof. To prove the above proposition, we describe a polynomial reduction from the
Max-Coverage problem that preserves approximation.

DEFINITION BOX 10: MAX-COVERAGE

Given a set of elements E , a family F of subsets of E and an integer k , the
Maximum-Coverage problem consists in finding k sets of F that maximize the
number of covered elements |⋃S∈F S| . It can be formulated as the following
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integer program:

(Max-Coverage)



maximize
∑
e∈E

xe

subject to xe ≤
∑

S∈Fe

xS e ∈ E

∑
S∈F

xS ≤ k

xe ∈ {0,1} e ∈ E

yS ∈ {0,1} S ∈F

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

where Fe = {S ∈F : e ∈ S} is the set of sets containing e .
Max-Coverage is a NP-Hard problem which is widely taught in the context of
approximation algorithms. Indeed, the greedy algorithm consisting in iteratively
selecting a set covering the largest number of uncovered elements provides a
1− 1

e ≃ 0.632 approximation guaranty, i.e., the returned solution is guaranty
to cover at least 1− 1

e times the number of elements covered in the optimal
solution. Furthermore, it has been shown that, unless P = N P , no polynomial
algorithm can achieve a better approximation factor [42].

Let I be an instance of the Max-Coverage problem characterized by a set E , a family
F of subsets of E and an integer k . We assign to it the instance J of SAO-BC-PC-Opt
characterized by the landscape graph G = (V , A, w,π) , a budget k and, for each arc
a ∈ A , an improved probabilityπ+

a and a cost ca . There is a vertex in G for each element
e ∈ E , for each set s ∈F and an extra vertex t , i.e., V = E ∪F ∪ {t } . Each vertex u ∈V
has a weight wu = 1 if it corresponds to an element of E or if u = t and a weight wu = 0
otherwise. For each set s ∈ F , there is an arc (s, t) ∈ A with a default probability of
πst = 0, an increased probability π+

st = 1 and a cost cst = 1. Finally, there is an arc
(e, s) for each couple of element e ∈ E and set s ∈F such that e ∈ s with a probability
of πes = 1 which can’t be improved. Figure 4.5 shows the graph construction for an
arbitrary instance of Max-Coverage. This construction can be done in polynomial
time since there is O(|E |+ |F |) vertices and at most O(|E | · |F |) arcs.

In this construction, there is no path between the vertices of E since they have
no incoming arcs, and, without improvements, all the paths leading to t have a
null probability. The default value of the PC is then only the contribution of the
individual vertices, i.e., PC (G) = |E |+1. Now, it is easy to see that the only couples
of vertices that can contribute to the PC are the couples (e, t) where e ∈ E and that
we ·wt ·Π(e, t) = 1 if an arc (s, t) corresponding to a set s ∈F with e ∈ s is selected in
the solution and 0 otherwise. Finding the optimal solution for the instance J amounts
then to finding the set of arcs S which connects the maximum number of vertices of
E to t or, equivalently that maximizes |⋃(s,t )∈S s| . Thus, an optimal solution for the
instance J gives an optimal solution for the instance I of Max-Coverage, proving that
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e1 e2 e3 e4

s1 s2

t

0 or 1

1

. . .

. . .

E

F

Figure 4.5: Example of the polynomial reduction from an instance of Max-Coverage
to the graph of the corresponding instance of SVO-BC-PC-Opt where blue
arcs have a probability of 1 and red arcs a default probability of 0 that can
be increased to 1 if selected in the solution.

SAO-BC-PC-Opt is NP-Hard.
As in the instance J the value of a solution S is exactly the number of covered

elements for the instance I , an approximation algorithm for SAO-BC-PC-Opt with a
constant factor r < 1 would give an approximation algorithm with factor r for the Max-
Coverage problem. Since it is well known that Max-Coverage can not be approximated
with a constant factor greater than 1− 1

e , under the assumption P ̸= N P , SAO-BC-PC-
Opt can also not be approximated with a constant factor greater than 1− 1

e .

Corollary 4.4. Since SAO-BC-PC-Opt is a special case of BC-PC-Opt, BC-PC-Opt cannot
be approximated with a constant factor greater than 1− 1

e ≃ 0.632, assuming P ̸= N P .

4.4 A MILP formulation for solving BC-PC-Opt
In this section we gradually introduce our mixed integer linear formulation for the
BC-PC-Opt problem. We first present a linear program allowing to compute the PC
of a given landscape graph, then describe a mixed integer linear formulation for the
SAO-BC-PC-Opt problem and show how to extend this formulation to the BC-PC-
Opt problem. Finally, we provide ways to preprocess the formulation in order to
significantly reduce its size and improve its resolution time in practice.

4.4.1 A Linear Program to compute PC

Since PC (G) = PC num(G)
W 2 and W 2 is a constant, see Section 3.2 for details, we only

need to compute PC num(G) . We decompose it as PC num(G) = ∑
t∈V wt · ft , where

ft =
∑

s∈V ws ·Π(s, t ) , and describe how ft can be expressed as the optimal value of a
linear programming formulation of a generalized flow problem.
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DEFINITION BOX 11: LINEAR PROGRAMMING

Linear Programming (LP), also called Linear Optimization, is a technique that
can be used to solve some optimization problems. An instance of Linear Pro-
gramming, called linear program, is characterized by a vector x ∈ (R+)n of n
unknown variables, a linear function c⊺x where the vector c ∈ Rn defines the
coefficients of the variables of x , i.e.

c⊺x =
n∑

i=1
ci · xi , (4.22)

and a set of m linear constraints often described by a matrix A ∈ Rm×n with
m rows and n columns, and a vector b ∈ Rm . Each linear constraint is then
represented by a row j ∈ {1, ...,m} of A and the entry b j such that

n∑
i=1

a j i · xi ≤ b j , (4.23)

where a j i is the entry positioned at row j and column i of A . Solving a linear
program therefore consists in finding values for the variables of x such that the
constraints are satisfied and c⊺x is maximum.

(P)


maximize c⊺x

subject to Ax ≤ b

x ≥ 0

(4.24)

(4.25)

(4.26)

Linear programming was a major breakthrough in the history of combinatorial
optimization. The first algorithm for solving it in most cases is attributed to
George Dantzig in 1947 [32] and called the simplex method. Although there
is no known variant of this algorithm whose time complexity is polynomial
in the worst case, it is very efficient in practice and is still used as the basis of
modern LP solvers. It is only in 1979 that Leonid Khachiyan showed that all
linear programs can be solved in polynomial time [49]. One important feature
of LP is that the set of feasible solution S = {x ∈ (R+)n : Ax ≤ b} is a convex
subset of Rn , i.e., for any solutions x, y ∈ S the solutions lying on the segment
[x, y] are also in S . Thus, LP belongs to the domain of convex optimization,
which often concerns polynomial problems, whereas non-convex optimization
problems are generally N P-Hard. A wide range of optimization problems can
be modeled in PL, including minimum cost flow problems such as shortest
path, maximum flow and the assignment problem [4]. We refer to [22, 83] for an
in-depth introduction to linear programming.
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DEFINITION BOX 12: GENERALIZED FLOW PROBLEMS

Network flow problems arise in many fields that usually involve transportation.
Be it electricity, vehicles or nutriments, the network is modeled as a directed
graph where xuv usually represents the amount of flow moving from a vertex
u to a vertex v along the arc (u, v) . One elementary rule in such systems is
flow conservation, i.e., no losses or gains are incurred in the transport of flow
through vertices and arcs. Thus, the quantity of flow arriving at a vertex u from
its incoming arcs must equal the quantity of flow leaving u using its outgoing
arcs and if xuv units of flow are sent into the arc (u, v) from u , exactly xuv units
of flow are received into v from the arc (u, v) . Generalized flow problems are,
appropriately, a generalization of flow problems, where the conservation of
flow along the arcs is not assumed. Instead, each arc (u, v) is associated with a
multiplier µuv such that if xuv units of flow enters (u, v) from u , µuv · xuv units
of flow exit the arc at the vertex v . We recommend [2] for an introduction to
network flow problems.

The linear program (P ) having ft as optimum value can be defined as follows.
Its decision variables are flow variables (φa)a∈A that represent the quantity of flow
entering each arc a ∈ A and a variable z that represents the total quantity of flow sent
to t . The objective of (P ) is to maximize the value of the variable z . For each vertex
u ∈V , let δout

u be the set of arcs leaving u and δin
u the set of arcs entering u .

(P )



maximize z

subject to
∑

a∈δout
u

φa −
∑

b∈δin
u

πb ·φb ≤ wu u ∈V \ {t }

∑
a∈δout

t

φa −
∑

b∈δin
t

πb ·φb = wt − z

φa ≥ 0 a ∈ A

(4.27)

(4.28)

(4.29)

(4.30)

Constraints (4.28) require that the total quantity of flow leaving u is at most wu plus
the total quantify of flow entering u , i.e., the quantity of flow available in vertex u .
Constraint (4.29) requires that z is equal to the total quantity of flow entering t plus
wt minus the total quantity of flow leaving t . Finally, constraints (4.30) state that each
arc carries a non-negative quantity of flow.

Lemma 4.5. Any optimal solution of (P ) is obtained by sending, for every vertex
s ∈V \ {t } , ws units of flow from s to t along most reliable st-paths.

Proof. First notice that the quantity of flow arriving at t when ws units flow are sent
from s to t along an st-path P is ws times the probability of the path P . Let φ′ be an
optimal solution of (P ) maximizing the quantity of flow routed along a path which is

53



4 A MILP approach for optimizing PC – 4.4 A MILP formulation for solving
BC-PC-Opt

not a most reliable path. Suppose, by contradiction, that φ′ sends ϵ> 0 units of flow
along an st-path P ′ whose probability is smaller than the probability of a most reliable
st-path P . Let φ be the flow obtained from φ′ by decreasing the flow sent on path P ′

by ϵ and increasing the flow sent on path P by ϵ . Since the probability of P is larger
than the probability of P ′ , φ sends more flow to t than φ′ , leading to a contradiction
with the choice of φ′ .

Corollary 4.6. The optimal value of (P ) is ft =
∑

s∈V ws ·Π(s, t ) .

Proof. Since the objective is to maximize z , no flow leaves t in any optimal solution
of (P ) , i.e.,

∑
a∈δout

t
φa = 0. Constraint (4.29) ensures that z is the quantity of flow

received by t plus wt . By Lemma 4.5, there exists an optimal solution φ such that
every vertex s distinct from t send ws units of flow on a most reliable st-path. Hence,
for every vertex s distinct from t , the flow received by t from s is ws ·Π(s, t ) and thus
the value of z is

∑
s∈V ws ·Π(s, t ) .

To compute PCnum(G) we simply have to combine the linear programming for-
mulations of ft for each t ∈V . To distinguish the variables from the different linear
formulations, we annotate the variables coming from the formulation of ft . For in-
stance, φt

a correspond to the flow variable of the arc a ∈ A in the linear program used
to compute ft . PCnum(G) can then be computed with the following linear program.

(PCnum)



maximize
∑
t∈V

wt · ft

subject to
∑

a∈δout
u

φt
a −

∑
b∈δin

u

πb ·φt
b ≤ wu t ∈V , u ∈V \ {t }

∑
a∈δout

t

φt
a −

∑
b∈δin

t

πb ·φt
b = wt − ft t ∈V

φt
a ≥ 0 t ∈V , a ∈Φ

(4.31)

(4.32)

(4.33)

(4.34)

Remark. To obtain the exact value of the PC with this formulation it suffices to multiply
the objective function by 1

W 2 , whereas, to obtain the value of the ECA we need to take
its square root.
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4.4.2 MILP formulation for SAO-BC-PC-Opt

DEFINITION BOX 13: MIXED INTEGER LINEAR PROGRAMMING

Mixed Integer Linear Programming (MILP) is a generalization of Linear Pro-
gramming (LP) where each variable xi can also be constrained to lie in the
integer domain xi ∈N instead of the continuous one x ∈R+ . While the problem
of finding an optimal solution is polynomial for LP, this small modification
renders the problem N P-Hard for MILP.

With this linear programming definition of PC num we can now present our MILP
formulation of SAO-BC-PC-Opt. As a reminder, an instance of SAO-BC-PC-Opt is
composed of a landscape graph G = (V , A, w,π) where each arc a ∈ A is also associated
with an improved probability π+

a and a cost ca , and a budget β . The objective is
then to find the set of arcs fitting into the budget that maximizes the PC. For each
arc a = (u, v) ∈ A , we add another arc a′ = (u, v) of probability πa′ = π+

a that can be
viewed as an improved copy of the arc a . This improved copy can be used only if the
improvement of the arc a is purchased. For each arc a ∈ A , xa is equal to one if the
improvement of the arc a is purchased and zero otherwise. We denote by A′ the set
of improved copies of the arcs of A . In the following MILP program, δout

u , δin
u and the

flow variables φ are defined with respect to the set of arcsΨ= A∪ A′ .

(SAO-BC-PC-Opt):

maximize
∑
t∈V

wt · ft

subject to
∑

a∈δout
u

φt
a −

∑
b∈δin

u

πb ·φt
b ≤ wu t ∈V , u ∈V \ {t }

∑
a∈δout

t

φt
a −

∑
b∈δin

t

πb ·φt
b = wt − ft t ∈V

φt
a′ ≤ Ma · xa t ∈V , a ∈ A∑

a∈A
ca · xa ≤β

xa ∈ {0,1} a ∈ A

φt
a ≥ 0 t ∈V , a ∈Ψ

(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)

(4.41)

Constraints of (4.36) and (4.37) are simply the constraints of (4.32) and (4.33). For
each arc a ∈ A , the big-M constraints (4.38) ensures that if the improvement of the
arc a is not purchased, i.e., xa = 0, then the flow on arc a′ is null. The constant Ma is
an upper bound of the flow that can enter the arc a such that, if the improvement is
purchased, i.e., xa = 1, the flow on a′ is not restricted by the big-M constraint. We can
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simply take Ma =∑
u∈V wu for every a ∈ A , but we show in the following Section 4.5

how to compute a much better, i.e., smaller, upper bound since these bounds play a
critical role in the resolution time of the MILP [12]. The constraint (4.39) ensures that
the total cost of the improvements is at most β . This MILP program has O(|V | · |A|)
flow variables, |A| binary variables and O(|V |2 +|V | · |A|) constraints.

Remark. In practical instances, not all arcs can be improved, i.e., for some arcs a ∈ A ,
π+

a = πa . In this case, we can remove the improved copy a′ from Ψ , its associated
constraint of (4.38) and the binary variable xa .

4.4.3 Extension to BC-PC-Opt
Now that we have a MILP formulation for the SAO-BC-PC-Opt problem, we explain
how to extend it to the more general BC-PC-Opt problem. As opposed to SAO-BC-PC-
Opt, an instance of BC-PC-Opt is characterized by a landscape graph G = (V , A, w,π)
and a set of optionsΦwhere each option i ∈Φ costs ci and has the effect of increasing
the weight of each vertex u ∈V by w i

u and improving the probability of each arc a ∈ A
to πi

a . We first focus on the arcs improvements. In the BC-PC-Opt problem, many
arcs can be improved by the purchase of a single option while in the SAO-BC-PC-Opt
problem each arc can be purchased independently. Since in the SAO-BC-PC-Opt
formulation the purchase of an arc a ∈ A is determined by the value of the binary
variable xa in the associated constraint of (4.38), to couple the arcs improvements
associated with an option i ∈Φ , it suffices to replace xa by the binary variable xi in
the corresponding constraints. It remains to address the improvements of the vertices.
Let xi be the binary variable equal to 1 if the option i is purchased and 0 otherwise.
Recall that the purchase of i has the effect of increasing the weight of each vertex u ∈V
by w i

u . Then, for each u ∈V , we process all the occurrences of wu as follows. When
wu appears as an additive constant, we simply replace it by wu +w i

u · xi . Note that
wu only appears as a coefficient in the objective function in the form wu ft . In this
case, to avoid a quadratic term, we use a standard McCormick linearization [85]. We
replace the product wu ft by wu ft +w i

u · f i
t where f i

t is a new variable that is equal
to ft if xi = 1 and 0 otherwise. To achieve this values of f i

t , for all u ∈V , we add the
constraints f i

t ≤ ft and f i
t ≤ Mt · xi where Mt is larger than any values of ft . As it is

a maximization program and f i
t appears with a positive coefficient in the objective

function, the first constraint guaranties that f i
t = ft if xi = 1 in any optimal solution

and the second constraint guaranties that f i
t = 0 if xi = 0.
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(BC-PC-Opt):

maximize
∑
t∈V

(
wt · ft +

∑
i∈Φ

w i
t · f i

t

)
subject to

∑
a∈δout

u

φt
a −

∑
b∈δin

u

πb ·φt
b ≤ wu +

∑
i∈Φ

w i
u · xi t ,u ∈V , u ∈V \ {t }

∑
a∈δout

t

φt
a −

∑
b∈δin

t

πb ·φt
b = wt +

∑
i∈Φ

w i
t ·xi − ft t ∈V

f i
t ≤ ft t ∈V , i ∈Φ

f i
t ≤ Mt ·xi t ∈V , i ∈Φ

φt
ai ≤ M t

a ·xi t ∈V , a ∈ A , i ∈Φ∑
i∈Φ

ci · xi ≤β

xi ∈ {0,1} i ∈Φ

φt
a ≥ 0 t ∈V , a ∈Ψ

(4.42)

(4.43)

(4.44)

(4.45)

(4.46)

(4.47)

(4.48)

(4.49)

(4.50)

4.5 Preprocessing the MILP formulation
In this section we discuss how to preprocess the MILP formulation of an instance of
the BC-PC-Opt problem in order to reduce the computing time required to solve it. In
Section 4.5.1, we first provide methods to reduce the size of the formulation in terms of
numbers of variables and constraints and, in Section 4.5.2, we show how to compute
tighter upper bounds for the big-M constraints to improve the linear relaxation.

4.5.1 Reducing the size of the graph
The MILP formulation of the BC-PC-Opt problem, later designated as the MILP, can be
viewed as a linear formulation that, given a vector x ∈ {0,1}Φ , where xi = 1 if the option
i ∈Φ is purchased and xi = 0 otherwise, computes the value of the PC of the graph in
which the options designated by x are performed. We call x ∈ {0,1}Φ a scenario and
denote by G x = (V , A, w x ,πx) the landscape graph obtained by realizing the options
induced by the scenario x , where

w x
u = wu +

∑
i∈Φ

w i
u · xi , for each u ∈V , (4.51)

and

πa = max

{
πa , max

i∈Φ

(
πi

a · xi

)}
, for each a ∈ A . (4.52)
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Solving the BC-PC-Opt problem amounts to finding a scenario y ∈ {0,1}Φ with
∑

i∈Φ ci ·
xi ≤β that maximizes PC (G y ) . Thus, the goal is to reduce the size of the MILP while
keeping the same optimal scenario. One way of doing this is to maintain that, for
every scenario x , the objective value of the reduced MILP is PC (G x) . Similarly to
the linear formulation of the PC, we decompose PC (G x) as

∑
t∈V w x

t · f x
t where f x

t =∑
s∈vΠ

x(s, t ) ·w x
s is the optimum value of the generalized flow problem to the vertex

t , with Πx(s, t) being the probability of the most reliable path from s to t using πx
a

as the probability of each arc a . We respectively denote by w u = wu +∑
i∈Φw i

u and
πa = max

{
πa , maxi∈Φ

(
πi

a

)}
the weight of the vertex u and the probability of the arc a

in the scenario where all options are purchased. It is clear that, for every scenario x ,
w u is an upper bound on the weight of any vertex u , i.e., w u ≥ w x

u , and πa is an upper
bound on the probability of any arc a , i.e., πa ≥πx

a .

Contract the strongly connected components that are connected with
probability 1 . In Lemma 3.5 we proved that if two vertices u, v ∈V are connected
with probabilityΠ(u, v) =Π(v,u) = 1, we can contract them into a vertex t such that
wt = wu+wv without changing the value of the PC. It is easy to show by induction that
this is also true for any set of vertices T for which any vertices s, w ∈ T are connected
with probabilityΠ(s, w) =Π(w, s) = 1. Indeed, since the flow can pass from one to the
other of these vertices without losses, f x

s = f x
w for any scenario x . We can then contract

the vertices of T in a single vertex t , as illustrated in Figure 4.6, with wt =
∑

u∈T wu

and w i
t =

∑
u∈T w i

u for each option i ∈Φ . In this way∑
u∈T

w x
u · f x

u = w x
t · f x

T , (4.53)

where f x
T is the value of the generalized flow to any of the vertices of T . All the maximal

sets of vertices that are connected with probability 1 can easily be identified as the
strongly connected components of the graph G ′ = (V , A′) where A′ = {a ∈ A :πa = 1} in
O(|V |+ |A|) time with a depth-first-search.

a

d

b

c

1

(a)

t

(b)

Figure 4.6: Illustration of the contraction of a strongly connected component T =
{a,b,c,d} into a new vertex t such that wt = wa +wb +wc +wd .
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Remove the computation of ft if wt = 0 . Given a vertex t , if its best possible
weight is equal to 0, i.e., w t = 0, then there is no need to compute ft since w x

t · ft = 0
for every scenario x . We can then remove the formulation of the generalized flow
problem to t from the MILP.

Remove the uncrossable arcs, i.e., arcs a ∈ A with πa = 0 . The same goes with
an arc a ∈ A whose probability is null in any scenario, i.e., πa = 0 . Such arc can be
omitted in the formulation of the generalized flow problems since any flow passing
through it is lost.

Remove the components that are not connected to t in the formulation of
ft . After removing each arc a ∈ A whose probability is πa = 0 , the only flow that can
reach a vertex t can only come from vertices from which it exists a path to t . We can
identify this set of vertices in O(|V |+ |A|) time with a depth-first-search starting at the
vertex t in the reversed graph G ′ = (V , A′) where A′ = {(v,u) : (u, v) ∈ A} .

To further reduce the size of the MILP, we are interested in the arcs of the generalized
flow formulation to a particular vertex t . For any scenario x , the optimal solution of
the generalized flow to t is obtained by routing wu units of flow along most reliable
ut-paths for each vertex u . However, it is possible that, for any scenario, some arcs
(u, v) may never be on a most reliable path from u to t , like in Figure 4.7a, and then
never carry flow in an optimal solution. We denote the set of such arcs W(t) . At the
opposite, some arcs (u, v) may always be on a most reliable path from u to t and
funnel all the flow arriving in u to v , like in Figure 4.7b. We denote the set of such arcs
S(t ) .

u

v

t1
2

1
3 or 1

2

1
4

(a)

u

v

t1
2

1
4 or 1

2

1

(b)

Figure 4.7: Examples of useless and strong arcs. In (a), the arc (u, v) is t-useless since
the best path from u to t passing by (u, v) has a lower probability than the
arc (u, t) in every scenario. In (b), the arc (u, v) is t-strong since the path
from (u, v), (v, t ) has a probability greater or equal to the arc (u, t ) in every
scenario.

More formally,

S(t ) = {(u, v) ∈ A : ∀x ∈ {0,1}Φ,Πx(u, t ) =πx
uv ·Πx(v, t )} , (4.54)
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and
W(T ) = {(u, v) ∈ A : ∀x ∈ {0,1}Φ,Πx(u, t ) <πx

uv ·Πx(v, t )} . (4.55)

One difficulty in the definition of S(t) and W(t) is that an option may affect the
probability of more than one arc at the same time and that the probability of an arc
may be increased differently by several options, in which case only the option with
the greater increase matters. In the following part of the preprocessing we relax the
notion of scenario and consider that the probability of each arc a ∈ A can vary in the
interval [πa ,πa] independently of the probabilities of the other arcs. We call x ∈ [0,1]A

a continuous scenario and define the probability of an arc a ∈ A under the continuous
scenario x as πx

a =πa +xa · (πa −πa) . Clearly, the set of probability functions defined
by the scenarios of {0,1}Φ is included in the set of probability functions defined by the
continuous scenarios [0,1]A , i.e.

{l x : x ∈ {0,1}Φ} ⊆ {l x : x ∈ [0,1]A} , (4.56)

thus, any property that is verified under all the scenarios of [0,1]A is also verified for
every scenario x ∈ {0,1}Φ . We can then define the following sets

S(t ) = {(u, v) ∈ A : ∀x ∈ [0,1]A,Πx(u, t ) =πx
uv ·Πx(v, t )} (4.57)

and
W (T ) = {(u, v) ∈ A : ∀x ∈ [0,1]A,Πx(u, t ) <πx

uv ·Πx(v, t )} , (4.58)

such that S(t ) ⊆S and W (t ) ⊆W .
In Chapter 5, given a graph G = (V , A) where each arc a ∈ A is associated with a

positive interval [l−a , l+a ] , and an arc (u, v) , we address the problems of identifying the
set of vertices F (u, v) (resp. W (u, v)) such that for each vertex t ∈ F (u, v) (resp. t ∈
F (u, v)), (u, v) is always (resp. never) on a shortest path from u to t , for any assignment
of the arcs lengths into their intervals. We give O(|A|+ |V | log |V |) time algorithms for
solving these problems. Since shortest paths and most reliable paths are isomorphic
(see Definition Box 4), we can use the positive interval [− log

(
πa

)
,− log(πa)] for each

arc a ∈ A to obtain that F (u, v) (resp. W (u, v)) is the set of vertices such that, for each
vertex t ∈ F (u, v) (resp. t ∈ W (u, v)), (u, v) is always (resp. never) on a most reliable
path from u to t for any possible assignment of the probability of each arc a ∈ A
between π and πa . Thus, S(t) = {(u, v) ∈ A : t ∈ F (u, v)} and W (t) = {(u, v) ∈ A : t ∈
W (u, v)} , and we can use our algorithms to compute the sets S(t) and W (t) for all
t ∈V with a single run of time complexity O(|A|2 +|A||V | log |V |) .

Remark. When the graph is planar, which is often the case for landscape graphs, the
number of arcs is linear in the number of vertices. Therefore, the time complexity for
identifying S(t ) and W (t ) drops to O(|V |2 log |V |) which is tractable for graphs with up
to 105 vertices.

Remove the arcs of W(t) . Let (u, v) ∈W(t ) , since for all scenarios x ∈ {0,1}Φ , (u, v)
does not belong to any shortest path from u to t , its removal does not affect the
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distance from any vertex to t . It is clear, from the definition of PC, that the removal of
(u, v) does not affect the contribution of t to PC. Let f x

t (G) =∑
s∈V ws wtΠ

x (s, t ) be the
contribution to PC of all the pairs having sink t in the graph G when the probability of
connectionΠx(s, t ) is computed under the scenario x .

Lemma 4.7. Let (u, v) ∈W(t) and let G ′ be a graph obtained from G by removing the
arc (u, v) . Then, for all scenario x ∈ {0,1}Φ , it holds that f x

t (G) = f x
t (G ′) .

Proof. For every scenario x ∈ {0,1}Φ , (u, v) does not belong to any shortest path from
u to t . Therefore, the removal of (u, v) cannot affect the probability of connection
Π(u, t ) for any vertex t , Thus f x

t (G) = f x
t (G ′) .

Corollary 4.8. Let Gt = (V , A′) be the graph obtained from G by removing all the arcs
of W(t ) . Then, given a vertex u ∈V , for any simple ut-path P of Gt whose probability
can be higher thanΠ(u, t ) in some scenario, i.e.,

∏
a∈P πa ≥Π(u, t ) , it exists a scenario

x ∈ {0,1}Φ such that P is a most reliable ut-path of G , i.e.,Πx
G (u, t ) =∏

a∈P π
x
a .

Contraction of an arc in S(t) . Now, assume that (u, v) ∈S(t ) and πuv =πuv . Since
(u, v) is on a most reliable path from u to t in any possible scenario, all the flow arriving
at u in the generalized flow problem to the vertex t can always be forwarded to v via
the arc (u, v) . The contraction of (u, v) consists in replacing every arc (w,u) ∈ δin

u by an
arc (w, v) of length π′

w v =πwu ·πuv and by removing the vertex u and all its outgoing
arcs, see Figure 4.8. Let G ′ be the graph obtained from G by contracting (u, v) . The
weight of u in G is transferred to the weight of v in G ′ . Namely, the weight of v in the
new graph is w ′

v = wv +πuv ·wu . The next lemma establishes that the contribution of
t to the PC in G is equal to its contribution in G ′ .

w
u v t

. . .

πwu πuv

wu wv

δin
u

(a)

w
v t

. . .

πwu ·πuv

w ′
v

δin
u

(b)

Figure 4.8: (a) A graph G before contraction of an arc (u, v) . (b) A graph G ′ obtained
from G by contracting the arc (u, v) . The weight w ′

v of v in G ′ is equal to
wv +πuv ·wu .
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Algorithm 2: Contract t-strong arc

Input :G = (V , A, w,π) ,Φ , (w)i∈Φ
u∈V , (π)i∈Φ

a∈A , (u, v) ∈ A
foreach (w,u) ∈ δin

u do
A ← A∪ {(w, v)}
πw v ←πwu ·πuv

foreach i ∈Φ do
πi

w v ←πi
wu ·πuv

foreach i ∈Φ do
w i

v ← w i
v +πuv ·w i

u

G ←G[V \ {u}]

Lemma 4.9. Let (u, v) ∈S(t ) and let G ′ be the graph obtained from G by contracting the
arc (u, v) and modifying accordingly the weight of wv . For every scenario x ∈ {0,1}Φ ,
f x

t (G) = f x
t (G ′) .

Proof. Let s be a vertex of G and x be a scenario in {0,1}Φ . We denote f x
st (G) the

contribution to PC of the pair st with scenario x ∈ {0,1}Φ in G . If s ∉ {u, v} , it is easy
to check that, for any x ∈ {0,1}Φ the length of the shortest path from s to t in G is
equal to the length of the shortest path from s to t in G ′ . Moreover, the weight of s is
the same in G and in G ′ . Therefore, by the definition of PC, f x

st (G) = f x
st (G ′) , for any

x ∈ {0,1}Φ . On the other hand, the contributions of the pairs ut and v t in G sum to
the contribution of v in G ′ . Indeed,

f x
ut (G)+ f x

v t (G) = Πx(u, t ) ·wu +Πx(v, t ) ·wv (4.59)

= πuv ·Πx(v, t ) ·wu +Πx(v, t ) ·wv (4.60)

= Πx(v, t ) · (πuv ·wu +wv ) (4.61)

= Πx(v, t ) ·w ′
v (4.62)

= f x
v t (G ′) . (4.63)

We conclude that, for any x ∈ {0,1}Φ ,

f x
t (G) =

∑
s∈V

f x
st (G) (4.64)

= f x
ut (G)+ f x

v t (G)+
∑

s∈V \{u,v}
f x

st (G) (4.65)

= f x
v t (G ′)+

∑
s∈V \{u,v}

f x
st (G ′) (4.66)

= f x
t (G ′) . (4.67)

Remove the vertices that can’t carry flow. Let G ′ be the graph obtained re-
moving all the arcs ofW(t) . By Corollary 4.8, a vertex u can carry flow in an optimal
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solution of the generalized flow problem to t only if it is on a simple path from a vertex
v with wv > 0. Let T = {u ∈V : wu > 0} denote the set of vertices with positive weights.
Thus, u can carry flow in an optimal solution only if wu ∈ T or if it exists a vertex
s ∈ T such that u is on an st-path of G ′ . Let R be the set of vertices not fulfilling these
conditions, all the vertices of R can be removed from the generalized flow formulation
without affecting its optimal value. Furthermore, R can be computed with simple
graph traversal algorithms in O(|V |+ |A|) time. For this, it is only necessary to run a
traversal algorithm (either Breadth First Search of Depth First Search) from each of
the nodes of T , all in a row. At each traversal, the set K of the visited vertices increases,
and we repeat the operation with a vertex s ∈ (T \ K ) until T ⊆ K . Then R is exactly the
set of vertices that have not been visited after all these traversals, i.e., R =V \ K .

4.5.2 Improving linear relaxation bounds

DEFINITION BOX 14: BRANCH AND BOUND ALGORITHMS

Branch-and-bound (BnB) is an exact method for solving hard optimization
problems whose space of feasible solutions is non-convex. Although it was
quickly extended to other domains, this method was originally developed to
tackle mixed integer linear programs [76] and is still the basis for modern MILP
solvers. Generally speaking, BnB consists in recursively enumerating all the
feasible solutions and use a pruning strategy to avoid the enumeration of solu-
tions that cannot be optimal. In the worst case, this method therefore takes an
exponential amount of time if the pruning strategy is not able to prevent the
exploration of non-optimal solutions, but it is often very efficient in practice.
Let P be a MILP maximization problem on n variables. For the sake of simplicity,
we assume that all the variables of P are constrained to be integers between 0
and 1.

(P)


maximize c⊺x

subject to Ax ≤ b

x ∈ {0,1}n

(4.68)

(4.69)

(4.70)

Since {0,1}n ⊆ [0,1]n , the optimum value of P can be bounded as follows

max
x∈{0,1}n

Ax≤b

c⊺x ≤ max
x∈[0,1]n

Ax≤b

c⊺x , (4.71)

where maxx∈[0,1]n :Ax≤b c⊺x can be computed in polynomial time since it is the
optimum value of the linear program obtained by relaxing the integrity con-
straints of the variables of P .
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A basic branch and bound algorithm for solving P can be stated as follows

Algorithm 3: Branch and Bound method for P

Input :c ∈Rn , A ∈Rm×n , b ∈Rm

Output :s∗ such that As∗ ≤ b and c⊺s∗ is maximum
s ← {0}n

s∗ ← {0}n

Procedure recurse(k)
if Qs,k is unfeasible then

return
end
if i < n then

Let y be an optimal solution for Qs,k

if c⊺y < c⊺s∗ then
return

end
sk ← 1 ; recurse(k +1)
sk ← 0 ; recurse(k +1)

else
if c⊺s > c⊺s∗ then

s∗← s
end

end
recurse(0)
return s∗

where s represents the solution being recursively constructed by the procedure
r ecur se , s∗ is the best know solution at any point of the algorithm and Qs,k

is the linear program obtain by fixing the k first variables of P to their corre-
sponding values in s , i.e., adding the constraint xi = si for each i ∈ {1, . . . ,k} .
Like with (4.71), the optimum value of Qs,i ,c⊺y , can then be interpreted as an
upper bound on the value of any feasible solution sharing its i first values with
s . Thus, if c⊺y < c⊺s∗ then s∗ is a better solution than any solution based on the
i first values of s and there is no need to enumerate more of these solutions. It
is clear that if the inequality c⊺y < c⊺s∗ is always false, this algorithm results in
the enumeration of all feasible solutions, i.e., every x ∈ {0,1}n such that Ax ≤ b .
This small example illustrates why the efficiency of branch and bound algo-
rithms heavily depends on the fact that the optimum value of the relaxed prob-
lem is as small as possible, or, equivalently, that the optimal values of the original
problem and of its relaxed version are as close as possible.

As pointed out in Definition Box 3, the efficiency of the methods for solving a
mixed integer linear program (MILP) relies on the fact that the optimum value of its
linear relaxation is as close as possible to its own optimum value. In our process of
formalizing the BC-PC-Opt problem into a MILP, we regularly use big-M constraints
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(i.e., McCormick linearizations [85]), in order to get rid of quadratic terms. This method
of linearizing quadratic terms is known to degrade the quality of the linear relaxation,
i.e., increase the gap between the values of optimal integer solutions and the relaxed
ones. The common way of mitigating this effect is to choose the smallest constant M
possible for every big-M constraint [12]. Indeed, the role of a big-M constraint is to
prevent the value of a variable x from being greater than 0 if the corresponding integer
variable y has not been set to 1, i.e.,

x ≤ M · y , (4.72)

with M being greater that any possible value of x . While this inequality suffices to
enforce that x = 0 if y = 0 when y ∈ {0,1} , it is not in the relaxed problem where
y ∈ [0,1] . Indeed, if M is too big with respect to the possible values of x , e.g., 100
times bigger than the maximum value of x , then even a small positive value for y , e.g.,
y = 0.01, is enough to bypass the constraint and allow x to take any possible value.
Thus the goal is to chose the smallest possible upper bound M on the values of x .

In our formulation, big-M constants appear in the constraints (4.46) and (4.47).
Given a vertex t ∈ V and an option i ∈ Φ , constraints (4.46) in conjonction with
constraints (4.45) enforce the variable f i

t to be equal to 0 if yi = 0 and take a value
between 0 and ft if yi = 1. Here M must then be an upper bound on the values of ft ,
i.e., the maximum value of the flow that can arrive in the vertex t in it’s generalized
flow formulation for any scenario. Similarly, given a vertex t ∈V , an arc a = (u, v) ∈ A
and an option i ∈Φ , constraints (4.47) with constraints of (4.43) enforce that φi

a = 0
if yi = 0, i.e., no flow pass through the arc ai if the option i is not purchased, and, if
yi = 1, φi

a can take any value between 0 and the maximum flow that can arrive at u .
Thus, in both cases the constant M corresponds to the maximum value of the flow

that can arrive to a particular vertex u in the generalized flow formulation to a vertex
t . The exact upper bound on the value of this flow in any optimal solution can then
be expressed as

M t
u = max

x∈{0,1}Φ

 ∑
s∈I x

t ,u

w x
s ·Πx(s,u)

 , (4.73)

where I x
t ,u is the set of vertices s for which it exists a most reliable st-path passing by

the vertex u under the scenario x , i.e., I x
t ,u = {s ∈V :Πx (s, t ) =Πx (s,u) ·Πx (u, t )} . This

bound is not trivial to compute as the algorithm that consists in enumerating all the
scenarios of {0,1}Φ is obviously not tractable. Moreover, M t

u should be computed for
each vertex u ∈V of each generalized flow to a vertex t ∈V , i.e., O(|V |2) times. Since
for any pair of vertices s, t ∈V and any scenario x ∈ {0,1}Φ ,Π(s, t ) ≤Πx (s, t ) ≤Π+(s, t ) ,
we can define the set

It ,u = {s ∈V :Π(s, t ) ≤Π+(s,u) ·Π+(u, t )} (4.74)

such that, for any scenario x ∈ {0,1}Φ , I x
t ,u ⊆ Iu,t . Thus, we can easily calculate an
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upper bound for M t
u in the graph G as

M t
u,G =

∑
s∈Iu,t

w+
s ·Π+

G (s,u) , (4.75)

which can be accomplished in O(|E |+ |V | log |v |) time by running the Dijkstra algo-
rithm from the vertex u on the reversed graph.

Since the graph Gt is obtained from G by deleting all the arcs of W (t) , it contains
less arcs than G while preserving all the most reliable paths from each vertex u ∈V to
the vertex t in any scenario. By the fact that Π+

Gt
(s,u) ≤Π+

G (s,u) , and by Lemma 4.7,
we have

M t
u ≤ M t

u,Gt
≤ M t

u,G . (4.76)

Therefore, M t
u,Gt

is an upper for the maximum flow that can enter the vertex u that is
both easy to compute and benefits from the removal of the arcs of W (t ) .

Remark. In the case where each improvement option correspond to exactly one arc
(like for SAO-BC-PC-Opt), we conjecture that M t

u,Gt
is the best possible upper bound

in the sense that M t
u = M t

u,Gt
, or, equivalently, that it exists a scenario x ∈ {0,1}A where

the quantity of flow reaching u is M t
u,Gt

.

66



5 A Preprocessing algorithm for
shortest paths problems with
interval data

Table of contents

5.1 Introduction and state of the art . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Computing F (u, v) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 Extension to the computation of t-useless arcs . . . . . . . . . . . . . . 72
5.5 Extension to constrained shortest path problems . . . . . . . . . . . . . 74

5.1 Introduction and state of the art
The Shortest Path Problem (SPP) is a fundamental and very well studied combinatorial
optimization problem. Formally, given a directed graph G = (V , A) where each arc
a ∈ A has a positive length la , and two vertices s, t ∈V , it consists in finding an st-path
P that minimizes

∑
a∈P la , i.e., a set of consecutive arcs linking s to t whose sum of

the lengths is minimum. This problem arises in numerous applications that are not
limited to the fields of telecommunications and transportation with, for example,
landscape ecology. It is long known that this problem can be very efficiently solved
with the Dijkstra algorithm [35]. However, the SPP can be encountered as a subroutine
for larger and more difficult problems like network designing or robust shortest path.
In these problems, the length of each arc a ∈ A is either subject to change or uncertain
and is only known to lie in a positive interval [l−a , l+a ] . Like in this thesis, these kinds
of optimization problems are often solved using Mixed Integer Linear Programming
(MILP). Identifying whether an arc a is never or always part of a shortest path from a
vertex s to a vertex t for any assignment of the arcs lengths into their intervals then
becomes interesting. Indeed, this information can be used to reduce the search space
by definitely setting the arc a as being part of the shortest st-path or not.

In [71], the authors study the Robust Deviation Shortest Path Problem (RDSPP) using
MILP. In order to solve their MILP more efficiently, they propose a preprocessing
step that requires identifying if an arc a can be part of a shortest st-path for some
assignment of the arcs lengths into their intervals. Unfortunately they showed that
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identifying such arcs is N P-Complete in the general case, but still give a polynomial
algorithm when the graph is restricted to have very particular properties, i.e., when it
is a directed acyclic, layered graph with a small width. We are interested in a special
case of this problem where s = u , i.e., our problem is to identify whether an arc (u, v)
is never or always on a shortest path from u to a given vertex t .

Given a graph G = (V , A) where each arc a ∈ A is associated with a positive
interval of lengths [l−a , l+a ]:
We say that an arc (u, v) is t-strong if it is always on a shortest path from u to t
for any assignment of the lengths of the arcs into their intervals.
We say that an arc (u, v) is t-useless if it is never on a shortest path from u to t
for any assignment of the lengths of the arcs into their intervals.

The problem of identifying if an arc (u, v) is t-strong or t-useless has also received
attention in the context of robust shortest paths problems. In [21], given a vertex
n ∈V , the authors investigate the identification of n-strong and n-useless arcs, which
they respectively call T -1-persistent and T -0-persistent arcs, in order to preprocess
their MILP formulations for the Minimax regret Single-Source Shortest Path Problem
(MSS-SPP). The MSS-SPP is the single-source variant of the RDSPP [133]. They provide
sufficient (but not necessary) conditions for an arc (u, v) to be t-strong or t-useless and
use these conditions to design O(|A|+ |V | log |V |) time algorithms that, given an arc
(u, v) and a vertex t , can in most cases identify if (u, v) is t-strong or t-useless. More
recently, the authors of [79] also studiedin the problem of identifying t-useless arcs for
a given t in order to reduce the size of MILP formulations embedding shortest path
computations. They improve the result of [21] by providing a sufficient and necessary
condition for an arc (u, v) to be t-useless. In their article, they call t-weak an arc that is
not t-useless, i.e., that is on a shortest path from u to t for some assignment of the arcs
lengths in their interval, and provide an O(|V | · (|A|+ |V | log |V |)) time algorithm that
allows to identify if an arc (u, v) is t-useless (non-t-weak in their terms) for a given
vertex t .

In Section 5.2, we give a more formal definition of the notion of t-strongness. Then,
in Section 5.3, given an arc (u, v) of G , we show how to adapt the Dijkstra’s algorithm
to compute in O(|A|+ |V | log |V |) time the set of all vertices t ∈ V such that (u, v) is
t-strong. This improves the results of [21] by providing a necessary and sufficient
condition for (u, v) to be t-strong, i.e., we can identify all the t-strong arcs while the
algorithm of [21] identifies only a subset of it. This also reduces the time complexity
for computing the sets of t-strong arcs for all t by a factor |V | as we only need to run
the algorithm on each arc instead of each pair of arc and vertex. In Section 5.4, we
show how to modify our algorithm to compute, with the same complexity the set of
all vertices t ∈ V such that (u, v) is t-useless. This also improves the results of [79]
since our algorithm has a time complexity that is smaller by a factor |V | . Finally, in
Section 5.5, we show preliminary results on how to extend the notions of t-strongness
and t-uselessness to constrained shortest paths.
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5.2 Definitions
Given a graph G = (V , A) where each arc a ∈ A is associated with a positive interval of
lengths [l−a , l+a ] , we call a continuous scenario a vector [0,1]A that associate to each arc
a ∈ A a coefficient xa such that the length of the arc a under the scenario x is

l x
a = l+a −xa · (l+a − l−a ) . (5.1)

We define d x(s, t) to be the length of a shortest path, i.e., the distance, from s to t
under the scenario x:

d x(s, t ) = min
P : st-path

l x(P ) , (5.2)

where l x(P ) =∑
a∈P l x

a is the length of the path P under the scenario x .

Lemma 5.1. Given two vertices s, t ∈V and an st-path P , it exists a continuous scenario
x such that P is a shortest st-path if and only if P is a shortest path in the scenario q
where qa = 1 if a ∈ P and qa = 0 otherwise.

Proof. Since q is a particular case of continuous scenario, we only need to prove that if
P is a shortest under a scenario x it remains a shortest path under the scenario q . The
lengths of the arcs of P are guaranteed to be smaller or equal in the scenario q than in
the scenario x , since qa ≥ xa for each arc a ∈ P , whereas the others arcs lengths are
guaranteed to be greater or equal since qa ≤ xa for each arc a ∈V \ P . Thus, among
all the st-paths, P is the path whose length is the most reduced by passing from the
scenario x to the scenario q .

Corollary 5.2. To prove that an arc (u, v) is t-strong or t-useless, we only need to check
the property for the 2|A| scenarios of {0,1}A .

To state our following results, we introduce the notion of fiber.

The fiber of an arc (u, v) ∈ A under the scenario x ∈ {0,1}A , that we denote
F x(u, v) , is the set of vertices such that (u, v) belongs to a shortest path from u
to t for each t ∈ F x(u, v) when arc lengths are set according to x , i.e.

F x(u, v) = {t ∈V : d x(u, t ) = l x
uv +d x(v, t )} . (5.3)

Let F (u, v) be the intersection of the fibers of the arc (u, v) over all possible scenarios
x ∈ {0,1}A , i.e.

F (u, v) =
⋂

x∈{0,1}A

F x(u, v) . (5.4)

By definition and by Lemma 5.1, an arc (u, v) is t-strong if and only if t belongs to
F x(u, v) for every scenario x ∈ {0,1}A , i.e., if t belongs to F (u, v) .
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5.3 Computing F (u, v)

Let y ∈ {0,1}A be the following scenario :

yw t =
{

0 w ∈ F (u, v) or (w, t ) = (u, v)
1 otherwise

(5.5)

Lemma 5.3. The intersection F (u, v) of the fibers of (u, v) ∈ A over all possible scenarios
is the fiber of (u, v) under the scenario y , i.e., F (u, v) = F y (u, v) .

Proof. Since, by definition, F (u, v) ⊆ F y (u, v) , it remains to prove that F y (u, v) ⊆
F x (u, v) for any scenario x ∈ {0,1}A . By way of contradiction, let t ∈ Fy (u, v) be a vertex
at minimum distance from u in the scenario y such that it exists a scenario x with
t ∉ F x(u, v) . Let P be a shortest ut-path containing (u, v) under the scenario y . For
every vertex w of P , d y (u, w) ≤ d y (u, t) and w ∈ F y (u, v) . Hence, by the choice of t ,
w belongs to F x(u, v) for every scenario x . Therefore, w belongs to F (u, v) and the
length of every arc of P is set to its upper bound in the scenario y , i.e., l y (P ) = l+(P ) .
Now, let Q be a shortest ut-path in the scenario x . If the path Q contains a vertex
z ∈ F (u, v) then d x(u, t) = d x(u, z)+d x(z, t) = l x

uv +d x(v, z)+d x(z, t) = l x
uv +d x(v, t) ,

a contradiction with t ∉ F x(u, v) . Therefore, the vertices of Q do not belong to F (u, v)
and thus all the arcs of Q are set to their lower bound in y , i.e., l y (Q) = l−(Q) . Since P
is a shortest path in y , l y (P ) ≤ l y (Q) . We deduce that l x(P ) ≤ l+(P ) = l y (P ) ≤ l y (Q) =
l−(Q) ≤ l x(Q) , which contradicts t ∉ F x(u, v) .

We describe a O(|A|+ |V | log |V |) time algorithm that, given an arc (u, v) , computes
simultaneously the scenario y defined by (5.5) and the fiber F y (u, v) of arc (u, v) with
respect to this scenario. The algorithm is an adaptation of the Dijkstra’s shortest path
algorithm that assigns colors to vertices. We prove that it colors a vertex w in blue if w
belongs to F y (u, v) and in red otherwise. At each step, we consider a subset of vertices
S ⊆V whose colors have been already computed. Before the first iteration, S = {u} and
the length of every arc leaving u is set to its lower bound except the length of (u, v)
which is set to its upper bound according to scenario y . At each step, since the color of
every vertex of S is known, the length, under scenario y , of every arc (w, t ) with w ∈ S
is also known. Therefore, it is possible to find a vertex t ∈V \ S at minimum distance
from u , under scenario y , in the subgraph G[S ∪ {t }] induced by S ∪ {t } . Following
Dijkstra’s algorithm analysis, we know that the distance under scenario y from u to t
in G[S ∪ {t }] is in fact the distance between u and t in G . This allows us to determine if
there exists a shortest path from u to t in the scenario y passing via (u, v) and to color
the vertex t accordingly. We end-up the iteration with a new vertex t whose color is
known and that can be added to S before starting the next iteration. The algorithm
terminates when S =V .
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Algorithm 4: Computes the set S of vertices t such that (u, v) is t-strong

Input :G = (V , A) , [l−a , l+a ]a∈A , (u, v) ∈ A
Output :F (u, v) = {t ∈V : (u, v) is t-strong}
d(u) ← 0
γ(u) ← r ed
foreach (u, w) ∈ δout

u \ {(u, v)} do
d(w) ← l−uw
γ(w) ← r ed

d(v) ← l+uv
γ(v) ← bl ue
S ← {u}
while S ̸=V do

Pick t ∈V −S with smallest d(t ) breaking tie by choosing a vertex t such that
γ(t ) = bl ue if it exists

if γ(t ) is blue then
foreach (t , w) ∈ δout

t such that d(t )+ l+t w ≤ d(w) do
d(w) ← d(t )+ l+t w
γ(w) ← bl ue

else
foreach (t , w) ∈ δout

t such that d(t )+ l−t w < d(w) do
d(w) ← d(t )+ l−t w
γ(w) ← r ed

S ← S ∪ {t }
return {t ∈V : γ(t ) = bl ue}

For every vertex w ∈V \ S , the estimated distance d(w) is the length of a shortest
uw-path under the scenario y in the subgraph G[S ∪ {w}] . An arc a is blue if a = uv
or if its origin is blue, the other arcs are red, i.e., a is blue if ya = 0 and red if ya = 1.
The estimated color γ(w) of w is blue if there exists a blue uw-path of length d(w)
in G[S ∪ {w}] and red otherwise. The correctness of Algorithm 4 follows from the
following Lemma.

Lemma 5.4. For every vertex t ∈ S, γ(t ) is blue if and only if t ∈ F y (u, v) .

Proof. We proceed by induction on the number of vertices of S . When S = {u} , the
property is verified. Now, suppose the property true before the insertion in S of
the vertex t such that d(t ) is minimum. By induction hypothesis, the lengths of arcs
having their source in S are set according to y . Therefore, following Dijkstra’s algorithm
analysis, we deduce that d(t ) is the length of the shortest path from u to t in the graph
G under scenario y . If t has been colored blue then there exists a blue vertex w ∈ S
such that d(t) = d(w)+ l+w t . By induction hypothesis w ∈ F y (u, v) and there exists a
shortest ut-path under scenario y containing (u, v) , i.e., t ∈ F y (u, v) . Now, suppose
that t has been colored in red. By contradiction, assume there exists a shortest ut-path
under scenario y that contains (u, v) . This path cannot contain a vertex outside S
except t because otherwise, since arc lengths are non-negative, its length according
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to y would be greater than d(t ) by the choice of t . Therefore, the predecessor w of t
in this path belongs to S . Since w belongs to a shortest ut-path passing via (u, v) , by
induction, it was colored blue. But in this case, there exists a blue vertex w such that
d(w)+ l+w t = d(t ) , and t was colored blue as well, a contradiction.

We are now ready to state the main result of this section.

Proposition 5.5. Given a graph G = (V , A) where each arc a ∈ A is associated with a
positive interval of lengths [l−a , l+a ] , and an arc (u, v) , Algorithm 4 computes in O(|A|+
|V | log |V |) time the set of vertex t such that (u, v) is t-strong.

Proof. The Lemma 5.3 shows that given an arc (u, v) the set of vertices S such that
t ∈ S if and only if (u, v) is t-strong is a fiber for a specific scenario. The Lemma 5.4
shows that the algorithm compute this fiber. Therefore, the Algorithm 4 is correct.
Analogously to the Dijkstra’s algorithm, Algorithm 4 can be implemented to run in
O(|A|+ |V | log |V |) time by using a Fibonacci heap as priority queue.

5.4 Extension to the computation of t-useless arcs
An adaptation of Algorithm 4 can compute, given an arc (u, v) the set of vertices W
such that t ∈W if and only if (u, v) is t-usless. Before describing this adaptation, we
explain how the two problems are related. For that, we first introduced a strengthening
of the notion of t-strongness. We will say that an arc (u, v) is strictly t-strong if it
belongs to all shortest ut-paths for every scenario x ∈ {0,1}A . Recall that t-strongness
requires only the existence of a shortest ut-path passing via (u, v) for every scenario
x ∈ {0,1}A . Algorithm 4 can be easily adapted to compute for every arc (u, v) the set of
vertex t such that (u, v) is strictly t-strong. It suffices to change the way the algorithm
breaks the tie between a red path and a blue path when it chooses the next vertex
t to visit and when it updates the colors of the neighbors of t . Namely, in the first
internal loop, the condition for coloring w in blue becomes d(w) > d(t )+l+t w while the
condition for coloring w in red in the second internal loop becomes d(w) ≥ d(t )+l−t w .
Moreover, when we choose t such that d(t ) is minimal, we break tie by choosing a red
vertex if it exists. Clearly, these small changes exclude the existence of a red path of
length d(w) between u and a blue vertex w . Therefore, (u, v) belongs to every path of
length d(w) and (u, v) is strictly w-strong whenever w is blue. We call the resulting
algorithm the strict version of Algorithm 4. The next step is to extend the notion of
strict strongness to a subset of arcs having the same source. For any vertex u ∈V , a
subset δ⊆ δout

u of arcs is strictly t-strong if, for every scenario x ∈ {0,1}A , all shortest
ut-paths intersect δ . By definition, an arc (u, v) is t-useless if and only if δout

u \ {(u, v)}
is strictly t-strong. Indeed, every ut-path avoiding (u, v) intersects δout

u \ {(u, v)} and,
conversely, (u, v) belongs to every ut-path avoiding δout

u \ {(u, v)} . Hence, computing
the set of vertex t such that (u, v) is t-useless amounts to compute the set of vertex
t such that δout

u \ {(u, v)} is strictly t-strong. An algorithm that computes this set of
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vertices can be obtained from the strict version of Algorithm 4 by modifying only the
initialization step: arc (u, v) is colored in red and its length is set to l−uv while arcs
of δout

u \ {(u, v)} are colored in blue and their lengths are set to their upper bound. A
correctness proof very similar to the one of Algorithm 4 (and that we will not repeat)
shows that a vertex is colored blue by Algorithm 5 if and only if (u, v) is t-useless. Since
the two algorithms have clearly the same time complexity, we conclude this section
with the following result.

Algorithm 5: Computes the set of vertex t such that (u, v) is t-useless

Input :G = (V , A) , [l−a , l+a ]a∈A , (u, v) ∈ A
Output :{t ∈V : (u, v) is t-useless}
d(u) ← 0
γ(u) ← blue
foreach (u, w) ∈ δout

u \ {(u, v)} do
d(w) ← l+uw
γ(w) ← bl ue

d(v) ← l−uv
γ(v) ← r ed
S ← {u}
while S ̸=V do

Pick t ∈V −S with smallest d(t ) breaking tie by choosing a vertex t such that
γ(t ) = r ed if it exists

if γ(t ) is blue then
foreach (t , w) ∈ δout

t such that d(t )+ l+t w < d(w) do
d(w) ← d(t )+ l+t w
γ(w) ← bl ue

else
foreach (t , w) ∈ δout

t such that d(t )+ l−t w ≤ d(w) do
d(w) ← d(t )+ l−t w
γ(w) ← r ed

S ← S ∪ {t }
return {t ∈V : γ(t ) = bl ue}

Proposition 5.6. Given a graph G = (V , A) where each arc a ∈ A is associated with a
positive interval of lengths [l−a , l+a ] , and an arc (u, v) , Algorithm 5 computes in O(|A|+
|V | log |V |) time the set of vertex t such that (u, v) is t-useless.

Remark. For all the presented algorithms, if at the beginning of an iteration, all the
unvisited vertices V \ S have the same estimated color, i.e., they are all red or all blue,
then we can immediately return since these colors will not change throughout the rest
of the execution.
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5.5 Extension to constrained shortest path
problems

In this section, we present preliminary results about the extension of the notion of t-
strongness and t-uselessness, and our recognition algorithms, to constrained shortest
paths. Indeed, in practice, not all scenarios can be encountered, for example, in our
problem BC-PC-Opt or even in some robust shortest path problems [100], a budget
constraint restricts the number of arcs that can be at their lower bound length. In
these cases, being t-strong is a stronger requirement than necessary for an arc (u, v)
to be always on a shortest ut-path.

DEFINITION BOX 15: CONSTRAINED SHORTEST PATH AND LAGRAGIAN RELAXATION

The (budget) Constrained Shortest Path Problem (CSPP) [69] is a generalization
of the Shortest Path Problem (SPP) where the shortest path must also satisfy
a budget constraint. Given a directed graph G = (V , A) where each arc a ∈ A
is associated with a length la ≥ 0 and a cost ca ≥ 0, two vertices s, t ∈ V and
a budget β , the CSPP is to find a st-path P whose cost c(p) = ∑

a∈P ca is at
most β and whose length l (P ) = ∑

a∈P la is minimum. Interestingly, the only
addition of this constraint renders the problem N P-Hard [60] while the SPP
can be solved very efficiently. Constrained shortest paths arise in a variety of
network problems such as mission planning but also as a subproblem for many
operational research methods like column generation [67].
A common approach for solving the CSPP is to explore the search space, i.e., the
set of all st-paths, and use the Lagrangian relaxation technique [60, 3] to find
lower bounds and prevent testing paths that cannot possibly be the optimal
solution. This is very similar to the Branch and Bound approach used to solve
MILP. The principle behind Lagrangian relaxations is to include the additional
constraints into the objective function in the form of penalties. Here the idea is
to penalize expensive arcs by defining a length function that account for their
cost:

lµa = la +µ · ca , (5.6)

where µ is a constant called Lagrange multiplier. The value of µ is either chosen
arbitrarily or by using heuristics that depends on the graph [3]. The shortest
path distance from s to t using lµa as the length of each arc a ,

dµ(s, t ) = min
P : st-path

( ∑
a∈P

lµa

)
= min

P : st-path

(
l (P )+µ · c(P )

)
, (5.7)
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can then be used to derive a lower bound on the length of an optimal path P∗ ,

l (P∗) = min
P : st-path

c(P )≤β
l (P ) . (5.8)

Indeed, the following inequalities hold:

min
P : st-path

(
l (P )+µ · c(P )

)≤ min
P : st-path

c(P )≤β

(
l (P )+µc(P )

)≤ l (P∗)+µ ·β . (5.9)

The first inequality of (5.9) is due to the budget constraint, since the minimum
length among a subset of the st-paths can only be greater or equal than those
for all the st-paths. The second inequality of (5.9) is obtained from (5.8) and
the fact that µ · c(P ) ≤µ ·β for all st-paths P with c(P ) ≤β , since µ ·β is a con-
stant term, we can move it outside the minimum function. As a consequence,(
dµ(s, t )−µ ·β)

is a lower bound on the length of any optimal solution path
l (P∗) . Since this lower bound depends on the value of the Lagrange multiplier
µ , it is often interesting to test many values for µ and retain the highest lower
bound obtained.

We extend the notion of t-strongness to constrained shortest paths as follows. Given
a graph G = (V , A) where each arc a is associated with a length l+a that can be improved
to l−a ≤ l+a by paying a cost ca , we call scenario a vector x ∈ {0,1}A such that the length
of the arc a under the scenario x , that we denote l x

a , is equal to l−a if xa = 1 and equal
to l+a otherwise. The cost of a scenario x ∈ {0,1}A ,

c(x) =
∑

a∈A
xa · ca , (5.10)

corresponds to the cost for improving the length of the arcs a ∈ A for which xa = 1.
Now, given a budget β , an arc (u, v) is said to be t-β-strong if it is on a shortest path
from u to t in every scenario x ∈ {0,1}A whose cost is at most β , i.e., c(x) ≤β . Clearly,
any t-strong arc is t-β-strong for any β , but the opposite is not true. Let Fβ(u, v) be
the intersection of the fibers of the arc (u, v) over all the scenarios whose costs are at
most β , i.e.

Fβ(u, v) =
⋂

x∈{0,1}A

c(x)≤β

F x(u, v) . (5.11)

By definition, an arc (u, v) is t-β-strong if and only if t belongs to Fβ(u, v) . Computing
the set Fβ(u, v) is a N P-Hard problem. Indeed, even the problem of deciding whether
v belongs to Fβ(u, v) or not is N P-Hard since the decision version of the CSPP can
be reduced to it. More precisely, given a graph G = (V , A) where each arc a ∈ A has
a length la and a cost ca , two vertices s, t ∈ V , a budget β and a length l∗ , deciding
if it exists a path P from s to t such that c(P ) ≤ β and l (P ) < l∗ can be reduced to
deciding if t ∈ Fβ(s, t ) in the graph G ′ = (V , A∪ {(s, t )}, l−, l+,c) where l−a = la , l+a =+∞
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and l+st = l−st = l∗ . Indeed, t ∉ Fβ(s, t ) if and only if it exists an st-path P with c(P ) ≤β

and l (P ) < l∗ that do not contain the arc (s, t ) . Since computing Fβ(u, v) is N P-Hard,
we focus on how to use Lagrange multipliers to compute in polynomial time a subset
S such that F (u, v) ⊆ S ⊆ Fβ(u, v) .

Given a Lagrange multiplier µ , let λµa denote the modified length of the arc a such
that

λ
µ
a = min

(
l−a +µ · ca , l+a

)
. (5.12)

Then, let F x
µ,T (u, v) , with T ⊆ V , denote the fiber of the arc (u, v) in the graph H =

(V , A′) obtained from G by removing the incoming arcs of T except (u, v) , i.e., A′ =
A \ {(w, t) ∈ A : w ∉ T , t ∈ T , (w, t) ̸= (u, v)} and where each arc a ∈ A′ is associated to
the interval [λµa ,λ+

a ] with λ+
uv = l+uv +µ ·β and λ+

a = l+a for a ̸= (u, v) , such that

F x
µ,T (u, v) = {t ∈V : d x

H (u, t ) =λx
uv +d x

H (v, t )} . (5.13)

Here, d x
H (st) denotes the length of a shortest st-path in the graph H using λx

a as the
length of each arc a ∈ A′ with λx

a =λ
µ
a if xa = 1 and λx

a =λ+
a otherwise. We denote the

intersection of all the fibers of (u, v) in this graph by

Fµ,T (u, v) =
⋂

x∈{0,1}A′
F x
µ,T (u, v) . (5.14)

Lemma 5.7. Given an arc (u, v) , a budget β , a subset T ⊆ Fβ(u, v) and a Lagrange
multiplier µ , T ⊆ Fµ,T (u, v) ⊆ Fβ(u, v) .

Proof. Since we removed the incoming arcs of T except (u, v) to obtain the graph
H , the inclusion T ⊆ Fµ,T (u, v) is trivial because all the remaining paths from u to a
vertex of T must contain (u, v) . It then remains to prove that Fµ,T (u, v) ⊆ Fβ(u, v) . We
proceed by contradiction. Suppose that Fµ,T (u, v) \Fβ(u, v) ̸= ; and let t be the vertex
of Fµ,T (u, v) \Fβ(u, v) . By definition, since t ∉ Fβ(u, v) , it exists a scenario x ∈ {0,1}A

with c(x) ≤β under which (u, v) do not belong to any shortest ut-path of the graph G ,
i.e.

d x
G (u, t ) < l x

uv +d x
G (v, t ) ≤ l+uv +d+

G (v, t ) . (5.15)

We chose the vertex t such that d x
G (u, t) is minimum. Let P be a shortest ut-path

realizing the distance d x
G (u, t ) in the graph G , i.e., l x(P ) = d x

G (u, t ) . Since c(x) ≤β , the
cost of P under the scenario x , cx (P ) =∑

a∈P ca ·xa , is also at mostβ . By our hypothesis,
P can neither contain (u, v) nor any vertex w ∈ T since T ⊆ Fβ(u, v) and, by definition,
there would be a shortest uw-path Q passing by (u, v) with l x (P ) = l x (Q)+d x

G (w, t ) , a
contradiction. Therefore, P can only contain arcs of A′ , and is also a ut-path in the
graph H . By Lemma 5.3, t ∈ Fµ,T (u, v) is equivalent to t ∈ F y

µ,T (u, v) where y is the
scenario defined as

yw t =
{

0 w ∈ Fµ,T (u, v) or (w, t ) = (u, v)
1 otherwise

, (5.16)
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and the distance from u to t in this scenario is

d y
H (u, t ) =λ+

uv +d+
H (v, t ) = l+uv +d+

H (v, t )+µ ·β . (5.17)

We can deduce that all the arcs of P are at their lower bound in the scenario y ,
otherwise P should contain a vertex w ∈ Fµ,T (u, v) that either leads to the same
contradiction as previously if w ∈ Fβ(u, v) or contradicts our choice of t minimizing
d x

G (u, t ) if w ∉ Fβ(u, v) . Thus, the length of P in the scenario y is

λy (P ) =
∑
a∈P

λ
µ
a = l−(P )+µ · c(P ) . (5.18)

Since in the scenario y all the arcs of P are at their lower bound and the cost of P in
the scenario x is at most β , we have

λy (P ) ≤λx(P ) ≤ l x(P )+µ ·β , (5.19)

with λx(P ) = l x(P )+µ · cx(P ) . Finally, we obtain the following inequalities

λy (P ) ≤ l x(P )+µ ·β< l+uv +d+
G (v, t )+µ ·β≤ d y

H (u, t ) . (5.20)

The first inequality of (5.20) comes from (5.19), the second comes from the fact that
l x(P ) = d x

G (u, t) and (5.15), and the last one is derived from (5.17) and d+
G (v, t) ≤

d+
H (v, t) . This leads to a contraction since, according to (5.20), in the graph H and

under the scenario y , the ut-path P must be shorter than the distance from u to t .

We describe an O(|A|+ |V | log |V |) time algorithm that, given an arc (u, v) of G , a
subset T ⊆ Fβ(u, v) and a Lagrange multiplierµ , computes Fµ,T (u, v) . This algorithm is
clearly a generalization of Algorithm 4, since for µ= 0 and T =; , Fµ,T (u, v) = F (u, v) .
It amounts to running Algorithm 4 on the graph H , thus, its correctness follows from
the correctness of Algorithm 4 and Lemma 5.7.
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Algorithm 6: Computes the set Fµ,T (u, v) ⊆ Fβ(u, v)

Input :G = (V , A) , (l−a , l+a ,ca)a∈A , β ∈R+ , (u, v) ∈ A , T ⊆ Fβ(u, v) , µ ∈R+

Output :Fµ,T (u, v)
d(u) ← 0
γ(u) ← r ed
foreach (u, w) ∈ δout

u \ {(u, v)} do
d(w) ←λ

µ
uw

γ(w) ← r ed

d(v) ← l+uv +µ ·β
γ(v) ← bl ue
S ← {u}
while S ̸=V do

Pick t ∈V −S with smallest d(t ) breaking tie by choosing a vertex t such that
γ(t ) = bl ue if it exists

if γ(t ) is blue then
foreach (t , w) ∈ δout

t such that d(t )+ l+t w ≤ d(w) do
d(w) ← d(t )+ l+t w
γ(w) ← bl ue

else
foreach (t , w) ∈ δout

t such that w ∉ T and d(t )+λµt w < d(w) do
d(w) ← d(t )+λµt w
γ(w) ← r ed

S ← S ∪ {t }
return {t ∈V : γ(t ) = bl ue}

Proposition 5.8. Given a graph G = (V , A) where each arc a is associated with a length
l+a that can be improved to l−a ≤ l+a by paying a cost ca , a budget β , an arc (u, v) ∈ A ,
a subset T ⊆ Fβ(u, v) of the β-strong vertices for (u, v) and a Lagrange multiplier µ ,
Algorithm 6 computes in O(|E |+|V | log |V |) the set Fµ,T (u, v) such that T ⊆ Fµ,T (u, v) ⊆
Fβ(u, v) .

The use case for Algorithm 4 is to start with the biggest known subset T of Fβ ,
typically, at the beginning T = F (u, v) , and try a value for the Lagrange multiplier µ in
order to increase T with vertices of Fβ . The obtained subset is then guaranteed to be
at least T , and we can repeat the operation with it and another value for µ . There is
no need to test the same value for µ two consecutive times since we can easily show
that Fµ,(Fµ,T (u,v))(u, v) = Fµ,T (u, v) . This approach seems quite promising since, given
k different values for µ , running this procedure is only k times more expensive in time
than identifying the set F (u, v) , and the benefits seem to increase when the budget
gets smaller. Indeed, for any budget value β ,

F+∞(u, v) ⊆ Fβ(u, v) ⊆ F 0(u, v) , (5.21)

where F+∞(u, v) = F (u, v) , and F 0(u, v) = {t ∈ V : d+(u, t) = l+uv +d+(v, t)} . However,
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since Fµ,T (u, v) is only guaranteed to be a subset of Fβ(u, v) , numerical experiments
are still needed to assess the benefits of running such procedure on practical instances
and to help develop a strategy for choosing the values for µ . For now, we only know
that µ must be comprised between 0 and

max
a∈A

(l+a − l−a )

ca
, (5.22)

since above this value, λµa = l+a for each arc a ∈ A .

Similarly to Algorithm 4, Algorithm 6 can be modified to identify a subset of the
β-useless vertices of an arc (u, v) by following the same rationale as the one presented
in Section 5.4. LetWβ(u, v) denote the set of vertices t such that (u, v) is t-β-useless
i.e.

Wβ(u, v) = {t ∈V : ∀x ∈X β ,d x(u, t ) < l x
uv +d x(v, t )} , (5.23)

where X β = {x ∈ {0,1}A : c(x) ≤β} is the set of scenarios whose costs are at most β .

Algorithm 7: Computes the set Wµ,T (u, v) ⊆Wβ(u, v)

Input :G = (V , A) , (l−a , l+a ,ca)a∈A , β ∈R+ , (u, v) ∈ A , T ⊆ Fβ(u, v) , µ ∈R+

Output :Wµ,T (u, v)
d(u) ← 0
γ(u) ← bl ue
foreach (u, w) ∈ δout

u \ {(u, v)} do
d(w) ← l+uw +µ ·β
γ(w) ← bl ue

d(v) ←λ
µ
uv

γ(v) ← r ed
S ← {u}
while S ̸=V do

Pick t ∈V −S with smallest d(t ) breaking tie by choosing a vertex t such that
γ(t ) = r ed if it exists

if γ(t ) is blue then
foreach (t , w) ∈ δout

t such that d(t )+ l+t w < d(w) do
d(w) ← d(t )+ l+t w
γ(w) ← bl ue

else
foreach (t , w) ∈ δout

t such that w ∉ T and d(t )+λµt w ≤ d(w) do
d(w) ← d(t )+λµt w
γ(w) ← r ed

S ← S ∪ {t }
return {t ∈V : γ(t ) = bl ue}

Proposition 5.9. Given a graph G = (V , A) where each arc a is associated with a length
l+a that can be improved to l−a ≤ l+a by paying a cost ca , a budget β , an arc (u, v) ∈ A ,

79



5 A Preprocessing algorithm for shortest paths problems with interval data – 5.5
Extension to constrained shortest path problems

a subset T ⊆ Fβ(u, v) of the β-useless vertices for (u, v) and a Lagrange multiplier µ ,
Algorithm 7 computes in O(|E |+|V | log |V |) the set Wµ,T (u, v) such that T ⊆Wµ,T (u, v) ⊆
Wβ(u, v) .
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In the lack of an efficient method to compute optimal solutions of BC-PC-Opt, ecolo-
gists often use greedy algorithms to compute suboptimal solutions [61]. In Section 6.1,
we present four commonly used greedy algorithms for BC-PC-Opt and highlight their
pathological cases in Section 6.2. We will compare the quality of the solutions ob-
tained with these greedy algorithms with the optimal solution on four case studies
in Chapter 7. Then, in Section 6.3, we show results for improving the complexity and
execution time of the Incremental Greedy algorithm that were obtained as part of
Nicolas Yaverian’s Bachelor’s degree internship that we co-supervised [132].

DEFINITION BOX 16: GREEDY ALGORITHM

A greedy algorithm is an algorithm designed to construct solutions (not nec-
essarily optimal ones) for a combinatorial optimization problem [111] by only
making locally optimal choices, for example, by starting from the empty solu-
tion and iteratively adding to it the element that offers the largest increase in
the objective function, as long as such element exists. Since greedy algorithms
never reconsider their previous decisions, they do not always produce opti-
mal solutions for many problems. However, they do provide optimal solutions
when the space of solutions for the considered optimization problem has a
matroidal structure. They can also provide constant factor approximations for
some problems. We refer to [28] for an in-depth introduction.

6.1 Definition of the algorithms
The Incremental Greedy (IG) algorithm starts from the graph with no improved ele-
ments. At each step k , the algorithm selects an option i ∈Φ with the greatest ratio
∆k

i /ci until no more options fit in the budget. Here,∆k
i denotes the difference between

81



6 Greedy Algorithms – 6.1 Definition of the algorithms

the value of PC with and without the improvements of the option i at the step k . As
usual, ci is the cost of the option i . This IG algorithm is for example used in [46]. The
Decremental Greedy (DG) algorithm, similar to the Zonation Algorithm [89], starts from
the graph with all improvements performed and iteratively removes the improvement
of the option i that have the smallest ratio ∆k

i /ci . DG finishes with incremental steps
to ensure there is no free budget left. These algorithms perform at most |Φ| steps and
at each step k need to compute ∆k

i for each option i ∈Φ . It is easy to implement IG
and DG in O(|Φ|2 · |V |3) time by using an all-pair shortest path algorithm, for example,
the Floyd-Warshall one [44], to compute in O(|V |3) the initial value of the PC and the
value of∆k

i /ci for each option i and step k . These complexities are already too large for
the practical instances handled by ecologists which can have few thousands of patches.
Most of the studies relying on the PC or ECA indicators use simpler algorithms that we
call Static Increasing (SI) and Static Decreasing (SD). These algorithms are variants of
the greedy algorithms which do not recompute the ratio ∆i /ci of each option i at each
step and thus are faster but do not account for cumulative effects nor redundancies.
The SI and SD have thus a time complexity of O(|Φ| · |V |3) .

We will see how to improve the time complexity of the SI and IG algorithm in
Section 6.3.

Let GP , with P ⊆Φ , denote the landscape graph obtained from G by realizing the
improvements corresponding the options of P . Below, we give the pseudocode of each
of the algorithms we have described to eliminate any ambiguity.

Algorithm 8: Static Incremental

Input :G = (V , A, w,π) ,Φ , c ∈ (R+)Φ , β ∈R+

Output :P ⊆Φ : c(P ) ≤β

Let S = (i1, . . . , in) be the sequence of the options ofΦ in decreasing order of

their benefit-cost ratio, where PC (G {ik })−PC (G)
c(ik ) is the ratio of the option ik ∈Φ

P ←;
for k ← 1 to n do

if c(P )+ c(ik ) ≤β then
P ← P ∪ {ik }

return P
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Algorithm 9: Static Decremental

Input :G = (V , A, w,π) ,Φ , c ∈ (R+)Φ , β ∈R+

Output :P ⊆Φ : c(P ) ≤β

Let Sdec = (i1, . . . , in) be the sequence of the options ofΦ in increasing order of

their benefit-cost ratio, where PC (GΦ)−PC (GΦ\{ik })
c(ik ) is the ratio of the option ik ∈Φ

P ←Φ

for k ← 1 to n do
if c(P ) >β then

P ← P \ {ik }

Let Sinc = ( j1, . . . , jm) be the sequence of the options ofΦ\ P in decreasing order

of their benefit-cost ratio, where PC (G { jk })−PC (G)
c( jk ) is the ratio of the option jk ∈Φ

for k ← 1 to m do
if c(P )+ c( jk ) ≤β then

P ← P ∪ { jk }

return P

Algorithm 10: Incremental Greedy

Input :G = (V , A, w,π) ,Φ , c ∈ (R+)Φ , β ∈R+

Output :P ⊆Φ : c(P ) ≤β

D ← { j ∈Φ : c( j ) ≤β}
P ←;
while D ̸= ; do

Pick i ∈ D maximizing the ratio PC (GP∪{i })−PC (GP )
c(i )

P ← P ∪ {i }
D ← { j ∈ D : j ̸= i ,c( j ) ≤β− c(P )}

return P

Algorithm 11: Decremental Greedy

Input :G = (V , A, w,π) ,Φ , c ∈ (R+)Φ , β ∈R+

Output :P ⊆Φ : c(P ) ≤β

P ←Φ

R ←;
while c(P ) ≥β do

Pick i ∈ P minimizing the ratio PC (GP )−PC (GP \{i })
c(i )

P ← P \ {i }
R ← R ∪ {i }

R ← { j ∈ R : c( j ) ≤β− c(P )}
while R ̸= ; do

Pick i ∈ R maximizing the ratio PC (GP∪{i })−PC (GP )
c(i )

P ← P ∪ {i }
R ← { j ∈ R : j ̸= i ,c( j ) ≤β− c(P )}

return P
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6.2 Arbitrary bad cases
Below, we provide instances on which IG and DG perform poorly compared to an
optimal solution. On these instances, it is easy to check that the solutions returned by
SI and SD are not better than the solutions returned by IG and DG. In the following
instances, all arcs have a probability 1 if improved and 0 otherwise and have unitary
costs. Recall that a spider is a tree consisting of several paths glued together on a
central vertex (Figure 6.1a, 6.2a and 6.3a).

Bad case for IG: The graph is a spider with 2k branches: k long branches with two
edges, an intermediate node of weight 0 and a leaf node of weight 1, and k short
branches consisting of a single edge with a leaf of very small weight ϵ> 0, see Figure2
(a). All branches are connected to a central node of weight 1. IG performs poorly on
this instance. Indeed, IG is tricked into selecting short branches with very small PC
improvement because selecting an edge of a long branch alone does not increase PC
at all. An optimal solution results in larger value of PC by improving pairs of arcs of
long branches.

In this case, IG does not perform well while DG finds an optimal solution computed
by the MILP solver except when the budget is 1. In this case, the reverse occurs:
DG performs badly while IG is optimal. Indeed, DG realizes that the budget is not
sufficient to improve two arcs of a long branch only after removing the improvements
of all short branches.

(a) (b)

Figure 6.1: An instance on which Incremental Greedy fails. (a) the graph of the IG
bad case with k = 4, (b) ratio of the increase in PC between the solutions
returned by IG and DG and an optimal solution for several budgets.

Bad case for DG: The graph is obtained from a star with k +1 branches by replacing
one branch by a path of length k . The central node and all leaves except the leaf of
the path have a weight of 1. The leaf of the path has a weight of 1+ ϵ . The internal
nodes of the path have a weight of 0. DG performs poorly on this instance because
it removes one by one the branches of the star for which ∆e /ce = 1 before removing
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an edge of the path for which ∆e /ce = 1+ϵ . When the budget is at least 2, an optimal
solution removes all the edges of the path before removing an edge of another branch.

(a)
(b)

Figure 6.2: An instance on which Decremental Greedy fails. (a) the graph of the DG
bad case with k = 5, (b) ratio of the increase in PC between the solutions
returned by IG and DG and an optimal solution for several budgets.

Bad case for IG and DG: The graph is a spider with k+1 branches. All branches except
one are paths of length 2 with an internal node of weight 0 and a leaf of weight 1.
The last branch is a path of length 2k with internal nodes of weight ϵ> 0 and a leaf of
weight 1+ϵ . All branches intersect in a central node whose weight is 1. In this case,
both Incremental and Decremental Greedy fail. On one hand, IG selects the edges of
the path of length 2k one by one and does not realize that by taking two edges of a
short branch it could improve much more PC. On the other hand, DG removes first
the edges of the short branch because the weight of leaf of a long branch is 1+ϵ while
the weight of the leaf of a short branch is 1. Hence, DG and IG return the same low
quality solution.
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(a)

(b)

Figure 6.3: An instance on which both Incremental and Decremental Greedy algo-
rithms fail. (a) the graph of the IG and DG bad case with k = 5, (b) ratio of
the increase in PC between the solutions returned by IG and DG and an
optimal solution for several budgets.

The case of Figure 6.3 illustrates the fact that IG and DG do not provide any constant
approximation guarantee (even for trees, that are usually simpler cases), i.e. for any
constant 0 < α < 1 there exists an instance of BC-PC-Opt such that ALG < αOPT
where ALG is the value of PC for the best solution among those returned by IG and DG
and OPT is the value of PC for an optimal solution.

6.3 Incremental Greedy with dynamic update
As described in Section 6.1, each time the greedy algorithms select an option, they
need to recompute the all-pair shortest paths for each remaining option i to assess ∆i

which leads to a time complexity of O(|Φ|2 · |V |3) , using the Floyd-Warshall algorithm
[44]. We can indeed drop this complexity to O(|Φ|2 · |V |2.37287) by using advanced
matrix multiplication algorithms [6], but the hidden multiplicative constant is so high
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that it would not be practical for any landscape graph of reasonable size. Consequently,
static algorithms are often preferred when the landscape graph has more than a few
thousand of vertices and a few hundred of options. In this section we present how to
improve the complexity of the IG algorithm to O(|V |3 +|Φ|2 ·k · |V |2) where k is the
maximum number of vertices and arcs that can be improved by a single option.

It is long known that when we decrease the length (resp. increase the probability)
of an arc we can update the matrix of distances (resp. probabilities) in O(|V |2) time
[33]. In our case, let Π be the matrix of the probabilities of connection and (u, v) be
the arc whose probability is about to be increased from πuv to π′

uv . The matrix Π′

corresponding to the probabilities of connection after the improvement of (u, v) can
then be computed fromΠ as follows:

Π′
st = max

(
Πst ,Πsu ·π′

uv ·Πv t
)

. (6.1)

Thus, given an option i than improves the probability of k arcs, we can compute the
updated the matrix of probabilitiesΠi in O(k · |V |2) and obtain the new value of the
PC in O(|V |2) as ∑

s,t∈V
(ws +w i

s ) · (wt +w i
t ) ·Πi

st . (6.2)

Recently, the authors of [123] proposed an improved algorithm for updating the
matrix of distances (resp. probabilities) upon the decrease of the length (resp. increase
of the probability) of an arc (u, v) . Their algorithm still runs in O(|V |2) but exhibits a
much better average runtime, which is applicable to our case. The idea is to focus on
the set P of the pairs of vertices whose probability of connection will strictly increase
with the improvement of the arc (u, v) , i.e.,

P = {(s, t ) ∈V 2 :Π(s,u) ·π′(u, v) ·Π(v, t ) >Π(s, t )} . (6.3)

Since any subpath of a most reliable path is also a most reliable path, P can be viewed
as a subset of the Cartesian product S×T where S (resp. T ) is the set of vertices whose
probability of connection to v (resp. from u) is strictly increased by the improvement
of the arc (u, v) , i.e.,

P ⊆ S ×T (6.4)

with
S = {s ∈V :Π(s,u) ·π′

uv >Π(s, v)} , (6.5)

T = {t ∈V :π′
uv ·Π(v, t ) >Π(u, t )} . (6.6)

The sets S and T have the advantage of being computable in O(|V |) time, as shown in
Algorithm 12, while also being smaller than V , on average. The matrix of probabilities
can thus be updated in O(|V |+ |S| · |T |) which is still O(|V |2) , but faster in practice.
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u vS T

Figure 6.4: Illustration of the set S and T with respect to the improved arc (u, v) .

Algorithm 12: Compute-S-T

Input :A probability matrixΠ and an arc (u, v) with improved probability π′
uv

Output :The pair of sets (S,T )
S ←;
T ←;
for w ∈V do

ifΠ(w,u) ·π′
uv >Π(w, v) then

S ← S ∪ {w}

if π′
uv ·Π(v, w) >Π(u, w) then
T ← T ∪ {w}

return (S,T )

We still need to compute ∆i , i.e., the amount by which the PC is increased by the
option i . Recall that πi

uv corresponds to the probability of (u, v) when it is improved by
the option i and that w i

u corresponds to the amount by which the option i increases
the weight of u . Let Fi and Wi be the sets of arcs and vertices whose weights are strictly
increased by the option i . If Wi =; we can easily compute ∆i by iteratively updating
the probability matrixΠ for each improved arc in O(|Fi | · |V |2) time, c.f. Algorithm 13.

Algorithm 13: Compute-∆i -arcs-only

Input :A probability matrixΠ and an option i ∈Φwith Wi =;
Output :∆i

∆i ← 0
Π′ ←Π

for (u, v) ∈ Fi do
(S,T ) ← Compute-S-T (Π′, (u, v),πi

uv )
for s ∈ S do

for t ∈ T do
p ←Π′

su ·πi
uv ·Π′

v t
if p >Π′

st then
∆i ←∆i +ws ·wt ·

(
p −Π′

st

)
Π′

st ← p

return ∆i
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However, when Wi ̸= ; we need to account for the increased contribution to the PC
of the pairs of vertices of V ×Wi and Wi ×V . One way to achieve this efficiently is to
maintain a vector f ∈RV that associates to each vertex t the quantity of flow arriving
at t , i.e., ft =

∑
s∈S ws ·Πst . When increasing the weights of the vertices of Wi , the new

vector f ′ can be calculated from f in O(|Wi | · |V |) time such that, for each vertex t ,
f ′

t = ft +
∑

s∈Wi
w i

s ·Πst . The incurred increase in PC can then be computed in O(|V |)
time as (∑

t∈V
wt · ( f ′

t − ft )

)
+

( ∑
t∈Wi

w i
t · f ′

t

)
. (6.7)

The first sum of (6.7) correspond to the gain obtained by increasing the weights of the
source vertices while the second sum correspond to the gain achieved by increasing
the weights of the target vertices. Thus, the whole procedure of computing ∆i can be
implemented in O(|Fi | · |V |2 +|Wi | · |V |) , as described by Algorithm 14.

Algorithm 14: Compute-∆i

Input :A probability matrixΠ , the vector f ∈RV and an option i ∈Φ
Output :∆i

∆i ← 0
Π′ ←Π

f ′ ← f
for (u, v) ∈ Fi do

(S,T ) ← Compute-S-T (Π′, (u, v),πi
uv )

for s ∈ S do
for t ∈ T do

p ←Π′
su ·πi

uv ·Π′
v t

if p >Π′
st then

∆i ←∆i +ws ·wt ·
(
p −Π′

st

)
f ′

t ← f ′
t +ws ·

(
p −Π′

st

)
Π′

st ← p

if Wi ̸= ; then
f ′′ ← f ′

for s ∈Wi do
for t ∈V do

f ′′
t ← f ′′

t +w i
s ·Π′

st

∆i ←∆i +
(∑

t∈V wt · ( f ′′
t − f ′

t )
)+ (∑

t∈Wi
w i

t · f ′′
t

)
return ∆i

6.4 A bound for improving IG on SAO-BC-PC-Opt
In the case when each option i ∈Φ improves only one arc (u, v) of the graph, i.e., the
case of an instance of the SAO-BC-PC-Opt problem, we can also consider a bounding

89



6 Greedy Algorithms – 6.4 A bound for improving IG on SAO-BC-PC-Opt

method to avoid computing the real value of ∆i if i cannot be the option with the
greatest ratio ∆i /ci . Indeed, in this case, ∆i can be expressed as

∆i =
∑

(s,t )∈P

ws ·wt · (Π′(s, t )−Π(s, t )) , (6.8)

where Π′ is the probability matrix obtained by improving the arc (u, v) , and we can
then bound ∆i as follows

∆i ≤
∑

(s,t )∈P

ws ·wt ·Π(s,u) · (π′(u, v)−π(u, v)
) ·Π(v, t ) (6.9)

≤
∑
s∈S

∑
t∈T

ws ·wt ·Π(s,u) · (π′(u, v)−π(u, v)
) ·Π(v, t ) (6.10)

≤
(∑

s∈S
ws ·Π(s,u)

)
· (π′(u, v)−π(u, v)

) ·(∑
t∈T

wt ·Π(v, t )

)
. (6.11)

The first bound (6.9) is obtained from the fact that, for every pair of vertices (s, t ) ∈
P ,Π′(s, t ) =Π(s,u) ·π′

uv ·Π(v, t ) , andΠ(s,u) ·πuv ·Π(v, t ) ≤Π(s, t ) , giving

Π′(s, t )−Π(s, t ) ≤Π(s,u) · (π′(u, v)−π(u, v)
) ·Π(v, t ) . (6.12)

The second bound (6.10) derives from P ⊆ S ×T and the fact that all the terms of the
sum are positive. Then, (6.11) is a reformulation of (6.10) showing that this bound can
be computed in O(|V |) time together with the sets S and T . Thus, at a given step k of
the IG algorithm, when computing ∆k

i for each option i , we can use the bound Mi

given by (6.11) to avoid computing the exact value of ∆k
i for an option i if we already

found an option j with a greater ratio, i.e., such that

∆k
j

c j
≥ Mi

ci
. (6.13)

Experiments conducted during the internship of Nicolas Yaverian have shown that
very interesting speedups can be obtained over the naive implementation of the
IG algorithm by using the methods presented in Sections 6.3 and 6.4. As the gains
obtained are highly instance-dependent, with observed speedups between 4 and 100
times, it would be interesting to evaluate these algorithms on a larger set of instances.
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7.1 Software production
An important part of this thesis has been devoted to the development of C++ tools in
order to provide practical and efficient implementations of the data structures and
algorithms needed to perform our optimization method. Consequently, quite a bit of
time has been spent in learning to produce safe, portable and efficient C++ code using
the last standards of C++, i.e. C++17, 20 and 23, and state-of-the-art building tools like
CMake and Conan.

The experiments presented in this chapter are part of our article [59] whose code is
accessible at https://gitlab.lis-lab.fr/francois.hamonic/landscape_opt_
networks_submission. This first tool is implemented in C++17 uses Gurobi Opti-
mizer [55] for solving MILP formulations, the graph library LEMON [34] for managing
graph algorithms, and the library TBB [101] for multithreading the preprocessing
and greedy algorithms. Since then, our codebase evolved, we use now C++20 and
included our own graph library, MELON https://github.com/fhamonic/melon,
and our own linear solver interface, MIPpp https://github.com/fhamonic/mippp.
These two libraries are at very early stages of development but contain all the function-
alities needed for implementing our optimization method. This new implementation
is available at https://github.com/fhamonic/landscape_opt. Our graph library,
MELON, offers between 25% and 50% faster execution times for the Dijkstra algorithm
than the LEMON [34] and Boost.Graph [24] implementations, depending on hardware
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specificities. We refer to https://github.com/fhamonic/melon_benchmark for up-
to-date benchmarks. Moreover, the implementation of static digraphs in MELON
is totally thread safe and easy to manipulate thanks to the extensive use of C++20
ranges and concepts. On the other hand, our linear solver interface, MIPpp, allows to
concisely and efficiently instantiate mixed integer linear programs through the use of
operator overloading and template metaprogramming, thanks again to C++20 func-
tionalities. For the moment, MIPpp allows to interface either the Gurobi Optimizer
[55] or Cbc [48] solvers.

7.2 Case studies
We have selected four case studies that cover a wide range of potential applications for
conservation practitioners (Fig. 7.1), including conservation and restoration problems
focused on habitat patches or corridors for different types of organisms (mammal, fish,
bird, amphibian) in different types of ecosystems (terrestrial or freshwater). These
case studies reflect different types of graphs or topologies that are classically used
in connectivity conservation studies and described in Section 3.3. The case studies
№1,2 and 4 are representing different patch based models with, respectively, the tree
graph (typically used for river systems), the Minimum Planar Graph (MPG) and the
Complete Thresholded Graph (CTG), and the case study №3 is a hexagonal raster
model. These case studies relate to real conservation or restoration problems, but
the results presented here and the parameterizing of the models aim to be illustrative.
Application-oriented results would require the implication of static stakeholders,
which was beyond the scope of this thesis.

Case study №1 consists in identifying among a set of 15 dams present on the Aude
river (France) those that need to be equipped with fish passes in order to restore the
river connectivity for trouts [106]. The river is modelled by a graph of 45 vertices
of which 34 represent the river segments obtained by cutting the river tributaries at
each confluence point and each dam while the 11 remaining vertices represent the
confluence points [39, 112]. Each stretch is associated with a weight representing its
length, as an approximation for its area. Two adjacent segments u and v are connected
by reciprocal arcs (u, v) and (v,u) which represents the ability for an individual to
move from the center of one stretch to the center of the other in upstream and down-
stream directions. Each arc (u, v) is associated with a probability πuv representing the
feasibility for an individual to make the corresponding movement. If the segments u
and v are separated by a dam we fix this probability to zero, i.e., πuv = 0, otherwise we
compute it according to the negative exponential model, considering a median dis-

persal range of 10 kilometers [30], i.e., πuv = exp
(
− log(0.5)

10000 ·d(u, v)
)

where d(u, v) is the

distance in meters between the centers of the segments u and v along the river course.
The installation of a fish pass on a dam is modeled by increasing the probability of
the corresponding arcs from 0 to 80% of the probability computed with the negative
exponential model, and we assume that all fish passes have the same construction
cost.
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Figure 7.1: Case studies.

Case study №2 consists in identifying the remnant forest patches that need to be
preserved from deforestation in the Montreal neighborhood (Canada) to guaranty
habitat connectivity for the wood frog [5]. Here the 518-vertices graph is a minimum
planar graph [41] with 1814 arcs. Each arc is weighted with a probability of movement
which is a negative exponential function of the least-cost path length among patches,
with a median dispersal of 300 meters. For each vertex u , we have an estimate of the
area that the corresponding habitat patch could lose by 2050 due to agriculture or
urbanization (’business as usual’ scenario, [5]). A total of 260 vertices could be reduced
in size (w i

u > 0), of which 80 could disappear entirely if not protected (w i
u = wu). For

partially-threatened patches we consider that individuals can continue to move across
adjacent arcs with unchanged probabilities. However, for each fully-threatened patch,
we replace its corresponding vertex u by two vertices u1 and u2 such that u1 receive
the incoming arcs of u and u2 the outgoing arcs, i.e., δin

u1
= δin

u and δout
u2

= δout
u , and

add an arc (u1,u2) whose probability is forced to be 1, if the patch is protected and
0 otherwise. Fully-threatened patches that are not protected thus cannot be part of
most reliable paths. Without loss of generality, we report the weight of u on u1 . We
assume that the protection cost of each patch is proportional to its potential area loss
by 2050.

Case study №3 consists in identifying street sections in which planting trees can
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improve the connectivity of the urban canopy for the European red squirrel in the city
of Aix-en-Provence. The landscape is here modelled with a raster-based model of 6565
hexagonal cells of 187 m2 . Each cell is associated with a quality weight of 1 if it contains
mostly treed areas and 0 otherwise, and probability µu (probability that an individual
succeeds when moving through it) that depends on the underlying land cover: 1 for
habitat, 0.97 for partially treed areas, 0.7 for low vegetated areas, 0.45 for non vegetated
areas, 0.25 for roads and 0 for buildings. The probability of each arc (u, v) is computed

as πuv = (µu ·µv )
1
2 . We assume that planting trees along a street section increases by 6

the permeability of the arcs its crosses, i.e., πi
uv = (πuv )

1
6 , and that the cost of these

actions is proportional to the number of crossed hexagons. For illustration, we chose
here a set of 47 candidate street sections for which we implemented PC optimization.
To make the instance more tractable, we contract adjacent cells that correspond to
habitat, as described in Section 3.3.3. The resulting graph contains then 6186 vertices,
of which 60 represent habitat patches, and 27818 arcs.

Case study №4 consists in identifying unbuilt lots that need to be preserved from
artificialization to maintain connectivity among urban parks and the surrounding
natural massifs in the city of Marseille for songbirds (e.g., Eurasian blackcap). Unbuilt
lots, that are mainly present in the city periphery, can indeed act like stepping stones
between massifs and parks. The baseline graph is composed of 196 vertices of which
42 models the frontier of massifs (20 ha each), 43 represents smaller parks (1 ha),
11 larger parks (5 ha), and 100 unbuilt lots (0.1 ha). We use a negative exponential
function of the border-to-border distance between patches, with a median dispersal
distance of 3000 meters [95] to estimate the probability of arcs. The graph is a complete
thresolded graph with a thresolded probability of 0.135, i.e., it contains all arcs except
those whose probability would be less than 0.135 which correspond approximately
to an inter-patch distance of 8600 meters. When an unbuilt lot is not selected for
conservation, its area becomes zero, and it no longer contributes to any shortest path
(probability of moving along adjacent arcs set to zero). When selected, its attributes
and those of its adjacent arcs do not change.

7.3 Numerical experiments
In this section, we report on our computational experiments in order to demonstrate
the combined benefits of our MILP formulation and preprocessing step. We per-
formed the numerical experiments on a desktop computer equipped with an Intel(R)
Core(TM) i7-8700k 4.8 gigahertz and 32 gigabytes of memory and running Manjaro
Linux release 21.2.4 with GCC version 10.2 and the libstdc++ that comes with it. At
the moment, we used Gurobi Optimizer [55] version 9.1.1 with default settings for
solving MILP formulations, the graph library LEMON [34] version 1.3.1 for managing
graph algorithms, and the library TBB [101] version 2020.3 for multithreading the pre-
processing and greedy algorithms. Code and data are available at https://gitlab.
lis-lab.fr/francois.hamonic/landscape_opt_networks_submission.
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7.3.1 Scalability and benefits of the preprocessing
In order to address the scalability of our approach and the benefits of our prepro-
cessing step, we execute our method with and without preprocessing on about one
hundred instances obtained from our four case studies by varying the budget between
0 (meaning no option is selected) and 100% (meaning all the options are selected). Our
goal is to understand how the computing times and the size of the MILP model vary
with respect to (i) the budget available, (ii) the number of binary decision variables,
(iii) the presence of the preprocessing, (iv) and the percentage of improvable arcs
compared to the total number of arcs in the graph.
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Figure 7.2: Execution times on the four case studies as a function of the budget (miss-
ing points correspond to instances that do not finish within 10 hours)

For the Aude and Montreal cases, the preprocessing reduces the resolution time
by about a factor of 10 (Figure 7.2). Without preprocessing, the Aix and Marseille
instances are not solved by the optimizer within 10 hours, whereas with preprocessing
they become solvable in about half an hour and half a minute respectively. In most
unfinished instances, the optimizer reaches the optimal solution but is not able to
prove its optimality since it did not complete the exploration of the search space in
the allotted time. Some instances of the Montreal case cannot be solved without
preprocessing. The average computation times shown in Table 7.2 do not take these
instances into account.

The preprocessing represents a small portion of the total computation time for all
case studies (Table 7.1). The number of variables of the model is reduced by about
75% in the Aude case, 60% in the Montreal case, 70% in the Aix case and 99% in the

95



7 Software and numerical experiments – 7.3 Numerical experiments

case
MILP preprocessed MILP

#var #const time #var #const p. time time
Aude 4061 2551 120 ms 1069 1055 3 ms 20 ms

Montreal 830530 262445 4 mins 318848 167153 0.26 s 19 s
Aix 1748708 624841 – 555124 295010 3 s 1600 s

Marseille 4949825 78410 – 41676 22465 0.9 s 7 s

Table 7.1: Comparison of the MILP and the preprocessed MILP according to the num-
ber of variables (#var), the number of constraints (#const), the preprocessing
time (p. time) and the average computation time (time).

Marseille case. This last number is explained by the fact that the Marseille graph is
near complete and a large proportion of its arcs are t-useless for some vertex t , i.e.,
they never belong to any most reliable path to t and can thus be removed. Regarding
the constraints, the reduction is 60% for the Aude case, 33% for the Montreal one, 53%
for the Aix case and about 70% for the Marseille case.

#unbuilt lots
MILP preprocessed MILP DG

#var #const time #var #const time time
20 345775 18410 12 s 10716 7197 < 1 s < 1 s
50 717901 36410 2 mins 34613 21485 2 s 7 s
80 1306597 59810 32 mins 76281 42039 13 s 30 s

110 - 132225 66759 1 min 1 min 30 s
140 - 207999 96600 3 mins 3 mins
170 - 308355 132701 28 mins 7 mins

Table 7.2: Comparison of the MILP, the preprocessed MILP and DG according to the
number of variables (#var), the number of constraints (#const) and the time
(on average with 20 different budget values) it takes to solve the Marseille
instance with different numbers of unbuilt lots

For the case of Marseille, the one with the largest number of variables, we also
explored how the number of potential options influences the number of constraints
and the computation time. We see in Table 7.2 that the computation time of the MILP
without preprocessing increases very quickly. It takes more than 30 minutes on average
for instances with 80+ unbuilt lots whereas the preprocessed ones can be solved in less
than 30 minutes with up to 170 unbuilt lots. This is due to the preprocessing step that
significantly reduces the time required to solve the linear relaxation by reducing the
number of variables, constraints and non-zero entries of the mixed integer program.
The preprocessed MILP is faster than the greedy algorithm for instances with at most
140 unbuilt lots (the preprocessing step was not used for greedy algorithms).

To show the efficiency of the preprocessing on the number of constraints in the
problems (which is related to computation time), we run our preprocessing on 400
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randomly generated instances from a model of the landscape around Montreal for
snowshoe hares of 8733 vertices and 18422 arcs [5] and study the impact of the pre-
processing on the MILP formulation size. For building these instances, we take 20
connected subgraphs of 500 vertices and for each graph we create 20 instances by
randomly picking a percentage of arcs whose probability could be increased from π top
π . Sampling in the very large graph representing the Montreal region gives rise to

different types of instances in terms of shapes, arc density, etc. This is why we decided
to use the Montreal case for these experiments.
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Figure 7.3: Box plots showing the percentage of constraints, variables and non-zero
entries removed by the preprocessing as a function of the percentage of
improvable arcs. The red line is the median, the dashed green line is the
mean, the box represents the values between the 25th and 75th percentiles
and the whiskers the min and max values.

Figure 7.3 shows a box plot of the size reduction of the MILP formulation in terms
of constraints, variables and non-zero entries with respect to the percentage of arcs
that could be improved compared to the total number of arcs in the graph. The
preprocessing removes almost all the elements of the MILP formulation when the
number of improvable arcs arrives close to zero. This reduction decreases with the
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number of arcs that can be improved. When 20% of the arcs can be improved, the
preprocessing removes on average 80% and at least 70% of the model’s variables,
on average 60% and at least 45% of the model’s constraints, and on average 75%
and at least 65% of the model’s non-zero entries. Even when 100% of the arcs can
be improved, the preprocessing reduces on average by 35% the model’s size. The
reductions achieved in terms of variables, constraints and entries seem to be robust
since, for any percentage of improvable arcs, the gaps between the 25th and 75th
percentiles do not exceed 17%. Furthermore, these results appear to be consistent
with those of Table 7.1. Indeed, in the case of Aix, in which about 15% of the arcs
can be improved, our preprocessing reduces the number of variables by 70% and the
number of constraints by 65%.

7.3.2 Quality of the solutions
In order to compare the quality of the solutions returned, we run the four simple
algorithms described in Chapter 6 and our optimization method on a total of about
100 instances obtained from our four case studies by varying the budget value.
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Figure 7.4: Percentage of gain in PC achieved by the solutions of the different algo-
rithms compared to the optimal solution for different budget values.

98



7 Software and numerical experiments – 7.3 Numerical experiments

IL DL IG DG

min. avg. min. avg. min. avg. min. avg.
Aude 77.7 % 93.1 % 13.9 % 82.9 % 80 % 93 % 87.4 % 96.8 %

Montreal 91.8 % 99.2 % 97.7 % 99.6 % 98.4 % 99.8 % 98.4 % 99.8 %
Aix 81.5 % 96.1 % 64.9 % 95.6 % 81.5 % 98.6 % 53.9 % 97.3 %

Marseille 97.8 % 99.5 % 94.9 % 99.3 % 97.8 % 99.6 % 97.8 % 99.6 %

Table 7.3: Minimum and average optimilaty ratio for each algorithm and case study.

For each case study and each of the four algorithms, there is at least one budget
value for which the quality of the solution is significantly lower than the quality of
the optimal solution, the greatest departures being observed at lower budget values
(Figure 7.4, Table 7.3). Greedy versions of incremental and decremental algorithms
perform on average better than their static counterpart (Table 7.3). The minimum
and average optimality ratio in the Aude and Aix cases is lower than in the other cases,
for all algorithms (Table 7.3). This can be explained by the fact that the improvements
seem to have a stronger impact on the distances between patches in the case of Aude
and Aix. Static and greedy algorithms are generally quite close to the optimal solution
(5% lower on average). However, all algorithms, whether static or greedy, incremental
or decremental, provide poor quality solutions for some budget values (Table 7.3).

7.3.3 Execution Times
In order to evaluate the trade-offs between optimality and resolution time, we also
recorded the execution times of all algorithms on the instances of the previous section.

For all the cases, the IL algorithm is the fastest one, taking milliseconds for the
Aude case and of the order of seconds for the other cases (Fig. 7.5). The DL algorithm
follows with a calculation time 2 to 4 times longer than the IL algorithm. The IG and DG
algorithms computing time are respectively linearly increasing and linearly decreasing
with the budget value, with some outliers in Montreal case. The IG algorithm takes
a maximum of 10 milliseconds in the Aude case and a maximum of 30 seconds in
the other cases. The DG algorithm takes a maximum of 20 milliseconds in the Aude
case and few minutes in the others. The optimal solution takes in the order of 100
milliseconds for the Aude case, few minutes for the Montreal and Marseille cases and
one hour for the Aix case.
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7.4 Discussion
The mixed integer optimization algorithm always finds the best solution for a given
budget. As expected, both the static and greedy algorithms lead to solutions that are
mostly less good than the optimal solution, i.e., the options chosen lead to a lower PC
value. As expected, the greedy algorithms also lead on average to solutions that are
closer to the optimum than the static algorithms, because they partly account for the
cumulated effect that can occur. All algorithms, whether static or greedy, incremental
or decremental, deviate from the optimal solution for some budget values, which
means that they do not keep pace with the performance of the optimal algorithm
as the budget increases. These deviations mean that at some point, past decisions
were not the best decisions given the new decisions that can be made as the budget
increases. There are two possible and non-exclusive explanations to these deviations.
On the one hand, the deviations could be due to the suboptimality of the greedy and
static algorithms for the knapsack problem, a problem in combinatorial optimization.
The knapsack problem seeks to determine, given a set of objects with a weight and a
value, which objects should be chosen to fill a knapsack so that the total weight is less
than or equal to its load limit and the total value is as large as possible [92]. It is similar
to our problem of resource allocation, where the decision-makers have to choose from
a set of non-divisible projects (options) under a fixed budget. Thus, even if there are
no cumulative effects between the chosen options, static and greedy algorithms do
not guarantee an optimal budget allocation [36]. However, this suboptimality issue
only arises when the costs of the options are not all the same. Otherwise, i.e. when the
options all have equal costs, the knapsack can easily be filled optimally by choosing
the options with the highest values first. Unlike the other three cases, in the Aude
case, all options have a similar cost, so we know that the observed deviations cannot
be explained by the suboptimality of the greedy algorithm for the knapsack problem.
On the other hand, these deviations could be due to synergies or redundancies of
certain combinations of options, i.e., cumulated effects. The fact that the four simpler
algorithms perform poorly in some arbitrary and unpredictable cases is due to the
way they work sequentially, and their inability to question previous decisions based
on novel ones. We illustrated trivial cases for which each of the static and greedy
algorithms fail to reach good solutions in Chapter 6. Since in the Aude case all options
have equal weights, we know that, in this case, the suboptimality is not related to the
suboptimality of greedy algorithms for the knapsack problem. We thus assume that
the observed deviations between the simpler algorithms and the optimal algorithm is
due to the interactions among the potential options and the order in which they are
chosen, similarly to the bad cases exposed in Chapter 6. Indeed, since the river system
is represented by a tree (dendritic) graph, this case has some similarities with our
schematic example above for the bad cases. In particular, sequential selections may
overlook the large potential effects of selecting multiple options along a single branch
if each individual option provides only poor improvements to the PC. In the other
three cases, we assume that the observed deviations may be due to both explanations,
the size and density of the graphs makes it difficult to understand the effect of each
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option or budget level on the whole graph and its PC value. Computation time varies
by several orders of magnitude between case studies and between algorithms. The
computation time of the different algorithms depends on several elements, including:
the search procedure, the size of the graph, the number of options, the budget, and the
complexity of the problem (existence of synergies/redundancies among options), all
being not necessarily independent. For both static algorithms, the computation time
depends only on the number of possible options and the time needed to calculate
PC (so the graph size), but only once for each option. That is why they are quick
to compute, and that also explains why they are currently largely used in applied
conservation problems. Here, decremental (less used) is a bit longer than incremental
due to implementation procedure which implies more calculation steps for small
budget values. For both greedy algorithms, the computation time depends on the
number of options, but also largely on the size of the graph, as the time required
to compute PC directly depends on it, and PC needs to be recalculated N −k times
for each kth additional option. The computation time of the incremental greedy
algorithm increases with the value of the budget, this is due to the fact that a larger
budget allows for the inclusion of more options and therefore requires the addition
of the computation of the effects of these additional options on top of those already
chosen. For the optimal algorithm, the computation time depends on the space that
needs to be explored on the decision tree of options, which is at most a function
of 2N (N being the number of options), but the optimization process allows a large
reduction of this time by pruning the search space to remove non-optimal solutions,
like the branch and bound method seen in Definition-Box 3. For this reason, the
computation time of the optimal algorithm is shorter for smaller problems (smaller
graphs with fewer options) but also when the problem is simpler (fewer complex
interactions between the potential solutions) because more branches can be pruned
earlier. Above a budget value the marginal gain on PC may be very small or even null.
In the case of Aix, for instance, this arises around 30% of the budget (or 80% in the
case of Aude), because the highest possible PC has been reached. We have chosen to
illustrate our experiments by demonstrating the method on cases on which the four
algorithms run easily and thus quantify the differences in the orders of magnitude
required by the different algorithms. Obviously, no one is afraid to run a calculation
for a few minutes, hours, or even days if they want to arrive at an efficient and cost-
effective solution to their conservation problem. However, months or years quickly
become problematic. As shown in Table 7.2 and Figure 7.6, the computation time
needed to solve the mixed integer program grows exponentially with the number of
options. When this computation time reaches several minutes, the maximum size
of the instances that can be solved optimally in a reasonable time is almost reached.
Indeed, with this exponential growth, adding a few more options would explode the
computation time to several days or even months (see Fig. 7.6). Combining and
comparing different conservation scenarios with different budgets, or different sets of
possible options, would also only multiply the computation time by the number of
different scenarios chosen.

In our four case studies, if the mixed integer optimization algorithm always finds
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the best solution for a given budget, and if the quality of the solution obtained with
the different algorithms depends on how much they account for the cumulated effects
(optimal > greedy > static), the static and greedy algorithms are generally quite close to
the optimal solution (5% lower on average). The largest departures from the optimum
are observed at low budget values and, beyond a certain budget value all algorithms
stay very close to the optimal solution. This convergence between the algorithms,
especially for higher budget values, tends to show that in our cases the cumulated
effects have low impact. However, our results also show some discrepancies between
the cases, the solutions being on average better for Marseille and Montreal cases
than for Aix and Aude cases (Fig. 7.4). These discrepancies could be explained by
the density of these graphs (how close to complete they are). A higher (resp. lower)
density, as in the case of Marseille (resp. Aude), leads to reach the maximum value
of PC more quickly (resp. less quickly). Alternatively, the maximum value of PC is
also reached more quickly when fewer options strongly impact the most probable
paths between multiple vertices. This maximum value of PC is reached when the
probabilities of connection between all habitat patches have reached their maximum
value, or equivalently the distances among patches have reached their minimum. After
this point, additional options are only redundant. This emerging property actually
corresponds to something we believe is a shortcoming of the PC indicator which
only takes into account the shortest path distance among pairs of vertices and not
the number of short paths: redundancies taken into account by circuit connectivity
measure [88] can lead to more robust networks. As we have illustrated our work with
four very contrasted and complementary case studies, we believe that our results
are rather robust and are not related to the modelling of the landscape (graph types)
nor to the type of problem. We thus conclude that the optimal resolution is to be
preferred when the landscape model is small enough (few hundred of habitat patches)
to obtain a solution in a reasonable time. Our results show that the benefits of optimal
resolution are greater on instances that are weakly connected or whose options have a
strong impact on the most probable paths between multiple nodes.
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Conclusion

In the face of the nature crisis that this planet is experiencing – while the solution is
probably to address the anthropogenic causes [17, 94, 25] – landscape connectivity has
been identified as a key element to mitigate biodiversity losses resulting from habitat
loss and fragmentation. Consequently, decision-makers need reliable tools to select
the most efficient and cost-effective actions to preserve or enhance biodiversity habi-
tats. Indeed, current methods for prioritizing connectivity conservation/restoration
actions are suboptimal because they largely ignore cumulated effects [104].

In this thesis we addressed the optimization of the Probability of Connectivity (PC)
indicator [109], which is currently the most widely used indicator for assessing the
priority of connectivity conservation and restoration actions [72]. We introduced the
Budget-Constrained PC Optimization problem (BC-PC-Opt) that can capture both
connectivity conservation and restoration problematics. We then proved that this
problem is N P-Hard and inapproximable with a constant factor greater than (1+ 1

e ) ,
and gave a mixed integer formulation for solving it efficiently. Our experiments show
the scalability of our approach that now allows solving to optimality instances with
few hundred of habitat patches whereas the previous models were limited to about 30
patches [131]. In addition to provide an optimization method for real-world instances
of modest size, this contribution highlights the fact that the algorithms used in practice
are suboptimal, even on realistic instances larger than the trivial bad cases, and now
allows measuring how bad this suboptimality is. In our four case studies, although
our mixed integer linear program always finds the best solution, the local and greedy
algorithms are indeed quite close to the optimal solution (5% lower on average). In
a broader context, we improved existing [21, 79] and introduced new preprocessing
steps for shortest path problems on graphs whose arcs lengths are only known to
lie in positive intervals. Our experiments show that these preprocessing steps play
a key role in the scalability of our approach by significantly reducing the size of our
MILP formulations. Furthermore, the problems of identifying t-strong and t-useless
arcs, addressed by our algorithms, were previously studied for robust shortest path
problems [71, 21] and have undoubtedly many other applications. For example, they
would be of similar interest for optimizing another connectivity indicator based on
shortest path computations.

On a practical side, it would be important to experiment our approaches on other
practical instances of the BC-PC-Opt problem arising from different ecological con-
texts. Implementing the extension of our algorithms to constrained shortest path
problems, described in Section 5.5, would address the added benefits of accounting
for the budget limit while identifying arcs that can or cannot be part of an optimal
solution. It would also be interesting to look for existing problems that could benefit
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from our preprocessing techniques and conduct experiments to evaluate these bene-
fits. At the same time, it seems very important to pursue the software development in
order to provide a tool for practitioners to easily use our optimization methods.

On a theoretical side, since we showed the greedy algorithms can perform arbitrarily
bad on some instance, it would be natural to look for some constant approximation
algorithms. A first approach to tackle this question would be to find reasonable as-
sumptions on the instances such that a greedy algorithm could a have a constant
approximation ratio. If these assumptions are fulfilled by the real instances that we
considered, this would explain our experimental observations. Moreover, since a
polynomial time approximation scheme has been given in the case of trees [129], it
could also be interesting to know for which larger classes of graphs constant factor
approximation algorithms for this problem exist. Another interesting question is to
determine whether good solutions could be obtained by decomposing geographi-
cally the problem, solving independently the subproblems of each region and then
reassembling the solutions. In this case, a notion of fairness could help to allocate the
budget among the regions so that each region can enhance its own internal connec-
tivity keeping a part of the budget to enhance the connectivity between the regions.
Another line of research would be to investigate the optimization of other connectivity
indicators based on circuit theory [88]. Indeed, while not being used for prioritizing
connectivity conservation and restoration actions, these indicators are gaining in
popularity and the notion of effective resistance intimately relates to Semidefinite
Programming (SDP), a generalization of linear programming [53].

Historically, the interaction between computer science and ecology has long been
one-sided, with ecologists adapting pre-existing notions such as graph theory to
their case studies. We hope that this thesis can serve as an example to encourage
interdisciplinary exchanges which are much more interesting from a practical and
theoretical point of view as they also stimulate the emergence of structural, metric
and algorithmic questions that have sounded practical applications.
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