
NNT/NL : 2021AIXM0019/002ED352

PhD THESIS
Soutenue à Aix-Marseille Université
le 11 janvier 2021 par

Damien COLETTE

Titre de la thèse:
Étude du transport d’impuretés sur ITER et du choix de

diagnostics X innovants associé

Discipline
Physique et Sciences de la Matière

Spécialité
Énergie, rayonnement et plasma

École doctorale
École doctorale 352 : Physique et Sciences de la
Matière

Laboratoire/Partenaires de recherche
Institut de Recherche sur la Fusion par confinement
Magnétique, CEA Cadarache
ITER Organization

Composition du jury

Clemente ANGIONI Rapporteur
IPP Garching

Marek SCHOLZ Rapporteur
IFJ-PAN

Didier MAZON Directeur de thèse
IRFM, CEA Cadarache

Robin BARNSLEY Examinateur
ITER Organization

Conrad BECKER Examinateur
Aix-Marseille Université

Sehila GONZALEZ DE VI-
CENTE

Examinatrice

IAEA

Geert VERDOOLAEGE Examinateur
Ghent University



Je soussigné, Damien Colette, déclare par la présente que le travail présenté dans
ce manuscrit est mon propre travail, réalisé sous la direction scientifique de Didier
Mazon, dans le respect des principes d’honnêteté, d’intégrité et de responsabilité
inhérents à la mission de recherche. Les travaux de recherche et la rédaction de ce
manuscrit ont été réalisées dans le respect à la fois de la charte nationale de déontolo-
gie des métiers de la recherche et de la charte d’Aix-Marseille Université relative à la
lutte contre le plagiat.

Ce travail n’a pas été précédemment soumis en France ou à l’étranger dans une
version identique ou similaire à un organisme examinateur.

Fait à Cadarache le 22/10/2020

Cette œuvre est mise à disposition selon les termes de la Licence Creative Commons
Attribution - Pas d’Utilisation Commerciale - Pas de Modification 4.0 International.

https://creativecommons.org/licenses/by-nc-nd/4.0/deed.fr
https://creativecommons.org/licenses/by-nc-nd/4.0/deed.fr


Résumé
La grande majorité de l’énergie mondiale provient de la combustion de combustibles

fossiles. Les réserves de ces combustibles ont atteint un niveau critique ces dernières
années et leur combustion émet des gaz à effets de serre, qui sont les principaux
responsables du dérèglement climatique. Il est donc impératif de trouver des sources
d’énergies propres et durables pour remplacer ces combustibles fossiles. La fusion
thermonucléaire contrôlée est un candidat de choix. Le tokamak ITER a pour objec-
tif de démontrer la faisabilité d’un réacteur de fusion générant plus d’énergie qu’il
n’en consomme (Q>10). Les composants face au plasma d’ITER seront à l’origine
d’une pollution de ce dernier par des impuretés lourdes telles que le tungstène. Ces
impuretés sont à l’origine d’importantes pertes radiatives dans la gamme des rayons
X dont la mesure est nécessaire pour étudier le transport de ces impuretés et, à terme,
pouvoir identifier des actuateurs permettant de limiter leur propagation jusqu’au
cœur du plasma. L’environnement radiatif d’ITER limite le choix de détecteurs X aux
seuls détecteurs à gaz, dont le LVIC (Low Voltage Ionization Chamber) est le candidat
principal. Cette thèse a pour but l’étude des capacités du LVIC pour la mesure de
rayons X sur ITER. Un diagnostic synthétique est adapté à partir du GEM (Gas Electron
Multiplier) afin de simuler la mesure par ce détecteur. L’inversion tomographique de
l’émissivité X à l’aide de LVIC est étudiée et des lignes de visées additionelles, com-
patibles avec les contraintes d’intégration sur ITER, sont proposées. La possibilité
de discriminer le flux X en énergie est investiguée à travers une modification inno-
vante du détecteur. Une méthode d’inversion basée sur la méthode des moindres
carrés est spécifiquement développée pour la déconvolution du spectre X. Le profil de
température électronique du plasma est extrait du spectre X avec succès. La capacité
d’étude du transport d’impuretés du LVIC est démontrée à travers la reconstruction
des coefficients de convection et de diffusion du tungstène d’un plasma ITER.



Abstract
The vast majority of the energy consumed in the world is coming from burning fossil

fuels. The natural reserves of these fuels have reached a critical level in the last years
and their combustion releases greenhouse effect gases, which are the main cause
for global warming. It is therefore crucial to develop clean and sustainable energy
sources in order to replace fossil fuels. Controlled thermonuclear fusion is one of the
main candidates. The ITER tokamak aims at demonstrating the feasibility of a fusion
reactor generating more energy than it consumes (Q>10). The ITER plasma facing
components will be the source of pollution by heavy impurities such as tungsten in
the plasma. Such impurities lead to great radiative losses in the X-ray range. X-ray
measurement is mandatory for impurity transport studies in order to, with time, be
able to identify actuators preventing impurity accumulation in the plasma core. The
ITER radiative environment limits the choice of X-ray detectors to gas detectors, of
which the LVIC (Low Voltage Ionization Chamber) is the most promising candidate.
This thesis aims at studying the capabilities of the LVIC for X-ray measurement on ITER.
A synthetic diagnostic tool has been adapted from the GEM (Gas Electron Multiplier)
in order to simulate the measurement with an LVIC. Tomographic inversion of the
X-ray emissivity using LVIC is studied and additional lines-of-sight, compliant with the
ITER integration constraints, are proposed. The possibility of energy discrimination is
investigated through an innovative modification of the detector. An inversion method
based on the least squares method is specifically developed to deconvolute the X-ray
spectrum. The electron temperature profile is successfully extracted from the X-ray
spectrum. The capability of impurity transport study of the LVIC is demonstrated
through the reconstruction of the tungsten convection and diffusion coefficients of an
ITER plasma.
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1.1 The challenge of energy

1.1.1 Historical approach
Energy is a physical quantity which characterises the ability of a system to produce

work, which describes the change of state (e.g. position, speed, heat, pressure) of said
system. In other words, energy reflects the ability of mankind to master (or transform)
its environment: energy is what allows us to eat, heat our homes, travel or charge our
computers.



Figure 1.1 – Global direct primary energy consumption as a function of time, distin-
guishing each energy source. [1, 2]

Throughout most of mankind history, the amount of energy available was mostly
limited to wood (for heating) and animals (mainly for transportation or field labour).
These two sources are the so-called traditional biomass displayed on figure 1.1. The
invention of the steam engine by James Watt at the end of the eighteenth century
allowed mankind to extend its energy consumption through the use of machines.
The first energy source used to power engines is coal, followed by oil which made
its appearance in the nineteenth century. Other energy sources such as gas, nuclear,
hydro or solar have been domesticated in the twentieth century. This abundance of
energy has permitted mankind to shape the world as we know it. It can be noted on
figure 1.1 that the world energy consumption has been rising constantly for the last
200 years, and this rise is expected to keep on. [3] In this section, the energy challenge
is addressed through energy generation but it should be kept in mind that an increase
in energy efficiency and a more efficient use of energy (e.g. limiting waste, public
transportation, better house thermal isolation, consumption of local products) are
also key to solving the energy challenge.

1.1.2 Fossil fuels: availability and consequences
Fossil fuels are the remains of the decomposition of organic matter such as dead or-

ganisms. Their creation occurred on the scale of millions of years, and therefore it can
be considered that the world reserves of fossil fuel are constant. Three different fossil
fuels (coal, oil, gas) are currently used to generate more than 80% of the world energy.



Energy is generated by oxidation of the fuel, which is achieved through combustion.
The current reserves of coal are estimated to last around 130 years at the current rate.
In the case of oil, the proven reserves should allow 50 to 60 years of energy at the cur-
rent rate. Gas offers 90 years of energy if there is not increase of energy consumption.
It can be seen on figure 1.1 that energy demand has been increasing fairly linearly
in the 1950-2019 interval and this is likely to keep on. New fossil fuel discoveries are
therefore necessary in order to keep on using fossil fuel for up to 130 years. In the
scale of human history, such duration is however very limited and fossil fuels cannot
be considered as a long-term energy source.
Availability is not however the only limitation to the use of fossil fuels, their impact
on the environment and on health should also be considered. [4] Extraction of fossil
fuels (whether it is underground or at the surface) leads to extensive land degradation,
water pollution and gas emissions (benzene and formaldehyde). These can lead to
health hazards, both on minors and the population. The combustion of these fuels in
order to create energy releases harmful particles in the atmosphere which lead to an
increase in acid rains and respiratory illnesses. The main issue regarding fossil fuels is
the release of greenhouse effect gases which participate in the human-induced global
warming of the world. The consequences of global warming include an increase in
the frequency and intensity of extreme meteorological events (e.g. floods, droughts,
hurricanes), rising of the sea level (jeopardizing most coastline cities), ice melting in
the poles and biodiversity extinction.
In conclusion on fossil fuels, current reserves would only allow the current energy
production for up to around a hundred years. However if climate change is to be
mitigated to bearable limits both for the environment and our society, most of the
remaining fossil fuel should remain underground.

1.1.3 Alternative energy sources
We are now facing a challenge requiring a shift in the energy mix if we are to limit

global warming. Several energy sources can be considered as potential alternatives to
fossil fuel. So-called renewable sources of energy have the main advantage that their
availability is not limited in time as they are constantly renewed.
Wind and solar power are the first examples of renewable energy which come to mind.
Electricity can be generated by adding a generator to a windmill or by using photo-
voltaic panels which convert light into electrons. These processes are not very energy
efficient, but do not release greenhouse effect gases during operation. However their
production and maintenance is quite costly in terms of energy and the greenhouse
effects gases released in the process should be taken into account. Both sources
depend on the weather and are therefore intermittent and not controllable. Their
production peaks do not necessarily coincide with the demand peaks. As a result, a
controllable source is required in order to provide energy when wind and/or solar are
not producing.
Hydro power is the conversion of the potential energy of water in a dam into kinetic en-



ergy (the rotation of a turbine) and then into electricity through the use of a generator.
It is a controllable source of energy which does not release green house effect gases
during operation. Its construction is quite costly but its lifetime makes the overall
green house effect production very low. A dam can be used as an energy storage facility
by pumping water uphill. However, the installation of a dam creates considerable
changes in the environment due to the drowning of a large zone and its failure could
prove deadly. The hydro power can hardly be increased in developed countries be-
cause most of the areas available for dams are already exploited.
Biofuels are a promising source of energy which consists of burning oil or ethanol ob-
tained from plants (e.g. rape, wheat). The combustion of biofuels leads to greenhouse
effect gases emission. However, the crops where such plants are cultivated absorb
carbon dioxide and therefore reduce the net greenhouse effect gases production of
biofuels. These crops are in competition with food crops and the quantities of biofuel
which can be produced are constrained by land availability.
Nuclear fission is another alternative to fossil fuels. It is not a renewable source of
energy as the energy is extracted from a metal (uranium or plutonium) through fission
reactions. Nuclear fission has the advantage that it is a controllable source of energy
which is not intermittent. Approximately 100 years of reserves of 235U are available,
but the development of fast neutrons reactors could allow the use of 238U for which
10,000 years of fuel are available. The main drawbacks of nuclear energy are safety
and waste management. Accidents in nuclear power plants are extremely rare but can
release a high amount of radioactive material in the atmosphere and have very serious
health consequences. The fission reaction leads to the generation of hazardous waste
with a very long radioactive decay time compared to human time scale. At the mo-
ment, the only solution foreseen to dispose of such waste is deep burial underground.
It can be seen that each alternative to fossil fuels comes with its own advantages and
drawbacks. Renewable energies do not allow a massive energy production adapted
to the demand, either because of fluctuating production or land occupation. They
should be used in coordination with an energy source which can deliver such pro-
duction. Promising candidates are fourth generation fast neutrons fission reactors,
carbon-trapping thermal reactors fuelled with coal or nuclear fusion reactors.

1.1.4 Energy generation from nuclear fusion
Due to the topic of this thesis, a special focus is given on generation of energy

through nuclear fusion. Fusion reactions of light elements release energy in the form
of kinetic energy of the fusion products. The so-called D-T fusion reaction is the most
accessible in reactor conditions. D stands for deuterium, which is the 2H isotope of
hydrogen, and T stands for tritium, which is the 3H isotope of hydrogen. Nuclei of
deuterium and tritium fuse together at high temperature in the following reaction:

D++T + → (α+3.5MeV )+ (n +14.1MeV ) (1.1)



where α is a He2+ nucleus and n is a neutron. The total energy generated by a D-T
reaction is ∆E = 17.6MeV , which is around 8 times higher than a 235U fission reaction
but with reactants around 50 times lighter.
In terms of availability, nuclear fusion exhibits the advantage that deuterium is a
very common isotope of hydrogen which can be extracted from seawater at a low
cost. At the present energy consumption, enough deuterium can be extracted for
several billions of years of electricity production. Tritium is a radioactive isotope of
hydrogen with a very short decay period. The naturally generated tritium has decayed
long ago and the world tritium inventory has been produced by nuclear reactions of
neutrons with heavy water in nuclear reactors or with lithium. Tritium generation can
be achieved in nuclear fusion power plants by surrounding the reactor with lithium
blankets. This technique is called tritium breeding and requires neutron multiplication
in order for the reactor to be self-sufficient tritium-wise. The availability of nuclear
fusion therefore depends on lithium, for which the reserves are expected to last for a
thousand years. [5] This value is subject to a high uncertainty as lithium use is massive
(electronics, batteries, ...).
The environmental impact of nuclear fusion is very low compared to the energy
sources listed previously. Indeed, the fusion product are neutrons and helium. Helium
is an inert gas which is not radioactive. Neutrons however irradiate the fusion reactor
which becomes radioactive. The decay period of a fusion reactor at the end of its
lifetime is around 100 years, which is a ridiculously low duration in comparison with
fission products.
Fusion reactors are inherently safe. Indeed they operate in very specific conditions,
and in the case of a disruption fusion reactions just end prematurely. No reaction
avalanche leading to the release of the reactor energy content in a short amount
of time can therefore be observed. Due to constant fuelling of the reactor, only a
small quantity of fuel is present at any given time (a couple of minutes in a fusion
reactor compared to several months in a fission reactor). Moreover, the fuelling can
be stopped if necessary. Even if the magnetic energy damaging the reactor, it has been
demonstrated that no tritium leaking nor confinement failure is expected. [6] And in
the case where the reactor is damaged by an outside event, the maximal amount of
tritium released is around 1kg which should have limited consequences on health,
and only in a small region and period of time.

1.2 Nuclear fusion reactor
This section describes the different aspects of nuclear fusion and how they led to

the design of the tokamak.



1.2.1 Fusion reactions
The binding energy per nucleon for the different elements of the periodic table is

shown on figure 1.2. It reflects the stability of an atom: the higher the binding energy
per nucleon the more stable the atom. One can notice that iron (56Fe) is the most
stable element in the table. Heavier elements can become more stable by splitting
into lighter elements and lighter elements can become more stable by merging into
heavier elements. These two processes are respectively nuclear fission and nuclear
fusion. When the products of a nuclear reaction are more stable than the reactants,
energy is released (usually in the shape of kinetic energy or radiation).

Figure 1.2 – Aston curve: binding energy per nucleon as a function of the total amount
of nucleons. Figure adapted from [7]

The slope of the Aston curve denotes the gain of energy per nucleon. It is clear
that fusion reactions of hydrogen isotopes into helium are the most energy-efficient
reactions. Nuclear reactions are defined by their cross-sections, which describes
the probability of occurrence of such reactions and are usually expressed in barns:
1b = 10−28m2. The cross-sections of the main candidates for power generation from
nuclear fusion are displayed on figure 1.3. It can be clearly seen that the D-T fusion
reaction (see equation 1.1) is the most likely to take place in a fusion reactor below
several hundreds keV. The D-T reaction reaches its peak cross-section at E ≈ 100keV ,
which corresponds to T ≈ 109K with E = kB ·T (1eV → 11594K ). In plasma physics, it
is common for temperatures to be expressed in electron-volts and to refer to kB ·T . It
is the case in this thesis.
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Figure 1.3 – Cross sections of several fusion reactions. [8, 9]

In nuclear fusion reactors, the temperatures reached are of the order of 10keV only
but it is sufficient to generate a significant amount of D-T reactions. High temperatures
are required in order to overcome the Coulomb repulsion of D+ and T +, which is
achieved by tunnel effect. In such conditions, the matter only exists in plasma state.

1.2.2 Ignition
The power generated by D-T reactions is given by:

PD−T = RD−T ·∆E = nD nT <σv >∆E (1.2)

where RD−T is the D-T reaction rate in s−1, ∆E = 17.6MeV is the energy generated by
a D-T fusion reaction, nD and nT are respectively the deuterium and tritium densities
in m−3, < . > is the average over the Maxwellian velocity distribution. This power is
maximised for nD = nT = n

2 :

PD−T = n2

4
<σv >∆E (1.3)

Each fusion product has a different destiny in the plasma, and so does their energy.
Indeed, the α particle deposits its energy in the plasma through collisions while the
neutron exits the plasma volume without interacting (in most cases). The energy of
the neutron is therefore lost to the plasma, but can be used for electricity generation.
During operation the power lost (through radiation and conduction [10]) PL must
be offset by the power incoming in the plasma PH +Pα (PH is the heating power):
PL = PH +Pα. Ignition is achieved when α heating is enough to compensate for



radiation losses: Pα ≥ PL .
The α heating Pα is given by:

Pα = n2

4
<σv > Eα (1.4)

where Eα = 3.5MeV is the energy of the alpha particle.
The energy confinement time of the plasma τE is defined as the time it would take
the plasma to lose all its energy if the energy sources were stopped: τE =W /PL . The
power losses can therefore be written as:

PL = W

τE
(1.5)

The local energy content of the plasma w is given by:

w = 3

2
(ne Te +ni Ti ) (1.6)

where ne and ni are respectively the electron and ion densities. In the case of a hydro-
gen plasma (ne = ni = n) in which electrons and nuclei have the same temperature
(Te = Ti = T ), equation 1.6 becomes:

w = 3nT (1.7)

In an homogeneous plasma, the power losses become:

PL = 3nT

τE
(1.8)

During the operation of a fusion reactor the power balance is given by:

PH +Pα = PL ⇐⇒ PH + n2

4
<σv > Eα = 3nT

τE
(1.9)

The ignition is reached for Pα ≥ PL , which gives:

n2

4
<σv > Eα ≥ 3nT

τE
⇐⇒ nTτE ≥ 12T 2

<σv > Eα
(1.10)

The triple product nTτE is an adequate indicator of the efficiency of plasma confine-

ment. The ratio T 2

<σv> has a minimal value for T = 14keV , leading to the following
ignition criterion [10]:

nTτE ≥ 3 ·1021m−3 · s ·keV (1.11)



The previous expression considers flat temperature profiles but in tokamaks the
temperature profiles usually are peaked, in which case:

nTτE ≥ 5 ·1021m−3 · s ·keV (1.12)

The fusion amplification factor can be defined as:

Q = PD−T

PH
= 5 ·Pα

PH
(1.13)

Ignition corresponds to Q →∞ and Q = 1 means that Pα corresponds to 20% of the
total heating power. One of the major ITER goals is to achieve Q ≥ 10 which means
that alpha particles provide more than two thirds of the total heating power.

1.2.3 Confinement
As seen in section1.2.2, confinement of the plasma is key to achieve ignition. More-

over, an efficient confinement of the plasma protects the plasma facing components
(PFC) from the very hot plasma and avoids cooling of the plasma on the walls of
the vacuum vessel. This section describes the main confinement strategies linked to
nuclear fusion.

1.2.3.1 Gravitational confinement

Gravitational confinement occurs naturally in stars. Due to their huge mass, gravita-
tional forces are high enough to create conditions such that nTτE is high enough to
achieve ignition. For obvious reasons it is not possible to replicate such confinement
strategy on Earth and other solutions have been developed.

1.2.3.2 Inertial confinement

Inertial confinement consists of a very high compression of deuterium and tritium
for a very short time. In such conditions, temperature and density must be high
enough to compensate for the short confinement time in order to reach ignition. This
approach is used in H bombs where the compression is obtained by detonating a
fission bomb. Another solution for such compression is the use of numerous high
power lasers on a small D-T target. It is the approach used at the Laser Megajoule in
France [11] and the National Ignition Facility in the USA [12]. The possibility to use
such approach for energy production has not been demonstrated yet.

1.2.3.3 Magnetic confinement

Another approach for confinement is based on the fact that, at the temperatures
required for ignition, the matter is in a plasma state. In a plasma electrons and ions,
which are charged particles, are separated. A magnetic field can therefore be used to



confine them. Indeed, charged particles follow the helical trajectories centered on
magnetic field lines due to the Lorentz force. Magnetic field lines are lines over which
the magnetic field is constant (they are tangential to the magnetic field). For a particle
of charge Z · |e|, mass m, velocity (orthogonal to the magnetic field) and in a magnetic
field of amplitude B, the helical movement is defined by its radius and pulsation:

ρ = mV

Z eB

ωC = Z eB

m

(1.14)

The radius of the oscillation is the so-called Larmor radius and its pulsation is the
cyclotron pulsation.
A reactor with linear magnetic field lines with magnetic mirrors at both ends could
be an easy solution for plasma confinement. However localised instabilities (called
flute instabilities due to their shape) appear at the edges of such device, leading to
significant edge losses and possibly to the loss of confinement of the plasma. Another
solution would be to us a torus shaped reactor with circular magnetic field lines. In
such configuration, the particles would be subject to a vertical drift due to the gradient
and curvature of the magnetic field. The direction of the drift depends on the charge,
thus leading to the creation of an unwanted electric field in the plasma that would
eject the particle out of it.
This effect can be compensated by the use of helical field lines, created by the super-
position of a poloidal and toroidal magnetic field. The toroidal direction is defined as
the direction following the torus and the poloidal plane is defined as the plane which
is orthogonal to it. Helical magnetic field lines are achieved in two different magnetic
configurations.

Figure 1.4 – Two stellarator configurations. Left: Stellarator with two sets of coils. Re-
produced from [13] Right: Stellarator with a single set of coils. Reproduced
from [14]

A first configuration consists of shaping the coils specifically in order to obtain a
helical magnetic field. Such machines are called stellarators and are very complex
to build. Two options are available when shaping the magnetic field: a single set of



complex non-planar coils or two different sets of simpler coils can be used. In the two
sets approach, one set of coils shapes the toroidal magnetic field and the other one
shapes the poloidal magnetic field.
The second approach, which is the most widely spread, is used on devices called
Tokamaks (see figure 1.5). In such machines, planar toroidal coils shape the toroidal
magnetic field. The poloidal magnetic field results from the generation of a toroidal
current in the plasma. This current is generated by the addition of a central solenoid
which plays the role of the primary circuit of a transformer, the secondary circuit being
the plasma. Current flowing in the primary circuit leads to the generation of a current
in the secondary circuit by induction. Additional coils can be added to the tokamak to
control the shape and position of the plasma.

Figure 1.5 – Principle of the Tokamak. [15]

1.2.4 Tokamak
1.2.4.1 Geometry

In order to understand the geometry of a tokamak, a poloidal cross-section of a
tokamak is displayed on figure 1.6. The tokamak is made of a vacuum vessel containing
a plasma, the aforementionned coils, and additional systems (e.g. heating, diagnostics,
pumping). The plasma is constrained in size by either a limiter or a divertor.
The limiter is simply a plasma facing component coming in tangential contact with
the plasma. This leads to the opening of the magnetic surfaces located behind the
limiter and therefore a restriction of the plasma to the region before the contact with
the limiter. The limiter configuration leads to a significant pollution of the plasma by
impurities ejected from the limiter, which affects the tokamak performance.
On the other hand, the divertor affects the magnetic topology of the Last Closed
Magnetic Surface (LCMS) in order to create a so-called x-point. The x-point divides the



plasma into a confined and a non-confined region. As a result, the interface between
the divertor and the plasma takes place outside of the LCMS and pollution from the
divertor does not reach the plasma core. The divertor configuration is nowadays used
in most tokamaks.
The plasma boundary is the so-called separatrix (also referred to as LCMS). The LCMS
is separated from vacuum by the Scrape-Off Layer (SOL) which goes up to the divertor
leg. In high confinement (H-mode introduced in section 1.2.4.2) the plasma core is
separated from the LCMS by the pedestal, which is a region where high density and
temperature gradients are observed (see section 1.2.4.2).
The magnetic axis is located at (R0, Z0), R0 is also referred to as the major radius of
the tokamak. The minor radius of the device, a, denotes the radial distance between
the magnetic axis and the separatrix. b denotes the vertical distance between the
magnetic axis and the separatrix.

Figure 1.6 – Illustration of the poloidal cross-section of a tokamak.

1.2.4.2 Confinement modes

The confinement mode of a plasma describes how well the energy is confined. The
L-mode stands for Low confinement mode which exhibits high particle and energy
transport. The confinement time in L-mode is short.
An improved mode of confinement was observed in the ASDEX tokamak: the H-mode,
or high confinement mode. It is characterized by a sudden rise of the core density and
temperature, and by steep gradients at the plasma edge. This high gradient region is



called the pedestal (it is only present in H-mode) and exhibits much lower transport
coefficients and therefore a better confinement.

Figure 1.7 – Illustration of L and H confinement modes.

1.2.4.3 Heating

Heating of the plasma can be achieved through several techniques (see figure 1.8)
in order to compensate for radiation losses.
Induction is the first way to heat the plasma. It is necessary to generate plasma current
which leads to Ohmic heating to do the plasma resistivity.
α-particles heating takes place once D-T fusion reactions occur in the plasma.
RadioFrequency (RF) heating can be achieved by injecting electromagnetic waves at
specific frequencies. The waves are absorbed by different particles depending on their
frequency. RF heating is divided into Electron Cyclotron Resonance Heating (ECRH),
Ion Cyclotron Resonance Heating (ICRH), and Lower Hybrid Current Drive (LHCD).
Fast neutral particles can be injected in the plasma core using a Neutral Beam Injector.
Once ionized, they transfer their energy to the plasma by Coulomb collisions.



Figure 1.8 – Schematic representation of the different heating sources of a toka-
mak. [16]

1.2.4.4 Key challenges

In this section, the main challenges faced by magnetic confinement fusion are de-
scribed. Tritium and nuclear waste management have been discussed in section 1.1.4,
this section focuses on tokamak operation issues.
MagnetoHydroDynamics (MHD) instabilities in tokamak plasmas tend to increase
radial transport and are therefore detrimental to energy confinement. The main MHD
instabilities observed in tokamak plasmas are the so-called sawtooth oscillations,
Edge Localised Modes (ELMs), and tearing modes.
Sawtooth crashes are a periodic instability which ejects energy and particles out of the
plasma core. The name comes from the shape of the temperature and density profiles
during such instabilities. They are characterised by a build-up phase during which
the density and temperature profiles get more and more peaked followed by a sudden
redistribution which flattens the profiles. This instability strongly affects particle and
energy confinement, and can lead to plasma ending. However, evidence suggests that
controlled sawtooth oscillations could be used to avoid impurity accumulation and
limit fuel dilution by expelling He ashes.
Edge Localised Modes are a MHD instability which is observed in the plasma edge
in H-mode plasmas. Tearing modes are a localised instability which changes the
magnetic configuration of a plasma region, leading to the creation of magnetic islands.
These islands increase radial transport and therefore deteriorate the confinement.



Another challenge is the choice of materials for PFC. Historically, carbon has been the
first choice for PFC in tokamaks. It is a cheap material with a high thermal conduc-
tivity, a good resilience to heat fluxes and a relatively low atomic number. However,
its tritium retention would lead to biological hazard during D-T operation and the
high sputtering rate of carbon is concerning for tokamaks such as ITER or DEMO.
As a results, tungsten (W) and beryllium (Be) have been chosen for ITER PFC. The
ITER main chamber will be made of Be due to its low atomic number and low tritium
retention. The divertor as well as other PFC will be made of W due to its good thermal
conductivity, very low tritium retention and sputtering capabilities. The study of the
W source in the plasma due to sputtering is crucial to ITER as it limits the lifetime of
the PFCs and can generate accumulation of impurities in the core.
Most of the eroded PFC particles and filaments are exhausted towards the divertor
without reaching the plasma, but a small fraction can enter the SOL and migrate
towards the plasma core. In such environment the impurity is ionized and radiates
a significant amount of energy which decreases the plasma performance and can
even lead to a radiative collapse of the plasma. The radiated losses are in the range of
X-rays and the processes leading to their emission are described in section 2.2. The
radiated power increases with the atomic number of the impurity. Heavy impurities
such as tungsten are therefore more detrimental to the plasma performance than light
impurities such as carbon. This is illustrated by figure 1.9 which displays ignition
curves for different concentrations of tungsten and carbon. It can be observed that
there are three orders of magnitude of difference between the acceptable tungsten and
carbon concentrations for a similar ignition curve. On ITER, the reactor performance
is affected by impurities for CW ≥ 10−4 in the plasma core. The divertor configuration
is expected to keep cW low enough but tungsten-induced radiative losses remain a
major concern for ITER nonetheless.

Figure 1.9 – Left: ignition curves for different concentrations of W. Right: ignition
curves for different concentrations of C. Figure adapted from [17].

One of the products of a D-T fusion reaction is a highly energetic neutron (E =
14.1MeV ). This neutron is most likely to escape the plasma volume without inter-
acting and can then activate the materials of the vacuum vessel or deteriorate PFCs.



Radiation sensitive diagnostics such as mirrors or semiconductor photodiodes can
be damaged if located too close to the plasma. Silicon photodiodes indeed exhibit
diminished sensitivity and I-V curve (the plot of the collected current as a function of
the voltage) after neutron irradiation. [18]

1.2.5 Existing tokamaks
In the scope of this thesis, X-ray measurements are performed or simulated in three

tokamaks: WEST, ASDEX-Upgrade, and ITER. These tokamaks are presented in this
section, as well as the tokamak DEMO which is the step after ITER on the nuclear
fusion roadmap.

1.2.5.1 WEST

The W (tungsten) Environment Steady-state Tokamak (WEST) is a French tokamak
operated by the IRFM (Institut de Recherche pour la Fusion par confinement Mag-
nétique) in CEA (Commissariat à l’Énergie Atomique et aux Énergies Alternatives)
Cadarache. CEA is a French government-funded research organization which covers a
wide range of subjects: energy, defense and security, information technologies and
health technologies. It was created in 1945 with the initial assignment to pursue
research towards the use of atomic energy for science, industry and defense purposes.

Figure 1.10 – Comparison of the Tore Supra (left) and WEST (right) poloidal cross
sections. [19]

WEST is the upgrade of the Tore Supra (which stands for Superconducting Torus in
French) tokamak, it aims at installing and testing an actively cooled ITER-like divertor
as well as developing integrated plasma scenarios for long-pulse operation in a metal-
lic environment. Tore Supra operation took place from 1988 to 2010, leading notably



plasma current IP 1 MA
toroidal field B 3.65 T
major radius R 2.5 m
minor radius a 0.5 m

Plasma volume Vp 15 m3

ICRH max. power 9 MW
LHCD max. power 7 MW
Flat top duration 1000 s

Table 1.1 – Parameters of the WEST tokamak.

to a record 6.5 minutes plasma in 2003. [20] The upgrade to WEST was completed
in 2016. The Tore Supra superconducting magnets, heating and active water cooling
systems are installed on WEST. This allow WEST to be the only metallic machine
capable of long-pulse operation.

Figure 1.11 – Top view of the WEST tokamak with details of its ex-vessel diagnos-
tics. [21]

The diagnostics installed on WEST are displayed on figure 1.11. In the scope of this
thesis, focus is put on WEST soft X-ray diagnostics. The silicon photodiodes installed



on Tore Supra have been replaced by two Gas Electron Multiplier detectors (presented
in section 3.2.3), one covering the plasma radially and the other one vertically. The
corresponding lines-of-sight are displayed on figure 1.12.
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Figure 1.12 – Poloidal cross-section view of WEST soft X-ray lines-of-sight.

1.2.5.2 ASDEX Upgrade

ASDEX (Axially Symmetric Divertor EXperiment) Upgrade is a tokamak located at
the Max-Planck-Institut für Plasmaphysik in Garching, Germany. It is considered as a
midsize tokamak, in comparison with bigger machines such as JET. The ASDEX toka-
mak has been in operation from 1980 to 1990 and ASDEX Upgrade started operation in
1991 and still operates to this day. It has the specificity that it features an all-tungsten
first wall and divertor, leading to significant soft X-ray emissions.

Soft x-ray measurement is performed by semiconductor photodiodes which cover
the plasma cross section from various angles: 15 cameras are installed for a total of
208 lines-of-sight. The corresponding lines-of-sight geometry is shown on figure 1.13.



plasma current IP 2 MA
toroidal field B 3.1 T
major radius R 1.65 m
minor radius a 0.5 - 0.8 m

Plasma volume Vp 14 m3

Ohmic max. power 1 MW
NBI max. power 20 MW

ICRH max. power 6 MW
ECRH max. power 2x2 MW
Flat top duration <10 s

Table 1.2 – Parameters of the ASDEX Upgrade tokamak.
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Figure 1.13 – Poloidal cross-section view of ASDEX Upgrade soft X-ray lines-of-sight.



1.2.5.3 ITER

The International Thermonuclear Experimental Reactor (ITER) is an international
experimental fusion reactor currently under construction in Saint-Paul-lèz-Durance,
France. ITER is a joint effort, funded and run by 7 seven member entities: the European
Union (plus Switzerland), China, India, Japan, Russia, South Korea and the United
States of America. The project was initiated in 1985 with the aim to demonstrate
the scientific and technical feasibility of a fusion reactor. The first plasma on ITER is
expected to take place at the end of 2025, for a D-T nuclear phase which should start
in 2035. Its current goals are the following [22]:

— Produce 500 MW of fusion power for pulses of 400 s
— Demonstrate the integrated operation of technologies for a fusion power plant
— Achieve a deuterium-tritium plasma in which the reaction is sustained through

internal heating (alpha power)
— Test tritium breeding
— Demonstrate the safety characteristics of a fusion device
ITER will be the largest tokamak in the world, a comparison between the tables 1.1, 1.2,

and 1.3 shows the extent of ITER’s magnitude. The ITER X-ray diagnostics geometry is
described in section 5.1.

Figure 1.14 – Drawing of the ITER tokamak and integrated plant system.



plasma current IP 15 MA
toroidal field B 5.3 T
major radius R 6.2 m
minor radius a 2.0 m

Plasma volume Vp 837 m3

NBI max. power 33 MW
ICRH max. power 20 MW
ECRH max. power 20 MW
Flat top duration >400 s

Table 1.3 – Parameters of the ITER tokamak.

plasma current IP 18 MA
toroidal field B 6.9 T
major radius R 8.6 m
minor radius a 2.9 m

Total heating power 270 MW

Table 1.4 – Parameters of the European version of the DEMO tokamak.

1.2.5.4 DEMO

DEMOnstration Power Station (DEMO) is an industrial reactor prototype (as op-
posed to ITER which is a research reactor prototype). DEMO is the first step after
ITER, with goals oriented towards energy production. DEMO is not an international
collaboration such as ITER, and each country or entity is preparing their own reactor
prototype. Its design is expected to be based on the ITER design but at a larger scale.
Therefore tungsten plasma facing components are to be expected and, as a result, so is
a high X-ray emissivity. The parameters of the European version of the DEMO reactor
are displayed in table 1.4. China and Korea also have started working on their version
of DEMO, respectively named China Fusion Engineering Test Reactor (CFETR) and
K-DEMO.

A preliminary sketch of K-DEMO (Korea’s DEMO reactor) is shown on figure 1.15. It
can be noticed that an additional system, based on water heating and an alternator, is
present in order to convert fusion energy into electrical power. Moreover, the absence
of diagnostics in the sketch is revealing of the fact that DEMO is an industrial prototype
in which measurement systems are limited to those necessary for operation only.



Figure 1.15 – Preliminary drawing of Korea’s version of DEMO: K-DEMO.

1.3 Scope of this thesis
We have seen that impurity accumulation, especially for tungsten, in the plasma

core is a major concern for ITER. X-ray tomography is a key tomography for impurity
transport studies, and a reliable X-ray diagnostic system is of the utmost importance
for ITER success. Due to the high neutron fluence which will be generated during the
D-D and D-T nuclear phases, classic silicon photodiodes cannot be used for X-ray
measurement. Advanced detectors exhibiting a renewable detection volume such as
gas detectors are foreseen for the ITER nuclear phase. Due to its simplicity of design
and low voltage operation, the Low Voltage Ionization Chamber (LVIC) is the most
promising candidate for X-ray measurement. [23, 24]
In comparison with existing tokamaks, very high temperatures are expected in ITER,
leading to significant X-ray emission over the whole plasma volume. As a result, X-ray
tomography must be performed over a set of lines-of-sight which covers the whole
poloidal section of the tokamak. X-ray emissivity will take place up to high energy
(≈ 100keV ) which allows the extraction of the electron temperature from an energy-
resolved X-ray measurement.
The aim of this PhD thesis is to contribute to the development of advanced X-ray
detectors for ITER by providing tools allowing a reliable and precise measurement of
the plasma emissivity. The manuscript is organised as follows:



— Chapter 2 gives a general description of X-ray emission and the effect of transport
— In chapter 3 the different technologies which can be used for X-ray measurement

are presented and compared in the scope of measurement on ITER. Tomography
is introduced.

— Chapter 4 describes a synthetic diagnostic tool which allows the simulation of
the detection process using LVIC

— In chapter 5 the fitness of the ITER X-ray lines-of-sight for tomography is studied
through the reconstruction of phantom emissivity profiles

— In chapter 6 a full tomographic chain using LVIC is simulated on ITER in order
to demonstrate the tomographic capabilities of the detector

— Chapter 7 covers the influence of impurity transport, its study through X-ray
tomography and the reconstruction of radial transport parameters in different
ITER scenarios

— In chapter 8 an innovative modification of the LVIC, allowing spectral deconvo-
lution of the X-ray emissivity, and the associated spectral reconstruction method
are proposed and applied to ITER. The capability of the system to reconstruct
the electron temperature in the core is demonstrated.

— Chapter 9 concludes this manuscript and gives perspectives for the future of
X-ray measurement for nuclear tokamaks



2 X-ray radiation
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2.1 Introduction
X-ray is a form of electromagnetic radiation with an energy ranging from 100 eV

to several MeV. They have been experimentally discovered in 1895 by Wilhelm Rönt-
gen while experimenting with electric discharge tubes. [25] X-rays are photons, and
therefore have no mass nor electric charge. The energy, frequency and wavelength of
a photon are linked by the Planck-Einstein relation:

E = hν= h
c

λ
(2.1)

where E is the photon energy in eV, h ≈ 4.1·10−15 eV ·s is the Planck constant, c ≈ 3·108

m · s−1 is the speed of light in vacuum and λ is the wavelength in m.
As it can be seen in fig. 2.1, the X-ray range is divided into the soft X-ray (SXR) and hard
X-ray (HXR) ranges. SXR are usually defined as X-ray photons with energy lower than
15 keV, however in the framework of tokamak plasma physics this range is extended



to 20 keV. This is explained by the fact that SXR measurement devices (usually semi-
conducting diodes) have a decreasing spectral response which is non-negligible up
to 20 keV (see Chapter 3). In the scope of this thesis, the boundary between SXR and
HXR will be taken as 20 keV.

Figure 2.1 – Electronic radiation spectrum from microwaves to gamma-rays.

X-ray radiation is observed in tokamak plasmas with a temperature T > 1 keV. SXR
emission results from the interaction of an electron with an ion (Bremsstrahlung
and radiative recombination) or from the de-excitation of a nucleus (line emission).
Bremsstrahlung and radiative recombination are continuous spectrally speaking and
extend to the HXR range. HXR and γ-rays can be generated by fast particles such as
fast α-particles or suprathermal electrons. Lower energy electromagnetic radiation is
observed in tokamak plasmas: the plasma edge radiates in the visible-ultraviolet (VUV)
ranges and the plasma facing components (PFC) radiate in the infrared and visible
ranges when heated by the plasma. Thus, a very wide part of the electromagnetic
spectrum is used in tokamaks for diagnostic purposes.

2.2 X-ray emission
X-ray emission results from the interaction between electrons and ions. In tokamak

plasmas, three different types of atomic processes lead to X-ray emission (see fig. 2.2):
Bremsstrahlung, radiative recombination, and spontaneous emission (also referred to
as line radiation).

2.2.1 Bremsstrahlung emission
Bremsstrahlung emission occurs when the interaction between charged particles

does not affect the internal energetic level of each particle and results in photon



emission through charged particle acceleration. It is labelled as free-free interaction
as both particles are free (unbounded) before and after the collision. The process is
the following, with A the species of the charged particle (it can be an electron), z its
charge number, hν the emitted photon, and e,e ′ electrons of different energy:

A(z) +e 
 A(z) +e ′+hν (2.2)

The inverse process to Bremsstrahlung emission is called reverse Bremsstrahlung and
mainly occurs in laser-generated plasmas [26, 27]. In tokamak plasmas, ion-electron
free-free interaction is the main contributor to Bremsstrahlung SXR radiation and fast
electron-electron free-free interaction mainly lead to HXR radiation. The spectrum
associated with Bremsstrahlung radiation is continuous in the case of a Maxwellian
electron velocity distribution (see fig. 2.3 and eq. 2.2).

Figure 2.2 – Atomic processes leading to X-ray emission in a plasma.

In the case of a plasma where the electron distribution is Maxwellian, the contri-
bution to the spectral emissivity of the fully ionized species S of charge z is given
by [28]:

ε
f f
S,z(hν) = ne nZ Z 2 32

p
π(αa0)3

3
3
2 hc

(
E 3

R

Te

) 1
2

exp

(
−hν

Te

)
G f f = ne nZ k f f

S,z (2.3)

where α is the fine structure constant, α0 is the first Bohr radius, ER is the Rydberg
energy, G f f is the Bremsstrahlung Gaunt factor (close to unity in the [0.1, 100] keV

domain for a plasma with an electron temperature of several tens of keV, and k f f
S,z is

the free-free emission coefficient of the species S of ionization state z. In the case of



non-fully ionized ions, it is necessary to include a correction factor in order to take into
account the ion internal structure which affects the free-free interaction cross-section.

2.2.2 Radiative recombination
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Figure 2.3 – Left: Bremsstrahlung radiation spectrum of hydrogen for different elec-
tron temperatures. Right: Radiative recombination spectrum of hydrogen
for different electron temperatures.

Radiative recombination is the process of capture of an electron by an ion, which
results in the ion (with a degree of ionisation lowered by one) and the emission of a
photon:

A(z) +e 
 A(z−1) +hν (2.4)

where A is the species of the charged particle (it can be an electron), z its charge
number, hν is the emitted photon, and e the captured electron. This process is la-
belled as free-bound as the incident particles are free (unbounded) and bound in the
recombination process. Its inverse reaction is photo-ionization, which is described in
sec. 4.2.1.1.
In tokamak plasmas, ionised impurities contribute to most of the emitted radiative
recombination-induced radiation as such interaction with hydrogen isotopes is neg-
ligible. The spectrum associated with free-bound interaction is a semi-continuum.
Indeed, the incident electron must has a kinetic energy higher than the ionization
energy of the recombined orbit of the nucleus:

hν f b = Eki n +∆E (z)
∞ j (2.5)

where Eki n is the kinetic energy of the electron and ∆E (z)
∞ j is the difference between

the ion ionization energy and the energy level j of the recombined electron. As the
electron’s kinetic energy increases, higher orbits become accessible which leads to
discontinuities in the spectrum called recombination edges (see fig. 2.3).
In the case of fully-stripped ions of electric charge Z , turning into their hydrogenic ions



of charge Z −1, a simplified expression of the contribution to the spectral emissivity is
given by [28]:

ε f b(hν) = ne nZ Z 4 64
p
π(αa0)3ER

3
3
2 hc

(
ER

kB Te

) 3
2

exp

(
− hν

kB Te

) ∑
n>nmi n

1

n3
exp

(
Z 2ER

n2Te

)
G f b

= ne nZ k f b
S,z (2.6)

where α is the fine structure constant, α0 is the first Bohr radius, ER is the Rydberg
energy, n is the atomic orbit (limited by a lower value nmi n which depends on the
energy of the electron), G f f is the radiative recombination Gaunt factor (also close to
unity in the [0.1, 100] keV domain for a plasma with an electron temperature of several

tens of keV, and k f b
S,z is the free-bound emission coefficient of species S in ionization

stage z. It can be seen in eq. 2.6 that the contribution of the atomic orbits decreases
rapidly with n, thus a summation over a limited number of orbits (less than 10) gives
an accurate estimation for most of the contributions.

2.2.3 Spontaneous emission
Spontaneous emission occurs during the relaxation of an excited ion via radiative

decay. The process is the following:

(A(z))∗
 A(z) +hν (2.7)

In tokamak plasmas, excitation of an ion mostly result from electron collision excita-
tion (A(z) +e 
 (A(z))∗+e ′), which only affects non-fully stripped ions. Spontaneous
emission is labelled as bound-bound because the electron responsible for the photon
emission is bound to the nucleus before and after the relaxation. The energy of the
emitted photon is exactly equal to the difference between the energy of the excited
level j and the energy of the de-excited level i :

hνbb
j→i =∆Ei j = E( j )−E(i ) > 0 (2.8)

As a result the spectrum associated with spontaneous emission is composed of nu-
merous discrete lines, which explains why spontaneous emission is also referred to as
line emission or line radiation.
The emissivity associated with the i → j line is given by:

εbb,(z)
j→i = n(z)

j A(z)
j→i

hνbb

e
(2.9)

where ε(z)
j→i is the emissivity in W ·m−3, n(z)

j is the population of the energy level j in

m−3, A(z)
j→i is the Einstein coefficient of spontaneous emission from level j to level i in

s−1, and e is the conversion coefficient from eV to J .



Ions can reach the energy level j by electron collision excitation (first term in equa-
tion 2.10) and line radiation from a higher energy level (second term in equation 2.10),
and can leave it by electron collision excitation (third term in equation 2.10) and line
radiation to a lower energy level (fourth term in equation 2.10). Thus the evolution of
the population n(z)

j is given by:

dn(z)
j

d t
= ne

∑
k 6= j

n(z)
k X (z)

k j + ∑
k> j

n(z)
k A(z)

k j −ne
∑
k 6= j

n(z)
j X (z)

j k − ∑
k< j

n(z)
j A(z)

j k (2.10)

where ne is the electron density and X (z)
i j is the electron excitation coefficient from

energy level i to energy level j . If the equilibrium between internal energy levels of

any ionization state is reached, then
dn(z)

j

d t = 0 and equation 2.10 can be rewritten as:

n(z)
j A(z)

j i = ne nZ

(∑
k 6= j

f (z)
j X (z)

j k − ∑
k 6= j

f (z)
k X (z)

k j − 1

ne

∑
k> j

f (z)
k A(z)

k j

)
B (z)

j i (2.11)

where f (z)
k = n(z)

j

nz
is the fractional abundance of energy level k in ionization stage z

and B (z)
j i = A(z)

j i∑
k< j A(z)

j k

is the so-called branching ratio of transition j → i . The fractional

abundances as well as the Einstein and electron excitation coefficients only depend
on ne and Te , and therefore equation 2.9 can be reformulated as:

εbb,(z)
j→i = ne nzPEC (z)

j i (2.12)

where PEC (z)
j i is the Photon Emissivity Coefficient (PEC) in W ·m3. The total emissivity

resulting from spontaneous emission of species S in ionization state z is therefore
given by:

εbb
S,z(hν) = ne nS,z

∑
i< j

PEC (z)
j i = ne nS,zkbb

S,z (2.13)

In plasma regions where Te > 1keV , light impurities, hydrogen and helium are fully
ionized and thus do not radiate through line emission. In such conditions, sponta-
neous emission is only significant for medium and heavy impurities.

2.3 Ionization equilibrium
Section 2.2 covers the calculation of the X-ray emissivity induced by a species S

at ionization level z. In order to compute the spectral emissivity of the plasma it is
therefore necessary to solve the ionization equilibrium of all the species it contains.
The population of each energy level inside an ionization state must be solved as
well. The atomic state in an ion can be modified through collisional and radiative



transitions. In tokamak plasmas photo-absorption can be neglected as the plasma
can be considered optically thin (i.e. photons do not interact with it) and therefore
radiative excitation can be neglected as well. The density of atomic state j of ions of
charge z n(z)

j is described by the following equation:

dn(z)
j

d t
= neC (z)

→ j +R(z)
→ j −neC (z)

j→−R(z)
j→ (2.14)

where neC (z) (resp: R(z)) is the rate of collisional (resp: radiative) transitions affecting
atomic level j . These coefficients include all the processes leading to transitions to
and from atomic level j , which covers a significant amount of transitions. Solving
equation 2.14 without simplifying assumptions practically impossible due to the
large number of possible transitions and the fact that not all the transition rates and
probabilities are known accurately.

Simplified models have been developed in order to solve the ionization equilibrium
through the choice of assumptions fitting specific plasma conditions. These assump-
tions concern the time scales of all the different processes involved in the ionization
equilibrium: the time scales of the non-dominant mechanisms in given plasma condi-
tions are neglected. Two simplified methods are presented in this section: the local
thermodynamical equilibrium (LTE) and the Corona Equilibrium (CE). More global
approaches, referred to as collisional-radiative models, which solve the ionization
equilibrium through the comparison of characteristic time scales are described.

2.3.1 Local Thermodynamical Equilibrium
The Local Thermodynamical Equilibrium is based on the assumption that at high

plasma densities electron collisions are sufficient to reach the equilibrium between
energy levels and that it follows a Boltzmann distribution:

n(z)
j

n(z)
i

=
g (z)

j

g (z)
i

exp

−E (z)
j −E (z)

i

T

 (2.15)

where g (z)
k is the degeneracy level of atomic state k, E (z)

k is the energy of the atomic
state k and T is the temperature. The sum of equation 2.15 over all the atomic states i
leads to the fraction of the atomic state j n(z)

j /n(z):

n(z)
j

n(z)
=

g (z)
j

U (z)(T )
exp

−E (z)
j −E (z)

g

T

 (2.16)



where subscript g denotes the ground state of the ion and U (z)(T ) the partition func-
tion of the ionization stage:

U (z)(T ) =
∞∑

i=g
g (z)

i exp

(
−E (z)

i −E (z)
g

T

)
(2.17)

In a plasma each ion is affected by the Coulomb field of all the other charged particles,
which results in a lowering of the ionization energy of the ion. As a result, a finite
number of bound states are available which lead to the truncature of equation 2.17.
The upper limit of the ionization is nmax given by:

nmax = z

√
− ER

∆E (z)∞
(2.18)

where ER is the Rydberg energy and ∆E (z)∞ < 0 is the lowered ionization energy. Equa-
tion 2.15 can be expanded to free electrons:

dne

d ge
=

n(z)
j

g (z)
j

exp

(
−Ee −E (z)

i

kB T

)
(2.19)

with dne the density of electrons with kinetic energies in the [Ee ,Ee +dEe ] range and
d ge the associated statistical weight:

d ge = 2
g (z+1)

j

n(z+1)
j

( me

2π~2

) 3
2

√
Ee

π
dEe (2.20)

with me the electron mass and ~ the reduced Planck constant. By substituting d ge in
equation 2.19 and integrating over all electron energies, we obtain the Saha equation:

n(z+1)ne

n(z)
= 2

U (z+1)(T )

U (z)(T )

1

λ3
B

exp

(
−E (z)∞ −E (z)

g

kB T

)
(2.21)

where λB =
√

h3

me kB T is the thermal de Broglie wavelength of the electron.
Plasmas in LTE are often labelled collision dominated as it is the high frequency of
collisions which maintain steady-state populations densities satisfying the Boltzmann
relation and the Saha equation. The condition on the electron density is given by [29]:

ne > 1.8 ·1020 ·
√

kB Te · (E j −Ei )3 (2.22)

with E j , Ei and kB Te in eV and ne in m−3. In the case of an hydrogen plasma with
kB Te = 10keV , we have ne ≥ 1.8 ·1020 ·p10 ·10.203 which lead to ne ≥ 6 ·1023. This
condition is not fulfilled in tokamak plasmas, where the electron density is of the



order of magnitude of 1020m−3. However, the LTE model can be used in the scope of
collisional-radiative models to group together energy levels for which E j −Ei is close
enough.

2.3.2 Corona Equilibrium
The Corona Equilibrium (CE) is base on the assumption that at low electron densi-

ties, collisional processes become weak compared to radiative processes. The name
of the model comes from the fact that this assumption applies well to the solar corona.
In CE an energy level is only populated by electron collision (radiative processes are
neglected as the plasma is considered optically thin) and depopulated by radiative
decay:

dn(z)
j

d t
= ne

∑
i< j

n(z)
i X (z)

i→ j −n(z)
j A(z)

j→ (2.23)

where A(z)
j→ is the Einstein coefficient of spontaneous emission from energy level j

and X (z)
i→ j is the electron excitation coefficient from energy level i to j . The radiative

processes are dominant with regards to collisional processes: A(z)
i→ j À ne X (z)

i→ j . As a

result, the ground state g is the dominant energy level (n(z)
g ≈ n(z)) and the population

in higher energy levels only originates from electron collision from the ground state.
The population density of energy level j at steady state is thus given by:

n(z)
j

n(z)
g

=
ne X (z)

g→ j

A(z)
j→

¿ 1 (2.24)

In corona equilibrium plasmas, the ionization of an electron is dominated by electron
impact ionization and the recombination of a free electron is governed by radiative
recombination. The evolution of the population of ions at ionization level z +1 is
therefore given by:

dn(z+1)

d t
= ne n(z)Sz −ne n(z+1)αz+1 (2.25)

where Sz is the electron impact ionization coefficient and αz+1 is the radiative recom-
bination coefficient. In steady state the population is given by:

n(z+1)

n(z)
= Sz

αz+1
(2.26)

In the frame of the corona equilibrium, the ratio of ions densities only depends on Te

(through the S and α coefficients) and is thus independent of ne .
In order to be considered at coronal equilibrium, a plasma must verify the following



condition on electron density [30]:

ne < 1.9 ·1018 ·Z 6 ·
√

Te ·exp

(
1 ·10−4 ·Z 2

Te

)
(2.27)

with Te in keV , ne in m−3 and Z the effective charge of the ion. For a fully-ionized
hydrogen plasma at Te = 10keV , the condition is ne < 6 ·1018m−3. Similarly as Local
Thermodynamic Equilibrium, Corona Equilibrium is not reached in tokamak plasmas.

2.3.3 Collisional Radiative models
Collisional Radiative (CR) models aim at computing the population densities of an

ion in the scope of plasmas with electron densities between the LTE and CE limits,
by taking into account the following processes: electron collisional transitions and
ionizations, radiative decay, and radiative recombination. This leads to the following
dynamics for the population of ions in ionization stage z in energy level j :

dn(z)
j

d t
=−n(z)

j

∑
i 6= j

ne X j→i +
∑

q 6=p
n(z)

i ne X (z)
i→ j

−n(z)
j

∑
i< j

A(z)
j→i +

∑
i> j

n(z)
i A(z)

i→ j

−n(z)
j ne S j→g +n(z+1)

g neα
(z+1)
g→ j

(2.28)

The evolution of the population vector N (z) =
{

n(z+1)
g , ...,n(z)

j , ...,n(z)
g

}
can be described

by the following matrix system:

d

d t
N (z) = M ·N (z) (2.29)

where the matrix M is defined by:

Mi , j =



∑
i> j

(
A(z)

i→ j +ne X (z)
i→ j

)
if i > j∑

i< j ne X (z)
i→ j if i < j

−∑
i 6= j ne X (z)

j→i −
∑

i< j A(z)
j→i −ne S(z)

j→g if i = j

0 if i = j = 1

ne S(z)
j→g if i = 1

neα
(z)
g→ j if j = 1

(2.30)

Simplification is achieved by comparing the different time scales involved in the
equilibrium:

— The time constant tex describes the evolution of the population of excited level j
for a given ionization state. The slowest way to reach steady-state population is



through radiative decay only, therefore τ= 1/A(z)
j→ > tex .

— The ionization equilibrium time constant ti on illustrates the time period required
to reach equilibrium between all the ionization state. Usually, ti on À tex .

— The plasma macroscopic time scale tp characterizes the evolution of plasma
parameters such as temperature and density. Similarly to ti on , generally tp À tex .

As tex ¿ ti on and tex ¿ tp , the energy levels in each ionization stage can be considered

in quasi-equilibrium with their ground state: dn(z)
j /d t = 0 for j > g . The matrix

equation 2.29 can therefore be rewritten as:

dn(z)
g

d t
= ne n(z−1)Se f f

z−1 +ne n(z+1)α
e f f
z+1 −ne n(z)Se f f

z −ne n(z)α
e f f
z (2.31)

with Se f f
z andαe f f

z the collisional-radiative ionization and recombination coefficients,
which mainly depend on Te (and weakly on ne ) in tokamak plasmas. These coefficients
take into account all the processes of equations 2.28 and 2.30 and equation 2.31 fits
the description of LTE (resp: CE) for high (resp: low) electron densities. The fractional
abundance of the ionization state q of species S at steady state can be obtained
through iterative summation of equation 2.31:

fS,q = nS,q

nS
=

Π
q−1
k=1

Sk
αk−1

1+∑ZS−1
j=0 Π

j
k=0

Sk
αk−1

(2.32)

Equation 2.32 will be referred to as the local ionization balance, or LIB. In the frame-
work of this thesis, the fractional abundances are obtained through a script developed
in [31] using the atomic coefficients freely provided by the Atomic Database and
Analysis Structure (ADAS) [32].

2.3.4 Effect of impurity transport on the equilibrium
In the section 2.3.3, the ionization equilibrium has been derived under the assump-

tion that it is achieved in a much shorter time scale than the transport time constant.
This assumption is not always valid in the case of non-fully ionized species. The
population of their ground state can be affected by transport and equation 2.31 should
take it into account. In order to do so, equation 2.31 should be generalized to four
dimensions (time and space):

∂n(z)
g

∂t
(~r , t ) = S(z)

g (~r , t )+T (z)
g (~r , t ) (2.33)

where S(z)
g is the source term of ions of charge z in ground state and contains the

different coefficients of equation 2.31 as well as an external source term at the plasma
edge (covering impurity injection from the plasma facing components), and T (z)

g is
the transport term of ions of charge z in ground state.



Figure 2.4 – Influence of transport on the density of ions of charge z in ground state in
the case of unidirectional transport along the x direction and no source
term.

In a system with unidirectional transport and a source term S(z)
g = 0, the inventory

of particles in an infinitesimal volume dV = dS ·d x at time t +d t is:

n(z)
g (x, t +d t ) ·dV = n(z)

g (x, t ) ·dV +Γ(z)
g (x, t ) ·dS ·d t −Γ(z)

g (x +d x, t ) ·dS ·d t (2.34)

where Γ(z)
g is the particle flux per unit surface in m−2 · s−1 and is considered positive

for particles moving to ascending x: Γ(z)
g (x, t ) represents the transport from x −d x to

x. Dividing equation 2.34 by dV ·d t and taking the limits dV → 0 and d t → 0 gives:

∂n(z)
g

∂t
(x, t ) = ∂Γ(z)

g

∂x
(x, t ) (2.35)

By generalising equation 2.35 to four dimensions, we obtain the contribution of
transport to the evolution of the density:(

∂n(z)
g

∂t
(~r , t )

)
tr anspor t

=−~∇· ~Γ(z)
g (~r , t ) (2.36)

Replacing the contribution of transport in equation 2.33 leads to the conservation
equation:

∂n(z)
g

∂t
(~r , t ) = S(z)

g (~r , t )−~∇· ~Γ(z)
g (~r , t ) (2.37)

2.4 Total plasma emissivity
In sections 2.2 and 2.3, the emissivity and fractional abundance of species S in

ionization level z were derived. In this section, these results are combined in order to
compute the total X-ray radiation emitted from the plasma.
The total emissivity from species S is obtained through summation over all its ioniza-



tion levels:

εS(hν) =
Z∑

z=0
fS,z ·εtot

S,z (hν) =
Z∑

z=0
fS,z(ε f f

S,z(hν)+ε f b
S,z(hν)+εbb

S,z(hν)) (2.38)

with ε(hν) the emissivity in W ·m−3 · eV −1, Z is the atomic number of species S.
Substitution of the expression of ε f f , ε f b , and εbb from equations 2.3, 2.6 and 2.13
gives:

εS(hν) = nSne

Z∑
q=0

fS,z(k f f
S,z(hν)+k f b

S,z(hν)+kbb
S,z(hν)) (2.39)
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Figure 2.5 – Cooling factors of hydrogen and tungsten as a function of Te . The W and
H coefficients are taken from the open ADAS database. [32]

A radiating function LS(hν), in W ·m3 · eV −1 can be defined such that εtot
S (hν) =

nSne LS(hν). Its expression is given by:

LS(hν) =
Z∑

q=0
fS,z(k f f

S,z(hν)+k f b
S,z(hν)+kbb

S,z(hν)) (2.40)

Integration over the emissivity spectrum gives:

εS = nSne

∫ ∞

0
LS(hν)dhν= nSne LS (2.41)

with LS = ∫ ∞
0 LS(hν)dhν the cooling factor of species S in W ·m3.



2.4.1 X-ray emissivity on ITER
Simulation of the plasma X-ray emissivity, taking impurity transport into account,

in the [10−3,102] keV energy range has been performed in order to assess bolometer
performance.[33] The parameters of the plasma are those of the ITER 15MA baseline
inductive scenario (Te (r /a = 0) ≈ 25keV and ne (r /a = 0) ≈ 1020m−3.[34] The electron
temperature and density are displayed on figure 2.6.
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Figure 2.6 – Electron temperature (left) and density (right) profiles of the ITER 15MA
baseline inductive scenario.

The mix of elements used to obtain the X-ray emissivity profile is the following:
— H: 94.626%
— Be: 1%
— Fe: 0.05%
— W: 0.001%

The impurity concentrations are chosen in order to obtain an effective atomic num-
ber Ze f f ≈ 1.5 and a total radiated power in the core Pr ad ≈ 50MW . In the sim-
ulated scenario, the obtained values for these parameters are Ze f f = 1.4990 and
Pr ad = 54.46MW .
The X-ray emissivity is computed over the [10−3,102] keV energy range, which is di-
vided into 236 logarithmically equal energy bins, increasing in width with energy.
This binning creates so-called 5% bandpass energy bins defined by: for i in {1,...,n},
Eed g e = El ow ·1.05i with El ow = 1eV [33]. Put into words, the higher boundary of the
energy bin increase by 5% from a bin to the next.
For the simulation of the emissivity, line emission was calculated using the adas810
database[35] and predicted ITER plasma conditions were input into the SANCO impu-
rity transport code to obtain a steady state equilibrium in the plasma core (inside the
LCMS). The emissivity in the scrape-off layer is computed by using the SOLPS plasma
edge simulating code.[36] The obtained emissivity profile is sown on figure 2.7.
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Figure 2.7 – Radiated power profile as a function of photon energy and normalized
radius for the standard high power D-T scenario.

The lines observed over the whole plasma around 7 keV are due to iron and the 10
keV line results from tungsten line emission. Tungsten is also dominant in the plasma
edge between 0.5 and 2 keV. The low energy (hν < 500eV ) lines located in the SOL
correspond to hydrogen line emission. Line radiation is added on top of the smooth
continuum emission to obtain the total radiated power. The continuum is dominant
at high energy (hν> 10keV ).

2.4.2 Influence of impurity transport on the X-ray emissivity
A comparison between the radiated power profiles with and without taking impurity

transport into account is performed. The plasma parameters used for the simulation
of the emissivity are those of the ITER 15MA baseline inductive scenario. Electron
temperature and density profiles are shown on figure 2.6. The results of the simulation
described in section 2.4.1 (discriminated for each impurity species) are used to create
the power radiated by a hydrogen plasma with cW = 10−3% of tungsten, which takes
impurity transport into account.
The solving of the local ionization balance without taking impurity transport into
account is performed through the use of a collisional-radiative model. The atomic
data provided by the Open-ADAS database[32] is used to compute the X-ray emissivity
profile. The obtained radiated power profiles are shown on figure 2.8
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Figure 2.8 – Radiated power profile as a function of photon energy and normalized
radius for the standard high power D-T scenario, in the case of a hydrogen
plasma with 10−3% of tungsten. Left: Radiated profile with impurity
transport. Right: Radiated profile without impurity transport.

The energy binning is different in both profiles: the binning for the simulation
without impurity transport is finer. This explains why some lines seem wider in the
left part of figure 2.8.
At the plasma edge (0.8 < r /a < 1.1), the radiated power profiles are similar with and
without transport. The fact that the influence of impurity transport is low in this
region makes sense as the plasma edge is the zone where impurities are generated
in the plasma. Differences in the radiated power profile can be spotted closer to the
plasma core. The simulation taking impurity transport into account yields a higher
emissivity at high energy (hν> 10keV ) in the whole plasma region where r /a < 0.6.
Impurity transport leads to a widening of the region where line emission at 1.5 keV
(resp: 9.5 keV) occurs: from r /a < 0.4 (resp: r /a < 0.6) to r /a < 0.5 (resp: r /a < 0.8).
Outside of these differences, both radiated power profiles are very similar. As a result,
simulations of the emissivity which do not include impurity transport are considered
a good enough approximation of the X-ray emissivity for detection modelling in the
scope of this thesis.

2.5 Extraction of plasma parameters from X-ray
measurement

The plasma is transparent to X-rays, i.e. does not absorb nor deviates them, which
makes X-ray radiation a very interesting quantity measurement-wise. Resonance and
cut-off frequencies induced by ICRH and ECRH heating (respectively several tens of
MHz and several hundreds of GHz) are located far from the X-ray range (around 106

THz) and do not affect X-ray propagation. This means that the X-ray measurement in



a line-of-sight does not require processing (e.g. the consideration of re-absorption in
the plasma) and is simply the integration of the emissivity in the plasma volume seen
by the detector convoluted by the solid angle of the detector as seen by the plasma.
As seen in equations 2.3, 2.6 and 2.13, X-ray emissivity conveys information about
various plasma parameters such as the electron temperature and density, the impurity
densities (and therefore the impurity transport).

2.5.1 Impurity density
In the scope of X-ray measurement, the emissivity obtained in section 2.4 must be

filtered by the spectral response of the detector η:

ε
η

S = nSne

∫ ∞

0
η(hν)LS(hν)dhν= nSne LηS (2.42)

with LηS = ∫ ∞
0 η(hν)LS(hν)dhν the radiating function of species S, in W ·m3, convo-

luted by the spectral response of the detector. LS (and therefore LηS) mainly depend on
Te and the transport of species S.
In the case of a single element plasma of species S, the X-ray measurement allows the
computation of the density nS from equation 2.42:

nS = εη

ne LηS
(2.43)

In the case of a plasma with several species, the measured X-ray emissivity becomes:

εη = ne
∑
S

nSLηS (2.44)

In a hydrogen and tungsten plasma with nH À nW , the quasi-neutrality gives nH = ne .
Therefore the application of equation 2.44 to such a plasma gives:

εη = ne nW LηW +n2
e LηH (2.45)

Which leads to:

nW = εη−n2
e LηH

ne LηW
(2.46)

The result of equation 2.46 is of great importance for X-ray diagnosticians as it allows
the estimation of impurity density from emissivity measurement.

2.5.2 Impurity transport coefficients
Diffusion and convection are the main sources of transport in a plasma. In the case

of a tokamak plasma, the transport around the magnetic field lines is dominant in
comparison with radial transport. In the absence of radial asymmetries, the impurity



density can be considered constant over the magnetic field lines. Therefore, only
radial transport is of interest, and the radial flux of impurities for species S is given by:

~ΓS(r, t ) =−D(r )~∇r nS(r, t )+nS(r, t ) ~V (r ) (2.47)

where D(r ) is the diffusive coefficient in m2 · s−1, V (r ) is the convection coefficient
in m · s−1 and ~∇r denotes the radial gradient: ~∇r f = ∂ f /∂r ·~r /‖r‖. The characteristic
variation time of the D and V transport coefficients is larger than the characteristic
variation time of the density, these coefficients are therefore considered constant in
equation 2.47.
The radial flux of impurities is defined by:

~ΓS(r, t ) = 1

r

∫ r

0

∂nS

∂t
(r ′, t )r ′dr ′ (2.48)

Equation 2.48 allows the estimation of the flux of impurities from the computation of
the impurity density only, which is obtained in equation 2.46. Equation 2.47 divided
by nS(r, t ) gives:

~ΓS(r, t )

nS(r, t )
=−D(r )

~∇r nS(r, t )

nS(r, t )
+V (r ) (2.49)

A linear fit of ~ΓS(r, t)/nS(r, t) with respect to ~∇r nS(r, t)/nS(r, t) gives the transport
coefficients: D(r ) is the slope of the straight line and V (r ) its intercept.

2.5.3 Electron temperature
Line radiation in a plasma leads to photon emission up to around 10 keV . At higher

energies, the plasma X-ray emissivity only originates from Bremsstrahlung or radiative
recombination emission. The total emissivity can be written as:

εtot = ε f b +ε f f =C f bG f bexp

(
−hν

Te

)
+C f f G f f exp

(
−hν

Te

)
(2.50)

where C f f and C f b are constant with energy, and G f f and G f b denote the Gaunt
factors. The Gaunt factors are close to unity in the X-ray range, and their variation
with energy can be neglected. The total emissivity can therefore be rewritten as:

εtot =C tot ·exp
(
−hν

Te

)
. Its derivative with respect to the photon energy gives:

dεtot

dhν
=−C tot

Te
exp

(
−hν

Te

)
=−ε

tot

Te
(2.51)

The electron temperature is therefore given as:

Te =−εtot dhν

dεtot
(2.52)



The estimation of the electron temperature from X-ray measurement requires the
knowledge of the emissivity spectrum in the continuous spectrum region. Therefore,
a spectrally resolved X-ray detector is mandatory for such application.



3 X-ray measurement
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3.1 Photodiodes
A photodiode is a device which converts incoming light into an electrical current.

In the scope of X-ray measurements, two technologies of photodiodes are of interest:
semi-conductor photodiodes and vacuum photodiodes.

3.1.1 Semiconductor photodiodes
Semiconductor photodiodes detect photons in the soft X-ray range through photo-

electric effect. Si-based semiconductors are the most commonly used in SXR detectors.
Semiconductor atoms exhibit an outermost layer composed of four electrons. When
assembled together, they form a crystal in which these four electrons are shared with
neighbouring atoms through covalent bonding. The outermost layer is then populated
by eight electrons, which form the conduction band. The electrons of the lower layers
(which are fully occupied) compose the so-called valence band. Charge migration
occurs in the conduction band through the movement of electrons and holes (absence
of electron) and generate an electrical current. The flows of electrons and holes have
opposite directions.
The difference in energy potential between the conduction and valence bands defines
the conducting properties of the crystal: a large gap gives insulating properties (e.g.



diamond crystal with more than 5 eV of gap) and smaller gaps lead to semiconductors
(e.g. silicon exhibits a gap around 1.2 eV). Pure semiconductors typically display an
electrical conductivity which is lower than conductors and higher than insulators.
The value of the gap diminishes with temperature, which increases the amount of
electrons that can be excited into the conduction band. Temperature can therefore
significantly increase the conducting properties of the semiconductor.
The energy level of the electron population at equilibrium is called the Fermi level.
In pure semiconductors, widely referred to as intrinsic semiconductors, the Fermi
level is close to the average of the energy levels of the conduction and valence bands.
Substituting silicon atoms by elements which do not possess four electrons on their
outermost layer can modify the Fermi level. This process is called doping. If the added
impurity has more electrons in its outermost layer, the Fermi level is moved closer to
the conduction band. The Si crystal is called n-doped, where n stands for negatively.
The Si crystal can be p-doped (p stands for positively) if the added impurity has less
electrons in its outermost layer, and the Fermi level is moved closer to the valence
band.

Figure 3.1 – Sketch of a semiconductor p-n junction, with bias voltage VB . The upper
part of the figure shows the energy of the valence and conduction bands
and the lower part shows a schematic representation of the p-n junction.

P-doped crystals and n-doped crystals can be joined together in order to form a
p-n junction. Upon connection, the system is not at equilibrium as there is a dis-



continuity in the Fermi levels of both semiconductors. The concentration gradient
in charge carriers leads to a diffusion of electrons (resp: holes) from the n-doped
(resp: p-doped) semiconductor towards the p-doped (resp: n-doped) semiconductor.
The region of the n-doped (resp: p-doped) semiconductor close to the junction gets
therefore charged positively (resp: negatively) and an electric potential arises from
charge migration. The electric field compensate the movement of ions and electrons:
an equilibrium state is reached. The region where charge migration occurred is called
the depletion region as it is the region with the lowest density of charge carriers. In
the scope of soft x-ray measurement, p-n and p-i-n (i stands for intrinsic) junctions of
silicon are the most commonly used semiconductors. Photons are absorbed in the
depletion region and excite electrons in the process, leading to the production of a
photocurrent.
A bias voltage can be applied to the junction, as shown on figure 3.1. In SXR mea-
surement a negative bias VB < 0 is used in order to increase the electric potential of
the depletion region. This additional potential affects the size of the depletion region
which expands with the square root of the bias voltage [37, 38]. This property is of
great importance as the depletion region is the sensitive region of the diode, and
therefore its sensitivity is directly linked to its width.
In the absence of photon flux, a biased p-n junction produces a current called the dark
current. This current comes from electrons of the p-doped region getting through the
junction. Prior to their crossing, these electrons have been excited through thermal
effects. The dark current is mostly dependent on the diode temperature, but also on
the bias voltage.

10
2

10
3

10
4

10
5

0

0.2

0.4

0.6

0.8

1

hν (eV)

S
p

e
c
tr

a
l 
re

s
p

o
n

s
e

Figure 3.2 – Spectral response of the Si semiconducting diodes used on the tokamak
WEST. The filter consists of a beryllium window of 50µm.

Semiconducting diodes are used on most tokamaks for SXR measurement [39–
43]. They absorb photons up to around 20 keV (see figure 3.2). They lowering limit
of their detection range depends on the filter placed in front of the detector. The



advantages of Si diodes are their relatively low cost, their ease of use and the fact that
their spectral response is quite sharp and localised. However semiconducting diodes
are not very resilient to radiation as n-doped Si turns into p-doped under neutron
irradiation [44–46], and p-n junctions operate in current mode and cannot count
photons nor determine the incoming X-ray spectrum.
The addition of an intrinsic semiconductor layer at the junction, creating a p-i-n
junction, allows a significant improvement in the response time. The electric field of
the junction extends to the intrinsic layer, increasing the velocity of the charge carriers.
In such a configuration Si diodes can perform photon counting, provided that the
acquisition system is fast enough (e.g. Multi-channel analysers). [47]
Energy discriminated have been achieved in Multi-Energy X-ray cameras through the
use of different filters and therefore different cut-off energy thresholds. Locating the
filters in several pinholes leading to overlapping tangential lines-of-sights has been
performed successfully in the tokamaks NSTX [48] and EAST. [49] With the progress
of technology, complex 2D arrays of photodiode pixels have been developed with
each pixel having a tunable energy threshold. The small size of the pixels allows the
assumption that the incoming flux is similar on all the pixels in a given direction, lines
for example. Each line therefore measures a different photon spectrum which can be
deconvolved through the use of different energy thresholds.Such detectors are called
Multi-Energy X-ray Cameras (ME-X) and have been tested on the Madison Symmetric
Torus. [50] Due to the very high amount of pixels (up to several million pixels), these
ME-X cameras have very good spectral and spatial resolutions.

3.1.2 Vacuum photodiodes

Figure 3.3 – Schematic representation of a vacuum photodiode.

Vacuum Photoelectric Detectors (VPD) have been investigated in the scope of X-
ray measurement as a radiation-tolerant alternative to semiconducting photodiodes.
They are also based on the generation of electrons through photoelectric effect. A
vacuum photodiode is made of facing electrodes (cathode and anode). Under X-ray
irradiation, two electron fluxes are created: from the anode to the cathode and from



the cathode to the anode, as depicted in figure 3.3. If these two electron flows are dif-
ferent, an electric current starts to flow between the electrodes and can be measured.
High Z materials such as tungsten (Z = 74) or tantalum (Z = 73) have a high photon
to electron conversion efficiency. However, the mean free path of electrons in such
materials is much smaller than the X-ray penetration depth. In order for the electron
to escape the electrode and participate to the electron flux, it must be generated
close to the limit of the electrode. This is achieved if photon flux must have a grazing
incidence angle (2 - 5 °). [51] Under such incidence angle, the photon can penetrate in
the electrode while remaining close enough to vacuum so that the generated electrons
can escape the electrode.
The VPD measures a current which is the difference between the two opposite electron
flows (from the anode to the cathode and vice versa). With similar electrodes (same
material) it is necessary to apply an electric field between the electrodes in order to
ensure that the electron flows are different. When the electrodes are at different poten-
tials, the electric field creates a force pushing electrons towards the anode. Electrons
leaving the cathode are accelerated towards the anode, and those leaving the anode
are pushed back towards it. If these electrons have a high enough velocity they can
overcome the electric field and reach the cathode, but the flux of electrons from anode
to cathode is overall greatly reduced.
The other way to force the electron flows to be different is the use of different mate-
rials for the electrodes. Each electrode would therefore have a different photon to
electron conversion efficiency. As a result, the electrode with the highest efficiency
would generate a higher electron flux. Such VPD are referred to as bimetallic vacuum
photodiodes.
Bimetallic vacuum photodiodes can be designed to be resilient to gamma radiation.
X-rays generate slow photoelectrons (Ei nk < 50eV ) whereas gamma radiation gen-
erates a flux of fast electrons (Eki n > 50eV ). A thin layer (several tens of nm) of
tantalum (Ta) is enough to absorb all the slow flux of photoelectrons. By coating a
beryllium electrode with such layer, one can ensure that the flow of electrons gener-
ated by X-rays is fully absorbed and does not leave the electrode. The coated electrode
therefore generates a flow of electrons only originating from gamma radiation, while
the non-coated electrode generates a flux of electrons coming from both X-ray and
gamma-rays. The current measured by the VPD being the difference of the electron
fluxes, the gamma-generated electron flows compensate each other and the collected
current only contains information on the X-ray flux.
Vacuum photodiodes are an interesting alternative to semiconducting diodes through
their ability to separate gamma background from X-ray induced current. The fact that
they are made of metal makes them more resilient to neutron and gamma radiation
than Si detectors. Even though the X-ray sensitivity of VPD is limited both in terms of
energy range (VPD are transparent to photons of hν> 10keV ) and amplitude, VPD
could be of interest for ITER. However, they still exhibit aging effects under high irra-
diation fluxes and their internal efficiency is expected to decrease during the ITER
nuclear phase. [52] In this regard, detectors which allow easy replacement of the



detection volume are better candidates for tokamaks such as ITER and DEMO.

3.2 Gas detectors
Gas-filled detectors are based on the photoionization of a gas by incident radiation

and are widely used in various devices such as particle accelerators, nuclear reac-
tors, tokamaks and in radiobiology research centers. Due to their large amounts of
applications, a variety of different technologies have been developed: proportional
counters [53], Geiger-Muller counters [54], multi-wire proportional chambers [55],
microstrip gas chambers [56], micro-mesh gaseous structure (MICROMEGAS) [57]
or gas electron multiplier (GEM).[58] All these detectors are based on the concept of
the ionization chamber. In this section, the principle of the ionization chamber is
described as well as two detectors derived from it which are of interest in the scope
of X-ray measurement on ITER: the multi-anodes low voltage ionization chamber
(MA-LVIC) and the gas electron multiplier (GEM).

3.2.1 Ionization chambers
The ionization chamber is the most elementary technology of gas detectors. It is

simply made of a gas chamber and two electrodes, in addition to eventual filters which
can been added in order to set an energy threshold to the detector. The transport of a
flux of particles through the gas leads to the ionization of atoms of gas. In the presence
of an electric field between the electrodes, the charges created are transported to the
electrodes: towards the anode for electrons and the cathode for ions.

Figure 3.4 – Schematic representation of an ionization chamber.

Heavy charged particles continuously lose momentum in the gas by ionizing atoms
in the gas in a straight line. Due to their electric charge the straight line is slowly
shifted towards an electrode (the anode for negatively charged ions and the cathode
for positively charged ions). Light charged particles are transported towards the



electrode corresponding to their electric charge and ionize the gas in the process. The
use of ionization chambers in the scope of this thesis is focused on X-ray photons,
charged particles detection is therefore not studied. X-ray photons mostly interact
with the gas through photoionization (see section 4.2), generating an electron and an
ion in the process. Photons are neutral particles and their trajectory is therefore not
affected by the electric field in the chamber.

Figure 3.5 – Pulse size (number of charges collected) as a function of the electric field
in a chamber irradiated by α, β, and X-ray particles. The different regions
of operations of the detector are as follows: recombination region (I),
ionization chamber region (II), proportional region (III), limited propor-
tionality region (IV), Geiger-Müller region (V) and continuous discharge
region (VI). Figure reprinted from [59] with data from [60]

The electric field in the gas chamber affects the amount of charges collected. Under
a given threshold, the transit time is high enough for recombination to take place and
therefore the measured current does not contain all the primary generated charge.
This is the recombination region of figure 3.5. If the electric field allows collection of
all the primary charges but is too weak for electron and ion avalanches, the detector
is in the Ionization chamber regime. In ionization chambers, the amount of charge
collected due to the detection of a particle is directly linked to the energy of said parti-
cle. Stronger electric fields lead to charge multiplication during transit. Primary and



secondary charges are collected, and the amount of current generated is proportional
to both the electric field and the particle energy. This regime is observed in GEM foils
and corresponds to the proportional region of figure 3.5. For a high enough voltage the
secondary ion cloud becomes so massive that it is locally shielding the electric field
and non linear effects appear and the proportionality between energy and current
becomes limited, hence the name of the regime: the limited proportionality region.
With further increase of the voltage, the positive ion cloud increases until it reduces
the electric field below the point at which charge multiplication takes place. As a result
the amount of collected charges is constant for all particle energies. This is the regime
used in Geiger-Müller counters. If the electric field is increased further, continuous
discharges are observed in the gas independently of the impact of particles. This is
the continuous discharge region.
In the scope of X-ray measurement in radiative environment, ionization chambers
have the advantage that the detection volume can be replaced easily and that the
detection does not occur in a solid material with a lattice which can be damaged by
irradiation. The simplicity of the ionization chamber design therefore grants it a fairly
high resilience to radiation. That resilience can be improved by decrease the inter-
electrodes distance, thus diminishing the required voltage to reach the ionization
chamber regime. This allows the detection volume to be divided into many pixels as
depicted in figure 3.6, improving the spatial resolution of the system. Such detectors
are called Low Voltage Ionization Chambers and have been investigated for X-ray mea-
surement on ITER. [23, 24, 61] The downsides of the LVIC reside on the low amount
of charge collected which limits the operation of the detector to current mode. As
a result it is not possible to extract information on the energy of the measurement
photon and energy discrimination can therefore not be performed with LVIC.

Figure 3.6 – Schematic representation of two pixels of a LVIC.



3.2.2 Multi-anodes Low Voltage Ionization Chamber
In the scope of this thesis, the possibility of spectral deconvolution using LVIC has

been studied. However the LVIC as presented in the previous section does not allow
such feature. A modification of the detector design is therefore mandatory in order to
extract information on the energy distribution of the incident X-ray flux. [62] proposes
a modulation of gas detectors in order to allow energy discrimination. The principle is
based on the fact that the penetration of photons in gas increases with their energy,
i.e. high energy photons go further in the detector. This can be observed for argon
and xenon on figure 3.7.
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Figure 3.7 – Mean free path as a function of energy for photons in argon and xenon at
T = 300K and P = 1bar . Cross-sections data was extracted from the NIST
XCOM database [63].

This approach can be used for the LVIC by splitting the anode into several smaller
anodes, thus dividing the detection volume into sub-chambers. Such detectors will be
referred to as Multi-Anodes Low Voltage Ionization Chambers (MA-LVIC). The sub-
chambers consist of the volume between the corresponding anode and the cathode,
as depicted on figure 3.8. In order to simplify visualization and modelling the MA-LVIC
is represented as a classic ionization chamber (as opposed to the representation of
the LVIC from figure 3.6) with an additional anode in the scope of this work.
In this thesis, the sub-chambers are numbered as they are encountered by the photons
while progressing inside the detection volume: the first sub-chamber will be the first
volume of gas penetrated by the X-ray flux, and so on. The spectral response of the



i-th sub-chamber is therefore expressed as:

ηi (hν) = T (hν) · Ai (hν) ·
i−1∏
k=1

(1− Ak (hν)) (3.1)

where hν is the photon energy, T is the coefficient of transmission through the filter,
and Ai is the coefficient of absorption in the i-th subchamber.

Figure 3.8 – Schematic representation of a MA-LVIC with two anodes.

The idea underlying behind this detector is the fact that as low energy photons
are absorbed in the first sub-chamber, the photon flux entering the second sub-
chamber is shifted towards higher energies. Therefore the spectral response of the
sub-chambers are shifted towards higher energies as well. The current measured by
each sub-chamber can be deconvoluted in order to give spectral information on the
incoming X-ray flux.
If all the sub-chambers have the same depth (i.e. the anodes have the same length),
then ηi+1(hν) < ηi (hν) as (1− Ai (hν)) < 1. The lower limit of the range of detection is
indeed shifted towards higher energies but the spectral response of the sub-chambers
decreases, leading to a smaller amount of collected charges. Increasing sub-chambers
lengths can lead to an improvement of the high energy spectral response from a sub-
chamber to the next. Using properly scaled anode sizes can therefore combine the
shift of the lower energy threshold to an increase of the detection probability at high
energy, as shown in figure 3.9.
Thanks to the different spectral response of each sub-chamber, the currents collected
by each anode can be used to deconvolute the photon spectrum. In these conditions,
spectral deconvolution is an ill-posed inversion problem as it aims at reconstructing
a continuous spectrum from a finite amount of measurements. A method for its
resolution is presented in section 8.1.
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3.2.3 Gas Electron Multipliers

Figure 3.10 – Schematic representation of a GEM detector with one GEM foil.



Gas Electron Multipliers (GEM) have been developed in the late nineteen nineties
at CERN [58]. It combines the regions II and III of figure 3.5: primary charges are
generated in a first part of the detector (the drift chamber) and transported through
one or more multiplication stages, referred to as GEM foils, before being collected on
an anode. The amount of charge collected is proportional to the energy of the incident
photon. Spatial discrimination can be achieved through pixelization the anode plan
into an array or a 2D matrix, as displayed on figure 3.10.
The GEM foil is a copper-clad micro-perforated kapton foil which is several tens of
microns wide. Conical micro-holes, of dimensions close to the foil width, allow the
passage of electrons through the foil. A high voltage applied between the copper layers
of the foil creates a strong electric field in the holes, leading to electrons avalanching
as they pass through.
The most widespread version of the GEM is the triple GEM which contains three
GEM foils. The cloud of electrons is therefore multiplied successively, allowing the
collection of a large amount of charges. The electric field in the GEM holes is of the
order of EGE M ≈ 50−100kV · cm−1. A voltage of several hundreds volts is required for
such an electric field. In the regions of drift and/or conversion, the electric field should
only be high enough to transport the electrons to the anodes without recombination
(region II of figure 3.5) and a couple kV · cm−1 is enough.
Noble gases such as argon offer a good spectral response in the SXR region but are
limited when it comes to electron avalanching. The addition of a quenching gas such
as CO2 is necessary for the noble gas-filled GEM in order to obtain sufficient charge
multiplication. In such conditions and with proper electronics, the triple GEM the
amount of collected charge and the acquisition speed of the detector are high enough
to work in photon-counting mode with a discrimination on the photon energy. More
detailed descriptions of the triple GEM can be found in [58, 64–66].

3.2.4 X-rays detectors for ITER nuclear phase
This section sums up the overview of the different detectors available for X-ray mea-

surement by comparing them in the scope of using them on ITER during its nuclear
phase.
The most widespread X-ray detectors on tokamaks are semiconductor diodes. They
benefit from a simple design and are easy to operate, without requiring high voltage.
However semiconductor photodiodes have a slow time response which limits them to
current mode, thus energy discrimination cannot be performed with semiconductor
photodiodes. Their sensitivity to X-ray photons is fairly low and limited to the SXR
range. In highly radiative environments, the aging of p-n and p-i-n junctions is prob-
lematic and their detection properties (sensitivity, response time, dark current, ...)
change with time under irradiation.
Vacuum photodiodes can be considered as a more radiation-resilient version of semi-
conductor diodes. However, they also exhibit a low sensitivity and slow time response
and therefore do not give any information on the energy distribution of the incoming



flux. Their size limits the spatial resolution of the detection system.
Gas detectors are a promising alternative to photodiodes radiation-wise. Their re-
newable detection volume means that only the solid components of the detector
(chamber, electrodes, GEM foils) will be subject to aging. The sensitivity, gain and
time response of the detector will not be affected by their radiative environment. In
this regard, LVIC and MA-LVIC are more interesting in the fact that several tens of volts
are enough for photon detection [23] and therefore the amplificators can be located
several tens of meters away from the detector. On the other side, GEM detectors re-
quire several hundreds of volts which means that the amplificators have to be located
less than ten meters away from the GEM. Polycapillary optics could be considered in
order to carry the X-ray flux to the detector, allowing the detector itself to be removed
from the vicinity of the plasma. [67, 68] This option is only stated for informative
purposes and has not been studied in the context of this thesis. In comparison with
photodiodes, gas detectors exhibit a high sensitivity to X-ray photons. That sensitivity
can be tuned through the pressure and dimensions of the detector. However, the
handling of the gas adds a complexity which is not present with semiconductors. The
LVIC is the most simple gas detector considered for ITER X-ray measurement but
does not allow photon counting mode (due to the low amount of collected charges)
nor energy discrimination. However the MA-LVIC, although it does not allow photon
counting, can deconvolute the incident X-ray spectrum when coupled to the adequate
inversion method. [69] Both the GEM, the LVIC and the MA-LVIC have demonstrated
their tomographic capabilities through experiments and/or simulation. [24, 66]
Considering these elements, this thesis will focus on the capabilities of the LVIC on
ITER for spectrally-integrated X-ray measurement and will investigate the possibility
to use the MA-LVIC for spectrally-resolved X-ray measurement on ITER.

3.3 X-ray tomography
Tomography is a technique used for imaging planar fields from a finite amount of

measurements. It allows the reconstruction of the section of objects which cannot
be accessed easily such as body parts, fragile fossils or the local X-ray emissivity in a
tokamak plasma. Tomographic methods are widely used in medicine (e.g. magnetic
resonance imaging [70], X-ray computed tomography [71]), archaeology (synchrotron
X-ray tomographic microscopy [72]), and in tokamaks (e.g. X-rays [39], neutrons). In
this section, a brief overview of tomography is given followed by a description of the
method used for tomography in the scope of this thesis.

3.3.1 Overview
In X-ray tomography, the measurements are line-integrated through a poloidal

cross-section of the tokamak and are given by the Radon transform [73, 74] of the 2D
plasma X-ray emissivity. Tomography aims at inverting this process in order to retrieve



the local emissivity profile from line-integrated measurements. Due to the limited
amount of detectors, this problem does not have a unique solution (as illustrated
on figure 3.11) and inversion of the Radon transform cannot be performed. In the
presence of experimental noise on the measurement, tomographic inversion is an
ill-posed problem with regards to Hadamard’s definition of a well-posed problem [75].

Figure 3.11 – Possible solutions to a tomographic inversion in a 3x3 pixels space with
6 line-integrated measurements in the horizontal and vertical directions.

In order to compute the plasma X-ray emissivity profile from line-integrated mea-
surements, inversion methods limit the solution space through a priori information
and constraints based on physical knowledge of the X-ray emissivity in tokamaks.
Various methods can be considered for such inversions. The most simple is the Abel
inversion [76], which assumes that the plasma emissivity is poloidally symmetric. This
method is not applicable to X-ray tomography on tokamaks as poloidal asymmetries
can occur. More advanced methods such as the Fourier-Bessel [77], the Tikhonov regu-
larization [78], the Minimum Fisher Information (MFI) [79], Bayesian techniques [80–
82] or the Total Variation method [83–86] can be applied to tokamaks. None of these
methods were developed in the scope of this thesis, they are cited for informative
purposes.

3.3.2 Minimum Fisher Information method
The X-ray tomographic inversions presented in this thesis are obtained using the

tomographic algorithm implemented for SXR measurement on the WEST tokamak
which is based on the Minimum Fisher Information method [65, 66]. Tomographic
algorithms aim at finding the emissivity ε which balances best the fitting of the mea-
surement m and of the added constraints which ensure that the solution has a physical
meaning. The fitting of the measurement is described by χ2:

χ2(ε) =t (m − f (ε)) · (m − f (ε)) (3.2)

where t A is the transpose of matrix A and f is the mathematical function converting
the 2D X-ray emissivity into line-integrated measurement. The additional constraints
are added through the so-called regularization of the system [87], the regularization



term is called R(ε). The solution is given by:

ε0 = ar g min
ε

(χ2(ε)+λR(ε)) (3.3)

where λ is the regularization parameter which is determined by the user. Different
methods for λ determination can be found in [31, 88, 89]. The MFI method regularizes
the system by minimising the Fisher information, which describes the amount of
information carried by the emissivity and is given by:

IF (ε) =
∫

1

ε(r )

(
dε(r )

dr

)2

dr (3.4)

With such regularization, the solution of equation 3.3 is given by:

ε0 =
(t F F +λ ·ε0 ·t ∇·W ·∇ ·ε0

)−1 ·t F ·m (3.5)

where F is the matrix corresponding to the f function of equation 3.2, ∇ is a discrete
approximation of the gradient, W = di ag (1/mi n(ε0,εmi n)) is the ponderation matrix.
The ponderation imposes a gradient smoothness which decreases with the emissivity:
the smoothing constraint is high in the regions where the emissivity is low (the plasma
edge in our case) but decreases in high emissivity regions (e.g the plasma core). It
can be noticied in equation 3.5 that the solution computation of ε0 requires its prior
knowledge. Iterative algorithms are used to get around that problem: the W (k) matrix
used to compute the emissivity in the k-th iteration ε(k)

0 is calculated from the emissiv-

ity obtained in the previous iteration ε(k−1)
0 . Iterations stop when convergence of ε(k)

0
is reached.
Additional regularization is added by considering that the plasma emissivity gradi-
ents is higher in the radial direction than in the poloidal direction. It is achieved by
separating the regularization term:

t∇·W ·∇ =σ ·t ∇r ·W ·∇r + (1−σ) ·t ∇θ ·W ·∇θ (3.6)

where 0 ≤σ≤ 1 is the anisotropic parameter. With a lowσ the gradients in the poloidal
direction are more constrained than the gradients in the radial direction, leading to
poloidally-symmetrical emissivities being favoured by the algorithm. The solution of
the inversion problem is therefore given by:

ε0 =
(t F F +λ ·ε0 · (σ ·t ∇r ·W ·∇r + (1−σ) ·t ∇θ ·W ·∇θ) ·ε0

)−1 ·t F ·m (3.7)

3.4 Accuracy of the X-ray emissivity calculation tool
In this section, the experimental data from the Asdex Upgrade shot #32773 is used

in order to estimate the accuracy of the X-ray emissivity calculation without transport



presented in section 2.4.2. In order to do so, the experimental radial profiles of ne and
Te are used to compute the X-ray emissivity. nW is considered homothetic to the elec-
tron density with a concentration chosen as cW = 10−4 which is the expected tungsten
concentration. The obtained X-ray emissivity is convoluted by the spectral response
of the soft X-ray detectors on Asdex Upgrade and integrated over the detection range
in order to compute the simulated measurement. The simulated and experimental
measurements are then compared in order to assess the quality of the X-ray emissivity
calculation.
Asdex Upgrade uses silicon photodiodes with a beryllium window of 75µm. Their
spectral response is displayed on figure 3.12. The detection range of the detector is
approximately soft x-ray range: photons with hν< 1keV are absorbed in the beryllium
window and those with hν> 20keV have a low probability of being detected.

Figure 3.12 – Transmission through the beryllium window (TBe ), absorption in the
photodiode (Adi ode ) and spectral response (η) of AUG photodiodes with
75µm of beryllium window.

The electron density and temperature radial profiles are shown on figure 3.13. The
SXR emissivity measured by the detector, both simulated and experimental, are dis-
played on figure 3.14. A clear agreement between both plots is observed. The different
structures of the emissivity are well reproduced in the simulation, especially for r/a
< 0.4. The only exception is the core emissivity for 2.8s < t < 3s, which is heavily
underestimated in the simulation. A possible reason for this underestimation is a
tungsten accumulation in the core, which cannot be seen with the hypothesis that nW

is homothetic to ne . However, the simulation gives an very precise emissivity overall
and the simulatioon tool can therefore be considered accurate. Furthermore, it has
been shown in [31] that the estimation of the emissivity without considering transport
yields more accurate results with increasing temperature. As a result this simulation
tool is expected to be more precise on ITER.



Figure 3.13 – Left: electron density as a function of time and normalised radius for
AUG shot #32773. Right: electron temperature as a function of time and
normalised radius for AUG shot #32773.

Figure 3.14 – Left: simulated SXR emissivity measured by the detector as a function of
time and normalised radius for AUG shot #32773. Right: experimental
ed SXR emissivity measured by the detector as a function of time and
normalised radius for AUG shot #32773.



4 Simulation of a Low Voltage
Ionization Chamber on ITER
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This chapter presents a synthetic diagnostic tool used to simulate X-ray detection
with a Low Voltage Ionization Chamber which has been developed in the scope of
this thesis. The integration of the emissivity over the detector lines-of-sight in order
to compute the incoming photon flux is presented. The interaction between X-ray
photons and matter as well as its application to the detector are described. Two
different computational approaches are discussed and compared: a Monte Carlo and
Markov chain.

4.1 Line-integration of the emissivity
The volume of plasma seen by a detector depends on the geometry of the detector

itself and of the pinhole, which limits the dimension of the volume of detection.



Computing an exact estimation of the photon flux impacting the chamber in such
a configuration can lead to quite complex calculations. Without any geometrical
assumption, the solid angle of the detector as seen from the plasma through the
pinhole must be convoluted by the emissivity and integrated over the whole volume of
detection for each X-ray camera. Such calculations can be quite complex and require
a significant amount of computing power. In this section, a simplified method based
on standard assumptions for tomography in tokamak plasmas is presented. It has not
been developed in the scope of this thesis and is presented as a tool. The interested
reader can find more exhaustive calculations in [90].

Figure 4.1 – 3D layout of a detector-aperture system in the case of rectangle detector
and apertures.

In the system depicted in figure 4.1, R denotes the distance between the elementary

plasma volume and the aperture, L is the aperture-detector distance and Se f f
D is the

effective surface of the detector as seen by the plasma volume through the aperture.
In this configuration, the photon flux emitted from the elementary volume dVP that
will reach the detector is given by:

dφ= ε ·dVP · Ω
4π

= ε ·dVP · Se f f
D

4π(R +L)2
(4.1)

where ε is the volumic emissivity in elementary volume dVP ,Ω is the solid angle of

the detector as seen by dVP through the aperture and Se f f
D is the effective (orthogonal

to the flux direction) surface of the detector as seen by dVP through the aperture.
Integration of equation 4.1 over the whole plasma volume gives:

φ=
∫

VP

dφ=
∫

VP

ε · Se f f
D

4πR2
·dVP (4.2)



4.1.1 Simplified representation of a detector-aperture system
The first simplification consists of considering that the variation in the plasma emis-

sivity occurs over a distance which is greater than the dimensions of the cross-section
of the detection volume. This means that the emissivity can be considered constant
over said cross-section and only depends on the distance between the aperture and
the plasma volume. This simplification is similar to considering that the measurement
is only integrated over a line-of-sight, and is commonly referred to as the line-of-sight
approximation. [91]. As a result, the integral of equation 4.2 can be split:

φ=
∫

r

∫
SP

ε · Se f f
D

4πR2
·dSP ·dr =

∫
r
ε

∫
SP

Se f f
D

4πR2
·dSP ·dr =

∫
r
ε ·E dr (4.3)

where E = ∫
SP

S
e f f
D

4πR2 ·dSP is the geometrical etendue of the system which takes into
account the solid angleΩ. In the case of detectors with a low toroidal expansion eT

the computation of φ becomes a two-dimensional problem as depicted in figure 4.2.

Figure 4.2 – 2D layout of a detector-aperture system in a poloidal section of the
plasma.

The quantities represented in figure 4.2 are the following:
— r is the distance between the elementary plasma volume and the aperture



— dr is the width of the elementary plasma volume in the radial direction
— L is the detector-aperture distance
— l A and lD are respectively the width of the aperture and of the detector

— l e f f
A and l e f f

D are respectively the effective width of the aperture and of the
detector

— f1 and f2 are the focal lengths of the detector-aperture system
— lp,1 and lp,2 are the effective widths of the plasma region contributing to the flux

impacting the detector for a given r
— θ, θA and θD are respectively the angle of the cone of detection, the aperture,

and the detector with the detector-aperture axis
The application of the Thales theorem to the red and blue lines of figure 4.2 lead to a
four equations linear system:

lp,1

r− f2
= l

e f f
D

L+ f2
= lD cos(θD )

L+ f2

lp,1

r− f2
= l

e f f
A
f2

= l Acos(θA)
f2

lp,2

r+ f1
= l

e f f
D

L− f1
= lD cos(θD )

L− f1

lp,2

r+ f1
= l

e f f
A
f1

= l Acos(θA)
f1

(4.4)

In the case where the plasma is further away from the aperture than the second focal
point of the detector-aperture system (r > f2), the system of equations 4.4 can be
solved for lp,1 and lp,2:{

lp,1 = r
L · (lD cos(θD )+ l Acos(θA))+ l Acos(θA)

lp,2 = r
L · (lD cos(θD )− l Acos(θA))− l Acos(θA)

(4.5)

Most tomographic detection systems are scaled in such a way that the aperture can
be approximated by a point, this is the point-like pinhole approximation. In such a
configuration l A ¿ lD and therefore equation 4.5 becomes lp,1 ≈ lp,1 ≈ lD cos(θD ) ·r /L.
The scaling of the detection system usually implies that θ is small enough to assume
that the solid angleΩ is constant over the cross-section SP (r ) = lD cos(θD ) · lT · (r /L)2,
where lT is the toroidal extension of the system. Substituting in equation 4.1 gives:

dφ= ε ·dr · lD cos(θD ) · lT · r 2

L2
· l A · cos(θA) · lT

4πr 2
= ε · lD cos(θD )l Acos(θA)l 2

T

4πL2
·dr (4.6)

In equation 4.6, ε is the only variable depending on r . The etendue is therefore
conserved. [92] This is explained by the facts that the increase of the section Sp (r )
contributing to the flux is compensated by the decrease in the solid angle of the
detector as seen by the plasma through the apertureΩ(r ). The geometrical etendue of
the system is given by:

E = lD cos(θD ) · l Acos(θA)) · l 2
T

4π ·L2
(4.7)



The total photon flux impacting the detector is:

φ= E
∫

r
ε(r )dr (4.8)

Equation 4.8 highlights the validity of the line-integration term is the scope of X-ray
tomography.

4.1.2 Pixelization of the plasma
The Minimum Fisher regularization tomographic method presented in 3.3.2 works

in a discrete space. The ITER emissivity scenario data (see section 2.4.1) is also spatially
discrete. The poloidal cross-section of the plasma is therefore divided into Nx ·Ny

square pixels, as depicted on figure 4.3. The flux seen by the detector is given by:

φ= E
Nx∑
i=1

Ny∑
j=1

ε(i , j ) ·Li j (4.9)

where E is the geometrical etendue of the aperture-detector system, ε(i , j ) is the
emissivity in the pixel with coordinates (i , j ), and Li j is the length of the line-of-sight
in the pixel with coordinates (i , j ) as shown on figure 4.3.

Figure 4.3 – Sketch of a discretized poloidal cross-section of a tokamak.

4.2 Interaction between X-ray photons and matter
Photons are electromagnetic radiation travelling at the speed of light. They do not

possess mass nor electric charge. For this reason, they are not subject to Coulomb



interactions in matter and have therefore a much higher penetration potential than
charged particles. In this section, the different interactions between photons and
atoms are presented and the interest of modelling them in the synthetic diagnostic
tool is discussed.

4.2.1 Absorption processes
4.2.1.1 Photoelectric effect

Figure 4.4 – Different stages of the photoionization process: (a) absorption of the
incoming photon and ionization of the electron, (b) excited ion, (c) de-
excitation through X-ray fluorescence, (d) de-excitation through Auger
electron emission

When a photon of energy hν impacts an atom, it can transfer all its energy to an
electron. The photon is absorbed by the electron which is ionized in the process. The
kinetic energy of the ionized electron is Eki n = hν−EB where EB is the binding energy
of the electron to the nucleus. Photo-ionization therefore has an energy threshold:
hν≥ EB . The nucleus is therefore in an excited state, and de-excitation occurs through
one of two following processes: Auger electron emission and X-ray fluorescence. The
Auger electron consists of the emission of an electron with the residual energy of the
ion coupled to an electron of a higher level filling the vacancy left by the photoionized
electron. X-ray fluorescence occurs when an electron of an atom of an inner orbit is
emitted. The X-ray photon must therefore have an energy higher than the bounding
energy of the inner layer. De-excitation then occurs by spontaneous emission: an
electron from a higher orbit fills the vacancy and a X-ray photon is emitted in the
process. The emitted photon has the energy of the transition between the two orbits.
Atoms have low cross-sections at their transition energies and therefore the emitted



photon is likely to exit the detection volume without interaction. A part of the energy
of the incident photon is not seen by the detector, and as a result photon counting
detectors observe a so-called escape peak at hν−EB in the measured spectrum.
In argon, X-ray fluorescence takes place for hν > 3.2keV with a probability of 14%.
The energy of the emitted photon is 2.9 keV. [93] Xenon X-ray fluorescence takes place
for hν> 34.5keV with a probability of 88.9%. [94] The energy of the emitted photon is
29.46 keV.

4.2.1.2 Photonuclear reaction

At very high energy (hν> 10MeV ), photons can be absorbed by the nucleus of the
atom. Such interaction is often labelled photodisintegration. Several nucleons are
emitted in the process through atomic reactions (e.g. (γ,n), (γ, p)). The nucleus is
then in an excited state, and usually radioactive, and de-excitation occurs by γ-ray
emission.

Figure 4.5 – Different stages of photon disintegration: (a) absorption of the photon
by the nucleus, (b) emission of a nucleon, (c) de-excitation through γ-ray
emission.

4.2.2 Inelastic scattering: Compton effect
Compton scattering is the interaction between a photon and an electron from an

outer layer. The photon of energy hν transfers a part of its energy to the electron and
ionises it. The photon is deviated and its energy has decreased to hν′ < hν. The energy
transferred to the electron is Eki n = hν−hν′−EB where EB is the binding energy of
the electron. The energy transferred to the electron depends on the photon energy
and the angle at which the electron is ejected. Compton effect becomes significant
from around 50 keV, but at these energies a very small fraction of the photon energy is
transferred to the electron.



Figure 4.6 – Different stages of Compton scattering: (a) collision between the incident
photon and an electron, (b) the electron is ionized and the photon is
deviated.

4.2.3 Elastic scattering processes
Elastic scattering is an interaction between photons and electrons without any

energy lost by the photon. Two different processes are differentiated: the Thompson
scattering and the Rayleigh scattering (or coherent scattering). The Thomson scat-
tering consists of the absorption of a photon of energy hν by an electron. Due to the
extra energy, the electron enters a forced oscillation regime until a photon of energy
hν is emitted. The energy of the photon is conserved but not its direction.

Figure 4.7 – Different stages of Thomson scattering: (a) absorption of the photon by
the electron, (b) forced oscillation of the electron, (c) emission of a photon
of same energy and different direction.

Rayleigh scattering is similar to Thomson scattering with the exception that the
photon interacts with the whole electron cloud of the atom. All the electrons are
subject to in phase oscillation before the emission of the second photon, which also
has the same energy than the incident photon but a different direction.



Figure 4.8 – Different stages of Rayleigh scattering: (a) absorption of the photon by
the electron cloud, (b) in phase oscillations of the electrons, (c) emission
of a photon of same energy and different direction.

4.2.4 Pair production
If a high energy photon is near an atomic nucleus, its energy can be converted

into an electron-positron pair: hν→ e−+ e+. This reaction needs to happen in the
vicinity of a nucleus in order to conserve both the energy and momentum. In the
case of photon with very high energies, it is possible to use an electron for energy and
momentum conservation. The created positron quickly loses energy and eventually
annihilates itself with an electron, leading to the emission of 2 photons of 511 keV in
opposite directions.

Figure 4.9 – Different stages of pair production: (a) conversion of the photon into an
electron-positron pair, (b) annihilation of the positron with an electron.



4.2.5 Relative importance of the different processes
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Figure 4.10 – Contribution of the different atomic processes to the total cross-section
of argon (left) and xenon (right). The upper limit of the energy range (100
keV) considered on ITER in the scope of this thesis is indicated by a red
vertical line.

The contribution of each atomic interaction to the cross-section is displayed in
figure 4.10 for argon and xenon. In the energy range of interest for X-ray measurement
on ITER ([1, 100] keV), the photoelectric effect is the dominant interaction between
photons and atoms. At low energy, coherent scattering is the second interaction in
terms of contribution. However, coherent scattering doesn’t lead to charge creation
nor photon energy loss and therefore does not affect the measurement. The Compton
effect has a contribution which increases up to 100 keV, and becomes comparable to
photoelectric effect in the case of argon. In the case of xenon, Compton scattering is
more than ten times weaker than photoelectric effect. The fact that there is creation of
charge through ionization of an electron makes this effect interesting modelling-wise.
However, the amount of charge generated per Compton reaction is low and therefore
the effect of this interaction on measurement should be limited, especially in the case
of xenon. Pair productions have an energy threshold which is higher than 1 MeV and
there is therefore no need to incorporate such interaction in the synthetic diagnostic
model. As a result the synthetic diagnostic tool presented in section 4.3 computes
the charges generated by photoelectric effect only. In the case of argon, Compton
effect might lead to a non-negligible generation of charges in the gas and it would be
interesting to model it in future work.



4.3 Synthetic diagnostic
In this section the architecture of the synthetic diagnostic tool is presented and two

methods of simulation, one based on a Monte Carlo approach and on based on matrix
calculations, are compared.

4.3.1 Computation of the different physical processes
The detection of photons in a LVIC can be divided into three main stages: transmis-

sion through the filter, ionization of the gas, and charge generation and collection.

4.3.1.1 Transmission through the filter
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Figure 4.11 – Left: Total cross-sections of the different elements considered as filters.
Right: Transmission ratio of different monoelement filters.

In the filter, the photon is subject to all the interactions described in section 4.2.
However, the transmission coefficient does not account for the relative importance
of each interaction but simply conveys information of the probability to go through
the filter without interaction. Therefore, its computation only requires the total cross-
section of each element in the filter. The most common filter for X-ray detectors is
beryllium, but additional elements such as Mylar, aluminium, air or helium can be
found in between a X-ray source and the detector. During tests in laboratory, the X-ray
flux often goes through air and aluminium plates before detection. Mylar is a common
material for the cathode which can be placed in the front end of the detector (e.g.
GEM detectors) and therefore acts as a filter for the X-ray flux.



The probability of transmission of a photon of energy hν through a mono-element
filter is given by:

T (hν) = exp(−dm ·σtot (hν) · l ·10−28) (4.10)

where dm is the density of the material in atm ·m−3, σtot (hν) the total cross section at
energy hν in b ·atm−1 and l the width of the filter in m. For solid filters the probability
of transmission depends only on the width of the filter and in the case of gases, the
pressure as well as the width affect the transmission coefficient.

4.3.1.2 Ionization of the gas

As seen in section 4.2.5, the photoelectric effect is the main contributor to photon-
gas interactions and therefore to charge generation. As a result, other interactions
are neglected and the photoelectric effect cross-sections are used to calculate the
detection probability.
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Figure 4.12 – Photoelectric absorption ration for argon (left) and xenon (right) gas
detectors with different design parameter.

The probability of photoelectric effect of a photon of energy hν is given by:

A(hν) = 1−exp(−dg ·σph(hν) · l ·10−28) (4.11)

where dg is the density of the gas in atm ·m−3, σpe (hν) the photoelectric effect cross
section at energy hν in b ·atm−1 and l the length of the detector in m.
This probability depends both on the length and the pressure of the gas detector, such
that the design parameter which defines the sensitivity of the detector is the product
of the length and the pressure. For example, a LVIC with a depth of 10 mm filled with
argon at 1 bar will have the same spectral response as an argon-filled LVIC with a
depth of 5 mm and 2 bar of gas pressure.
The photoelectric absorption ratio in argon and xenon for different values of the
length pressure product is displayed in figure 4.12. It can be noticed that as the length
pressure product of the detector increases, so does its sensitivity to photons and



therefore its detection range. Xenon exhibits a significantly higher photon sensitivity
than argon and its detection range is much wider as well.

4.3.1.3 Charge generation and collection

When a X-ray photon of energy hν is absorbed by photoelectric effect, it leads to
the creation of a primary electron cloud of size N given by:

N = hν−EB

W
(4.12)

where EB is the binding energy of the electron to the nucleus and W is the mean
ionization energy of the gas. The mean ionization energy is 26 eV for argon [95] and 21
eV for xenon [96]. If the de-excitation of the ion occurs by Auger electron emission,
the electron cloud becomes N = hν/W . In the case of X-ray fluorescence, absorption
of the emitted photon is neglected and no additional charges are collected.
The size of the primary electron cloud is subject to a statistical fluctuation σN with:

σ2
N

< N >2
= F

< N > (4.13)

where < N > is the average size of the primary electron cloud and F is the so-called
Fano factor [97]. The Fano factor is 0.23 for argon [98] and 0.29 for xenon [99].
Charge collection covers the transport of electrons and ions from the gas to the elec-
trodes. In the scope of modelling the detection in a LVIC, it is assumed that the electric
field applied to the chamber is high enough so that:

— electron absorption and ion neutralization in the gas can be neglected, i.e. all
the charge is collected on the electrodes [100]

— the effect of the charge of the transiting ions and electrons on the electric field is
negligible [100]

The effect of electric arcs and electron avalanches can be neglected thanks to the
inherently low voltage of LVIC.

4.3.2 Monte Carlo-based synthetic diagnostic
A Monte Carlo approach can be used to simulate the detection process of a LVIC. [101]

It relies on the individual simulation of each incident photon. Provided that enough
statistics are provided (enough photons are simulated), Monte Carlo methods are
very reliable and allow the simulation of complex problems in fields such as physics,
systems engineering or finance.



Figure 4.13 – Architecture of the Monte Carlo-based synthetic diagnostic. T f i l ter (hν)
denotes the transmission ratio through the filter for a photon of energy
hν, Ap−e

g as (hν) denotes the photo-electric effect absorption ratio in the
gas for a photon of energy hν, P ( f luor escence) is the probability of
X-ray fluorescence, E f luor escence is the energy of the emitted photon, W
is the mean ionization energy of the gas, and F is the Fano factor of the
gas.

The simulation of a photon is divided in four modules which are based on the



generation of a random number. The Filter, Photoelectric effect and Fluorescence
modules use a random number between 0 and 1 generated from a flat probability
distribution. If the random number is higher than the probability of an event then
this event does not occur. The Fano noise module takes into account the gaussian
statistical fluctuation of the amount of electrons ionized, and the associated random
number is generated with a standard normal distribution.

4.3.3 Matrix-based synthetic diagnostic
In the case when the amount of incident particles is very high, matrix-based ap-

proaches are interesting as their computation time doesn’t depend on the amount of
incident particles. Their implementation is usually more complicated. Similarly as
for the Monte Carlo approach, the synthetic diagnostic is divided into four modules:
filter transmission, gas photo-electric effect, X-ray fluorescence, and charge collection
(which takes the Fano noise into account).
The transmission through the filter is computed through the product of the vector of
the incident flux by the diagonal matrix of the filter transmission ratio:

φ f =


φ f (hν1)

.

.
φ f (hνn)

=


T f (hν1) 0 0

0 .
. 0

0 0 T f (hνn)



φ(hν1)

.

.
φ(hνn)

= M f ·φ (4.14)

where φ f is the vector of the photon flux transmitted through the filter, T f is the
transmittion ratio through the filter, M f = di ag (T f ) is the matrix associated to filter
transmission, and φ is the incident photon flux.
Photo-electric effect in the gas is simulated in a similar way as filter transmission:

φa =


Ape (hν1) 0 0

0 .
. 0

0 0 Ape (hνn)



φ f (hν1)

.

.
φ f (hνn)

= MA ·φ f (4.15)

where φa is the vector of the photon flux absorbed in the chamber by photo-electric
effect, Ape is the photo-electric absorption ratio in the gas, Ma = di ag (Ape ) is the
matrix associated to photo-electric absorption in the gas, and φ f is the filtered photon
flux. X-ray fluorescence is computed by the following matrix multiplication:

φX =



1 0 0
0 .

1
P (X ) 0 1−P (X )

. . 0
0 P (X ) 0 1−P (X )





φa(hν1)
.
.
.
.

φa(hνn)

= MX ·φa (4.16)



where φX is the measured photon flux taking X-ray fluorescence into account, P (X )
is the probability of de-excitation through X-ray fluorescence and MX is the matrix
describing the effect of X-ray fluorescence on the photon flux. The upper left part
of the matrix corresponds to the energy range where hν < hνthr eshol d , where the
energy of the photon is not high enough for X-ray fluorescence to take place. The
1−P (X ) factor corresponds to the part of the photon population which does not lead
to X-ray fluorescence: all the photon energy is measured by the detector. The P (X )
factor corresponds to the photon population which leads to X-ray fluorescence in the
gas: the measured energy is hν−hνthr eshol d . The energy bin in which this photon
population is added corresponds to the bin which is closest to hν−hν f luor escence .
Due to the discretization of the energy space, the difference between the energy bins is
not exactly equal to hν f luor escence and the matrix approach introduces uncertainties
when considering the X-ray fluorescence.
The charge collection module takes the Fano noise into account. A monoenergetic
flux φ of photons of energy hν leads to the following distribution in the amount of
collected electrons:

N (k) =
∫ k

k−1

1p
2π ·N0 ·F

exp

(
−1

2

(
x −N0p

N0 ·F

)2)
d x (4.17)

with N (k) is the amount of photons leading to the collection of k electrons, N0 = hν/W
is the average number of ionized electrons, and F is the Fano factor of the gas. This
can be described using the MC matrix given by:

MC (i , j ) =
∫ j

j−1

1√
2π · hνi

W ·F
exp

−1

2

 x − hνi
W√

hνi
W ·F


2d x (4.18)

where i is the number of the energy bin, hνi the associated energy, j is the number
of ionized electrons, W is the mean ionization energy of the gas and F is the Fano
factor of the gas. The computation of the MC matrix is time consuming. As it only
depends on the gas, the matrix can be stored in a separate file and loaded during each
simulation. The total collected charge can then be computed:

Ctot = e · ( 1 . . n
)


N (1)
.
.

N (n)

= MC ·φX (4.19)

where e is the elementary charge of an electron. The calculation performed with the
matrix approach is therefore:

Ctot = e ·MC ·MX ·MA ·M f ·φ (4.20)



where Ctot is the total amount of charge collected. The measured current is given by:

I = Ctot

t
(4.21)

where t is the duration over which the flux φ has impacted the detector.

4.3.4 Comparison of the two methods
The detection of a monoenergetic photon flux of 106 photons of energy hν= 5keV

is simulated with both methods. The detector used in this study is an argon-filled
LVIC of 50mm ·amt−1 with a beryllium filter of 200µm. The input flux and the flux
transmitted through the filter are shown on figure 4.14. The equivalence of both
methods for filter transmission can be clearly observed on the right part of the figure.
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Figure 4.14 – Comparison of the monte carlo and matrix-based synthetic diagnostics.
Left: Photon flux incoming on the detectors. Right: Flux transmitted
through 200µm of beryllium.

The photons measured by the detector are plotted on the left part of figure 4.15.
It includes the energy lost by X-ray fluorescence: if an atom de-excitates through
X-ray fluorescence then the measured energy of the corresponding photon is hν−hνX

where hν is the photon energy and hνX is the energy of the fluorescence photon. Both
method yield the same result in terms of measured photons and X-ray fluorescence.
When it comes to the collected charge, the two methods give slightly different results.
We can indeed observe the main peak and the escape peak slightly shifted between
the two simulations. The amplitude and width of each peak is not affected by the
simulation method. In the case of a LVIC, which works in current mode, it is the total
collected charge which is measured. In this regard the monte carlo approach leads
to the collection of 7.64 ·106 electrons, compared to the 7.67 ·106 electrons collected
through the matrix method. The difference between these results is lower than 0.5%.
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Figure 4.15 – Comparison of the monte carlo and matrix-based synthetic diagnostics.
Left: Spectrum measured by the detector, taking X-ray fluorescence into
account. Right: Distribution of the charge generated by each photon.

A study of the simulation time as a function of the number of incident particles
is performed and the results are displayed on figure 4.16. For low amounts of inci-
dent particles (Npar ti cles < 104), the simulation time of both methods is constant.
In this region, the monte carlo method is around ten times faster than the matrix
approach. From Npar ti cles ≈ 104, the simulation time of the monte carlo method
increases linearly with Npar ti cles . The time of simulation for both methods is equal
for Npar ti cles ≈ 105, and for very high amounts of particles the matrix approach can
be several orders of magnitude faster than the monte carlo approach.
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Figure 4.16 – Simulation time as a function of the amount of particles simulated for
the matrix and monte carlo-based synthetic diagnostic tools.



In the ITER high power D-T scenario presented in section 2.4.1, the order of magni-
tude of the photon flux impinging the detectors looking at the plasma is 1011 ph · s−1.
Therefore the use of the monte carlo approach cannot be considered for ITER detec-
tion modelling and the matrix-based synthetic diagnostic is used in the scope of this
thesis.



5 X-ray tomography on ITER
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5.1 ITER radial X-ray cameras

Figure 5.1 – Left: ITER radial X-ray cameras in the EPP 12. Right: EPP 12 with the X-ray
lines-of-sight.

The ITER X-ray measurement system is made of twelve radial cameras, located in the
Equatorial Port Plug (EPP) 12. Six of these cameras are placed before the closure plate



and are therefore in the vacuum vessel. They are referred to as the internal cameras.
The other six cameras are positioned behind the closure plate and are referred to as
the external cameras.
Each camera is divided into 16 lines-of-sight (LoS) for a total of 192 lines-of-sight.
These lines-of-sight cover the entirety of the plasma, as shown on figure 5.2. The
cameras are divided into three sets, displayed with a different color in figure 5.2. The
upper internal cameras (lines-of-sight 1 to 48) which aim at the lower part of the
plasma (in black in figure 5.2), the external cameras (lines-of-sight 49 to 144) which
cover the plasma core (in green in figure 5.2) and the lower internal cameras (lines-of-
sight 145 to 192) which aim at the upper part of the plasma (in blue in figure 5.2).

Figure 5.2 – ITER X-ray lines-of-sight.

The geometrical etendues associated with each line-of-sight are displayed on fig-
ure 5.3. Each camera has been designed with the same detector and aperture surface.
As a result, the differences observed in the geometrical etendue solely come from
the variation of the detector-aperture distance L and from the angle between the
line-of-sight and the aperture. Variations in L explains the difference of etendue from
one camera to another. One can notice that the external cameras (LoS 49-144) as well
as the first upper and the last lower internal cameras (LoS 1-16 and 177-192) have
the longest detector aperture distance, hence their lower geometrical etendues. The
angle between the line-of-sight and the aperture is responsible for the mild semi-
circle shape of the etendue inside a given camera, the central lines-of-sight having the
highest etendue.
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Figure 5.3 – Geometrical etendue for each line-of-sight of the radial X-ray cameras.

5.2 Tomographic capabilities
In this section the tomographic capabilities of the lines-of-sight geometry are stud-

ied. In order to do so, tomographic reconstructions of phantom emissivity profiles
with various shapes are performed without considering the detection process: the line-
integral of the emissivity profile is used as input. The Minimum Fisher Information
tomographic method presented in section 3.3.2 is used for tomographic inversion.

5.2.1 Figures of merit
The quality of reconstruction is assessed through visual inspection as well as two

figures of merit which are the root mean square of the tomographic reconstruction
relative error and the root mean square of the line-integrals reconstruction relative
error:

RMStomo =
√

1
Npi xel s

∑Npi xel s

i=1
(ε(i )−εr ec (i ))2

ε(i )2

RMSl i ne =
√

1
NLoS

∑NLoS
i=1

( f (i )− f r ec (i ))2

f (i )2

(5.1)

where Npi xel s is the amount of geometrical pixels used for reconstruction, ε is the
input emissivity profile, εr ec is the reconstructed emissivity profile, NLoS is the amount
of lines-of-sight, f is the line-integral of the input emissivity profile, and f r ec is the
line-integral of the reconstructed emissivity profile.
RMStomo expresses the quality of reconstruction of the emissivity profile. In the scope



of this thesis, RMStomo is computed over two plasma regions: the plasma core and the
plasma inside the Last Closed Magnetic Surface (LCMS). The plasma core is defined
as the region where Te > 10keV in the emissivity scenario presented in section 2.4.1.
The pixels of both regions are displayed on figure 5.4.

Figure 5.4 – Plasma regions considered in the computation of the figures of merit. The
pixels in the plasma core are displayed in red. The LCMS enclosed region
contains both red and blue pixels.

RMSl i ne expresses the quality of reconstruction of the line-integrals and therefore
how much the tomographic reconstruction is in agreement with the measured data.
During plasma experiments it is the only figure of merit available. A good agreement
in the line-integrals (low RMSl i ne ) coupled to a bad agreement in the emissivities
(high RMStomo) denotes a lack of information which does not allow the tomographic
algorithm to find a better fitting emissivity profile.

5.2.2 Emissivity profiles
Four emissivity profiles are defined in order to assess the tomographic capabilities

of the lines-of-sight configuration presented in section 5.1.



Figure 5.5 – Phantom emissivity profiles used for the assessment of the tomographic
capabilities of a lines-of-sight geometry. Upper left: gaussian profile.
Upper right: hollow profile. Lower left: LFS asymmetry. Lower right: HFS
asymmetry.

The simplest profile has a gaussian shape and exhibits symmetry in all directions. It
is defined as:

εg aussi an(r, z) = exp

(
− (r − rP )2

2( ρ
1.5 )2

− (z − zP )2

2ρ2

)
(5.2)



where rP = 6.353m and zP = 0.6447m are respectively the radial and vertical coor-
dinates of the ITER magnetic axis, and ρ is a parameter defining the width of the
gaussian shape. The parameter ρ was chosen as 1m.
A hollow emissivity profile adds more complexity to the reconstruction while retaining
the symmetry in all directions. It is defined as:

εhol low (r, z) = εg aussi an(r, z)

max(εhol low )
exp

(
− (r − rP )2

( ρ
1.5 )2

− (z − zP )2

ρ2

)
(5.3)

εhol low is normalized to [0,1] by dividing it by its maximal value. The gaussian and
hollow emissivity profiles are displayed on the upper part of figure 5.5.
Radial asymmetries are introduced in two emissivity profiles in order to test the ability
of the lines-of-sight configuration to reconstruct such asymmetries. An emissivity
profile exhibiting an asymmetry in the low field side of the plasma is defined as:

εLF S(r, z) = εhol low (r, z)

max(εLF S)
exp

(
− (r − rP − ρ

1.5 )2

6( ρ
1.5 )2

)
(5.4)

An emissivity profile exhibiting an asymmetry in the high field side of the plasma is
defined as:

εHF S(r, z) = εhol low (r, z)

max(εHF S)
exp

(
− (r − rP + ρ

1.5 )2

6( ρ
1.5 )2

)
(5.5)

Similarly as for the hollow emissivity profile, both asymmetric profiles are normally to
[0,1] and are displayed on the lower part of figure 5.5. These profiles are respectively
referred to as LFS asymmetry and HFS asymmetry.

5.2.3 Tomographic reconstructions
Tomographic reconstruction is performed on the phantom emissivity profiles. The

results are shown in table 5.1, figure 5.6, and figure 5.7.

Gaussian Hollow LFS asymmetry HFS asymmetry
RMScor e

tomo 2.9 ·10−2 4.0 ·10−2 4.25 ·10−1 2.90 ·10−1

RMSLC MS
tomo 3.7 ·10−1 3.7 ·10−1 5.42 9.1 ·10−1

RMSl i ne 4.3 ·10−4 4.9 ·10−4 6.9 ·10−4 2.44 ·10−3

Table 5.1 – Figures of merit for tomographic reconstruction of phantom emissivity
profiles with the radial X-ray cameras.

Visual inspection of the reconstruction of the gaussian emissivity profile shows that
the shape and amplitude of the emissivity is accurately reconstructed (see figure 5.6.
The line-integral seem to be perfectly fitted. Table 5.1 gives a more quantified assess-
ment of the quality of tomographic reconstruction. The different figures of merit seem



quite low, but their use is limited in the absence of a point of comparison. These values
will therefore serve as a benchmark for an accurate tomographic reconstruction.
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Figure 5.6 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configurations
with the ITER radial X-ray cameras. First row: Gaussian emissivity profile.
Second row: Hollow emissivity profile.

It can be noticed that the reconstruction accuracy in the core is much higher than
over the LCMS-enclosed region: RMSLC MS

tomo > 10 · RMScor e
tomo . This is explained by

the fact that tomographic algorithms tend to be more precise at the center of the
reconstruction region. [102]
Similarly as the gaussian profile, the hollow profile exhibits a good visual agreement
between the input and reconstructed emissivity and line-integral profiles. RMScor e

tomo
shows that the accuracy of reconstruction is lower than for the gaussian profile in the
plasma core, but of the same order of magnitude which is satisfactory. The RMSLC MS

tomo
are sensibly equal for both emissivity profiles, and the agreement between the line-
integrated profiles has slightly decreased.
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Figure 5.7 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configurations
with the ITER radial X-ray cameras. First row: LFS asymmetry. Second
row: HFS asymmetry.

It can be seen on figure 5.7 that the reconstruction of the LFS asymmetry profile is
not accurate. Indeed, the shape of the reconstructed emissivity is hollow. However,
there is a good agreement between the input and reconstructed line-integrals of the
emissivity. These observations are corroborated by table 5.1: RMStomo is more than
10 times higher than for the gaussian emissivity profile, both in the core and the
LCMS-enclosed region, while RMSl i ne is of the same order of magnitude for both
emissivity profiles (although higher for the LFS profile).
A similar observation can be made for the HFS asymmetry profile. The reconstructed
emissivity profile exhibits a hollow shape, by the agreement between the input and
reconstructed line-integrals of the emissivity is very good. RMScor e

tomo is ten times
higher than for the gaussian emissivity profile and RMSLC MS

tomo has increased by a factor
3. Quantitative agreement between the line-integrals has decreased however, but with
RMSl i ne < 10−2 it seems to be within a reasonable margin.
It can be noticed that the shape of the line-integrals of the emissivity for the asymmet-
ric profiles is very close to the one obtained with the hollow emissivity profile. This
means that the information gathered by the radial X-ray cameras does not allow the



discrimination of these profiles. Such issues usually arise from a lack of lines-of-sight.
In order to solve this problem we now investigate where extra lines-of-sight can be
added.
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Figure 5.8 – Left: Sinogram of a tomographic system made of three sets of lines-of-
sight. Right: Geometry of the lines-of-sight.

In order to study the fitness of a set of lines-of-sight for tomography, one can use a
sinogram. In the context of the line-of-sight approximation described in section 4.1,
a straight line can be used to characterize the volume of detection. This line can
be parametrised easily in the (p,θ) space of the poloidal cross-section, as shown on
figure 5.8.
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Figure 5.9 – Left: Sinogram of the radial X-ray cameras lines-of-sight. Right: Geometry
of the associated lines-of-sight.



Such parametrisation can be plotted on a so-called sinogram, which is the repre-
sentation of the lines-of-sight in the (p,θ) projection space. Sinograms are powerful
tools to estimate the fitness of a set of lines-of-sight for tomographic reconstruction:
the more coverage of the (p,θ) projection space, the more accurate the tomographic
inversion.
The sinogram of the radial X-ray cameras is displayed in figure 5.9. The lines-of-sight
cover the region of the diagonal from (p = 2,θ = π/4) to (p = −2,θ = 3π/4), but the
rest of the (p,θ) projection space is not covered. The addition of lines-of-sight with θ
centered on 0 ([0,π/4]∪ [3π/4,π]) could increase the tomographic capabilities of the
system. These lines-of-sight would have a direction close to vertical.

5.3 Addition of lines-of-sight: proof of concept
The effect of adding lines-of-sight in terms of tomographic reconstruction is studied.

A set of geometry displaying maximal lines-of-sight overlapping is used to demonstrate
the feasibility of X-ray tomographic reconstruction with adequate lines-of-sight layout.
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Figure 5.10 – Left: Sinogram of the theoretical configuration. Right: Geometry of the
associated lines-of-sight.

The geometry contains the radial lines-of-sight presented in section 5.1 as well as
a set of 101 so-called vertical lines-of-sight. These vertical lines-of-sight cannot be
considered for ITER operation as they do not originate for a diagnostic purpose, and
are therefore purely theoretical. This configuration is referred to as the theoretical
configuration and its sinogram and geometry are displayed in figure 5.10. It can be
noticed that the coverage of the (p,θ) projection space has been greatly improved.



Gaussian Hollow LFS asymmetry HFS asymmetry
RMScor e

tomo 1.9 ·10−2 1.7 ·10−2 5.0 ·10−2 4.0 ·10−2

RMSLC MS
tomo 6.8 ·10−2 6.1 ·10−2 7.9 ·10−1 3.0 ·10−1

RMSl i ne 1.8 ·10−3 1.4 ·10−3 1.6 ·10−1 2.8 ·10−2

Table 5.2 – Figures of merit for tomographic reconstruction of phantom emissivity
profiles with the theoretical lines-of-sight configuration.

Tomographic reconstructions of the phantom emissivity profiles have been per-
formed in this lines-of-sight configuration. The resulting figures of merit are reported
in table 5.2. Gaussian and hollow profile reconstructions are displayed in figure 5.11,
and the LFS and HFS asymmetry profile reconstruction are shown on 5.12.
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Figure 5.11 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with the theoretical lines-of-sight configuration. First row: Gaus-
sian emissivity profile. Second row: Hollow emissivity profile.

Visual inspection of the reconstruction of the gaussian profile does not show any
difference with the radial X-ray cameras only: the reconstruction as well as the fitting
of the line-integrals seem accurate. Thanks to the introduction of the additional lines-



of-sight, RMScor e
tomo has decreased by around 30% and RMSLC MS

tomo has been divided by 5.
There has therefore been a significant improvement in the quality of reconstruction on
the gaussian profile, even though it was already well reconstructed with the radial lines-
of-sight only. The increase in the amount of line-integrals to fit lead to an increase in
RMSl i ne , which still remains reasonably low.
Similar observations can be made on the tomographic reconstruction of the hollow
profile. Indeed, the shape and amplitude of the emissivity seem well reproduced,
as well as the line-integrals. There is an improvement of more than a factor 2 on
RMScor e

tomo and of around a factor 5 on RMSLC MS
tomo . The fitting of the line-integrals also

suffers from the presence of the additional lines-of-sight but RMSl i ne is still quite low.
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Figure 5.12 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with the theoretical lines-of-sight configuration. First row: LFS
asymmetry. Second row: HFS asymmetry.

The LFS asymmetry profile exhibits a very high improvement from the addition
of the vertical lines-of-sight. The line-integrals, and the shape and amplitude of the
emissivity seem well reconstructed. The inspection of the figures of merit confirms the
previous observation: RMScor e

tomo has improved by around a factor 10, and RMSLC MS
tomo

has decreased by a factor 7. The fitting of the line-integrals has decreased by 3 orders



of magnitude. However, the visual agreement between the input and reconstructed
line-integrals is good and therefore such a value of RMSl i ne is still considered accept-
able.
The reconstruction of the HFS asymmetry profile also is significantly improved in the
theoretical lines-of-sight configuration. Visual inspection of the input and emissivity
profiles shows a good agreement between them, and the lines-integral of the emis-
sivity are as well accurately reconstructed. Quantitative comparison of the figures
of merit confirms this observation: RMScor e

tomo has decreased by factor of around 7,
RMSLC MS

tomo has been divided by 3. RMSl i ne has increased by a factor 10, but is still
below 0.1.
Overall, the addition of vertical lines-of-sight proves to be very beneficial to the ac-
curacy of the tomographic reconstruction. The vertical lines-of-sight provide infor-
mation on the radial distribution of the emissivity, which is mandatory for X-ray
tomography. Radially asymmetric profiles which could not be identified as such in a
radial configuration are not properly reconstructed. Even radially symmetric profiles
benefit from the additional lines-of-sight and are reconstructed more precisely.

5.4 Geometry proposal
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Figure 5.13 – Left: Sinogram of the 60 vertical lines-of-sight configuration. Right:
Geometry of the associated lines-of-sight.

The necessity to use both radial and vertical lines-of-sight for accurate tomographic
reconstruction of radially asymmetric emissivity profiles has been demonstrated in
section 5.3. However, the vertical lines-of-sight used in the scope of that demon-
stration cannot be implemented on ITER as they would require drilling holes in the



vacuum vessel. In this section, two sets of vertical lines-of-sight which are compliant
with the ITER geometry are investigated for tomography. The additional lines-of-sight
are located in an upper port plug, and have an orientation close to the one of the theo-
retical configuration vertical lines-of-sight. The main difference is that the coverage of
the plasma is mainly limited to the high field side. A first set of lines-of-sight is made
of 60 vertical lines-of-sight scanning the plasma from the high field side to r /a ≈ 0.5.
It is referred to as the 60 vertical lines-of-sight configuration. The second set covers
the plasma from the high field side to the magnetic axis through 44 lines-of-sight and
is referred to as 44 vertical lines-of-sight configuration.

5.4.1 60 vertical lines-of-sight configuration
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Figure 5.14 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with the 60 vertical lines-of-sight configuration. First row: Gaussian
emissivity profile. Second row: Hollow emissivity profile.

The sinogram of the 60 vertical lines-of-sight configuration is shown on figure 5.13.
The coverage of the (p,θ) space is close to the one of the theoretical configuration,



with a loss of information in the θ = [0,π/4] range. The results of tomographic re-
construction using the 60 vertical lines-of-sight configuration are shown on table 5.3,
figure 5.14 and figure 5.15.
Visually, the gaussian emissivity profile seems very well reconstructed and the same
goes for the lines-integral. Comparing the figures of merit shows that the accuracy of
the reconstruction in the plasma core is slightly better than for the theoretical con-
figuration, but the difference is not significant compared to the other improvements
observed in this study. In the LCMS-enclosed region, the theoretical configuration is
more accurate with around 20% of improvement in RMSLC MS

tomo .
The hollow emissivity profile exhibits a similar reconstruction: its shape, amplitude
and line-integrals seem very well reconstructed and the associated figures of merit
are slightly lower than those of the theoretical configuration in the plasma core and
slightly higher in the LCMS-enclosed region.
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Figure 5.15 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with 60 vertical lines-of-sight configuration. First row: LFS asym-
metry. Second row: HFS asymmetry.

The LFS asymmetry profile exhibits a good visual agreement between the emissivity
and its reconstruction. There has however been a decrease in the reconstruction



accuracy of around 30% in the plasma core and 15% in the LCMS-enclosed region, but
the associated figures of merit still have a low value.
Similarly to the LFS profile, the HFS asymmetry profile is well reconstructed both in
terms of shape, amplitude, and line-integrals. The value of RMScor e

tomo is very close to
the one obtained in the theoretical configuration while RMSLC MS

tomo has increased of
around 30%.
Overall, the 60 vertical lines-of-sight allows an accurate reconstruction of the phantom
profiles. The difference in the reconstruction of radially symmetric profiles is almost
negligible in comparison with the theoretical configuration. Radially asymmetric
profiles exhibit a higher drop of quality in the tomographic reconstruction but the
associated reconstructed profiles are still quite accurate. The LFS asymmetry emissiv-
ity profile suffers from the lack of lines-of-sight in the LFS region where most of the
emissivity is located, but the shape is well reconstructed whatsoever.

Gaussian Hollow LFS asymmetry HFS asymmetry
RMScor e

tomo 1.8 ·10−2 1.6 ·10−2 6.4 ·10−2 4.3 ·10−2

RMSLC MS
tomo 8.2 ·10−2 7.4 ·10−2 9.1 ·10−1 4.4 ·10−1

RMSl i ne 1.6 ·10−3 1.4 ·10−3 9.8 ·10−2 1.7 ·10−2

Table 5.3 – Figures of merit for tomographic reconstruction of phantom emissivity
profiles with the 60 vertical lines-of-sight configuration.
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Figure 5.16 – Left: Sinogram of the 44 vertical lines-of-sight configuration. Right:
Geometry of the associated lines-of-sight.



5.4.2 44 vertical lines-of-sight configuration

Gaussian Hollow LFS asymmetry HFS asymmetry
RMScor e

tomo 1.8 ·10−2 2.2 ·10−2 1.1 ·10−1 5.1 ·10−2

RMSLC MS
tomo 8.5 ·10−2 8.1 ·10−2 8.4 ·10−1 4.3 ·10−1

RMSl i ne 1.5 ·10−3 1.4 ·10−3 3.7 ·10−2 2.0 ·10−2

Table 5.4 – Figures of merit for tomographic reconstruction of phantom emissivity
profiles with the 44 vertical lines-of-sight configuration.

The sinogram associated with the 44 vertical lines-of-sight configuration is displayed
on figure 5.16. The loss of vertical lines-of-sight can be seen around θ = 0 and θ =π.
The results of tomographic reconstruction of the phantom emissivity profiles is shown
on table 5.4, figure 5.17, and figure 5.18.

4 6 8
−4

−3

−2

−1

0

1

2

3

4

R (m)

Z
 (

m
)

4 6 8
−4

−3

−2

−1

0

1

2

3

4  

R (m)

 0

0.2

0.4

0.6

0.8

1

0 50 100 150 200 250 300
0

0.5

1

1.5

2

2.5

3

3.5

LoS number

L
in

e
−

in
te

g
ra

l 
(a

.u
.)

 

 

Input

Reconstruction

4 6 8
−4

−3

−2

−1

0

1

2

3

4

R (m)

Z
 (

m
)

4 6 8
−4

−3

−2

−1

0

1

2

3

4  

R (m)

 0

0.2

0.4

0.6

0.8

1

0 50 100 150 200 250 300
0

0.5

1

1.5

2

2.5

3

3.5

LoS number

L
in

e
−

in
te

g
ra

l 
(a

.u
.)

 

 

Input

Reconstruction

Figure 5.17 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with the 44 vertical lines-of-sight configuration. First row: Gaussian
emissivity profile. Second row: Hollow emissivity profile.

The reconstruction of the gaussian profile is very accurate, and so is the fitting of



the line-integrals. The associated figures of merit are very close to those of the 60
vertical lines-of-sight configuration, although slightly higher. A bit more difference
can be noticed when comparing the hollow emissivity profile, with an increase of
RMScor e

tomo of around 40%. However, the RMStomo figures of merit remain of the order
of magnitude of 10−2 and are therefore considered very low.
Visual inspection of the reconstruction of the LFS asymmetric profile indicates that the
overall amplitude, shape and line-integrals of the profile are pretty well reconstructed.
The definition of the asymmetry in the core seems to have decreased, the profile seems
slightly blurry in this area. The RMScor e

tomo has increased by around 70% between the
60 and 44 vertical lines-of-sigh configurations, and is more than twice the RMScor e

tomo
of the theoretical configuration. In the LCMS-enclosed region, the figure of merit has
not changed significantly, a slight improvement can even be noticed when comparing
with the 60 vertical lines-of-sight configuration.
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Figure 5.18 – Phantom emissivity profile (left), tomographic reconstruction (center)
and line-integrated emissivity (right) of different emissivity configura-
tions with the 44 vertical lines-of-sight configuration. First row: LFS
asymmetry. Second row: HFS asymmetry.

Tomographic reconstruction of the HFS asymmetric profile seems accurate. The in-
vestigation of the figures of merit shows that there is a small loss of precision compared



to the 60 vertical lines-of-sight configuration: RMScor e
tomo has increased by around 20%.

RMSLC MS
tomo exhibits a small improvement, which is not significant.

The comparison of both lines-of-sight configurations allows the investigation of the
impact of radial coverage of the plasma on the reconstruction. For radially symmetric
profiles, a lack of radial coverage decreases the accuracy of the reconstructed profile
but this loss of accuracy is very limited and both configurations can be considered
equivalent. When it comes to radially asymmetric profiles, the loss of accuracy is more
pronounced and mostly depends on whether the main emissivity region is covered
by lines-of-sight. In the case of the HFS profile, both configuration have the same
coverage of the asymmetry and the consequence of the lower amount of lines-of-sight
is small. In the case of the LFS profile, the 60 vertical lines-of-sight configuration
exhibits a better coverage of the asymmetry and the improvement of the quality of
reconstruction is significant. As a result, the 60 vertical lines-of-sight configuration will
be used for tomographic reconstructions in the scope of this thesis. The geometrical
etendues corresponding to this geometry are displayed on figure 5.19.
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Figure 5.19 – Geometrical etendue for each 60 vertical lines-of-sight configuration.



6 Application of the synthetic
diagnostic
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6.1 X-ray measurement on ITER with Low Voltage
Ionization Chambers

The synthetic diagnostic tool presented in section 4 is used to simulate the LVIC on
the high power D-T emissivity scenario presented in section 2.4.1 in the 60 vertical
lines-of-sight configuration introduced in section 5.4.1. The simulation of the detector
allows the investigation of the influence of its design parameters (e.g. gas filler, filter,
chamber length or gas pressure).
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Figure 6.1 – Radiated power profile as a function of photon energy and normalized
radius for the standard high power D-T scenario.

In the plasma core, displayed on figure 6.1 for r /a < 0.5, it can be noted that the
emissivity profile is flat at low energy (hν < 10keV ). Most of the core emissivity is
located at high energies (and in the iron and tungsten line emissions which are spread
over the whole plasma). Therefore, when measuring the plasma core (LoS 49-144
and 200-220), the shape of the current profile can give information on the detected
energy range. A flat current profile (as seen for 1mm ·atm of xenon) indicates that
the detector does not measure photons over 10 keV, and a higher amplitude of the bell
shape indicates that the detector measures higher energy photons.

6.1.1 Influence of the filling gas
As seen in section 4.3.1.2, the sensitivity and upper limit of the energy detection

range of the detector depend directly on the gas filling the LVIC. The collected currents
for two LVIC filled with argon and xenon are displayed on figure 6.2. The product of
gas pressure and chamber length is 50mm · atm and the photon flux is filtered by
200µm of beryllium.
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Figure 6.2 – Current collected by a LVIC filled with argon (blue) or xenon (red) in the
high power D-T emissivity scenario. The chamber has a pressure length
product of 50mm ·atm and a filter made of 200µm of beryllium.

The overall shape of the current profiles is consistent with the geometrical etendues
presented in figure 5.19. The steps which can be observed at channels #32, #48, #144
and #160 are explained by the fact that different cameras are used and show the
transition from a camera to another. The transition from radial X-ray cameras to the
vertical lines-of-sight does not lead to a discontinuity in the measured current as the
last radial line-of-sight and the first vertical line-of-sight are both aimed at the very
edge of the plasma and therefore both collect an electrical current close to 0.
It can be noted on figure 6.2 that a xenon-filled LVIC collects a higher current than an
argon-filled LVIC. Several factors explain this trend. Firstly, the detection probability
is higher for xenon than argon. Therefore, more photons are detected in the xenon
chamber. Secondly, the mean ionization energy is lower for xenon which means that
more electrons are ionized in xenon for a photon at the same energy. Thirdly, x-ray
fluorescence affects a wider energy range for argon than xenon due to its lower energy
threshold and therefore argon chambers experience a higher loss of charge due to
x-ray fluorescence.
The measured current in the detectors looking at the plasma core is constant for argon
and bell-shaped for xenon, which indicates that the detection range is wider for xenon
than it is for argon.



6.1.2 Influence of the filter
The filters are used to define the lower limit of the detection range. Indeed, fig-

ure 4.11 shows that there is no transmission through filters below a certain threshold
and that the transmission ratio quickly increases to 1 after the threshold. The main
characteristic of a filter is therefore the energy threshold under which the photons are
absorbed in the filter.
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Figure 6.3 – Current collected by an argon-filled (left) and xenon-filled (right) LVIC
with different filters. The chamber has a pressure length product of
50mm · atm and the emissivity comes from the high power D-T emis-
sivity scenario.

Inspection of figure 6.3 shows that aluminium absorbs photons up to a higher
energy than beryllium. The effect of the beryllium window on the measured current is
quite low. The fact that a beryllium window is transparent to photons of energy higher
than a couple keV (depending on the width of the filter) is the reason why beryllium
windows are used for X-ray filtering. With increasing filter width, the threshold energy
of the filter increases and therefore the measured current decreases.
As argon-filled chambers have a more narrow detection range than xenon, the low
energy part of the spectrum generates a more significant part of the measured current
and therefore the current measured by an argon-filled LVIC is more affected by the
filter than xenon. Similarly, the detectors looking at the plasma core are less affected
by the filter because most of the flux detected in the chamber are not absorbed in the
filter. One can notice that with increasing filter length the bell shape of the current
measured by LoS 49 to 144 is mildly enhanced.

6.1.3 Influence of the length pressure product
For a given gas, the sensitivity and therefore the upper limit of the detection range of

the LVIC are defined by the length pressure product of the chamber. It can indeed be
observed on figure 6.4 that the measured current increases with the chamber length



and/or gas pressure.
For detectors looking towards the plasma edge (LoS 1-20, 172-192, and 230-252), the
measured current seem to "saturate" once a certain length pressure product is reached
(50mm ·atm for argon and 10mm ·atm for xenon). After a certain limit, all the photon
flux impinging these detectors is measured due to the high sensitivity.
For the detectors looking at the core (LoS 49-144 and 200-220) the bell-shape of the
current is enhanced with chamber length and/or pressure as a result of the increase in
the upper limit of the detection range.
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Figure 6.4 – Current collected by an argon-filled (left) and xenon-filled (right) LVIC
with different length pressure products. The filter is made of 200µm and
the emissivity comes from the high power D-T emissivity scenario.

6.2 Calibration of the LVIC measured current
In order to extract physically meaningful information on the plasma from the current

measured by a LVIC, it is necessary to convert the detector output into a physical
quantity. We thus aim at converting current into the integrated X-ray emissivity over
the detector’s line-of-sight (in W ·m−2), which can be used as input for tomography.
In the context of the approximations described in section 4.1, the line integrated
X-ray emissivity is equal to the total x-ray power impacting the detector divided by its
etendue.
This calibration depends on the parameters of the chamber (e.g gas, length, pressure)
and the incoming photon flux (dependency which we aim at eliminating). This section
describes the method used to calculate a calibration coefficient for the LVIC currents
before applying it to synthetic diagnostic simulations results.



6.2.1 Calibration methodology
The tomographic inversion problem can be defined as:

f η = Pη

X

E
=

∫
LoS

∫ ∞

0
ε(hν,−→r ) ·η(hν) ·dhν ·drLoS =

∫
LoS

ε
η

X (−→r ) ·drLoS (6.1)

With f η the line-integrated brightness in W ·m−2 used as an input for the tomographic
inversion, Pη

X the total power effectively detected by the LVIC in W , E the geometrical
etendue in m2, hν the photon energy in eV , ε(hν,−→r ) the plasma spectral emissivity in
W ·eV −1 ·m−3, η the spectral response of the detector (including transmission through
the filters), and εηX (−→r ) the LVIC-filtered emissivity field to be reconstructed in W ·m−3.
Here we can notice the relation:

ϕ(hν) = E
∫

LoS

ε(hν,−→r )

hν ·e
·drLoS (6.2)

Where ϕ(hν) is the surface integrated photon flux impacting the detector surface in
ph · s−1 ·eV −1 and e is the elementary charge (1.6 ·10−19 C ) used to convert J into eV.
ϕ(hν) is per eV in order to take into account the energy binning. The total incoming
photon flux of the i-th energy bin is given by : ϕtot (i ) =ϕ(hν(i )) ·dhν(i ) where dhν(i )
is the width of the i-th energy bin in eV. Therefore:∫

LoS
ε(hν,−→r ) ·drLoS = hν ·e

E
·ϕ(hν) (6.3)

The tomographic problem can then be re-written as:

f η = Pη

X

E
= e

E

∫ ∞

0
hν ·η(hν) ·ϕ(hν) ·dhν (6.4)

If we neglect the influence of the escape peaks on the collected charge, the raw current
output obtained from a LVIC can be expressed as:

Iη = e
∫ ∞

0

hν

W
·η(hν) ·ϕ(hν) ·dhν (6.5)

where W the mean ionization energy of the gas in eV, and η the spectral response of
the detector (including transmission through the filters) in ph−1.
Therefore, we obtain:

f η = Pη

X

E
= W

E
· ILV IC (6.6)

However, the ultimate goal is to reconstruct the total (i.e. non-filtered) 2D emissivity
field ε(−→r ):

ftot = Ptot

E
=

∫
LoS

∫ ∞

0
ε(hν,−→r ) ·dhν ·drLoS =

∫
LoS

εtot (−→r ) ·drLoS (6.7)



This can be performed using the fact that:

ftot = Ptot

E
· Pη

X

Pη

X

= ILV IC ·W
E

· Ptot

Pη

X

=Ccal · ILV IC (6.8)

Where Ccal is a calibration coefficient used to determine the total line-integrated
brightness (in W ·m−2) from the electric current collected ILV IC . The expression of
the calibration coefficient is thus:

Ccal =
W

E
·

∫ ∞
0 hν ·ϕ(hν) ·dhν∫ ∞

0 hν ·η(hν) ·ϕ(hν) ·dhν
= W

E · < η> (6.9)

Where < η>=
∫ ∞

0 hν·η(hν)·ϕ(hν)·dhν∫ ∞
0 hν·ϕ(hν)·dhν

is the average of the spectral response weighted by

the incoming energy flux.

0 20 40 60 80 100 120 140 160 180 200

0.4

0.5

0.6

0.7

0.8

0.9

1

LoS number

<
η

>

<η> for Xe LVIC over the [0; 20] keV

 

 

50 mm

90 mm

150 mm

0 20 40 60 80 100 120 140 160 180 200

0.4

0.5

0.6

0.7

0.8

0.9

1

LoS number

<
η

>
<η> for Xe LVIC over the [0; 100] keV

 

 

50 mm

90 mm

150 mm

0 20 40 60 80 100 120 140 160 180 200

0.4

0.5

0.6

0.7

0.8

0.9

1

LoS number

<
η

>

<η> for Ar LVIC over the [0; 20] keV

 

 

50 mm

90 mm

150 mm

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1

LoS number

<
η

>

<η> for Ar LVIC over the [0; 100] keV

 

 

50 mm

90 mm

150 mm

Figure 6.5 – < η> for each channel for various incoming flux, gas, and length (for a
gas pressure of 1 bar). Top left: Xe LVIC with high power D-T scenario
emissivity restricted to [0, 20] keV. Top right: Xe LVIC with high power D-T
scenario emissivity up to 100 keV. Bottom left: Ar LVIC with high power
D-T scenario emissivity restricted to [0, 20] keV. Bottom right: Ar LVIC
with high power D-T scenario emissivity up to 100 keV.



The calibration coefficient previously calculated in equation 6.9 is different for each
line-of-sight as it depends on the incoming photon flux.

6.2.2 Line-of-sight dependency of the calibration factor
For measurements performed during plasma experiments, it is not possible to

calculate the calibration coefficient of equation 6.9 as it requires precise knowledge of
the incoming photon flux. Through studies of different experimental plasma scenarios,
a set of calibration coefficients can be established for various plasma parameters and
used for real-time measurements. Another solution to eliminate the line-of-sight
dependency of the calibration factors is to perform x-ray energy discrimination which
would give an estimation of the incoming spectrum. Energy discrimination using
LVICs is developed in section 8. However, in this section, none of these approaches are
considered. In order to simulate a measurement without a priori information on the
incoming flux, a constant calibration coefficient will be used for all the x-ray cameras.
The parameters which affect the accuracy of this calibration approach are discussed
in this section.
The variable part of the calibration coefficient (< η>) is displayed in figure 6.5. On
can notice that < η> exhibits a hollow shape. This hollowness limits the accuracy of
calibration with a constant coefficient and decreases with the spectral response of
the detector. It can indeed be observed in figure 6.5 that the hollowness decreases
with the length pressure product. The use of xenon instead of argon (comparison
between the top and bottom lines of figure 6.5) as well as a reduction of the considered
energy range (comparison between the left and right columns of figure 6.5) lead to
an increase in the spectral response of the chamber and therefore tend to flatten the
< η> curve. In the case of a 150mm ·atm chamber filled with xenon reconstructing
an incoming flux restricted to [1, 20] keV (in the upper left corner of figure 6.5), the
< η> has a plateau shape which offers a constant coefficient calibration for most of
the lines-of-sight.
In this section, calibration has been conducted by averaging the coefficients over all
the different lines-of-sight. The resulting coefficient is displayed by a dashed line on
figure 6.5. This method leads to significant discrepancy between the line-integrated
emissivity and the calibrated current because of the difference between < η> and its
average. This limitation can be reduced by increasing the spectral response, using
the parameters listed previously. The consequence of averaging < η> is an incorrect
tomography input leading to tomographic reconstruction artefacts. These will be
covered in sections 6.3.1 and 6.3.2.

6.2.3 Application to simulation results
The calibration method has been applied to different configurations (gas, length

and/or pressure) of LVICs for validation purposes. The calibrated output of 50mm ·
atm LVICs filled with xenon is shown on figure 6.6. The LVIC currents obtained in



this simulation are displayed on the right part of figure 6.4. When the simulated and
reconstructed line-integrated X-ray powers are compared in the wide energy range [0,
100] keV (left part of figure 6.6), a significant discrepancy can be noticed in the plasma
core: the plasma emission is underestimated by more than 30%. This is explained
by the spectral response of the detectors that decreases significantly for photons of
energy higher than ∼ 30keV which do not have a high enough detection probability to
be reconstructed. The reconstruction of the line integrated emissivity over a shortened
energy range [0, 31] keV is shown on the right part of figure 6.6. An increased accuracy
over the whole plasma can be observed. The measured energy range of a LVIC is
defined as the energy range for which the reconstruction is the most accurate ([0, 31]
keV in the case of a 50mm ·atm LVIC filled with xenon).
The effect of additional LVIC parameters on the quality of calibration have been
investigated. They are presented in figure 6.7. We can observe that when the LVIC
length pressure product is increased, the measured energy range is widened: 50mm ·
atm xenon-filled LVIC have a measured range of [0, 31] keV while 150mm ·atm xenon-
filled LVIC have a measured range of [0, 49] kev. The lower spectral response of argon
causes the LVICs to reconstruct the plasma X-ray emission in the [0, 23] keV range
only, even with a high chamber depth. The differences observed in the reconstruction
are only due to the calibration technique as no electronic noise was considered.
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Figure 6.6 – Comparison of the reconstructed and original line-integrated plasma
emission. Left: in the full spectral range [0, 100] keV. Right: in the [0, 31]
keV range. Calibrated output are obtained from Xe LVICs (50 mm ·atm).
The filter was made of 150µm of beryllium and 11µm of mylar.

The shape of the calibrated line-integrated plasma emissivity does not follow the
input faithfully. Indeed, one can notice on figure 6.7 that the line-integrated emis-
sivity in the core is underestimated with 150mm of argon (right part of the figure).
This discrepancy at the core is explained by the spectrum of the emissivity which is
reconstructed. For detectors measuring mostly high energy photons, < η> is lower
than the average and therefore overestimated by the calibration method. This leads
to an underestimation of the calibration coefficient (see equation 6.9) and of the
line-integrated emissivity.
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Figure 6.7 – Comparison of the reconstructed and original line-integrated plasma
emission. Left: in the [0, 49] keV range. Right: in the [0, 23] keV range.
Calibrated output are obtained from Xe (left) and Ar (right) LVICs (150
mm ·atm). The filter was made of 150µm of beryllium and 11µm of mylar.

In the case of xenon, the opposite phenomenon is observed. The xenon chambers
looking towards the plasma core measure photons which are located outside of the
energy range considered in the average calibration coefficient. Taking these photons
into account would lead to an overall degradation of the quality of calibration, as
shown in figure 6.6, and they can therefore be considered as a noise added to the
measurement. As a result xenon chambers looking at the plasma core slightly overesti-
mate the line-integrated X-ray power. Argon chambers also measure photons outside
of their calibration energy range, but due to their low sensitivity it doesn’t generate
enough charges to overcome the undrestimation of the calibration coefficient.

6.3 Tomography using LVIC
The calibrated synthetic diagnostic tool presented in section 4 was used to recon-

struct the SXR emissivity of a ITER high power D-T scenario.[33] A preliminary study
was conducted with a restricted energy range from 1 eV to 20 keV before using the full
available spectrum up to 100 keV.

6.3.1 Tomographic reconstruction of a SXR-restricted
emissivity profile

In order to maximize the detectors spectral response and therefore limit the calibra-
tion errors, tomographic reconstruction has first been conducted on the shortened
energy range [0, 20] keV. The considered emissivity profile exhibits a hollow shape and
is presented in figure 6.8.



Gas
length · pressure

Xenon
150mm ·atm

Argon
150mm ·atm

Argon (ideal calibration)
150mm ·atm

RMScor e
tomo 3.2 ·10−2 8.5 ·10−2 5.4 ·10−2

RMSLC MS
tomo 3.1 ·10−1 2.4 ·10−1 2.2 ·10−1

RMSl i ne 3.7 3.7 1.6

Table 6.1 – Figures of merit for tomographic reconstruction over [0, 20] keV.
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Figure 6.8 – Soft x-ray emissivity profile in the [0, 20] keV range of a high power D-T
ITER scenario.

The quality of reconstruction using argon and xenon is compared with 150 mm·atm
long ionization chambers. The results are displayed on figure 6.9 and table 6.1. Both
configurations allow an accurate reconstruction of the emissivity in the plasma core
region with low RMScor e

tomo . Xenon displays a better reconstruction in the core with
more than a factor 2 of difference in RMScor e

tomo with argon. This is explained by its
higher detection probability.
Argon exhibits reconstruction artefacts in the shape of two rings of very low recon-
struction error. The explanation of the error shape is performed in the case of argon
through the study of the radial and vertical cross-sections presented in figure 6.10. The
vertical (resp: radial) cross-section of the reconstruction relative error is taken at the
radial (resp: vertical) coordinate of the magnetic axis. The tomographic reconstruction



error for each pixel of the cross-section and the calibration error for each line-of-sight
are compared. The vertical (resp: radial) coordinate of a line-of-sight is taken as the
intersection between the line-of-sight and the radial (resp: vertical) cross-section line.
The study of the vertical cross-section (left part of figure 6.10) shows that the cali-
bration error is equal to 0 in four occasions: Z = -3, -1, 2 and 4m. The Z=-3m and
Z=4m points are located out of the plasma and are therefore left out of this study. The
two remaining points correspond to the coordinates of the interior ring with very low
reconstruction error: (6.59m, -0.6m) and (6.59m, 2m).
The radial cross-section is displayed on the right part of figure 6.10. As the vertical
lines-of-sight do not cover the whole plasma, the plot representing the calibration
error stops at Z ≈ 7m. The calibration error is equal to 0 for a single coordinate: R = 5
m. This corresponds to the (5m, 0.8m) point which is located in the external ring with
very low reconstruction error.
Due to the anisotropic regularization used in the tomographic reconstruction the
three points obtained previously lead to two rings with almost no reconstruction
error which follow the magnetic field lines. This confirms the idea that the observed
artefacts are coming from the calibration method.
Higher relative errors are observed around the last closed magnetic surface (LCMS) in
both cases as it is the region where the calibration coefficients are the furthest from
their average value (see figure 6.5) and the SXR emissivity is the lowest. Tomography
based on the Tikhonov method with Minimum Fisher Information is also expected
to generate errors at the edges of the reconstruction region. [66, 102] The regions
where there is a lack of information (i.e. zone with no line-of-sight overlapping) will
be exhibiting most of these tomography induced artefacts. The two spikes observed in
the bottom left part of figure 6.10 correspond to such artefacts and are therefore not
related to calibration or to the low reconstruction error rings exhibited in the upper
left plot.
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Figure 6.9 – Reconstruction of a soft x-ray only emissivity profile using Ar and Xe. Top
line: Tomographic reconstruction using 150 mm ·atm Xe LVICs (right: re-
constructed profile, left: reconstruction error). Bottom line: Tomographic
reconstruction using 150 mm ·atm Ar LVICs (right: reconstructed profile,
left: reconstruction error).

When the calibration coefficient is overestimated, so is the power impacting the de-
tector. This explains why the shapes of both errors are similar in the case of the vertical



cross-section. For the both cross-section directions, the tomographic reconstruction
errors present a similar shape. This is explained by the facts that tomographic recon-
struction follows the magnetic field lines and that the radial detectors are prominent
in shaping the error because of the higher amount of lines-of-sight compared to the
vertical detectors (192 against 60).
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Figure 6.10 – Comparison of the tomographic reconstruction relative error and the
relative calibration error through vertical (at R = 6.59m) and radial (at
Z = 0.84m) cross-sections. The x-axis coordinate of each line-of-sight
corresponds to its Z-coordinate (resp: R-coordinate) at the intersection
with the cross-section straight line (green line in the upper figures) in
the case of the vertical (resp: radial). The upper figures display the cross-
section geometry and the lower ones show the relative errors for both
tomographic reconstruction and calibration. The vertical (resp: radial)
cross-section plots are located on the left (resp: right) side.

This suggests that the reconstruction artefacts are mainly due to the calibration



method. The tomographic reconstruction is overall satisfactory with low RMScor e
tomo

and RMSLC MS
tomo , but its accuracy can be increased through different calibration strate-

gies (through energy discrimination or additional plasma scenarios). A tomographic
study using ideal calibration (using a different calibration coefficient for each line-of-
sight) can show the extent of the loss of accuracy induced by averaged calibration and
is performed in the next section.

6.3.2 Influence of the calibration method on the tomographic
reconstruction

Tomographic reconstruction using 150mm ·atm argon-filled LVICs are performed
in this section. The aim is to estimate how much accuracy can be gained by using an
ideal calibration method. The incoming photon flux was restricted to the [0, 20] keV
range (see figure 6.8). The results are displayed on figure 6.11 and table 6.1.
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Figure 6.11 – Reconstruction of a soft x-ray only emissivity profile using 150 mm ·atm
Ar LVICs with ideal calibration coefficients. Right: reconstructed profile.
Left: reconstruction error.

The artefacts observed previously have disappeared and the error seems more
constant over the plasma core and has decreased in average, as shown by RMScor e

tomo .
There is however no significant improvement in RMSLC MS

tomo . The agreement between
the calibrated measurement and its backfitting is much better, as outlined by the low
value of RMSl i ne . This confirms the origin of the reconstruction artefacts and shows
the improvements which can be obtained with a finely tuned calibration method. This
method is not used in the scope of this work as it requires precise knowledge of the



incoming photon flux on each detector, which will not be the case in experimental
conditions.

6.3.3 Tomographic reconstruction over a wide energy range
Considering a wide energy spectrum allows to simulate realistic measurement of a

full ITER scenario but also increases the difficulty faced for the reconstruction. Indeed,
a widening of the energy range leads to an increased variation of the calibration
coefficients (figure 6.5). A complete [0, 100] keV emissivity profile, as shown on
figure 6.12 has been used in this study.

The tomographic reconstruction for different detectors configurations (gas and
length pressure product) is shown on figure 6.13. The energy bandwidths used for
reconstruction comparison are those displayed in section 6.2.3 for these detector
configurations. The figure of merit of these tomographic reconstructions are shown
in table 6.2. The overall accuracy is very encouraging with RMScor e

tomo < 10−1 and
RMSLC MS

tomo < 3 · 10−1. Argon exhibits better figures of merit than xenon, especially
RMScor e

tomo , but its reconstruction range is much shorter. Similar RMSl i ne values are
observed, which are very close to those obtained in the restricted SXR range. This
shows that the widening of the energy range does not affect the ability of the tomog-
raphy algorithm to fit the measurement. The previously observed reconstruction
artefacts due to calibration seem enhanced. In the case of xenon, the increase in
detector length pressure product leads to an increase in the intensity but its shape
remains the same. Similarly, argon presents the exact same rings as with a reduced
incoming spectrum.
The overall reconstruction accuracy is still satisfactory in the plasma core region
where argon features a very precise reconstruction up to 23 keV (see bottom line
of figure 6.13) with RMScor e

tomo < 6 ·10−2 and xenon can reconstruct up to almost 50
keV (top line of figure 6.13) with RMScor e

tomo < 10−1. In the right column of figure 6.13,
one can notice that there is a discrepancy between the plasma line integrated SXR
emissivity and its measurement by the LVIC. This discrepancy is highest in the plasma
core (LoS 80-120 and 200-220). It is explained by the fact that the plasma core exhibits
the highest difference between the ideal calibration coefficient and the averaged cal-
ibration coefficient. This difference in between the line integrated emissivities on
tomography is visible at the very core of the plasma, where the reconstruction error
is increased. This is especially noticeable in the case of the 50mm · atm of xenon
tomography (central line of figure 6.13) where the core reconstruction error reaches
30%.



Gas
length · pressure

Argon
150mm ·atm

Xenon
150mm ·atm

Xenon
50mm ·atm

RMScor e
tomo 5.3 ·10−2 9.7 ·10−2 8.2 ·10−2

RMSLC MS
tomo 2.3 ·10−1 2.9 ·10−1 2.4 ·10−1

RMSl i ne 3.7 3.5 3.6

Table 6.2 – Figures of merit for tomographic reconstruction over [0, 100] keV.
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Figure 6.12 – X-ray (in the [0, 100] keV range) emissivity profile of a high power D-T
ITER scenario.

6.3.4 Influence of perturbative noise on the tomographic
reconstruction

A study has been conducted to estimate how experimental noise can affect the tomo-
graphic reconstruction and what levels of noise can be withstood by the system. The
full spectrum emissivity measured by 150 mm ·atm Xe LVICs (top line of figure 6.13),
reconstructed over [0, 49] keV, can be used as a noise-free reference. A gaussian distri-
bution with different noise amplitudes has been applied to the LVIC currents prior
to tomography. The reconstructed profiles and associated errors are presented on
figure 6.14 and the associated figures of merit are displayed in table 6.3. It can be
noticed that the noise does not significantly affect the quality of reconstruction at the
center of the plasma (12% of increase in RMScor e

tomo for 5% of noise). The performance
limitations induced by noise come in the shape of an increased error inside the LCMS
(around 50% of increase in RMSLC MS

tomo for 5% of noise) and of restriction of the region



of accurate tomographic reconstruction (bottom line of figure 6.14). Results show that
for a level of noise lower than 2%, the reconstruction in the core is still very accurate
(less than 7% increase for RMScor e

tomo).
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Figure 6.13 – Reconstruction of a wide emissivity profile using different detectors.
Left: reconstructed profile (W ·m−3). Center: reconstruction error (%).
Right: line-integrated emissivity and backfitting (W ·m−2). Top line: 150
mm ·atm LVIC filled with Xe, reconstructing the emissivity in the [0, 49]
keV range. Middle line: 50 mm ·atm LVIC filled with Xe, reconstructing
the emissivity in the [0, 31] keV range. Bottom line: 150 mm ·atm LVIC
filled with Ar, reconstructing the emissivity in the [0, 23] keV range.



Noise level 0% 1% 2% 5%
RMScor e

tomo 9.7 ·10−2 1.00 ·10−1 1.03 ·10−1 1.09 ·10−1

RMSLC MS
tomo 2.9 ·10−1 2.8 ·10−1 3.3 ·10−1 4.4 ·10−1

RMSl i ne 3.5 3.6 3.1 2.0

Table 6.3 – Figures of merit for the noise study.
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Figure 6.14 – Reconstruction of a wide emissivity profile with different levels of
measurement noise. Reconstruction over the [0, 49] keV range using
xenon-filled 150 mm ·atm LVIC. Top line: Tomographic reconstruction
(W ·m−3). Bottom line: Reconstruction error (%). Left column: 1% of
noise. Middle column: 2% of noise. Right column: 5% of noise.

6.3.5 Alternative calibration method
The calibration method presented in section 6.2 has the main drawback that it

depends on the incoming photon spectrum which varies between lines-of-sight. The
use of a constant calibration coefficient therefore leads to inherent reconstruction
errors, as shown in section 6.3.2. This line-of-sight dependency can be removed by
reconstructing the emissivity convoluted by the spectral response of the detector. It



is a standard approach used for X-ray tomography with semiconductor diodes. [41,
103] It consists of stopping the calibration process to equation 6.6. The input of
tomography is therefore:

f η = Pη

X

E
= e

E

∫ ∞

0
hνη(hν)ϕ(hν)dhν=W · ILV IC

E
(6.10)

The main difference between the calibration presented in section 6.2.1 is that this
method allows the reconstruction of the emissivity as seen by the detector whereas the
previously described method aims at breaking out of the dependence on the detector
spectral response and reconstruct all the X-ray emissivity in a given energy band.
Tomographic reconstructions using this calibration method are performed using
argon-filled and xenon-filled LVIC with a length pressure product of 150mm ·atm and
a filter made of 150µm of beryllium and 11µm of mylar.

Gas
length · pressure

Argon
150mm ·atm

Xenon
150mm ·atm

RMScor e
tomo 3.1 ·10−2 2.6 ·10−2

RMSLC MS
tomo 5.8 ·10−1 5.9 ·10−1

RMSl i ne 3.7 3.7

Table 6.4 – Figures of merit for tomographic reconstruction of the emissivity convo-
luted with the spectral response of the detector.
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Figure 6.15 – Left: Spectral response as a function of photon energy. Right: Power
impacting the detector convoluted by the spectral response and its re-
construction. The detector is an argon-filled LVIC with a length pressure
product of 150mm ·atm and a filter made of 150µm of beryllium and
11µm of mylar.
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Figure 6.16 – Left: Plasma emissivity convoluted by the spectral response of the detec-
tor. Center: Tomographic reconstruction. Right: Reconstruction error.
The detector is an argon-filled LVIC with a length pressure product of
150mm · atm and a filter made of 150µm of beryllium and 11µm of
mylar.

The reconstructions obtained, both with argon (figure 6.16) and xenon (figure 6.18),
is quite accurate with low reconstruction error. The fitting of the line-integrals, shown
on figure 6.15 for argon and figure 6.17 for xenon, is very good. The figures of merit
show that the reconstruction in the core is more accurate with this reconstruction
method, with a decrease of RMScor e

tomo by ≈ 40% for argon and by more than a factor
3 for xenon. The reconstruction over the LCMS-enclosed region suffers from this
calibration method: RMSLC MS

tomo increases by a factor ≈ 2 for both reconstructions. The
calibration method does not affect the fitting of the current as RMSl i ne is essentially
the same with both methods.
The main advantage of this method is that it does not require an hypothesis on the
incoming photon flux for accurate reconstruction. However, it doesn’t allow the
reconstruction of the emissivity over a clearly defined energy range. The interest of
the calibration method is limited due to the possibility of energy discrimination using
LVIC, presented in section 8.
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Figure 6.17 – Left: Spectral response as a function of photon energy. Right: Power
impacting the detector convoluted by the spectral response and its re-
construction. The detector is a xenon-filled LVIC with a length pressure
product of 150mm ·atm and a filter made of 150µm of beryllium and
11µm of mylar.
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Figure 6.18 – Left: Plasma emissivity convoluted by the spectral response of the detec-
tor. Center: Tomographic reconstruction. Right: Reconstruction error.
The detector is a xenon-filled LVIC with a length pressure product of
150mm · atm and a filter made of 150µm of beryllium and 11µm of
mylar.



7 Application to impurity transport
study
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7.1 Reconstruction of the tungsten transport
coefficients on ITER

The study of impurity transport using LVIC is performed on ITER through the at-
tempt to reconstruct the D and V coefficients in different scenarios. These coefficients
are respectively the diffusive and convective radial transport coefficients, leading to
the following radial flux of impurities:

~ΓS(r, t ) =−D(r )~∇r nS(r, t )+nS(r, t ) ~V (r ) (7.1)

where D(r ) is the diffusive coefficient in m2 · s−1, V (r ) is the convection coefficient in
m · s−1 and ~∇r denotes the radial gradient: ~∇r f = ∂ f /∂r ·~r /‖r‖.



The reconstruction of these parameters is achieved through the simulation of a Laser
Blow-Off experiments. Laser Blow-Off systems are laser controlled devices which
allow the insertion of impurity in the vacuum vessel during plasma shots. A laser with
a tunable power and width hits a target made of the element to be injected in the
plasma. Different target width can be used in order to control the total amount of
impurity released in the plasma. LBO experiments allow the study of particle transport
in an environment where the impurity generation is controlled.

7.1.1 Scenarios
A tungsten LBO scenario is generated from the electron temperature and density of

the high power D-T scenario, described in section 2.4.1 and shown in figure 7.1.
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Figure 7.1 – Electron temperature (left) and density (right) profiles of the ITER high
power D-T scenario.

The tungsten density and its evolution is set by the diffusive and convective coeffi-
cients. Two different scenarios have been generated from two different (D, V) profiles.
These profiles are displayed on figure 7.2. The D coefficient is the same for both
scenarios: it is low and constant in the plasma core (r /a < 0.45), increases linearly
up to r /a ≈ 0.85 and remains constant in the 0.85 < r /a < 1 region. This means that
tungsten diffusion is low in the core and higher in the plasma edge.
Both scenarios exhibit a similar V coefficient for 0.9 < r /a < 1. In that region V has a
high negative value (compared to the rest of the plasma) which increases linearly (in
amplitude) with r /a. This means that in the plasma edge there is a strong convection
towards descending r /a (i.e. towards the core). In the first profile, the V coefficient
outside of the edge is a straight line linking V (r /a = 0.9) and V (r /a = 0) = 0. This
means that convection is always occurring towards the plasma core, but with a de-
creasing amplitude as we get closer to the core. The second profile exhibits a positive
convection coefficient in the r /a < 0.4 region. This means that in the plasma core,
tungsten convection transports towards the edge. Due to these differences between



the scenarios, they are respectively labelled the core negative V and the core positive V
scenarios.
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Figure 7.2 – Left: Radial profile of the diffusive and convective coefficients of tungsten
in the core negative V scenario. Right: Radial profile of the diffusive and
convective coefficients of tungsten in the core positive V scenario.

Three seconds of the ITER plasma are simulated, with a time step of d t = 2 ·10−3s.
The insertion of tungsten occurs at t = 1.01s and lasts for 14 ms( see figure 7.3). It
consists of a tungsten injection of 5 ·1018 m−3 · s−1 at r /a = 0.98.
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Figure 7.3 – Tungsten density as a function of time for several radial positions for the
core negative V (left) and the core positive V (right) scenarios.

The resulting radial profiles of the tungsten density are displayed on figure 7.4. The
core negative V scenario exhibits a peaked tungsten density profile, due to convection
towards the core. In the core positive V scenario the tungsten profile as a hollow shape
with a maximal value of nW at r /a = 0.4. This is explained by the fact that convection
tends to transport tungsten outwards for r /a < 0.4 and inwards for r /a > 0.4. Overall,
the tungsten density is more spread in this scenario.



Figure 7.4 – Tungsten density as a function of time and normalised radius for the core
negative V (top) and the core positive V (bottom) scenarios.



Figure 7.5 – Tungsten density (with initial state subtracted) as a function of time and
normalised radius for the core negative V (top) and the core positive V
(bottom) scenarios.

For both scenarios, it can be observed that for 0s < t < 1.01s the tungsten density



profile is stable: the plasma is at equilibrium. This period of time can be referred
to as the initial steady state. At t = 1.01s the Laser Blow-Off is shot, resulting in the
release of a large amount of tungsten at the very edge of the plasma. Tungsten is then
transported to the r /a = 0 (resp: r /a = 0.4) for the core negative (resp: positive) V
scenario until an equilibrium is reached: this is the transient regime. The transient
regime lasts until t ≈ 2.5s. For t > 2.5s the impurity density in the plasma is stable: the
final steady state is reached.

Figure 7.6 – Total X-ray emissivity as a function of time and normalised radius for the
core negative V (top) and the core positive V (bottom) scenarios.

No impurity exhaust is considered in this simulation, and as a result the total
tungsten inventory at the end of the LBO experiment is higher than in the initial



steady state. Subtracting the initial steady state density allows the visualisation of the
tungsten density resulting from the LBO injection only, as shown on figure 7.5. The
transport of tungsten from the edge to r /a = 0 (resp: r /a = 0.4) for the core negative
(resp: positive) V scenario can be identified easily.
The plasma emissivity is computed in the [1eV ,31keV ] energy range at each time
step with the method presented in section 2.4. For each time step, the 2D profile of
the emissivity is obtained by interpolation (following the magnetic field lines) from
its radial profile: there is no radial asymmetry in the emissivity profile. The time
evolution of the radial profile of the total emissivity is displayed for each scenario on
figure 7.6. The emissivity profile follows fairly well the tungsten density. At t = 1.01s
the emissivity at the edge rises abruptly as the result of the release of impurity. The
transport of tungsten can be seen through the increase of emissivity which propagates
towards r /a = 0 (resp: r /a = 0.4) for the core negative (resp: positive) V scenario.

The emissivity spectrum for various radial positions at t = 1.5s is shown on figure 7.7.
Similarly as in figure 2.7, the region delimited by 0.8 < r /a < 1 exhibits very strong
line radiation around 2 keV (as indicated by the black line of figure 7.7). At t = 1.01s
the emissivity at the edge rises abruptly as the result of the release of impurity. The
transport of tungsten can be seen through the increase of emissivity which propagates
towards r /a = 0 (resp: r /a = 0.4) for the core negative (resp: positive) V scenario.
Similarly as with the tungsten density, the emissivity is higher over the whole plasma
at the end of the experiment.
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Figure 7.7 – X-ray emissivity spectrum at t = 1.5s at various radial positions for the
core negative V (left) and the core positive V (right) scenarios.

7.1.2 LVIC measurement
A total of 252 detectors in the 60 vertical lines-of-sight configuration, introduced in

section 5.4.1, are simulated. Each LVIC is filled with xenon and has a length pressure
product of 100mm · atm. A beryllium window of 200µm, which is the beryllium
window width foreseen on ITER, is considered. The spectral response of the detector
is displayed in figure 7.8.
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Figure 7.8 – Transmission ratio of a 200µm Be window, absorption ratio of a 100mm ·
atm Xe-filled LVIC, and spectral response of the combination of the two.

The measurement using LVIC is modelled by convolution of the emissivity by the
detector’s spectral response. Due to the large amount of time steps included in the
simulation, this solution has been chosen instead of the use of the synthetic diagnostic
because it is significantly faster. In most of the energy range considered ([1eV ,31keV ])
xenon X-ray fluorescence does not take place, and in the scope of an ionization
chamber, which integrates the collected charges, the influence of the Fano noise is
expected to be negligible. As a result, the convolution of the emissivity by the spectral
response of the detector should yield the same results than the synthetic diagnostic
tools.

7.1.3 Negative V scenario reconstruction
The x-ray emissivities, emitted by the whole plasma and by the injected tungsten

only, convoluted by the spectral response of the detector are displayed on figure 7.9.
It can be observed that the detector does not measure much of the emissivity at the
plasma edge as most of it is located in the [0.1,3]keV range (see figure 7.7) and is
therefore absorbed in the beryllium window. When the background emissivity is
subtracted the edge emissivity induced by the LBO injection becomes clearly visible.



Figure 7.9 – Total (top) and background subtracted (bottom) X-ray emissivities convo-
luted by the spectral response of the detector as a function of time and
normalised radius in the case of the negative V coefficient scenario.

The line-integrated emissivities (total and background subtracted) for each line-of-



sight are displayed on figure 7.10. The time evolution of f η is hard to visualise on the
figure, however the background subtracted f ηLBO clearly shows the transport of the
emissivity from the plasma edge (lines-of-sight 0-50, 150-192 and 225-252) towards
the core (lines-of-sight 50-150 and 193-225).
The total line-integrated emissivity is used as an input for tomography. The tomog-
raphy setup based on the Minimum Fisher Information method described in sec-
tion 3.3.2. The reconstructed f η and f ηLBO are shown on figure 7.11. A good visual
agreement between the initial (figure 7.10) and reconstructed profile can be observed.
The corresponding X-ray emissivities (total and background subtracted) are displayed
on figure 7.12. A good visual agreement between the initial (figure 7.9) and recon-
structed profile can be observed as well. In this plasma which only contains tungsten
and hydrogen, the tungsten density can be computed from the reconstructed X-ray
emissivity (provided that ne , and the LηH and LηW cooling factors are known):

nr ec
W = εη−n2

e ·LηH
ne ·LηW

(7.2)

The reconstructed tungsten densities (total and background subtracted) are shown on
figure 7.13. Radial instabilities can be noticed on the reconstruction but overall there
is a good agreement with figures 7.4 and 7.5.
From the reconstructed densities, the corresponding D and V transport coefficients
can be computed using the method presented in section 2.5.2. Each nW (t ,r /a) point
has an associated radial flux ΓW (t ,r /a) given by:

ΓW (t ,r /a) = a · 1

r /a

∫ r /a

0

dnW (t ,ρ)

d t
ρdρ (7.3)

A linear fitting of ΓW /nW as a function of dnW /d t/nW at a given radial position
give the reconstructed D and V transport coefficients, D being the slope and V the
intercept. In order to limit the impact of the radial instabilities observed on figure 7.13,
the reconstructed density is resampled on a wider radial grid.
Figure 7.14 shows ΓW /nW as a function of dnW /d t/nW for various radial positions.
Each blue point corresponds to a time step. It can be seen that a straight line can
accurately fit these points, at the exception of the r /a = 0.73 radial position. The red
dashed line corresponds to the straight line which would be obtained with the D and
V coefficients used in the scenario. Ideally the blue points should be very close to the
dashed line, as seen for r /a = 0.07. It can be observed that, even though the data is
not located on the dashed line, a linear fitting would give a slope and intercept fairly
close to those of the dashed line for r /a = 0.19. In other words, the reconstruction of
the D and V coefficients should be fairly accurate for this point. Such observation can
be made for the slope (and therefore the D coefficient) at r /a = 0.49 as well.
The reconstructed D and V coefficients are displayed on figure 7.15. It can be noticed
that the reconstruction is very accurate for r /a < 0.4. Outside of this range, however, a



significant discrepancy between the transport coefficients and their reconstruction
is observed. This discrepancy is most likely explained by the tomography-induced
errors which are stronger at the plasma edge and could have enhanced the instability
of this method.

Figure 7.10 – Total (top) and background subtracted (bottom) line-integrated emis-
sivities convoluted by the spectral response of the detector as a function
of time and line-of-sight number in the case of the negative V coefficient
scenario.



Figure 7.11 – Total (top) and background subtracted (bottom) reconstructed line-
integrated emissivities convoluted by the spectral response of the de-
tector as a function of time and line-of-sight number in the case of the
negative V coefficient scenario.



Figure 7.12 – Total (top) and background subtracted (bottom) reconstructed X-ray
emissivities convoluted by the spectral response of the detector as a
function of time and normalised radius in the case of the negative V
coefficient scenario.



Figure 7.13 – Total (top) and background subtracted (bottom) reconstructed tungsten
densities as a function of time and normalised radius in the case of the
negative V coefficient scenario.
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Figure 7.14 – ΓW /nW as a function of dnW /d t/nW for several radial positions in the
case of the negative V coefficient scenario. The dash line represents the
result which would be obtained with the D and V coefficients of the
scenario.
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Figure 7.15 – D and V coefficients of the negative V coefficient scenario and their re-
construction.



7.1.4 Positive V scenario reconstruction
The x-ray emissivities (total and LBO-injected only), convoluted by the spectral

response of the detector, are displayed on figure 7.16. Similarly as for the negative V
coefficient scenario, most of the edge emissivity is absorbed in the beryllium window
of the detector but subtracting background increases its visibility.

Figure 7.16 – Total (top) and background subtracted (bottom) X-ray emissivities con-
voluted by the spectral response of the detector as a function of time and
normalised radius in the case of the positive V coefficient scenario.



The line-integrated emissivities as a function of time and line-of-sight number are
shown on figure 7.17. Similar observations can be made as in the negative V coefficient:
the most of the emissivity comes from the initial composition of the plasma. The
reconstructed f η and f ηLBO are displayed on figure 7.18. Similarly as for the previous
scenario, a good visual agreement with figure 7.17 can be observed.
The reconstructed X-ray emissivities (total and background subtracted) are displayed
on figure 7.19. A visual comparison with figure 7.16 shows a good agreement between
both emissivity profiles. The reconstructions of the total tungsten density and the
LBO-injected tungsten density are shown on figure 7.20. Radial instabilities are still
present but their intensity is lower than in the previous section. The visual agreement
with figures 7.4 and 7.5 is overall satisfying.
Similarly as for the negative V coefficient scenario, ΓW /nW and dnW /d t/nW are com-
puted for each nW (t ,r /a). ΓW /nW is displayed as a function of dnW /d t/nW for
various radial positions in figure 7.21, each blue point corresponding to a time step of
the simulation. All these charts (except the r /a = 0.73 radial position) can be fitted
accurately by a straight line, but the red dashed line is not close to the blue points.
However, both the blue points and the red dashed line seem to exhibit fairly similar
slopes. There seems to be more error on the intercept though.
The reconstructed D and V coefficients are displayed on figure 7.22. It can be noticed
that the reconstruction is quite accurate for r /a < 0.4. Outside of this range, however,
a significant discrepancy between the transport coefficients and their reconstruction
is observed. This discrepancy is most likely explained by the tomography-induced
errors which are stronger at the plasma edge and could have enhanced the instability
of this method.
A comparison of figures 7.15 and 7.22 shows that the negative V coefficient scenario ex-
hibits a slightly more accurate reconstruction of the D and V coefficients for r /a < 0.4.
For 0.4 < r /a < 0.8, the positive V coefficient scenario is more accurate.
In summary the reconstruction of the D and V coefficients from the X-ray emissivity
is possible and its accuracy is very satisfying in the plasma core (r /a < 0.4). Out-
side of this region however, the reconstruction of the D and V coefficients cannot be
considered accurate.



Figure 7.17 – Total (top) and background subtracted (bottom) line-integrated emis-
sivities convoluted by the spectral response of the detector as a function
of time and line-of-sight number in the case of the positive V coefficient
scenario.



Figure 7.18 – Total (top) and background subtracted (bottom) reconstructed line-
integrated emissivities convoluted by the spectral response of the de-
tector as a function of time and line-of-sight number in the case of the
positive V coefficient scenario.



Figure 7.19 – Total (top) and background subtracted (bottom) reconstructed X-ray
emissivities convoluted by the spectral response of the detector as a
function of time and normalised radius in the case of the positive V
coefficient scenario.



Figure 7.20 – Total (top) and background subtracted (bottom) reconstructed tungsten
densities as a function of time and normalised radius in the case of the
positive V coefficient scenario.



Figure 7.21 – ΓW /nW as a function of dnW /d t/nW for several radial positions in the
case of the positive V coefficient scenario. The dash line represents the
result which would be obtained with the D and V coefficients of the
scenario.

Figure 7.22 – D and V coefficients of the positive V coefficient scenario and their recon-
struction.



7.2 Poloidal asymmetries
In section 7.1, the impurity density is considered constant over the magnetic sur-

faces leading to a poloidally symmetrical impurities distribution. This hypothesis is
however not always valid, as shown in figure 7.23. Poloidal asymmetries arise from
complex transport phenomenons which are presented in this section. In order to
describe these phenomenons accurately, it is necessary to introduce the trapping
of particles in the plasma as well as the different collisional regimes in which said
particles can be.

Figure 7.23 – Soft x-ray radiation profiles observed for two different heating strategies
in the JET tokamak. Reprinted from [104]

As the magnetic field decreases with 1/R between the high and low field sides,
particles experience magnetic field fluctuations while following the magnetic field
lines. If a particle has a parallel velocity which is too low, it can be trapped along the
magnetic field line. The particle bounces then up and down, following the so-called
banana orbit shown on figure 7.24. Trapped particle get back to a passing (as opposed
to trapped) orbit by collision with another charged particle.



Figure 7.24 – Banana-shaped orbit of a trapped particle. Figure reprinted from [105].

7.2.1 Collisional regimes
The collisionality of a particle is defined the ratio of the detrapping frequence

νdetr ap over the bounce frequency νbounce :

ν∗= νdetr ap

νbounce
(7.4)

If ν∗< 1 the trapped particles achieve several banana bounces before being detrapped
(in average). This regime is the so-called banana regime. In this regime, transport is
ensured exclusively by trapped particles and the diffusion coefficient grow linearly
with the collision frequency.
The high collisionality regime, the so-called Pfirsch-Schlüter regime, is defined for
ν∗> ε−3/2 where ε is the aspect ratio. [106] Trapped particles are detrapped before they
bounce and trapped particles do not contribute to transport. The diffusion coefficient
also grows linearly with the collision frequency.
If 1 < ν∗ < ε−3/2, then a fraction of the trapped particles complete several bounces
before escaping. In this regime the diffusion coefficient is not affected by the collision-
ality, hence its name: the plateau regime.

7.2.2 Theory of parallel forces
Impurities are subject to parallel forces (e.g. centrifugal, electrostatic) which lead to

parallel transport and potentially to poloidal asymmetries. This forces are described
in the so-called Reinke equation [107]:

mZ nZΩ
2

2
∇||R2 +Z nZ e∇||φ+TZ∇||nZ = FZ ,|| (7.5)



whereΩ is the rotation frequency, R the major radius, φ the electrostatic potential and
FZ ,|| a parallel friction term. The first term of equation 7.5 denotes the inertial force,
the second term the electrostatic force and the third one denotes the force resulting
from plasma pressure.

7.2.2.1 Impact of electric field on impurity density

Fast trapped ions in the LFS can generate an electric field orthogonal to the magnetic
field lines. This electric field tends to push ions away from the LFS. ICRH increases the
population of supra-thermal ions in the LFS and therefore can increase this asymmetry.
The effect of a radial electric field on impurity density is computed in [108]:

nZ =< nZ >
(
1+ 2r cos(θ)

R0

(
mZω

2R0

2Ti

(
1− Z mi

mZ

Ze f f Te

Ze f f Te +Ti

)
− Z fm

2

Te

Ze f f Te +Ti

(
T⊥
T||

−1

)))
(7.6)

where θ is the poloidal angle, R0 the major radius, ω the rotation frequency, Ze f f

the effective charge of the plasma, fm the minority fraction and T⊥
T|| the temperature

anisotropy.

7.2.2.2 Impact of inertia on impurity density

The plasma rotation leads to a centrifugal force on particles. Heavy impurities such
as tungsten are subject to a strong centrifugal force which can lead to asymmetries in
density. The effect of inertia on the impurity density is computed in [107]. In the case
of a plasma with a single impurity species (W) in trace level (ZW n2

W ¿ ni , where ni is
the density of the main ion in the plasma), the impurity density in the presence of a
centrifugal force is given by:

nW = nW (0) ·exp

(
M 2

(
AW

Ai
− ZW Te

Ti +Zi Te

)(
R2

R2
0

−1

))
(7.7)

where M is the mach number of the plasma.

7.2.2.3 Impurity transport in the presence of poloidal asymmetries

Two theories can be used to study transport in tokamaks: the neoclassical and the
turbulence theory. The neoclassical theory considers the fluxes arising from particle
collisions, while taking into account some specificities of tokamaks (geometry and
magnetic configuration). Originally focused on electrons and energy transport, the
neoclassical theory has been extended in order to account for impurities such as
tungsten. [109, 110]
In the case of a plasma with ions in the banana regime and tungsten in trace level
(ZW n2

W ¿ ni ) and in the Pfirsch-Schlüter regime, the neoclassical flux of impurities is



given by [111]:

Γneo
W = ZW DP

R

((
1

ZW

R

LnW

− R

Lni

+ 1

2

R

LTi

)
·P A −0.33 fP PB

R

LTi

)
(7.8)

where DP is the diffusion coefficient of the passing (as opposed to trapped) particles,
R/LX =−(R/X )(d X /dr ) denotes the normalized logarithmic gradient of X , fP is the
fraction of passing particles, and P A and PB are purely geometrical factors (in the
absence of asymmetry P A = 1 and PB = 0).

7.2.3 Poloidal asymmetries on ITER
In order to estimate the capabilities of the ITER tomographic system to reconstruct

poloidal asymmetries, simple computations of asymmetries based on equations 7.6
and 7.7 have been performed.

7.2.3.1 Tomographic setup and simulation process

For this study, the Minimum Fisher Information algorithm with anisotropy following
the magnetic surfaces (presented in section 3.3.2) is used. The detector configura-
tion is the same as in section 7.1.2: 252 lines-of-sight viewing the plasma from radial
and vertical angles (see figure 5.4.1 in section 5.4.1). The LVIC is xenon-filled with a
pressure length product of 100 mm ·atm and a 200µm beryllium window. Its spectral
response is shown on figure 7.8.
Three poloidally asymmetric tungsten density profiles are computed from equa-
tions 7.6 and 7.7, and compared to a symmetrical tungsten density profile. From
the density and electron temperature, the X-ray emissivity convoluted by the spectral
response of the detector is computed. This is achieved using the method presented
in section 2.4.2 which is based on the computation of the cooling factors. Line-
integration of the X-ray emissivity over each line-of-sight is then performed. The
line-integrals of the emissivity are used as inputs for tomography in order to compute
the reconstructed X-ray emissivity εηr ec . From ε

η
r ec the reconstructed tungsten density

is given by:

nr ec
w = ε

η
r ec −n2

e ·Lηh
ne ·Lηw

(7.9)

where Lηh and Lηw are respectively the cooling factors of H and W, convoluted by the
spectral response of the detector.

7.2.3.2 Baseline density profile

In order to assess the impact of the asymmetry on the reconstruction, a symmet-
rical density profile is firstly used. It is a profile peaked in the plasma core which
corresponds to the negative V coefficient scenario just before LBO injection which is



introduced in section 7.1.3. The impurity density profile and its reconstruction are
shown on figure 7.25. It can be observed that the reconstruction is very accurate for
r /a < 0.4. Outside of this zone, however, reconstruction errors are visible.

Figure 7.25 – 2D tungsten density profile (left) and its reconstruction (right) in the
case of a symmetrical tungsten density profile.

Figure 7.26 – Tungsten density poloidal fluctuation (left) and its reconstruction (right)
in the case of a symmetrical tungsten density profile.



The asymmetry of the density can be observed through its poloidal fluctuations.
The reconstruction of nW / < nW > is very accurate for r /a < 0.4. Similarly as with the
density, significant reconstruction errors are observed outside of this region. Overall
this reconstruction is very significant, as most the tungsten inventory (the plasma
core) is reproduced well. The presence of inaccuracies for r /a > 0.4 in such a simple
configuration seems to indicate that they originate from the tomographic inversion.
Improving the inversion method or the lines-of-sight configuration should help getting
rid of these inaccuracies.

7.2.3.3 Electric field-induced asymmetry

The electric field-induced asymmetry is computed using equation 7.6. < nW >
is taken as the baseline tungsten density profile. The toroidal rotation frequency is
chosen based on [112] and is shown on figure 7.27. The rotation frequency is linearly
decreasing from 1.3 ·103 H z at r /a = 0 to 0 at r /a = 1. The temperature anisotropy
has been chosen as 5 based on [113] with a gaussian resonance of the electric field
arbitrarily centered in r /a = 0.35, as shown on figure 7.27. The minority fraction fm

has been chosen arbitrarily as 0.05.

Figure 7.27 – Left: radial profile of the toroidal rotation frequency. Right: Radial profile
of the minority temperature anisotropy ratio.

The electron temperature profile introduced in section 2.4.1 and the ion temperature
profile from the ITER baseline inductive scenario [114] are used to compute the
asymmetry. Both profiles are displayed on figure 7.28.



Figure 7.28 – Radial profile of the ion and electron temperatures.

The obtained density profile is shown on the left part of figure 7.29. Similarly as
its < nW >, the tungsten density is quite peaked in the plasma core. The electric
field generated a HFS asymmetry around r /a = 0.35 which is pretty localised. The
reconstructed density is peaked in the core and the HFS asymmetry can be observed,
although it is quite blurry. Less reconstruction errors are present outside of the plasma
core.

Figure 7.29 – 2D tungsten density profile (left) and its reconstruction (right) in the
case of a tungsten density profile exhibiting an electric field-induced
asymmetry.

The study of the poloidal fluctuations of the density show that the asymmetry is
indeed well reconstructed (still with a slight blurriness). Outside of the ring of asym-



metry the poloidal fluctuations are equal to 1, indicating a symmetrical density profile.
Overall the reconstruction of the electric field-induced asymmetry is well recon-
structed. The presence of the asymmetry seems to enhance the quality of recon-
struction of the symmetrical region (r /a > 0.45) as the intensity of the inaccuracies in
this region has decreased compared to the baseline profile.

Figure 7.30 – Tungsten density poloidal fluctuation (left) and its reconstruction (right)
in the case of a tungsten density profile exhibiting an electric field-
induced asymmetry.

7.2.3.4 Centrifugal force-induced asymmetry

The density profile in the presence of an asymmetry induced by a centrifugal force is
computed from equation 7.7. Similarly as for the previous density profile, the baseline
tungsten profile is used as nW (0). In order to ensure an intense enough asymmetry,
the Mach number of the plasma has been overestimated to M = 0.35 (compared to an
estimation of 0.05 for ITER [112]).
The obtained tungsten density profile is displayed on the left part of figure 7.31. A
clear and intense LFS asymmetry from the plasma core to the LCMS can be observed.
The reconstructed tungsten density profile, displayed on the right part of figure 7.31,
also exhibits a strong LFS asymmetry although its position is more approximative. The
reconstruction of the HFS is fairly accurate, with less reconstruction errors compared
to the baseline tungsten density profile.



Figure 7.31 – 2D tungsten density profile (left) and its reconstruction (right) in the
case of a tungsten density profile exhibiting a centrifugal force-induced
asymmetry.

Figure 7.32 – Tungsten density poloidal fluctuation (left) and its reconstruction (right)
in the case of a tungsten density profile exhibiting a centrifugal force-
induced asymmetry.

The study of nW / < nW >, shown on figure 7.32, confirms the LFS asymmetry as we



can see on the left part of the figure that the poloidal fluctuation increases linearly with
R. This feature is not reconstructed precisely (right part of figure 7.32) but the overall
behaviour is present. As a result, the reconstruction of a centrifugal force-induced
asymmetry can be considered satisfying in this example.

7.2.3.5 Combined asymmetry

The two previous asymmetries have been combined together in a single tungsten
density profile which is shown on figure 7.33. Both the HFS asymmetry which is
shaped as a ring at r /a ≈ 0.35 and the LFS asymmetry from core to LCMS can be
observed in the density profile. The reconstruction is overall pretty blurry, but one
can notice the LFS asymmetry at the plasma edge as well as some structures which
can be identified as part of the HFS asymmetry.
The tungsten density poloidal fluctuation (see figure 7.34) is simply the superposition
of the fluctuations observed separately with each asymmetric profile. The recon-
struction of nW / < nW > shows a pretty accurate LFS asymmetry. Similarly as in the
previous cases, the core reconstruction is pretty blurry but a decrease (resp: increase)
of nW / < nW > can be identified at r /a ≈ 0.35 towards the LFS (resp: HFS).

Figure 7.33 – 2D tungsten density profile (left) and its reconstruction (right) in the
case of a tungsten density profile exhibiting an asymmetry induced by
both an electric field and the centrifugal force.



Figure 7.34 – Tungsten density poloidal fluctuation (left) and its reconstruction (right)
in the case of a tungsten density profile exhibiting an asymmetry induced
by both an electric field and the centrifugal force.

Overall, the LVIC allows a fairly accurate reconstruction of poloidal asymmetries.
The main limitation of the system seems to be the tomographic inversion which brings
reconstruction errors outside of the plasma core. An slight blurriness is observed in
the core but it is low enough to still identify the asymmetries.



8 Energy discrimination using LVIC
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8.1 Spectral deconvolution method
This chapter covers the deconvolution of the incoming spectrum using Multi-

Anodes Low Voltage Ionization Chambers (MA-LVIC), introduced in section 3.2.2.
Energy discrimination using ionization chambers is a novel technique which has been
developed in the scope of this thesis. It is based on the fact that statistically, low energy
photons cover a smaller distance in the gas than high energy photons before inter-
acting with the gas. The idea behind the MA-LVIC is to use the knowledge of where



photoionization occurred in order to infer information on the energy distribution
of the incoming photon flux. This is achieved by dividing the detection volume into
several sub-chambers. Each sub-chamber is defined by an anode which collects the
charge generated in the volume of gas located between the anode and the cathode as
shown on figure 8.1.

Figure 8.1 – Schematics of a multi-anodes low voltage ionization chamber.

The sub-chambers are numbered in ascending order from the filter: sub-chamber
number one is the first volume of gas encountered by the photon flux. From a sub-
chamber to the next the photon spectrum is shifted towards higher energies as the low-
est energy photons are absorbed. As a result, the current collected by a sub-chamber
contains information on a different part of the spectrum, which moves towards higher
energy for increasing sub-chamber numbers. The energy discrimination problem con-
sists of finding the spectrum of the incoming photon flux which fits best the measured
currents:

φ0 = ar g min
φ

(||I meas − I (φ)||22) (8.1)

where φ0 is the solution spectrum, I meas is the vector containing the currents mea-
sured by each sub-chamber, I is the function linking a photon spectrum to the currents
measured by each sub-chamber - I (φ) being the vector containing the currents gen-
erated by φ - and ||.||2 denotes the Euclidean norm. In the scope of this thesis, no
experiment has been made on MA-LVIC and the measured currents refer to currents
simulated with the synthetic diagnostic tool presented in chapter 4. Due to the finite
amount of measurements, the fact that the spectrum is defined over a continuous
space and that the measurements are subject to experimental noise, the spectral
deconvolution is a so-called ill-posed problem. Its resolution requires the use of reg-
ularisation (introduced in section 3.3.2 in the scope of tomographic inversions) or
hypothesis on the photon spectrum. The latter approach is chosen in the scope of this
thesis and is described in this chapter.



8.1.1 Hypothesis on the X-ray spectrum
The processes leading to the emission of X-ray photons, described in 2.2, are well un-

derstood and so is the overall shape of the X-ray spectrum. At low energy (hν< 10keV ),
the spectrum is dominated by line emission. From hν= 10keV , X-ray emission mainly
comes from radiative recombination and Bremsstrahlung emission which lead to a
continuous spectrum decreasing with exp(− hν

kB Te
. The contribution of each impurity

considered in the high power D-T scenario to the photon flux impinging line-of-sight
number 96 is displayed on figure 8.2.
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Figure 8.2 – Contribution of each impurity to the incoming photon flux of line-of-sight
number 96 which goes through the very core of the plasma.

In the [2, 100] keV range, the incoming photon flux can be modelled with a relatively
high accuracy by a simple mathematical function depending on 4 parameters only.
Two gaussian peaks are considered in the low energy part of the spectrum, covering
the tungsten lines observed at the plasma edge around hν= 2keV (in green in equa-
tion 8.2) and the iron line at hν≈ 7keV (in red in equation 8.2). The peak correspond-
ing to the iron line is widened and slightly shifted towards higher energies in order to
account for tungsten and iron line radiation located in the 8keV < hν< 10keV range.
The width of the tungsten line emission peak is chosen arbitrarily in order to cover the
part of tungsten line radiation which is not absorbed by the filter. The continuum is
modelled by an exponential decrease coupled to a correction factor Ccor . This factor
takes into account the fact each line-of-sight integrates the X-ray emissivity over a
line where the electron temperature is not constant. Continuity of the mathematical
function between the line emission and continuum parts of the spectrum is achieved
by adding a straight connecting the (0keV ,0) and the (10keV , f exp (10keV )) points (in
blue in equation 8.2), where f exp (10keV ) corresponds to the value of the exponential



part of the function estimated at hν= 10keV . The expression of the function is:

f (hν, X ) =
{

X3 ·e−2·(hν−7)2 +X4 ·e−1.5·(hν−2)2 + X1·e−X2·10

10 ·hν if hν< 10keV

X1 ·e−X2·hν ·Ccor (hν) if hν≥ 10keV
(8.2)

where X = (X1, X2, X3, X4) is the vector containing each coefficient of the function, X1

and X2 are respectively the amplitude and the slope of the exponential decrease, X3

is the amplitude of the peak modelling the iron line emission at hν≈ 7keV and X4

is the amplitude of the peak modelling the tungsten lines at hν≈ 2keV . The photon
spectrum derived from the X vector is labelled φ= f (X ).
Due to the lack of additional energy-resolved X-ray emissivity scenarios the actual Ccor

coefficients have been computed for each line-of-sight and averaged in order to obtain
a final coefficient Ccor = 1

NLoS

∑NLoS
i=1 C LoS

cor (i ), which is displayed in black on figure 8.3.
Using of a single Ccor coefficients for all lines-of-sight aims at demonstrating the
geometrical robustness of this method. The application of the function to the fitting
of the X-ray spectrum impinging line-of-sight number 96 is displayed on figure 8.3.
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Figure 8.3 – Fitting of the line-of-sight number 96 incoming photon flux. In this figure,
the parameters of the function are X1 = 1.40 ·109 ph/s, X2 = 2.26 ·10−2

keV −1, X3 = 5.0 ·109 ph/s, and X4 = 6.0 ·108 ph/s.

The energy deconvolution problem now consists of finding the set of X coefficients
which reproduce best the measured currents:

X0 = ar g min
X

(||I meas − I ( f (X ))||22) (8.3)

where X0 is the solution vector of parameters. The reconstructed flux is therefore
φ0 = f (X0).



8.1.2 Minimization algorithm
With the use of the hypothesis on the shape of the photon flux and with enough

measurements (i.e. enough sub-chambers), the problem of spectral deconvolution be-
comes the minimization problem described in equation 8.3. An algorithm minimising
the difference between the measured and reconstructed currents has been developed
for energy discrimination. It is based on successive gradient descents performed over
each Xi parameter. The cost function of this method is defined as:

r (X ) = ||I meas − I ( f (X ))||22 (8.4)

The architecture of the algorithm is shown on figure 8.4. The algorithm repeats the
same iterations until convergence is achieved.
The initialisation of the parameter vector X0 depends on the line-of-sight considered.
Spectral deconvolution is performed for a line-of-sight at a time and the scanning of
all the lines-of-sight is performed from the edge to the core of the plasma: the order of
the lines-of-sight is 1 → 96, 192 → 97 and then 193 → 252. For lines-of-sight number 1,
192 and 193, X0 is chosen arbitrarily as X0 = (5 ·107,4 ·10−1,5 ·106,4 ·107). The values
of this initial vector have been chosen in order to be close to fitting the incoming spec-
trum of the lines-of-sight looking at the plasma edge while still requiring significant
modification from the algorithm. For the rest of the lines-of-sight, X0 is taken as the
solution obtained for the previous line-of-sight. This allows a significant time gain
(less iterations are required to reach the solution) by taking into account the space
continuity of the X-ray emissivity.
Starting from the initial vector X0, gradient descents are performed in each direction
~ei . For a given direction, the step of the gradient is defined as X0(i )

10 . The sense of the
gradient descent is computed by comparing the cost function of Xk , Xk + s~ei and
Xk − s~ei where s is the step. If r (Xk ) is lower than both r (Xk + s~ei ) and r (Xk − s~ei ),
then the gradient descent with this step is skipped (arrow number 1 on figure 8.4) as
r (Xk ) is the lowest value achievable with this step. Otherwise a gradient descent with
constant step is then performed (arrow number 2 on figure 8.4) until a minimum of
r (Xk ) is obtained. From that point, the step is divided by 10 in order to add precision
and the process (computation of the sense and gradient descent) is repeated (arrow
number 3 on figure 8.4). Consecutive divisions of the step take place a total of 5 times
in order to reach a step of X0(i )

106 .
Once the consecutive gradient descents are performed, the process is repeated for
the next direction (arrow number 4 on figure 8.4). When gradient descents have been
performed for each direction, the convergence is estimated: if there has not been
significant change in between Xk and Xk+1, the solution is taken as Xsol uti on = Xk+1.
Otherwise, the process is repeated again (arrow number 5 on figure 8.4). The conver-
gence criterion is: ||Xk+1 −Xk || < 10−4||Xk ||. The reconstructed photon spectrum is
therefore φr ec = f (Xsol uti on).



Figure 8.4 – Architecture of the minimization algorithm.



8.2 Application to ITER
The method previously described is applied to the ITER emissivity scenario de-

scribed in section 2.4.1. The lines-of-sight geometry used is the 60 vertical lines-of-
sight configuration presented in section 5.4.1. Quantification of the accuracy of the
deconvolution is introduced. The fitness of argon and xenon for energy discrimination
is investigated.

8.2.1 Figures of merit
Similarly as for X-ray tomography, root mean squared estimates of the reconstruc-

tion error are used as figures of merit. In order to assess the accuracy of the spectral
deconvolution, the following figure of merit is defined:

RMSdec =

√√√√√∑Nbi ns
i=1 dhν(i )2 · (φ(i )−φr ec (i )

φ(i ) )2∑Nbi ns
i=1 dhν(i )2

(8.5)

where dhν(i ) is the width of the i-th energy band, Nbi ns is the amount of energy bins,
φ is the photon flux impacting the detector and φr ec is the reconstructed photon flux.
It consists of the root mean square of the deconvolution relative error weighted by the
width of the energy bands.
Knowing how well the measured currents are fitted allows for identification of mal-
functions in the algorithm or the unfitness of the mathematical function to accurately
fit the X-ray spectrum. Such information is contained in the following figure of merit:

RMScur = 1

Nanodes

√√√√Nanodes∑
i=1

(
I meas(i )− I r ec (i )

I meas(i )

)2

(8.6)

where Nanodes is the amount of anodes in the MA-LVIC, and I r ec = I (φr ec ) is the vector
of the currents which would be measured by a MA-LVIC irradiated by the photon flux
φr ec . The fitting of the current is considered satisfactory if RMScur < 10−2.
Because the fitting function is very simple, it will not fit perfectly the incoming spec-
trum which contains numerous peaks at low energy. Therefore the RMSdec obtained
are quite high with regards to RMScur and will mostly be used to compare different
reconstructions (e.g. with different gases).

8.2.2 Spectral deconvolution using argon-filled MA-LVIC
8.2.2.1 Detector setup

Spectral deconvolution has been performed using a MA-LVIC with 5 anodes filled
with argon. The pressure length product used for each sub-chamber is 5, 15, 50, 175



and 500 mm ·atm. A MA-LVIC with anodes of 1, 3, 10, 35 and 100 mm under 5 bars of
pressure would achieve such pressure length products. A beryllium window of 200µm
is considered as a filter. The spectral responses of each sub-chamber are displayed on
figure 8.5. The lines-of-sight geometry used in this study is the 60 vertical lines-of-sight
configuration presented in section 5.4.1.
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Figure 8.5 – Spectral response of each sub-chamber in a 5 anodes argon-filled MA-
LVIC. The length pressure products of the sub-chamber are respectively
5, 15, 50, 175, and 500 mm · atm, and the filter consists of 200µm of
beryllium.

8.2.2.2 Single lines-of-sight results
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Figure 8.6 – Left: Spectral deconvolution of the photon flux of line-of-sight 45 (r /a ≈
0.5). Right: Spectral deconvolution of the photon flux of line-of-sight 96
(r /a ≈ 0). The MA-LVIC is filled with argon and the sub-chambers have
respective length pressure products of 5, 15, 50, 175 and 500 mm ·atm.
The beryllium window is 200µm wide.



In this section the accuracy of spectral deconvolution is investigated for different
lines-of-sight. The lines-of-sight number 5 (looking at the very edge of the plasma), 45
(looking through the plasma up to r /a ≈ 0.5) and 96 (looking at the very core of the
plasma) are chosen to estimate the quality of reconstruction over different regions
and therefore different incoming spectrums.
The spectral reconstruction of the photon flux of the lines-of-sight number 45 and 96
are displayed on figure 8.6. Both reconstructed spectrums look visually good, with a
seemingly good reconstruction of the continuum as well as the peaks located around
8 keV. The lower energy peaks, located around 2 keV, are clearly overestimated.
The investigation of the reconstruction of the X-ray spectrum from line-of-sight 5
(see figure 8.7) shows that at the edge the continuum reconstruction is not as good
as it is accurately reconstructed up to 20 keV only. The line radiation shows a pretty
good agreement between the input and its reconstruction. The energy content of the
spectrum after 20 keV is however very low and it can be considered that the overall
shape of the spectrum is fairly well reconstructed although the slope of the continuum
is not. It is worth noting that the currents measured by the detector in line-of-sight
5 is between 2 and 4 orders of magnitude lower than for lines-of-sight 45 and 96. In
addition to that, it is visible that the fitting of the current is not as good for line-of-sight
5.
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Figure 8.7 – Left: Spectral deconvolution of the photon flux of line-of-sight 5 (r /a ≈ 1).
Right: Measured and reconstructed currents for each sub-chamber for
lines-of-sight 5, 45 and 96. The MA-LVIC is filled with argon and the sub-
chambers have respective length pressure products of 5, 15, 50, 175 and
500 mm ·atm. The beryllium window is 200µm wide.

The study of the figures of merit shows a very good fitting of the currents is obtained
for all lines-of-sight except those located at the very edge of the plasma. RMSdec (see
figure 8.8) exhibits a fairly flat over most of the plasma and increases by several orders
of magnitude towards the edge. Line-of-sight 5 seems to be the limit between the
accurate and inaccurate reconstruction regions. This is confirmed by the inspection
of the reconstruction of line-of-sight 4: the shape of the incoming photon spectrum is



quite far from the mathematical function used to fit it and therefore the deconvolution
is not accurate.
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Figure 8.8 – Left: Figures of merit of spectral deconvolution. Right: Spectral decon-
volution of the photon flux of line-of-sight 4 (r /a ≈ 1). The MA-LVIC is
filled with argon and the sub-chambers have respective length pressure
products of 5, 15, 50, 175 and 500 mm · atm. The beryllium window is
200µm wide.

8.2.2.3 Overall accuracy over all lines-of-sight

The observations made from figures 8.6 and 8.7 are specific to the considered lines-
of-sight and do not necessarily reflect the quality of the overall deconvolution. The
overall deconvolution can be visualized through the plotting of the surface integrated
power as a function of both the energy and the line-of-sight, as shown on figure 8.9.
The surface integrated power is given by:

PLoS(hν) = 1

E

∫
LoS

ε(r,hν)dr (8.7)

where E is the geometrical etendue of the detector in m2 and ε(r,hν) is the plasma
emissivity in the energy bin corresponding to the energy hν in W ·m−3 ·bi n−1.
The overall aspect of the surface integrated power is very close between the input
and its reconstruction, especially in the continuum (hν> 10keV ). At low energy, the
reconstruction properly identifies that there is more emissivity at the plasma edge
than in the core but, as seen previously, this emissivity is highly overestimated (both
in width and intensity). The peak corresponding to iron line emission is less intense
but wider, so it might be well reconstructed. It is however not possible to conclude on
the accuracy of this peak reconstruction from this figure.



Figure 8.9 – Left: Surface integrated power as a function of the photon energy and the
line-of-sight number. Right: Reconstructed surface integrated power as a
function of the photon energy and the line-of-sight number. The MA-LVIC
is filled with argon and the sub-chambers have respective length pressure
products of 5, 15, 50, 175 and 500 mm · atm. The beryllium window is
200µm wide.

By integrating the X-ray power over given energy bands, it is possible to visualize the
accuracy of reconstruction in these bands for all lines-of-sight at once and therefore
assess whether the accuracy in specific regions of the spectrum, such as the region
containing the iron line.
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Figure 8.10 – Left: Reconstruction of the line-integrated X-ray emissivity in the [2,
3] keV range for each line-of-sight. Right: Reconstruction of the line-
integrated X-ray emissivity in the [6, 10] keV range for each line-of-sight.
The MA-LVIC is filled with argon and the sub-chambers have respec-
tive length pressure products of 5, 15, 50, 175 and 500 mm ·atm. The
beryllium window is 200µm wide.

Four energy bands are considered: [2,3]keV , [6,10]keV , [10,100]keV and [2,100]keV .
The first energy band allows the estimation of the accuracy of reconstruction of the



first peak, covering the tungsten lines observed at the plasma edge. The second
energy band covers the second peak of the function: the iron line at 7keV and the
iron/tungsten lines between 8 and 10 keV. A third energy band is chosen to cover the
continuum, and finally the accuracy of reconstruction over the total energy range is
estimated with the fourth energy band.
The line-integrated X-ray power in the [2, 3] keV and [6, 10] keV energy bands are
displayed on figure 8.10. As suggested by the single lines-of-sight reconstruction, the
X-ray power in the [2, 3] keV energy range is highly overestimated (by up to a factor
5). The accuracy of spectral deconvolution in this energy range is discussed with
more details in section 8.2.5 In the [6, 10] keV energy range the result is much more
accurate, but a significant underestimation of around 10% is observed. This error of
reconstruction will be problematic for tomography where it is most likely that this
uncertainty will be amplified.
The line-integrated X-ray power in the [10, 100] keV and [2, 100] keV energy bands are
displayed on figure 8.11. The deconvolution of the continuum is much more accurate
than the line radiation: there is less than 5% of underestimation of the line-integrated
X-ray power in the [10, 100] keV energy range. As a result, the overall line-integrated
X-ray power is well reconstructed. For the lines-of-sight looking at the plasma core
the continuum is dominant and a slight underestimation is observed while for the
lines-of-sight directed towards the edge the line radiation is more important and an
overestimation of the X-ray power can be observed.
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Figure 8.11 – Left: Reconstruction of the line-integrated X-ray emissivity in the [10,
100] keV range for each line-of-sight. Right: Reconstruction of the line-
integrated X-ray emissivity in the [2, 100] keV range for each line-of-
sight. The MA-LVIC is filled with argon and the sub-chambers have
respective length pressure products of 5, 15, 50, 175 and 500 mm ·atm.
The beryllium window is 200µm wide.



8.2.3 Spectral deconvolution using xenon-filled MA-LVIC
8.2.3.1 Detector setup

Spectral deconvolution has been performed using a MA-LVIC with 5 anodes filled
with xenon. The pressure length product used for each sub-chamber is 5, 30, 60, 100
and 150 mm ·atm. A MA-LVIC with anodes of 2.5, 15, 30, 50 and 75 mm under 2 bars of
pressure would achieve such pressure length products. A beryllium window of 200µm
is considered as a filter. The spectral responses of each sub-chamber are displayed
on figure 8.12. It can be noticed that the total spectral response of the MA-LVIC is
significantly higher than for argon, especially at high energies. The lines-of-sight
geometry used in this study is the 60 vertical lines-of-sight configuration presented in
section 5.4.1.
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Figure 8.12 – Spectral response of each sub-chamber in a 5 anodes xenon-filled MA-
LVIC. The length pressure products of the sub-chamber are respectively
5, 30, 60, 100 and 150 mm · atm, and the filter consists of 200µm of
beryllium.

8.2.3.2 Single lines-of-sight results

The results of energy deconvolution using a xenon-filled MA-LVIC are shown on the
figures 8.13, 8.14, and 8.15. It can be noticed that for the lines-of-sight 45 and 96 the
continuum-dominated region of the spectrum is very well reconstructed: differences
between the input and reconstructed fluxes are quite hard to spot. The iron line
emission at 7 keV seems also accurately reconstructed: similarly as for argon, the
amplitude is slightly lower in the reconstruction but the increased width seems to
offset it. The low energy part of the spectrum is not properly reconstructed here as
well: no peak is present at 2 keV for line-of-sight 96 while the peak is significantly
overestimated for line-of-sight 45.
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Figure 8.13 – Left: Spectral deconvolution of the photon flux of line-of-sight 45 (r /a ≈
0.5). Right: Spectral deconvolution of the photon flux of line-of-sight 96
(r /a ≈ 0). The MA-LVIC is filled with xenon and the sub-chambers have
respective length pressure products of 5, 30, 60, 100 and 150 mm ·atm.
The beryllium window is 200µm wide.

The study of line-of-sight number 5 shows that the reconstruction of the continuum
is inaccurate overall (the slope is not reconstructed) but most of the continuum energy
is located in the region which is accurate. However, the line radiation is overestimated
at 7 keV and highly underestimated at 2 keV. This might be explained by the fact
that the currents collected at line-of-sight number 5 are between 3 and 6 orders of
magnitude lower than those collected at lines-of-sight 45 and 96.
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Figure 8.14 – Left: Spectral deconvolution of the photon flux of line-of-sight 5 (r /a ≈ 1).
Right: Measured and reconstructed currents for each sub-chamber for
lines-of-sight 5, 45 and 96. The MA-LVIC is filled with xenon and the
sub-chambers have respective length pressure products of 5, 30, 60, 100
and 150 mm ·atm. The beryllium window is 200µm wide.

The inspection of the figures of merit gives a similar diagnostic than for argon:
RMSdec and RMScur fairly flat over most of the plasma and increases in a very steep



way towards the edges. Line-of-sight 5 also seems to be at the limit between low
and high figures of merit. As seen with argon, the shape of the spectrum for line-of-
sight number 4 cannot be properly fitted by the mathematical function described in
equation 8.2.
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Figure 8.15 – Left: Figures of merit of spectral deconvolution. Right: Spectral decon-
volution of the photon flux of line-of-sight 4 (r /a ≈ 1). The MA-LVIC is
filled with xenon and the sub-chambers have respective length pressure
products of 5, 30, 60, 100 and 150 mm ·atm. The beryllium window is
200µm wide.

8.2.3.3 Overall accuracy over all lines-of-sight

Figure 8.16 – Left: Surface integrated power as a function of the photon energy and the
line-of-sight number. Right: Reconstructed surface integrated power as
a function of the photon energy and the line-of-sight number. The MA-
LVIC is filled with xenon and the sub-chambers have respective length
pressure products of 5, 30, 60, 100 and 150 mm · atm. The beryllium
window is 200µm wide.



The surface integrated power of each line-of-sight is displayed as a function of
energy on figure 8.16. An accurate reconstruction of the overall shape is exhibited,
especially in the continuum (hν> 10keV ). The tungsten line emission around 2 keV
in the plasma edge is reconstructed, although the amplitude and width seem overesti-
mated. The iron line emission around 7 keV seems to be more accurate as it is less
intense but spread over a wider energy range. In order to verify these observations, the
integration over the energy bands defined for the argon analysis (see section 8.2.2.3) is
performed as well.
The line-integrated X-ray power in the [2, 3] and [6, 10] keV energy ranges is displayed
in figure 8.17. The first energy band exhibits a very inaccurate reconstruction: the
power is overestimated by a factor ≈ 1.5 at the edge and underestimated by a factor
≈ 2 in the plasma core. In the region dominated by the iron line emission, the decon-
volution yields satisfying results: in the edge the reconstruction is visually equal to the
input and in the core there is less than 5% of difference between them.
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Figure 8.17 – Left: Reconstruction of the line-integrated X-ray emissivity in the [2,
3] keV range for each line-of-sight. Right: Reconstruction of the line-
integrated X-ray emissivity in the [6, 10] keV range for each line-of-sight.
The MA-LVIC is filled with xenon and the sub-chambers have respec-
tive length pressure products of 5, 30, 60, 100 and 150 mm ·atm. The
beryllium window is 200µm wide.

The line-integrated X-ray power in the [10, 100] and [2, 100] keV energy ranges is
displayed in figure 8.18. The energy range dominated by the continuum ([10, 100] keV)
is very well reconstructed, the input and its reconstruction are overlapping almost
perfectly (with a slight overestimation in the plasma core). Over the whole energy
range of the spectrum, the accuracy of reconstruction is also excellent with a slight
underestimation in the plasma core which comes from the fact that the [2, 3] energy
range is not reconstructed in the core.
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Figure 8.18 – Left: Reconstruction of the line-integrated X-ray emissivity in the [10,
100] keV range for each line-of-sight. Right: Reconstruction of the line-
integrated X-ray emissivity in the [2, 100] keV range for each line-of-
sight. The MA-LVIC is filled with xenon and the sub-chambers have
respective length pressure products of 5, 30, 60, 100 and 150 mm ·atm.
The beryllium window is 200µm wide.

8.2.4 Comparison between argon and xenon
In the scope of X-ray spectral deconvolution on ITER, both argon and xenon have

demonstrated their capabilities as filling gas for a MA-LVIC. The first difference which
is observed between them comes from their sensitivity. Indeed, as xenon is much more
sensitive to X-ray radiation than argon, it requires a lower length pressure product for a
similar spectral response. This is confirmed by the total length pressure product of the
MA-LVIC used in sections 8.2.2 and 8.2.3: 745mm ·atm for argon and 345mm ·atm
for xenon. This means that in terms of integration, for a MA-LVIC filled with argon to
fit in a box with a depth of 100mm it will need around 7.5 bars of pressure for argon
against around 3.5 bars for xenon. In this regard, xenon is a much better candidate
than argon. When it comes to the accuracy of reconstruction, xenon exhibits a higher
quality of the deconvoluted spectrum in all the different energy bands. As a result,
xenon is foreseen as the main candidate for X-ray energy deconvolution on ITER and is
used (in the setup presented in section 8.2.3.1) for the rest of the energy deconvolution
simulations presented in this thesis.

8.2.5 Improving the reconstruction in the [2, 3] keV energy
band

In the energy deconvolution presented in sections 8.2.2 and 8.2.3, significant re-
construction error is observed in the [2, 3] keV energy band. As seen on figure 8.12,
the spectral response of the detector is very low at these energy (< 10% at hν= 2keV
and 40% at hν = 3keV ). This is explained by the fact that the beryllium window
absorbs most of the photon flux at these energies. In this section, several spectral
deconvolution simulations are performed in order to assess the influence of the width



of the beryllium window on the reconstruction of the [2, 3] keV range. This range is
of specific interest in the scope of impurity transport studies as it is dominated by
tungsten line radiation.
The detector setup is the one described in section 8.2.3.1 and the corresponding
spectral response for each sub-chamber is displayed on figure 8.12. As the beryllium
window mainly absorbs photons of hν< 5keV , the spectrum reconstruction in the [5,
100] keV range is not affected by its width. As a result this study will focus solely on
the [2, 3] keV energy range.
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Figure 8.19 – Reconstruction of the line-integrated X-ray emissivity in the [2, 3] keV
range as a function of the line-of-sight number for different widths of
the beryllium window. The MA-LVIC is filled with xenon and the sub-
chambers have respective length pressure products of 5, 30, 60, 100 and
150 mm ·atm.

The reconstruction of the X-ray power impacting the detector in the [2, 3] keV range
for three beryllium window depths (200µm, 100µm and no beryllium window) is dis-
played on figure 8.19. With a 200µm beryllium window, there is a clear overestimation
of the power at the plasma edge and an underestimation in the core. Oscillations
can be noticed in the core, denoting the lack of stability of the reconstruction in this
energy band. When the beryllium window gets thinner, a clear improvement can be
noticed: the difference between input and reconstruction is divided by ≈ 2 and the
core oscillations have significantly decreased. Without beryllium window, the recon-
struction of the shape of the line-integrated power is much better. The overestimation
at the edge and underestimation in the core are reduced to ≈ 20% and the oscillations
have almost disappeared.
The conclusion of this study is that in order to observe the transport of tungsten at
the plasma edge, where the X-ray emission is around 2 keV, it is necessary to have a
beryllium as thin as possible.



8.2.6 Sensitivity analysis
During operation on ITER the MA-LVIC measurement will be subject to experi-

mental noise, which is expected to be of the order of magnitude of 1%. In order to
estimate the influence of such perturbation, a sensitivity analysis, which consists of
100 reconstructions with a gaussian noise of 1%, is performed. The perturbative noise
is added to the measured currents before spectral deconvolution. The detector setup
is the one described in section 8.2.3.1. The interest of repeating the process 100 times
is to gather enough statistics to estimate the stability of the method with regards to
gaussian perturbation. The highest and lowest reconstructions are used to create a
so-called envelope inside which a 1% noise reconstruction is most likely to be located.
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Figure 8.20 – Left: RMSdec and its 1% noise envelope. Right: Reconstruction of the
line-integrated X-ray emissivity in the [2, 3] keV energy range and its 1%
envelope. The MA-LVIC is filled with xenon and the sub-chambers have
respective length pressure products of 5, 30, 60, 100 and 150 mm ·atm.
The beryllium window is 200µm wide.

RMSdec and its envelope are displayed on the left part of figure 8.20. It can be
observed that the noise does not necessarily have a great impact on the figure of merit,
and in some cases the noise can prove to be improving it. However, the reconstruction
of the line-integrated X-ray emissivity in the [2, 3] keV range (right part of figure 8.20)
exhibits a high instability of the reconstruction with up to ten times overestimation
of the emissivity. This energy range already displayed instabilities without noise, it is
therefore not surprising to observe a very high increase in these instabilities.
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Figure 8.21 – Left: Reconstruction of the line-integrated X-ray emissivity in the [6, 10]
keV energy range and its 1% envelope. Right: Reconstruction of the line-
integrated X-ray emissivity in the [10, 100] keV energy range and its 1%
envelope. The MA-LVIC is filled with xenon and the sub-chambers have
respective length pressure products of 5, 30, 60, 100 and 150 mm ·atm.
The beryllium window is 200µm wide.

The reconstructions of the line-integrated X-ray emissivity in the [6, 10] keV and
[10, 100] keV ranges are displayed on figure 8.21. In the range containing the iron
line radiation, the system is more stable (in comparison with the [2, 3] keV energy
range) but an underestimation of up to 30% can be obtained. The continuum exhibits
the highest resilience to perturbation with a maximal error of around 10%. It is the
resilience of energy band which explains the low effect of noise on RMSdec : as dhν
increases exponentially with energy the high energy part of the spectrum has a higher
impact on the figure of merit (see equation 8.5).
The impact of noise on spectral deconvolution is therefore quite high in the line
emission-dominated part of the spectrum. However, at high energy the reconstruction
is much more stable to such perturbations.

8.3 Energy-resolved X-ray tomography
In section 8.2, the X-ray spectrum of individual lines-of-sight generated by the ITER

high power D-T scenario is reconstructed. This reconstructed spectrum is applied
to tomography in this section in order to compute the local X-ray spectrum over the
whole plasma.
As seen in section 2.4.1, the photon flux is divided into a total of 236 energy bins of
increasing width. The spectral reconstruction method is only applied to the [2, 100]
keV part of the energy range, as no information is collected for lower energies due to
absorption in the beryllium window. In this section, energy-resolved tomography is
performed through the independent application of tomography to the reconstructed
spectrum at each energy bin. Therefore a 2D mapping of the local X-ray emissivity is
obtained for each energy bins. The concatenation of these local emissivities gives the
local X-ray spectrum emitted at each location of the plasma.



The line-integral of the emissivity at energy hν, used as input for tomography, is given
by:

f meas(hν) = φ(hν) ·hν

E
(8.8)

where E is the geometrical etendue of the aperture-detector system.
The Minimum Fisher Information method, presented in section 3.3.2, is used for the
tomographic inversion.

8.3.1 Figures of merit
In order to quantify the accuracy of the energy-resolved tomographic reconstruction,

an additional figure of merit is defined.
The RMScor e

tomo and RMSlcms
tomo root mean squares estimates, defined in equation 5.1,

are applicable to this process and are estimated for each energy band to assess the
accuracy of tomographic reconstruction.
The RMSl i ne parameter (from equation 5.1) is also computed in order to quantify
how well the input profile of tomography is fitted by the algorithm. RMSl i ne is also
estimated for each energy band.
The accuracy of reconstruction of the local emissivity spectrum is quantified by the
RMSpi x figure of merit which is estimated for each geometrical pixel of the tokamak.
It is defined as:

RMSpi x(R, Z ) =

√√√√√∑Nb i ns
i=1 dhν(i )2(ε(R,Z ,hν(i ))−εr ec (R,Z ,hν(i ))

ε(R,Z ,hν(i )) )2∑Nb i ns
i=1 dhν(i )2

(8.9)

8.3.2 Results
Energy-resolved X-ray tomography has been performed using the photon spectrums

obtained with xenon-filled MA-LVIC in section 8.2.3. The tomographic reconstructions
have been performed independently for each energy bin from hν = 2keV to hν =
100keV . The obtained radial profile of the emissivity spectrum is compared to the
input radial profile of the emissivity spectrum on figure 8.22. Visual differences can be
observed between the two profiles. However, the overall shape and value are similar
for both profiles. The tungsten lines around 2 keV at the plasma edge and the iron line
around 7 keV seem qualitatively well reconstructed.
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Figure 8.22 – Left: Radiated power profile on ITER as a function of photon energy
and normalized radius. Right: Reconstructed radiated power profile as
a function of photon energy and normalized radius. The MA-LVIC is
filled with xenon and the sub-chambers have respective length pressure
products of 5, 30, 60, 100 and 150 mm ·atm. The beryllium window is
200µm wide.

A more quantitative estimation of the accuracy of reconstruction is provided by an
analysis of the figures of merit, displayed on the figures 8.23 and 8.24. The backfitting
of the line-integrated emissivity is fairly stable with energy, with an increase around 7
keV. This means that the tomographic algorithm has not managed to reconstruct this
region as well as the rest of the energy spectrum.
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RMSl cms
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tomo . Right: Reconstruction of the local plasma

emissivity in the plasma core (at R = 6.27m and Z = 0.57m). For this
pixel, RMSpi x = 3.7 · 10−3. The MA-LVIC is filled with xenon and the
sub-chambers have respective length pressure products of 5, 30, 60, 100
and 150 mm ·atm. The beryllium window is 200µm wide.



Overall the discrepancy in the input data has been well spread over the different en-
ergy bins. The RMStomo figures of merit quantify the accuracy of reconstruction of the
X-ray emissivity in the core and the LCMS-enclosed region. It can be observed that for
the line emission part of the spectrum, the emissivity is fairly well reconstructed in the
whole plasma. For hν> 10keV , the plasma core exhibits a good reconstruction with
RMScor e

tomo between 10−2 and 10−1. However, when considering the LCMS-enclosed
region we can observe a very high loss of accuracy with energy: RMSLC MS

tomo goes up
to almost 108. This is explained by the facts that the plasma edge does not emit high
energy photons, due to its low electron temperature, and that the tomographic algo-
rithm tends to be less accurate in the edges.
The reconstruction of the local emissivity for a pixel located at the very core of the
plasma ((R, Z ) = (6.27m,0.57m)) is displayed in the right part of figure 8.23. We can
observe that the agreement between the shape of the local emissivity and its recon-
struction is quite good. This is confirmed by the low RMSpi x obtained for this pixel.
RMSpi x , displayed on figure 8.24, quantifies the difference between the local emis-
sivity spectrum and its reconstruction. Similarly as for the RMStomo figures of merit,
RMSpi x is much lower in the core with RMSpi x < 10−2. This denotes the fact that the
reconstruction accuracy is lower at the edge than in the plasma core.
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Figure 8.24 – Figure of merit RMSpi x of energy resolved tomography. The MA-LVIC is
filled with xenon and the sub-chambers have respective length pressure
products of 5, 30, 60, 100 and 150 mm ·atm. The beryllium window is
200µm wide.



8.3.3 Sensitivity analysis
Energy resolved X-ray tomography has been performed with the outputs of spectral

deconvolution in a case where 1% of gaussian perturbative noise was added to the
measured currents.
The reconstruction of the local emissivity in the plasma core is displayed on the left
part of figure 8.25. The high energy end of the spectrum is quite accurate. However
the [2, 10] keV energy range exhibits high inaccuracy, especially below 4 keV. The
peak at hν ≈ 2keV is highly overestimated and, although the peak at hν ≈ 7keV is
better, it is overestimated as well. In this range the sensitivity to perturbation is quite
high, which corroborates the envelopes obtained in figures 8.20 and 8.21. The use
of a different method or the addition of smoothing over the lines-of-sight (using the
space continuity of the emissivity) on the inputs for tomography might improve the
reconstruction at low energy.
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Figure 8.25 – Left: Reconstruction of the local emissivity spectrum in the plasma core
(at R = 6.27m and Z = 0.57m) with 1% of perturbative noise added to the
measurement. Right: Figures of merit of energy resolved tomography:
RMSl i ne , RMSLC MS

tomo and RMScor e
tomo (respectively labelled as FOMLoS ,

FOMlcms , and FOMcor e ), with 1% of gaussian perturbative noise on
the LVIC measurement. The MA-LVIC is filled with xenon and the sub-
chambers have respective length pressure products of 5, 30, 60, 100 and
150 mm ·atm. The beryllium window is 200µm wide.

Due to the error levels obtained in the low energy part of figure 8.25 (there is up to
a factor 104 between the emissivity and its reconstruction), the spectrum has been
divided into two energy bands for the calculation of RMSpi x : [4, 10] keV and [10,
100] keV. The RMSpi x figure of merit is displayed for both of these energy bands in
figure 8.26. RMSpi x exhibits a high value in the [4, 10] keV range over the whole
plasma, but a higher accuracy is observed in the plasma core. This show that, even
though the iron line radiation peak is not very well reconstructed by energy resolved
tomography, its accuracy is still higher in the plasma core.



In the second energy range, corresponding to the continuum region of the spectrum,
RMSpi x is low and constant over the whole plasma core. This indicates a satisfactory
spectral deconvolution in this region and energy range.
The other figures of merit used to assess the quality of tomography are shown in
the right part of figure 8.25. Overall it can be noticed that the figures of merit are
of the order of magnitude of those obtained without perturbative noise, shown on
figure 8.23. For 2keV < hν< 4keV the RMStomo figures of merit have increased by
several orders of magnitude with the addition of perturbative noise. However outside
of this energy range their shape is not affected much by the perturbation. RMScor e

tomo
exhibits no significant different due to the addition of noise, which means that the
reconstruction of the plasma core is very resilient to such perturbation. The value of
RMSLC MS

tomo is much higher at high energies where it can reach up to 1015 compared
to 1010 without noise. This is explained by the fact that the plasma edge does not
emit much high energy photons and therefore a small perturbation can lead to a big
relative overestimation of the emissivity.
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Figure 8.26 – Left: Figure of merit RMSpi x of energy resolved tomography with 1%
of gaussian perturbative noise on the LVIC measurement computed in
the [4, 10] keV range. Right: Figure of merit RMSpi x of energy resolved
tomography with 1% of gaussian perturbative noise on the LVIC measure-
ment computed in the [10, 100] keV range. The MA-LVIC is filled with
xenon and the sub-chambers have respective length pressure products
of 5, 30, 60, 100 and 150 mm · atm. The beryllium window is 200µm
wide.

The study of RMSl i ne shows that the addition of noise does not affect much the



ability of the tomographic algorithm to fit the input data. It can be concluded that
the addition of noise for energy resolved tomography leads to high relative error at
high energy on the plasma edge. However, the plasma core exhibits a very good
reconstruction in this energy range.

8.4 Reconstruction of the electron temperature
In section 8.3 the local emissivity spectrum has been computed over the whole

plasma. The continuous part of the spectrum depends on the electron temperature
as shown in section 2.5.3. The knowledge of the local emissivity spectrum therefore
allows the computation of the local electron temperature profile.
At high energy, the plasma emissivity is proportional to exp(− ~·ν

k·Te
) = exp(− hν

2π·k·Te
).

An exponential fitting of the local reconstructed emissivity is performed in order to
extract the electron temperature which is inversely proportional to the slope of the
exponential curve.

8.4.1 Figures of merit
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Figure 8.27 – Left: 2D profile of the electron temperature in the ITER high power D-T
scenario. Right: Reconstructed 2D profile of the electron temperature.
The MA-LVIC is filled with xenon and the sub-chambers have respec-
tive length pressure products of 5, 30, 60, 100 and 150 mm ·atm. The
beryllium window is 200µm wide.



In order to quantify the accuracy of reconstruction of the electron temperature a
root mean square estimate of the relative reconstruction error of Te is defined:

RMSTe =
1

Npi xel s

√√√√∑ (T i nput
e −T r ec

e )2

(T i nput
e )2

(8.10)

This figure of merit can, similarly as RMStomo , be estimated over the plasma core
or the LCMS-enclosed region.

8.4.2 Results
The initial Te profile and its reconstruction are displayed on figure 8.27. The cor-

responding figures of merit are RMScor e
Te

= 0.35 and RMSLC MS
Te

= 0.55. These values
are quite high compared to the RMStomo obtained in the previous reconstructions
but it can be observed that the visual aspect of the electron temperature (shape and
amplitude) is well reproduced.
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Figure 8.28 – Relative error of the electron temperature reconstruction. The MA-LVIC
is filled with xenon and the sub-chambers have respective length pres-
sure products of 5, 30, 60, 100 and 150 mm ·atm. The beryllium window
is 200µm wide.



The analysis of the relative error, displayed in figure 8.28, confirms the good accuracy
of the reconstruction at the very core of the plasma. A ring with an error ≈ 40%
surrounds that region, making this result valid only where the temperature is the
highest (Te ≥ 10keV ). In a plasma with a higher temperature, this method should be
valid in a wider region.

8.4.3 Sensitivity analysis
The electron temperature has been computed from the local emissivity spectra

obtained in section 8.3.3 from MA-LVIC currents with 1% of gaussian noise. The
results are shown in figure 8.29. The overall shape and intensity of the profile is
satisfactory, although it seems more blurry than in figure 8.27. The relative error,
displayed on the right part of figure 8.29, shows that the electron temperature in the
core is quite accurate by this accuracy has suffered from the addition noise. There has
been an increase in the reconstruction error in the blue ring, which is now 50% instead
of 40%. Overall, it can be concluded that the electron temperature reconstruction
seems to be quite resilient to this perturbation.
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Figure 8.29 – Left: Reconstructed electron temperature profile obtained after energy
resolved tomography with 1% of gaussian perturbative noise on the
LVIC measurement. Right: Relative error of the electron temperature
reconstruction with 1% of gaussian perturbative noise on the LVIC mea-
surement. The MA-LVIC is filled with xenon and the sub-chambers have
respective length pressure products of 5, 30, 60, 100 and 150 mm ·atm.
The beryllium window is 200µm wide.



9 Conclusion and perspectives
The aim of this thesis was to study the possibility of advanced gas detectors for

X-ray measurement on ITER during its nuclear phase. The work presented in this
manuscript mainly focuses on the Low Voltage Ionization Chamber. In this framework
a synthetic diagnostic tool allowing the modelling of LVIC measurement has been
developed and applied to the high power D-T ITER scenario. It demonstrated that
argon and xenon-filled LVIC of reasonable size (a couple tens of mm at atmospheric
pressure) would collect enough charge for X-ray detection on ITER. Further studies
could be performed in this area by investigating the influence of space-charge effects
as well as magnetic fields on the measurement.
A geometry study of the ITER X-ray lines-of-sight has been performed in order to
estimate the capabilities of the proposed radial X-ray lines-of-sight for tomography.
Several phantom emissivity profiles were used and the quality of reconstruction has
been assessed. The conclusion of this work is that due to a lack of lines-of-sight over-
lapping, radially asymmetric profiles cannot be reconstructed accurately. Additional
lines-of-sight located in an upper port plug can be used to solve this problem and
a geometry taking the ITER integration constraints is proposed in the scope of this
thesis.
A complete X-ray tomography (synthetic diagnostic and tomography) has been sim-
ulated in order to reconstruct the X-ray emissivity in the case of the high power D-T
ITER plasma using the LVIC. This study demonstrated the tomographic capabilities of
the LVIC which allowed accurate reconstruction of the plasma emissivity. The parame-
ters of the detector (gas, pressure, dimensions and filters) have been investigated and
it turns out that xenon is a better candidate than argon as it allows a reconstruction of
the emissivity over a wider energy range. A study of the influence of perturbative noise
has been performed and showed that the LVIC can deliver an accurate tomography in
the plasma core with up to 2% of gaussian noise added to the measurement. Further
investigations can be performed with an accurate estimation of the noise expected on
the detector.
The possibility of energy discrimination using the LVIC has been investigated during
this PhD thesis. An innovative modification of the LVIC design (addition of anodes)
has been proposed for such purpose. A method of spectral deconvolution based on
an hypothesis on the incoming photon spectrum has been developed and tested.
Accurate reconstruction of the X-ray spectrum in the [3, 100] keV energy range was
demonstrated. Energy-resolved tomography using multi-anodes LVIC has been per-
formed and the possibility of reconstruction of the electron temperature from the
local emissivity spectrum has been demonstrated accurately in the plasma core. A sen-



sitivity analysis was performed and showed that this method can function accurately
with 1% of gaussian perturbative noise. Further improvements of the LVIC-based
spectral deconvolution technique could be achieved by a simultaneous spectral and
tomographic inversions. By performing these two tasks jointly, an algorithm could
efficiently leverage the smoothness of the signal in both the spatial and spectral do-
main, hence improving the overall reconstruction accuracy.
An experimental validation of the model developed in the scope of this work through
prototype testing would be greatly beneficial. The same goes for the spectral deconvo-
lution technique. A prototype could also be used in an irradiation facility in order to
estimate the effects of noise on the detection and demonstrate the ability of the LVIC
to deliver accurate measurements in a radiative environment.
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Résumé
La grande majorité de l’énergie mondiale provient de la combustion de combustibles fossiles. Les

réserves de ces combustibles ont atteint un niveau critique ces dernières années et leur combustion
émet des gaz à effets de serre, qui sont les principaux responsables du dérèglement climatique.
Il est donc impératif de trouver des sources d’énergies propres et durables pour remplacer ces
combustibles fossiles. La fusion thermonucléaire contrôlée est un candidat de choix. Le tokamak
ITER a pour objectif de démontrer la faisabilité d’un réacteur de fusion générant plus d’énergie qu’il
n’en consomme (Q>10). Les composants face au plasma d’ITER seront à l’origine d’une pollution
de ce dernier par des impuretés lourdes telles que le tungstène. Ces impuretés sont à l’origine
d’importantes pertes radiatives dans la gamme des rayons X dont la mesure est nécessaire pour
étudier le transport de ces impuretés et, à terme, pouvoir identifier des actuateurs permettant de
limiter leur propagation jusqu’au cœur du plasma. L’environnement radiatif d’ITER limite le choix
de détecteurs X aux seuls détecteurs à gaz, dont le LVIC (Low Voltage Ionization Chamber) est le
candidat principal. Cette thèse a pour but l’étude des capacités du LVIC pour la mesure de rayons X
sur ITER. Un diagnostic synthétique est adapté à partir du GEM (Gas Electron Multiplier) afin de
simuler la mesure par ce détecteur. L’inversion tomographique de l’émissivité X à l’aide de LVIC
est étudiée et des lignes de visées additionelles, compatibles avec les contraintes d’intégration sur
ITER, sont proposées. La possibilité de discriminer le flux X en énergie est investiguée à travers
une modification innovante du détecteur. Une méthode d’inversion basée sur la méthode des
moindres carrés est spécifiquement développée pour la déconvolution du spectre X. La température
électronique du plasma est extraite du spectre X avec succès. La capacité d’étude du transport
d’impuretés du LVIC est démontrée à travers la reconstruction des coefficients de convection et de
diffusion du tungstène d’un plasma ITER.

Abstract
The vast majority of the energy consumed in the world is coming from burning fossil fuels. The

natural reserves of these fuels have reached a critical level in the last years and their combustion
releases greenhouse effect gases, which are the main cause for global warming. It is therefore
crucial to develop clean and sustainable energy sources in order to replace fossil fuels. Controlled
thermonuclear fusion is one of the main candidates. The ITER tokamak aims at demonstrating the
feasibility of a fusion reactor generating more energy than it consumes (Q>10). The ITER plasma
facing components will be the source of pollution by heavy impurities such as tungsten in the
plasma. Such impurities lead to great radiative losses in the X-ray range. X-ray measurement
is mandatory for impurity transport studies in order to, with time, be able to identify actuators
preventing impurity accumulation in the plasma core. The ITER radiative environment limits the
choice of X-ray detectors to gas detectors, of which the LVIC (Low Voltage Ionization Chamber) is
the most promising candidate. This thesis aims at studying the capabilities of the LVIC for X-ray
measurement on ITER. A synthetic diagnostic tool has been adapted from the GEM (Gas Electron
Multiplier) in order to simulate the measurement with an LVIC. Tomographic inversion of the X-ray
emissivity using LVIC is studied and additional lines-of-sight, compliant with the ITER integration
constraints, are proposed. The possibility of energy discrimination is investigated through an
innovative modification of the detector. An inversion method based on the least squares method
is specifically developed to deconvolute the X-ray spectrum. The electron temperature profile
is successfully extracted from the X-ray spectrum. The capability of impurity transport study of
the LVIC is demonstrated through the reconstruction of the tungsten convection and diffusion
coefficients of an ITER plasma.


	Page de titre
	Affidavit
	Résumé
	Abstract
	Remerciements
	Contents
	List of Figures
	List of Tables
	Introduction
	The challenge of energy
	Historical approach
	Fossil fuels: availability and consequences
	Alternative energy sources
	Energy generation from nuclear fusion

	Nuclear fusion reactor
	Fusion reactions
	Ignition
	Confinement
	Tokamak
	Existing tokamaks

	Scope of this thesis

	X-ray radiation
	Introduction
	X-ray emission
	Bremsstrahlung emission
	Radiative recombination
	Spontaneous emission

	Ionization equilibrium
	Local Thermodynamical Equilibrium
	Corona Equilibrium
	Collisional Radiative models
	Effect of impurity transport on the equilibrium

	Total plasma emissivity
	X-ray emissivity on ITER
	Influence of impurity transport on the X-ray emissivity

	Extraction of plasma parameters from X-ray measurement
	Impurity density
	Impurity transport coefficients
	Electron temperature


	X-ray measurement
	Photodiodes
	Semiconductor photodiodes
	Vacuum photodiodes

	Gas detectors
	Ionization chambers
	Multi-anodes Low Voltage Ionization Chamber
	Gas Electron Multipliers
	X-rays detectors for ITER nuclear phase

	X-ray tomography
	Overview
	Minimum Fisher Information method

	Accuracy of the X-ray emissivity calculation tool

	Simulation of a Low Voltage Ionization Chamber on ITER
	Line-integration of the emissivity
	Simplified representation of a detector-aperture system
	Pixelization of the plasma

	Interaction between X-ray photons and matter
	Absorption processes
	Inelastic scattering: Compton effect
	Elastic scattering processes
	Pair production
	Relative importance of the different processes

	Synthetic diagnostic
	Computation of the different physical processes
	Monte Carlo-based synthetic diagnostic
	Matrix-based synthetic diagnostic
	Comparison of the two methods


	X-ray tomography on ITER
	ITER radial X-ray cameras
	Tomographic capabilities
	Figures of merit
	Emissivity profiles
	Tomographic reconstructions

	Addition of lines-of-sight: proof of concept
	Geometry proposal
	60 vertical lines-of-sight configuration
	44 vertical lines-of-sight configuration


	Application of the synthetic diagnostic
	X-ray measurement on ITER with Low Voltage Ionization Chambers
	Influence of the filling gas
	Influence of the filter
	Influence of the length pressure product

	Calibration of the LVIC measured current
	Calibration methodology
	Line-of-sight dependency of the calibration factor
	Application to simulation results

	Tomography using LVIC
	Tomographic reconstruction of a SXR-restricted emissivity profile
	Influence of the calibration method on the tomographic reconstruction
	Tomographic reconstruction over a wide energy range
	Influence of perturbative noise on the tomographic reconstruction
	Alternative calibration method


	Application to impurity transport study
	Reconstruction of the tungsten transport coefficients on ITER
	Scenarios
	LVIC measurement
	Negative V scenario reconstruction
	Positive V scenario reconstruction

	Poloidal asymmetries
	Collisional regimes
	Theory of parallel forces
	Poloidal asymmetries on ITER


	Energy discrimination using LVIC
	Spectral deconvolution method
	Hypothesis on the X-ray spectrum
	Minimization algorithm

	Application to ITER
	Figures of merit
	Spectral deconvolution using argon-filled MA-LVIC
	Spectral deconvolution using xenon-filled MA-LVIC
	Comparison between argon and xenon
	Improving the reconstruction in the [2, 3] keV energy band
	Sensitivity analysis

	Energy-resolved X-ray tomography
	Figures of merit
	Results
	Sensitivity analysis

	Reconstruction of the electron temperature
	Figures of merit
	Results
	Sensitivity analysis


	Conclusion and perspectives
	Bibliography

