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One is a scholar as long as he keeps seeking knowledge, the moment
he thinks that he has learned it all, he is ignorant
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Fait à Marseille le 20 Janvier 2023

Mostafa Taha
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Abstract
Due to their attractive computational cost, their capacities for massively parallel computing, and

the ease to deal with complex geometries using multi-level Cartesian grids, Lattice Boltzmann

methods (LBM) have attracted growing interest both in the academic and industrial spheres in

the past decade. In this Phd work, and for the first time, a pressure-based hybrid LBM is developed

to simulate with high fidelity buoyant flows characteristics of unwanted fires. Both compressible

and low-mach formulations are considered and are coupled with state-of-the-art turbulence and

combustion models in order to correctly predict the unsteady behaviour and characteristics of such

flows. The consistency, the implementation and the robustness of the proposed LBM method are

verified through 1-D and 2-D canonical test cases, involving the 1-D pressure column and the 2-D

Rayleigh-Bénard and Rayleigh-Taylor instabilities. The LBM model is then applied to Large Eddy

Simulation (LES) of the near and far fields of buoyant plumes, each region being characterised by

its own dynamics. The LES of plume-like region (i.e. far-field) shows the capability of the model

to reproduce the characteristic behaviour of the far-field region of a forced plume. Axial and radial

profiles of velocity and temperature agreed well with experimental, theoretical and numerical data.

The LES of large-helium plume is then performed to assess the capability of the model to reproduce

the dynamics of the near-field region. Different subgrid-scale turbulence models were considered

in these simulations and it was found, consistently with previous studies, that results are more

sensitive to the grid resolution than to the turbulence model. Having a well resolved grid at the

base of the plume is crucial to capture the formation of buoyancy driven instabilities that grow to

generate the buoyancy-generated turbulence and govern the plume dynamics. The puffing mecha-

nism was correctly predicted and the axial and radial profiles of velocity and helium mass fraction

were consistent with the experimental data and previous numerical simulations based on classical

solver of the Navier-Stokes equation. Finally, LES of a purely-buoyant large-scale methane fire was

performed by using the Eddy dissipation concept (EDC) as combustion model and a simplified

radiant fraction-based radiation model. The solver was able to correctly predict the fire dynamics.

These test cases showed that the developed LBM model is fully capable of simulating with fidelity

buoyant flows associated with fire applications at lower computational cost than classical solvers

of Navier-Stokes equations.

Keywords: LBM, Buoyant Flows, Combustion, Fire, Turbulence, LES.





Resumé
En raison de leur coût de calcul attractif, leurs capacités pour le calcul massivement parallèle,

et la facilité à traiter des géométries complexes en utilisant des maillages cartésiens à plusieurs

niveaux, les méthodes de Boltzmann sur réseau (LBM) ont connu un intérêt accru dans les do-

maines universitaire et industriel lors de la dernière décennie. Dans ce travail de doctorat, et pour

la première fois, une méthode de Boltzmann sur réseau hybride à base de pression est développée

pour simuler des écoulements contrôlés par les forces de flottabilité caractéristiques des incendies

avec haute fidélité. Les formulations compressibles et à faible nombre de Mach sont considérées et

sont couplées avec des modèles de turbulence et de combustion à l’état de l’art afin de prédire cor-

rectement le comportement instationnaire et les caractéristiques de ces écoulements. La cohérence,

la mise en œuvre et la robustesse de la LBM proposée sont vérifiées par des cas test canoniques

1-D et 2-D, impliquant la colonne de pression 1-D et les instabilités 2-D de Rayleigh-Bénard et

Rayleigh-Taylor. Le modèle LBM est ensuite appliqué à la simulation aux grands échelles (LES)

des champs proche et lointain de panaches contrôlés par les forces de flottabilité, chacune de ces

régions étant caractérisée par sa propre dynamique. La LES de la région de type panache (c.-à-d.

champ lointain) montre la capacité du modèle à reproduire le comportement caractéristique de

la région de champ lointain d’un panache forcé. Les profils axiaux et radiaux de vitesse et de

température concordent bien avec les données expérimentales, théoriques et numériques. La sim-

ulation d’un panache d’hélium de grande taille est ensuite effectuée pour évaluer la capacité du

modèle à reproduire la dynamique de la région en champ proche. Différents modèles de turbulence

de sous-maille sont comparés dans ces simulations et il a été constaté, comme dans les études

précédentes, que les résultats sont plus sensibles à la résolution spatiale qu’au modèle de turbu-

lence. Il est essentiel d’avoir un maillage bien résolu à la base du panache pour saisir la formation

d’instabilités entrâınées par la flottabilité qui se développent pour générer des structures turbu-

lentes et régir la dynamique du panache. Le mécanisme de ”puffing” a été correctement prédit et

les profils axiaux et radiaux de la vitesse et de la fraction massique d’hélium correspondaient aux

données expérimentales et aux simulations numériques antérieures fondées sur le solveur classique

de l’équation de Navier-Stokes. Enfin, une simulation aux grandes échelles d’un feu de méthane

à grande échelle purement contrôlé par les forces flottabilité a été réalisée en utilisant le modèle

EDC comme modèle de combustion et un modèle simplifié de rayonnement utilisant la fraction

rayonnée. Le solveur a pu prédire correctement la dynamique du feu. Ces cas de test ont montré

que le modèle LBM développé est entièrement capable de simuler avec fidélité les écoulements

associés à des applications incendie et ce à un coût de calcul inférieur aux solveurs classiques des

équations de Navier-Stokes.

Mot-cles: LBM, Ecoulements Flottants, Combustion, Feu, Turbulence, LES.
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1.1 Study context

Throughout the history, man has been trying to control fire, as it provided warmth,

lighting and protection from predators. Afterwards, it represented a critical technology

enabling the evolution of humans throughout the history. Nowadays, fire moves nearly

everything around us: factories, power plants, vehicles, heating systems, etc. Such a

powerful source of energy has its risks and hazards as unwanted fires can rage naturally

as in wild fires or accidentally as in industrial contexts. Those unwanted fires can be in

some scenarios hard to control which may cause huge losses to human life and material

properties. Moreover, those fires, in most cases, will emit harmful pollutants to the

atmosphere of unburned hydrocarbons and soot.

Consequently, there is a great interest in profound understanding of fire behaviour

and dynamics in order to assess and mitigate the potential risks. Such understand-

ing has been widely used in engineering design of fire protection systems such as fire
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detection, fire extinguishing and venting, smoke control systems, fire heating of struc-

tural elements of buildings or indoor/outdoor thermal radiation risks [56,98,161,197].

The fire phenomenon includes numerous coupled complex physics as buoyancy-driven

flows, buoyancy generated turbulence, turbulent combustion, radiation heat transfer,

solid/liquid fuel evaporation, soot formation and interactions between structural ma-

terials and fire. Researchers were invested to explore experimentally fires and the

associated physics long time ago, but because of the restrictions and difficulties re-

lated to experiments, specially for large-scale fires, as well as the exponential growth

of the calculation resources, numerical CFD simulations became an essential research

mean [1, 160]. Nonetheless, fire simulations using computational fluid dynamics is a

daunting task as it requires resolving several length and time scales, from the small

ones of combustion and turbulence to the large ones of global mass and energy trans-

port. In addition, the modelling effort to be able to simulate such physics is significant.

It is also important to ensure the consistency and the integrity of the CFD solver while

adding the necessary models to capture the associated phenomena.

1.2 Fire related characteristics

Fire related flows are within the buoyancy-driven regime with the fuel injection velocity,

uinj, being significantly lower than that induced by the gravitational acceleration. This

results in Froude number, Fr = uinj/gL where L is a characteristic length scale of

the problem, typically in the range 10−6 − 10−2 [56]. The purely buoyant fire plume

generated by a pool fire represents a canonical scenario for fire applications and has

been widely investigated experimentally [29,44,46,100,107,159,198,229,230]. The fire

plume can be divided into two regions: the far-field region and the near-field one, each

region being characterised by its specific properties and dynamics. The combustion

process takes place in the near-field region of fire plumes. Nevertheless, the dynamics

of both regions can be reproduced by considering simplified configurations without the

complexities associated with combustion.

Far-field region

The far field of axisymmetric fire plume is non-reactive, turbulent and exhibits a self-

similar behaviour characteristic of buoyancy-driven free plume in quiescent and unstrat-

ified atmosphere. This kind of flows is encountered in a wide range of industrial and

environmental applications, including thermal plumes that arise due to the convective
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heating on Earth’s surface [169, 172, 258], dispersal of volcanic eruptions [26, 61, 193],

sea ice plumes [210, 253], smoke stacks [23], and cooling tower plume dispersion [75],

and, as such, has been widely investigated, in particular through forced plumes or

buoyant jets that represent a canonical configuration to study these flows. They are

generated by releasing the plumes from a source with an initial momentum. The flow

can be then decomposed into three regions: (i) a region featuring a jet-like behaviour

near the source, (ii) a transitional region and (iii) further downstream, the far-field

fully-developed buoyancy-driven plume [32].

The first far-field plume theories [171, 201, 206] assumed a turbulent flow, a point

source of buoyancy, the Boussinesq approximation and a dynamic similarity of the

mean and turbulent motion at all elevations. Morton et al. [171] developed an integral

formulation by assuming both “top-hat” radial profiles for both velocity and temper-

ature/density and a point source, and by introducing an entrainment coefficient, α,

defined as the ratio of radial velocity at the edge of the plume to the vertical veloc-

ity within the plume. Their model predicts correctly the scaling laws for the plume

radius, that increases linearly with height, z, as well as for both velocity and temper-

ature rise above the ambient that decay as z−1/3 and z−5/3, respectively. The weak

plume formulation of Morton et al. [171] was extended to “strong plumes” by remov-

ing both the Boussinesq and the point source assumptions through the introduction of

a virtual origin and, by considering more realistic Gaussian profiles for both velocity

and temperature [97]. This was in conjunction with experiments on fire plumes above

the flames [99] which provided expressions for plume radius and centerline velocity

and temperature consistent with experimental data [81, 187, 207]. Another important

feature of buoyant plumes is that the radial profiles of dimensionless velocity and tem-

perature exhibit a self-similar behaviour with η = r/z as a self-similar variable, where

r is the radial coordinate [45, 81, 173, 187, 207]. Progress was also made in the under-

standing of the role of buoyancy on the entrainment process and the flow behaviour.

In particular, Saeed et al. [203] found that buoyancy not only contributes to enhance

the mean kinetic energy budget but also the momentum flux.

Near-field region

The near field flow in fire plumes is more complex than the far field. It exhibits a

rapid transition from laminar to fully turbulent regime in the few first inlet diameters

and a puffing motion characterised by a repetitive shedding of these coherent vortices

[25, 29, 30, 270]. This periodic motion results from the formation and the growth of

non-dissipative non-linear laminar instabilities near the edge of the pan that develops
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to become energy containing turbulent structures [228]. The resulting turbulence is

called ”buoyancy-generated turbulence” [55] and results from a combination of vorticity

generation and vorticity transport [228]. These structures develop periodically to form

energy containing large-scale toroidal vortices that govern the flow pattern, the air

entrainment as well as the mixing and combustion processes.

It was found experimentally [183, 227] that a large-scale lazy plume resulting from

the release of helium in air mimics the same dynamics and structure that present in

large-scale fires without the complexities associated with combustion and radiation.

This makes this test case appealing for a numerical prospective as it allows to isolate a

certain aspect from all the others for a profound understanding.

1.3 Fire related flow simulations

The numerical simulations of the flows described previously require an accurate mod-

elling of buoyancy-induced turbulence. In the case of fire simulations, the underlying

physics has also to be modelled. This includes turbulent combustion, heat transfer

to the surroundings including the heat feedback to the condensed fuel surface, the

formation of soot that drives the radiative heat transfer, and the condensed fuel de-

composition. The proper modelling and description of those phenomena and coupling

them together is a considerable challenge for CFD modelling. As a general rule, all nu-

merical studies exist in the literature were based on the classical Navier-Stokes solvers

and, to the authors’ best knowledge, no attempt to consider LBM was reported.

Direct numerical simulation (DNS) is extremely costly in studying those categories of

phenomena because of the wide range of time and length scales that need to be resolved.

Other affordable techniques may be utilised such as Reynolds-Averaged Navier-Stokes

(RANS) and Large-Eddy Simulation (LES). In RANS simulations, turbulence models

have to be adapted to take into account the ”buoyancy-generated turbulence” [22, 40,

55, 174, 237, 259]. On the other hand, LES became the standard simulation technique

over the two last decades, in particular the development of two fire simulators, namely

Fire Dynamics Simulator (FDS) [160] and FireFoam [1].

Numerous LES of far and near-field regions of fire plumes were reported in the

literature. LES of the far-field of thermal plumes [11, 189, 265, 267] used different nu-

merical modellings (i.e. mesh, numerical scheme, turbulence model, etc) to capture

the dynamics of the far-field region, also called plume-like region, and to reproduce

the reference experimental data of Shabbir and George [207] as well as the theoretical

correlations of Morton et al. [171]. On the other side, LES was also used to inves-
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tigate the instabilities generated in the near-field region [50, 145, 154, 255]. In these

studies, the focus was mainly on studying the mechanism behind the puffing motion

and its source. Furthermore, LES of medium and large-scale fire plumes were also

performed [49, 104, 150, 261] with the objectives to provide insights on the modelling

of the dynamics [4, 49, 104, 142, 143, 150–152, 261], of the the combustion in well and

under-ventilated scenarios [135,144,239,240,252,260,266], of the soot production [178]

and of the radiative heat transfer [179–181].

1.4 LBM as a CFD tool

Lattice Boltzmann Methods (LBM) are a powerful tool for the simulation of fluid

dynamics [35]. Due to its attractive computational cost [20], its capacities for massively

parallel computing and the ease to deal with complex geometries using multi-level

Cartesian grids, these methods have attracted growing interest both in the academic

and industrial spheres in the past decade [88,126,216].

LBM being initially designed to tackle isothermal flows, extension to thermal flows

is today an active topic of investigation in the community. In achieving that goal, the

numerical stability of the collision operator, at the heart of the method, used to be a

major issue. The single relaxation time Bhatnagar-Gross-Krook model [13], probably

the most popular model, lacks stability for shear flows, but more recent models such as

multiple relaxation collision [106] or regularized kernels [108,148] significantly improved

stability. Another issue is the resolution of energy or temperature equation, which can-

not be straightforwardly achieved on low-order lattices [126]. Two main options are

available in the literature: the first is the double distribution function (DDF) where a

second distribution function is added, whose main order corresponds to either temper-

ature, energy, or enthalpy (see, e.g. [102,202], for recent studies). A second option is to

couple directly LBM with a scalar (temperature, energy, enthalpy) transport equation,

solved in a coupled finite difference solver. This second option was found attractive as

it allows, for a reasonable cost [20], to include an arbitrary number of additional scalar

equations. Following recent successful applications to compressible [41,64,65,70,71,87],

atmospheric [37,68,109,165,166] or reactive flows [12,221,223–225], the second option,

often referred to as hybrid LBM, is retained for this study.
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1.5 Thesis objectives

This research work aims to develop a numerical model based on LBM to simulate fire-

induced flows. The development will be based on the ProLB code [2], which is a parallel

C++ CFD code based on LBM using a hybrid strategy where continuity and momentum

are solved with the lattice Boltzmann equation coupled with the standard Navier-Stokes

scalar equations (e.g. energy and species). The code has both compressible [64] and

low-Mach approximation [242] formulations. The strategy is to consider scenarios of

gradual incremental complexity:

• At first the gravity source term is added and then validated through canonical

test cases, mainly, 1-D pressure column, 2-D Rayleigh Bénard and 2-D Rayleigh

Taylor.

• Afterwards, the far-field characteristics will be investigated through LES. The

forced plume studied experimentally by Shabbir and George [207] will be simu-

lated and the results will be compared to the experimental data.

• Then, the near-field region of large-scale helium plume is studied. Different tur-

bulence models and mesh resolutions are explored and the numerical results will

be compared to the experimental data of O’Hern et al. [183,227].

• Finally, the Eddy dissipation combustion model (EDC) and a simplified radiation

model are added to be able to finally simulate fire. The 1-m diameter methane

pool fire studied by Tieszen et al. [229,230] will be investigated and compared to

the experimental data.

The work will demonstrate the advantage of using LBM as high-fidelity simulation

tool, yet, with lower computation cost.

1.6 Organization of the manuscript

Figure 1.1 depicts the global plan of the manuscript:

• Chapter 2 introduces the macroscopic Navier-Stokes equations and the transport

and thermodynamics properties.

• Chapters 3-4 explains the Lattice Boltzmann theory and the physics behind, as

well as the algorithm followed in the code.
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• Chapter 5 validates the constructed numerical model through canonical test cases.

• Chapter 6 introduces the filtered equations of Navier-Stokes and the concept be-

hind Large eddy simulation, moreover, different sub-grid models will be shown

which will be used afterwards.

• Chapter 7 studies the far-field region of forced plume and the results will be com-

pared to experimental data.

• Chapter 8 investigates the near-field region of large-scale helium plume and the

results will be examined against experimental data.

• Chapter 9 introduces the EDC combustion model and then Sandia’s 1-m diameter

methane pool fire will be simulated. Qualitative and quantitative assessment of

the results will be done in comparison to experimental data.

• Finally in Chapter 10 the conclusion about our study will be drawn and the per-

spectives for future work and improvements will be suggested.
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Ch2: Navier-Stokes Equations

Ch5: Implemenation & Validation

Ch3 - Ch4: LBM & Algorithm

Figure 1.1: Planning of the dissertation
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Chapter 2
Macroscopic equations for fire modelling

Contents

2.1 Primitive variables . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Navier-Stokes macroscopic equations . . . . . . . . . . . . . 10

2.3 Reactive Flows . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Multi-component gas properties . . . . . . . . . . . . . . . 15

2.4.1 Thermodynamic properties . . . . . . . . . . . . . . . . . . . 15

2.4.2 Transport properties . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Buoyancy forcing term . . . . . . . . . . . . . . . . . . . . . 19

2.6 Low-Mach number approximation . . . . . . . . . . . . . . 19

This chapter covers in details the governing equations of compressible multi-component

reactive fluids, as well as the thermodynamics of gases, the transport properties, and

the chemical kinetics for fire-induced flows.

2.1 Primitive variables

Combustion process involves multiple species interacting via multiple chemical reac-

tions. Species are represented by mass fractions Yk for k = 1 to Nsp where Nsp is the

number of species in the gas mixture. The mass fraction Yk is defined as:

Yk = mk/m, (2.1)

where mk is the mass of species k in a given volume V and m is the total mass of the
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gas in that volume. Hence, the primitive variables for three-dimensional compressible

multi-component reactive flows are:

• The density ρ = m/V ,

• The three components of the velocity field uα where α = 1, 2, 3,

• One variable representing energy (or pressure/enthalpy/entropy/temperature),

• The mass fraction Yk of all the species constituting the gas mixture.

In practice, only 5 + Nsp − 1 variables are solved for, as the mass conservation

imposes that the sum of all mass fractions must equal unity:

Nsp∑
k=1

Yk = 1. (2.2)

The previous identity enables us to calculate the mass fractions of one species by

knowing the others which in other words decreases the number of unknowns to 5 +

Nsp− 1. Those unknowns need now to be solved simultaneously through the system of

coupled partial differential equations of Navier-Stokes introduced in the next section.

2.2 Navier-Stokes macroscopic equations

The equations that governs the dynamics of multi-component fluids in nature are called

Navier-Stokes (NS) equations. They describe the conservation laws: mass conservation,

Newton’s second law of motion, first principle of thermodynamics and balance of species

mass fraction. The flow mass, momentum, total energy and species conservation equa-

tions in the conservative form using Einstein notation are introduced as [191]:

Mass:
∂ρ

∂t
+
∂ρuα
∂xα

= 0 (2.3)

Momentum:
∂ρuα
∂t

+
∂(ρuαuβ + δαβp)

∂xβ
=
∂Παβ

∂xβ
+ ρFα, (2.4)

Energy:
∂ρet
∂t

+
∂uα(ρet + p)

∂xα
= −∂qα

∂xα
+
∂Παβuα
∂xβ

+ ρuαFα, (2.5)

Species:
∂ρYk
∂t

+
∂ρuαYk
∂xα

= − ∂

∂xα
(ρYkVk,α) + ω̇k, (2.6)
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where ρ is the mass volume (i.e. density), t denotes the time, uα is the velocity vector

with the subscript α denoting the direction also it is the dummy index for Einstein

notation, xα is the position vector and δαβ is the Kronecker delta symbol: δαβ = 1 if

α = β, 0 otherwise. p is the static pressure and Παβ represents the viscous stress tensor

described as [127] based on the Newtonian approximation1:

Παβ = µ

(
∂uα
∂xβ

+
∂uβ
∂xα
− δαβ

2

3

∂uγ
∂xγ

)
. (2.7)

It is worth mentioning that the contribution of the so called bulk viscosity2 in the viscous

stress tensor was neglected and that the above tensor is traceless, more details about

the origin of this viscous stress tensor may be found in Ref. [18, 205, 233]. The scalar

µ is the molecular dynamic viscosity which, following the Newtonian assumption, is

independent from the strain rate. Non-Newtonian fluids is another complexity which is

out of our scope. Finally in the momentum equation, we have the source term at the

right hand side Fα which represents the body force on the fluid.

As for the energy equation, et is the total energy defined as:

et = e+
1

2
uαuα, (2.8)

where e is the internal energy described as:

e = h− p

ρ
, (2.9)

where h is the enthalpy. The term qα signifies the heat flux and can be divided into

two parts:

qα = −λ ∂T
∂xα

+

Nsp∑
k=1

ρhkYkVk,α, (2.10)

where the first part is a heat diffusion term (i.e. heat transfer by conduction)

expressed by Fourier’s law (λ∂T/∂xα), λ represents the molecular heat conductivity.

The second term (ρ
∑Nsp

k=1 hkYkVk,α) represents the heat flux associated with the species

diffusion with different enthalpies which is specific to multi-component fluids. This term

vanishes if all the species of the mixture have the same partial sensible enthalpy or that

1Isaac Newton stated that shear stress is proportional to the strain rate, i.e. velocity gradients.
2Bulk viscosity: represents the property which is responsible for energy dissipation in a fluid of

uniform temperature during a change of volume at a finite rate. This viscosity becomes significant in
compressible flows which is not the case in our study.
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the mixture is composed of only one species. There is another contribution that could

be considered called Dufour effect [59, 60]3. However, This effect will be neglected all

around our work. The term (∂ταβuα/∂xβ) represents the viscous heating source term.

At last, (ρuαFα) is the power induced by the external force Fα.

Finally regarding the species equation, Yk represents the mass fraction of species

k. The term ρYkVk,α constitutes the species mass flux, with Vk,α being the species

diffusion velocity for species k in the direction α such that
∑Nsp

k=1 YkVk,α = 0 ensuring

global mass conservation. The species mass flux is modelled by Hirschfelder and Curtiss

approximation equipped with a correction term ensuring global mass conservation:

ρYkVk,α = −ρDk
Wk

W
∂Xk

∂xα
+ ρV c

αYk︸ ︷︷ ︸
correction term

, (2.11)

where for each species k: Dk is the molecular diffusion coefficient, Wk is the molecular

weight of species and Xk is the molar fraction. W is the average molecular weight and

V c
α the correction velocity introduced in order to ensure the conservation of total mass

(i.e. ensuring
∑Nsp

k=1 YkVk,α = 0) which can be evaluated by:

V c
α =

Nsp∑
k=1

Dk
Wk

W
∂Xk

∂xα
. (2.12)

Note that Soret effect [84]4 will be neglected in our work. The source term in the species

conservation equation ω̇k is called the reaction rate, to be detailed later in Sec. 2.3. The

Navier-Stokes system of equations is under-determined and needs a closure. In our

work we consider only perfect gases, thus, the equation of state of ideal gases will be

used as a thermodynamic closure that links between pressure, density and temperature:

p = ρ
R
W
T, (2.13)

where R = 8.314 J/mol/K is the universal perfect gas constant. Refer to Sec. 2.4.1 for

more details about the equation of state.

A small note regarding the energy equation, the choice of the variable for which we

solve the energy equation is crucial and it depends mainly on the application in hand.

The transition between energy forms is straight forward and they can all be found

with thorough explanation in Ref. [191]. For reactive flows in open configurations, the

3Dufour effect is heat transfer caused by concentration gradients.
4Soret effect is molecular species diffusion due to temperature gradients.
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natural variable to handle combustion is the enthalpy h. The transformation from total

Energy to enthalpy conservation equation is detailed in Appendix A.1, and it results in

the conservation equation of enthalpy:

∂ρh

∂t
+
∂ρuαh

∂xα
=
Dp

Dt
− ∂qα
∂xα

+ Παβ
∂uα
∂xβ

, (2.14)

Throughout this manuscript, we neglect the pressure work in the energy equation
Dp
Dt = ∂p

∂t + uα
∂p
∂xα
≈ 0, which is a reasonable approximation for low-Mach number

flows which is the case in our application for buoyancy-driven flows and fire simula-

tions [191]. Furthermore, the primitive form (i.e. non-conservative form) was used

throughout our work for both enthalpy and species conservation equations so that we

end up with the following form for enthalpy:

ρ
∂h

∂t
+ ρuα

∂h

∂xα
= −∂qα

∂xα
+ Παβ

∂uα
∂xβ

, (2.15)

and with the following form for species:

ρ
∂Yk
∂t

+ ρuα
∂Yk
∂xα

= − ∂

∂xα
(ρYkVk,α) + ω̇k. (2.16)

In the next section, the chemical kinetics of reactive flows will be introduced and

the species reaction rate source term ω̇k will be elaborated.

2.3 Reactive Flows

Combustion is simply the exothermic chemical process that includes fuel and oxidizer,

under specific conditions, to produce heat and products. If Mk denotes any given

chemical species k. For N number of species reacting through M number of chemical

reversible reaction, the overall equation that describes the change from reactants to

products can be written in the general form:

N∑
k=1

ν ′kjMk 

N∑
k=1

ν ′′kjMk for j = 1,M (2.17)

where ν ′kj and ν ′′kj are the molar stoichiometric coefficient of species k in reaction j.
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Recalling mass conservation:

N∑
k=1

ν ′kjWk 

N∑
k=1

ν ′′kjWk or
N∑
k=1

νkjWk = 0 for j = 1,M (2.18)

where νkj = ν ′′kj − ν ′kj. To keep it simple, mass reaction rate will be only used. For

species k, the total reaction rate ω̇k is the sum of rates ω̇kj produced by M reactions:

ω̇k =
M∑
j=1

ω̇kj =Wk

M∑
j=1

νkjQj, (2.19)

where Qk is the progress rate of reaction j given as:

Qj =
ω̇kj
Wkνkj

, (2.20)

The description of the species reaction rate ω̇k is the main target of combustion

modelling, more details will be given in Chapter 9. Adding all reaction rates ω̇kj of all

species:

N∑
k=1

ω̇kj =
M∑
j=1

Qj

N∑
k=1

Wkνkj︸ ︷︷ ︸
=0 (mass cons.)

 = 0 (2.21)

which shows that total mass is conserved. The progress rate Qj of reaction j is

defined as:

Qj = Kfj

N∏
k=1

[Xk]
ν′kj −Krj

N∏
k=1

[Xk]
ν′′kj (2.22)

where Kfj and Krj are , respectively, the forward and the reverse rates of reaction

j. Here, the kinetic rates of reaction are expressed in terms of molar concentrations

[Xk] = ρYk/Wk. The rates of reaction Kfj and Krj are not strait forward to obtain and

constitute a fundamental problem of combustion modelling. Those constants are usually
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modelled using the empirical Arrhenius law describing the forward rate of reaction:

Kfj = AfjT
βj exp

(
− Ej

RT

)
= AfjT

βj exp

(
−Taj
T

)
(2.23)

Afj is the pre-exponential constant, βj is the temperature exponent and Ej is the

activation energy (or equivalently can be expressed via the activation temperature Taj =

Ej/R). Those constants must be defined in order to express the progress rate Qj of

each reaction, and this is a difficult task because it necessitates performing experiments.

In the next section, we give more details about the thermodynamics and transport

properties of a gas mixture.

2.4 Multi-component gas properties

2.4.1 Thermodynamic properties

Dalton’s law describes the relation between total pressure p and the partial pressures

pk in a multi-component gas as follows:

p =

Nsp∑
k=1

pk where pk = ρ
R
Wk

T, (2.24)

where ρk = ρYk and Wk are the density and the molecular weight of species k,

respectively. Since the density ρ of the multi-species gas is:

ρ =

Nsp∑
k=1

ρk, (2.25)

the equation of state will read:

p = ρ
R
W
T, (2.26)

where W is the average molecular weight of the gas mixture given by:

1

W
=

Nsp∑
k=1

Yk
Wk

=

Nsp∑
k=1

XkWk, (2.27)

There are other quantities introduced as alternatives to the mass fraction Yk to

describe the composition of a multi-component gas and also to measure their concen-
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trations:

• The mole fraction Xk which is the ratio of the number of moles of species k in a

volume V to the total number of the mole in the same volume, Xk = W
Wk
Yk.

• the molar concentration [Xk] is the number of moles of species k per unit volume,

[Xk] = ρ Yk
Wk

= ρXk

W .

Thermodynamic properties of a multi-component system are linked to the internal

energy ek or enthalpy hk of each species. In the context of our study and as a common

practice in combustion codes, enthalpy is the natural variable for combustion, hence,

the enthalpy h will be used throughout our work. The enthalpy hk for each species k

in a multi-component gas is described as:

hk =

∫ T

T0

Cp,k(T ) · dT︸ ︷︷ ︸
Sensible

+ ∆h◦f,k︸ ︷︷ ︸
Chemical

, (2.28)

where Cp,k is the heat capacity at constant pressure for species k, and ∆h◦f,k is

the mass enthalpy of formation of species k at a reference temperature T0. In theory,

the T0 can take any value, and a value T0 = 0 seems a logical choice, but collecting

experimental data on formation enthalpies at 0 K is cumbersome. Hence, the standard

reference state used to gather the formation enthalpies is usually T0 = 298.15 K, those

values are well documented and tabulated in the text books [191]. So the enthalpy h

can be written as:

h =

Nsp∑
k=1

hkYk =

Nsp∑
k=1

(

∫ T

T0

Cp,k · dT + ∆h◦f,k)Yk =

∫ T

T0

Cp · dT +

Nsp∑
k=1

∆h◦f,kYk

(2.29)
where Cp is the heat capacity at constant pressure of the gas mixture. Internal

energy by definition is:

e = h− p

ρ
=

∫ T

T0

Cp(T ) · dT − RT
W

+

Nsp∑
k=1

∆h◦f,kYk

=

∫ T

T0

Cv(T ) · dT − RT0

W︸ ︷︷ ︸
Sensible

+

Nsp∑
k=1

∆h◦f,kYk︸ ︷︷ ︸
Chemical

=

Nsp∑
k=1

ekYk,

(2.30)
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where Cv is the heat capacity at constant volume of the gas mixture. Cp and Cv

can be written in terms of the component of the gas as:

Cp =

Nsp∑
k=1

Cp,kYk, (2.31)

Cv =

Nsp∑
k=1

Cv,kYk. (2.32)

The relation between Cp and Cv is given by the relation:

Cp − Cv =
R
W
. (2.33)

The thermodynamic properties of a gas are function in temperature, and in practice

(i.e. in CFD codes) they are usually tabulated as temperature functions in the form

of polynomials for each species, NASA polynomials [63, 101, 215]. The heat capacities

Cp,k and the enthalpy hk are written as function of temperature as:

Cp,k(T )

R
= A1 + A2T + A3T

2 + A4T
3 + A5T

4, (2.34)

hk(T )

R
= A1 + A2

T

2
+ A3

T 2

3
+ A4

T 3

4
+ A5

T 4

5
+
A6

T
, (2.35)

where Ai are the polynomial coefficients can be found in [63,158]. It is worth mentioning

that there are two sets of coefficients depending on the local temperature of the fluid. In

the situations where temperature is required, a newton iterative procedure is needed [77]

due to the non-explicit nature of the polynomials.

Throughout our work, the non-reactive test cases have temperature levels that do

not exceed 600 K, which allows us to assume a constant Cp. On the other hand for

reactive cases, this assumption is no longer valid and Cp must be temperature depen-

dant.

2.4.2 Transport properties

The diffusion terms in Navier-Stokes equations are associated with some properties of

the fluid: The viscosity µ for the momentum equation in the stress tensor via Newton’s

law, the thermal conductivity λ for the heat equation following Fourier’s law, and the
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diffusion coefficient of species k in the rest of the mixture Dk which is used in Fick’s

law.

Diffusion process includes binary diffusion coefficient Dkj which requires the resolu-

tion of a system giving diffusion velocities. This is not practical, as solving the diffusion

problem in a multi-species gas is a considerable problem in itself. Hence, simplified laws

like Fick’s law are used in practice and this is the approach we used in our work.

Those properties can be obtained using different methods for multi-component flu-

ids. Mixture average properties can be found in many commercial software [121], but

this will result in an additional cost to solve for the detailed transport properties. A sim-

plified approach is to define some non-dimensional numbers that link those properties

together. The Prandtl number, Pr, compares momentum and heat diffusion:

Pr =
ν

α
=

ν

λ/(ρCp)
=
µCp
λ

=
Viscous effect

Thermal diffusion effect
, (2.36)

where ν = µ/ρ is the kinematic viscosity and α = λ/(ρCp) is the thermal diffusivity

coefficient. The Schmidt number, Sck, compares the momentum and species k molecular

diffusion:

Sck =
ν

Dk
= PrLek =

Viscous effect

Molecular diffusion effect
(2.37)

where Lek is the Lewis number which compares the the diffusion speed of heat and

species k. Although the Lewis number Lek is a local quantity, in most cases it changes

insignificantly from one point to another, hence, it can be considered constant. Lewis

number reads:

Lek =
Sck
Pr

=
λ

ρCpDk
=

α

Dk
=

Thermal diffusion effect

Molecular diffusion effect
, (2.38)

Having defined the non-dimensional numbers that link all the transport properties,

one property needs to be determined in order to deduce the others. The molecular

viscosity µ can be described using the well-known power law which links the molecular

viscosity to temperature for gases:

µ = µ0(
T

T0
)β, (2.39)
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where µ0 and T0 is the reference molecular viscosity and temperature, respectively,

based on the mixture of the gas, β is constant and equals to 3/2. After determining

the molecular viscosity µ, the thermal conductivity λ can be found through Prandtl

number Pr while the diffusion coefficient Dk of species k is calculated via Sck.

2.5 Buoyancy forcing term

The forcing term ρFα in the momentum equation (Eqn. 2.4) would represent gravity

if Fα = g with g being the gravitational acceleration. Hence, the gravity forcing term

can be written in this following form:

ρFα = ρg = (ρ0 + ∆ρ)g, (2.40)

where ∆ρ is the difference between the local density ρ and the ambient one de-

noted by ρ0, such that ∆ρ = ρ − ρ0. The pressure gradient and the buoyancy terms

−∇p+ (ρ0 + ∆ρ)g are usually written as −∇p∗ + ∆ρg where p∗ = p+ ρ0gz where z is

the elevation. If not mentioned otherwise, the z-direction will be always the vertical di-

rection representing elevation. The change from p to p∗ is called pressure shift. Finally,

the star superscript can be dropped and the source term in the momentum equation

can be written as a buoyancy term:

ρFα = (ρ− ρ0)g. (2.41)

2.6 Low-Mach number approximation

Equations 2.3-2.4 represented the fully compressible Navier-Stokes equations which will

be used in a part of our work. However, this set of equations is over powerful for our

study cases where the Mach number is much lower the compressibility limit of 0.3 [6].

Hence, a small modification can be done to benefit from the absence of compressibility

effects which start to be significant beyond Mach number of 0.3. The low-Mach num-

ber approximation (derivation can be found in the literature [147, 186, 199]) describes

large variations in temperature and density, due to volumetric heat addition or having

different species, without requiring a simultaneous description of acoustics oscillations

appearing because of the elastic properties of the fluid.

In the context of large-scale fires/plumes, the time scale associated with this type

of flows is gigantic compared to the acoustic time scale, in other words, the time step

Modelling Fire-Induced Flows Using LBM page 19 of 197



CHAPTER 2. MACROSCOPIC EQUATIONS FOR FIRE MODELLING

required to capture sound waves is much smaller than the one necessary to predict the

relatively slow dynamics of fires/plumes. The low-Mach number approximation allows

for larger time steps suitable for fire applications while filtering out the insignificant

sound waves. In fact, the use of fully compressible equations here is not necessary as

acoustics do not play any important role in our application and a low-Mach formulation

would be sufficient, allowing for lower computation cost.

The essence of the low-Mach number approximation is rather simple, the pressure

p will be divided into two parts, a thermodynamic pressure pth and a hydrodynamic

pressure ph as:

p = pth + κph, (2.42)

where κ is the expansion parameter for p chosen as κ = γMa2. Only two equations

will be impacted by this pressure splitting, the first equation is the momentum equation

where the pressure gradient term will only contain the hydrodynamic part ph of the

pressure leading to:

∂ρuα
∂t

+
∂(ρuαuβ + δαβp

h)

∂xβ
=
∂Παβ

∂xβ
+ ρFα, (2.43)

the second equation to be impacted is the thermodynamic closure (i.e. equation

of state) where the pressure will be constant and equals the thermodynamics part pth

leading to:

pth = ρ
R
W
T, (2.44)

those two modified equations alongside the other unchanged conservation equations

constitute the low-Mach Navier-Stokes equations.

Summary In this chapter, we introduced the governing equations of Navier-Stokes

that describe the behaviour of any three-dimensional compressible multi-component

reactive flow. Also, the thermodynamic and transport properties of gases were briefly

explained. Moreover, we introduced the low-Mach number approximation which can

help reduce the overall computational cost. In the next two chapters we will introduce

the Lattice-Boltzmann method and the algorithm used in our solver to simulate Navier-

Stokes equations.
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Chapter 3
LBM for isothermal flows

”The quantum behaviour of a system reduces to classical behaviour when the system

becomes large enough.” Niels Bohr
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3.1 Introduction

Lattice Boltzmann method (LBM) is based on the kinetic theory of gases on the molec-

ular level which is a statistical description of the particles. The method is directly linked

to the lattice gas automaton (LGA) rose in the late 80’s by Frisch et al. [76]. The LBM

works from the particles point of view but is capable of recovering the macroscopic

description of fluid mechanics (i.e. Navier-Stokes equations). The advantage of LBM

is its efficiency with lower computational cost compared to the standard Navier-Stokes

solvers. Moreover, it is easy to implement and is highly parallelized, as it operates

locally. For those reasons, LBM became popular in the last decade, and more fields

of application are being invaded by this method such as: reactive flows, compressible

flows, multi-phase flows, turbo-machinery, etc. In this chapter we introduce the basics

of athermal LBM and we prove the link to the macroscopic Navier-Stokes equations.

Moreover, discretized LBM will be given as well as the source term to account for

gravity.

3.2 Statistical mechanics & kinetic theory of gases

The kinetic theory of particles stands in the heart of the LBM method, thus, it is indis-

pensable to have a solid background on this field, knowing the concepts and terminology

related to this topic. Note that, the terms molecule and particle signify the same thing.

Boltzmann Distribution

In 1859, Maxwell recognized that dealing with large number of molecules is extremely

complex and that the use of Newton’s second law for huge number of molecules is out of

realization, as tracing the trajectory of each molecule is out of hand for a macroscopic

system. The idea of averaging seemed encouraging at that time, as Maxwell argued that

the knowledge of the instantaneous position and velocity is not important. Instead, the

so-called distribution function is the cardinal parameter that represents the impact of

the molecules. In other words, what percentage of molecules in a certain location of

a container has a specific range of velocities, at a given instance in time. Molecules

of a gas have a wide range of velocities and they collide with each other continuously,

the fast molecules transfer momentum to the slower ones, resulting in a conservation

of momentum. For a gas in thermal equilibrium, the distribution function is not a

function in time, as the gas is distributed uniformly in its container. Appendix B.1
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shows the detailed derivation of Maxwell distribution function:

f(c) = 4π(
m

2πkT
)
3
2c2e−

mc2

2kT , (3.1)

The extension of Maxwell distribution function was done by Ludwig Eduard Boltz-

mann (1844 - 1906) for arbitrary large systems. He is the first one to realize the deep

connection between the thermodynamics concept of entropy and the statistical analysis

of possible states of large system, which states that the increase of entropy of a system

with time is a change in macroscopic variables to those values corresponding to the

largest possible number of the microscopic arrangements. Boltzmann demonstrated

that possible microscopic states for a certain level of energy are way greater for the

macroscopic values corresponding to thermal equilibrium. This theory resulted in the

Boltzmann distribution (see Appendix B.2 for derivation):

f(c) =

(√
m

2πkT

)3

e−
m(c2x+c

2
y+c

2
z)

2kT =
( m

2πkT

)3/2

e−
mc2

2kT (3.2)

The above equation is similar to the Maxwell distribution function (Eqn. 3.1), it

needs only to be multiplied by the factor 4πc2 (which is the surface area of a sphere in

the phase space) to account for the density of velocity states available to particles. As

a matter of fact, integrating Eqn. 3.1 over a sphere surface in the phase space will yield

to the above equation.

3.3 The Boltzmann equation

Boltzmann was the one who succeeded to develop statistical mechanics, which explains

and predicts how the properties of molecules (microscopic properties) determine the

global (macroscopic) properties of matter such as viscosity, thermal conductivity, ther-

mal diffusion, and species diffusion flux (for multi-component media). The distribution

function (probability of finding particles within a certain range of velocities at a cer-

tain range of locations at a given time) replaces tagging each particle, as in molecular

dynamic simulations.

3.3.1 Boltzmann transport equation

The fundamental variable in the kinetic theory of particles is the distribution func-

tion f(x, ξ, t), which explains the statistical description of a system. The Boltzmann
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transport equation can be derived following Appendix B.3 and reads:

∂f

∂t
+
∂f

∂x
· ξ +

F

ρ
· ∂f
∂ξ

= Ω(f), (3.3)

where x denotes the particle positions, ξ represents the particles velocity, F is the

external body force and Ω(f) is the collision operator. This collision operator Ω needs

to be determined to solve the Boltzmann equation. It would have been easy if Ω could

be expressed explicitly, but the burden is that Ω is a function of f and the previous

equation represents an integro-differential equation, which is difficult to resolve. For

systems where there are no external forces, the Boltzmann equation can be written as

follows:

∂f

∂t
+ ξ · ∇f = Ω(f), (3.4)

it should be mentioned that ξ and ∇f are vectors. The concept on which the distri-

bution function was established made it directly connected to the macroscopic variables,

like density ρ and velocity u, through the moments of this distribution function. These

moment are merely the integrals of f , weighted with ξ, over the entire velocity space.

For instance, the mass density can be found as the zeroth moment of f :

ρ(x, t) =

∫
f(x, ξ, t)d3ξ, (3.5)

this integration is done over the entire velocity space which consequently considers

all the contribution to the density of particles of all the possible velocities at position x

and time t. Furthermore, we can also consider the contribution of ξf to the momentum

density. Considering all the possible velocities, we find the macroscopic momentum

density as the first moment:

ρ(x, t)u(x, t) =

∫
ξf(x, ξ, t)d3ξ, (3.6)

With the same idea, we are capable of recovering the total energy density ρet of the

particles by the second moment:

ρ(x, t)et(x, t) =
1

2

∫
|ξ|2f(x, ξ, t)d3ξ, (3.7)

the resulting total energy contains two parts of energies; the energy contained in the
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bulk motion of the fluid 1
2
ρ|u|2, and the internal energy e due to the haphazard thermal

motion of the gas molecules. The latter part of energy can be found as the second

moment:

ρ(x, t)e(x, t) =
1

2

∫
|v|2f(x, ξ, t)d3ξ, (3.8)

where we introduce a new velocity called the relative velocity v which is the deviation

of the particle velocity from the local mean velocity:

v(x, t) = ξ(x, t)− u(x, t). (3.9)

Those expressions, for the gas energy, account only for the translational energy of

the molecules (i.e.the energy as a result of their motion at velocity ξ). In the more

strenuous kinetic theory of polyatomic gas, it is of great importance to consider the

other degrees of freedom, such as molecular vibrational and rotational energies.

3.3.2 Collision operator

Regarding the collision operator Ω, for whatever form it will take, it must achieve

two things: First, ensuring that the distribution function evolves locally towards its

equilibrium f eq. Secondly, conserving mass, momentum and energy. These conservation

constraints may be represented by the moments of the collision operator as follows:

mass conservation :

∫
Ω(f)d3ξ = 0, (3.10)

momentum conservation :

∫
ξΩ(f)d3ξ = 0, (3.11)

total energy conservation :

∫
|ξ|2Ω(f)d3ξ = 0, (3.12)

internal energy conservation :

∫
|v|2Ω(f)d3ξ = 0. (3.13)

The original Boltzmann’s collision operator is daunting to calculate, because this oper-

ator is in the form of intricate and cumbersome double integral over velocity space. It

considers all the possible outcomes of two-molecules collisions for any inter-molecular

forces. However, considering that the outcome of two particles colliding does not im-

pact significantly the values of many measured quantities [27], it is possible to have a

simplified approximated collision operator without promoting significant error to the
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outcome of the solution. Subsequently, Bhatnagar, Gross and Krook (BGK) [13] intro-

duced a simplified model for collision operator which will be widely used afterwards in

LBM, the operator named BGK collision operator and it reads:

Ω(f) = −1

τ
(f − f eq). (3.14)

The BGK operator is the simplest possible collision operator given the previous

constraints. This particularity of this operator is that it can capture the relaxation of

the distribution function f towards the equilibrium distribution f eq. The parameter τ

is the relaxation time, which defines the characteristic speed of equilibration from the

state f to f eq. The value of τ is crucial because it determine the transport properties

of the fluid such as viscosity, heat diffusion, and species diffusion.

The essence of this BGK collision operator proclaims that when a gas left for an

adequate duration of time, the distribution function f(x, ξ, t) will reach an equilibrium

distribution f eq(x, ξ, t) which is isotropic in velocity space around u, and if we con-

sidered a reference frame that move at a speed u the equilibrium distribution can be

expressed as f eq(x, |v|, t). The f eq would take the form:

f eq(x, |v|, t) = ρ

(
1

2πrT

) 3
2

e−
|v|2
2rT , (3.15)

This equilibrium distribution is often called the Maxwell-Boltzmann distribution.

This equation is still in the continuous form and need to be discretized before using

it in CFD codes. But before discretizing the Boltzmann equation, we have to expand

the distribution function f first using the so called Hermite polynomials (HPs) which

facilitates discretizing the Boltzmann equation in velocity, space and time. The details

of these polynomials and the expansion procedure can be found in details in Appendix

B.4. To recover the hydrodynamic behaviour we need to expand the distribution func-

tion up to the second order. The expansion of f eq using the Hermite polynomials, up

to second order, results in:

f eq(x, ξ, t) ≈ ω(ξ)ρ [1 + ξαuα + uαuβ(ξαξβ − δαβ)] ,

= ω(ξ)ρQ(ξ).
(3.16)

Here, and for the sake of simplicity, we have assumed the flow to be isothermal,
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where the density ρ and the pressure p are connected through:

p = c2
sρ, (3.17)

where cs is a reference velocity (speed of sound) cs =
√
r0T0 associated with a

reference temperature T0 and a reference gas constant r0.

3.3.3 External forces incorporation

The external force is what gives particularity to our work. External forces play an

intrinsic role in hydrodynamic problems. Gravitational acceleration g is one of the

external fields that may affect the flow and therefore it is paramount to include this

into our LBM scheme to account this force. The gravitational acceleration will act as

a body force in Eqn. 3.3 when multiplied by the density ρ:

F = ρg. (3.18)

This term appears in the momentum conservation equation of Navier-Stokes and

works as a momentum source term. Other external forces, like radial and Coriolis

forces in rotational flows, the electromagnetic forces in charged or magnetic particles

either by affecting each others or force by external electromagnetic field. Moreover,

forces also can be used to model multi-phase, multi-component flows or used even for

immersed boundary conditions.

The projection of the external force using Hermite polynomials can be found in

Appendix B.5. The resulting forcing term expanding to second order reads:

F = −F
ρ
· ∂f
∂ξ

= w(ξ) (ξα + (ξαξβ − δαβ)uβ)Fα. (3.19)

where Fα is the applied force field. We refer to [127] for Chapman-Enskog analysis of

the Boltzmann equation including the forcing term (not included here), moreover, they

analyse the errors that may appear in the presence of incorrect force modelling.

3.4 Velocity-discretized Boltzmann equation

Up till now, we are dealing with the continuous form of the Boltzmann equation. Pre-

viously, we used the Hermite polynomials to expand f eq(x, ξ, t) and f(x, ξ, t) after

projecting them on Hermite basis for the valid reasons mentioned previously. In order
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to discretize the velocity space, we ought first to introduce a suitable velocity set ξi, of

a size q, which ensures the conservation laws for the macroscopic quantities through the

f eq as in continuous form. This is realized using the Hermite-Gauss quadrature rule,

which states:∫
f (N),eq(ξ)H(M)(ξ)ddξ =

n∑
i

f
(N),eq
i (ξi)H(M)

i (ξi), (3.20)

where M is the order of the Hermite polynomials, N is the truncation order of the

expansion of f eq in Eqn. B.27 and n is the number of abscissa needed to discretize

velocity, at least n = (N + 1)/2 abscissa and associated discretized weights wi to

correctly calculate the moments.

Hence, we can now employ the Gauss-Hermite quadrature to calculate moments and

coefficients of Hermite series expansion for the equilibrium distribution function:

a(n),eq =

∫
f eq(ξ)H(n)(ξ)ddξ = ρ

∫
ω(ξ)Q(ξ)H(n)(ξ)ddξ

= ρ
n∑
i=1

wiQ(ξi)H(n)(ξi)

(3.21)

This is the discretized Hermite expansion with n being the required number of ab-

scissae. In the light of velocity space discretization, we define an n quantities associated

with the chosen velocity set ξi and representing the equilibrium distribution function:

f eqi (x, ξi, t) = wiρ(x, t)Q(ξi) (3.22)

So instead of having a continuous function f eq(ξ), we only account for a finite set

of quantities f eqi = f eqi (ξi). Based on Eqn. 3.16, expanded to the second order using

Hermite polynomials, the velocity-discretized f eq will read:

f eqi = wiρ

[
1 + ξi,αuα +

1

2
uαuβ(ξi,αξi,β − δαβ)

]
(3.23)

The first three moments of the velocity-discretized distribution function f eq(ξi) re-

cover the same macroscopic quantities as the continuous one f eq(ξ). However, instead of

using integration to calculate the moments in the case of f eq(ξ), it will be a summation

over the chosen velocity set for f eq(ξi).

There are plenty of abscissae that can be found in [127], they contain a factor of
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√
3 so it is logical and convenient to get rid of it by introducing a new lattice velocity

ci = ξi/
√

3, also we define cs = 1/
√

3 as the reference lattice speed of sound for

our chosen velocity set. This change of variables enables an exact propagation (i.e.

streaming) by having all the population fi arriving exactly at the neighbouring node

after one time step δt. After having a velocity set with integer abscissae, we are able

to write the form for the discrete equilibrium distribution function f eqi :

f eqi = wiρ

(
1 +

ci,αuα
c2
s

+
uαuβ(ci,αci,β − c2

sδαβ)

2c4
s

)
(3.24)

where cs is the speed of sound which links the pressure and density. With the same

manner, we can discretize the distribution function f(ξ) exactly as the equilibrium

distribution function f(ξ), along with changing from ξi to ci:

fi(x, t) =
wi
ω(ci)

f(x, ci, t) (3.25)

ω(ci) is added to satisfy the the Gauss-Hermite rule:

a(n)(x, t) =

∫
f(x, c, t)H(n)(c)ddc =

∫
ω(c)

ω(c)
f(x, c, t)H(n)(c)ddc

≈
q∑
i=1

wi
ω(ci)

f(x, ci, t)H(n)(ci) =

q∑
i=1

fi(x, t)H(n)(ci).

(3.26)

we now have q functions of fi(x, t), each one of them is associated to one discrete

velocity ci. So finally we can write down the discrete-velocity Boltzmann equation

”without” external force:

∂fi
∂t

+ ci,α
∂fi
∂xα

= Ωi(fi), i = 0, . . . , q − 1. (3.27)

That being said, the macroscopic moments (density, momentum and energy) are
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now computed from finite sums:

ρ =

q∑
i

fi =

q∑
i

f eqi ,

ρu =

q∑
i

fici =

q∑
i

f eqi ci,

ρet =
1

2

q∑
i

ficici =
1

2

q∑
i

f eqi cici,

(3.28)

Similarly, the force term can be discretized in the velocity space, we can write the

discrete form of the force term starting from Eqn. 3.19:

Fi(x, t) = − wi
ω(ci)

F

ρ
· ∂
∂ci

f(x, ci, t)

= wi

(
ci,α
c2

s

+

(
ci,αci,β − c2

sδαβ
)
uβ

c4
s

)
Fα.

(3.29)

The first three moments of this force term will read:

q∑
i

Fi = 0,

q∑
i

Fici,α = Fα,

q∑
i

Fici,αci,β = Fαuβ + uαFβ.

(3.30)

The zeroth-order moment denotes a mass source which is zero in our study. As for

the first-order moment, it is a momentum source. Finally, the second-order moment

given an energy source describing the power flux that the body force exert on the fluid.

The second-order moment plays an important role as it removes the undesirable

spurious term, given by Fαuβ + uαFβ, that would appear at the viscous stress tensor

level [89, 129, 141]. In the case of incompressible flow this error would vanish and the

second-order moment will be zero, i.e.
∑

iFiciαciβ = 0. Hence, the force term should

only be expanded up to the first order in the velocity space.
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The discrete-velocity Boltzmann equation ”with” a forcing term will then read:

∂fi
∂t

+ ci,α
∂fi
∂xα

= Ωi + Fi, i = 0, . . . , q − 1. (3.31)

The previous equation is called the Lattice Boltzmann (LB) equation. More de-

tails about velocity sets used to discretize the Boltzmann equation can be found in

Appendix B.6. Our LBM solver ProLB is based on the D3Q19 velocity set (i.e. lattice).

3.5 Chapman-Enskog expansion

It is about the right moment to demonstrate the validity of the Boltzmann equation to

simulate fluid mechanics and to illustrate how one can retrieve the macroscopic Navier-

Stokes equations starting from the Boltzmann equation. That being said, Appendix

B.7 introduces the famous Chapman-Enskog expansion to prove the righteousness of

using Boltzmann equation as a base for CFD simulations.

3.6 Spatial and Temporal discretization

What we achieved until now is discretizing the Boltzmann equation in the velocity space,

yet, we still need a final step to have a fully discretized equation that can be implemented

as a solver. This final step is discretization in both space and time. Although the most

common form of space discretization in the classical LBM is uniform structured grids.

Overall, the original LB algorithm assumes that the population fi travels with speed ci

from one lattice to another. So after one time step δt, all the population should arrive

exactly at the neighbouring node. This is achieved when the change of variables was

introduced in the previous section (i.e. ci = ξi/
√

3).

Now, we recall the velocity-discretized LB equation from the previous section:

∂fi
∂t

+ ci,α
∂fi
∂xα

= Ωi + Fi, (3.32)

Some comments about the previous equation:

1. The equation is a linear first order hyperbolic partial differential equation (PDE).

2. It is an advection equation with a source term.

3. The left-hand side of the equation represents the advection (streaming).
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4. The right-hand side term represents the collision process, the source term in

addition to the external force.

For more details and insights about the discretization of the left hand side of this

equation, we refer to Ref. [127]. We briefly give here some hints about how this equa-

tion can be discretized. One of the powerful methods to handle such PDE is the

method of characteristics/trajectories. This method benefits from the characteristic

lines/trajectories associated with the space of PDE’s independent variables, so it en-

ables us to obtain the exact integration between t and δt. This can be applied on the

left hand side of equation 3.32 which is linear to give the exact propagation step. Such

that we can have:

fi(x+ ciδt, t+ δt)− fi(x, t) =

∫ t+δt

t

(Ωi + Fi)dζ (3.33)

where ζ is the characteristic line/trajectory in space and time (a consequence of method

of characteristic). However, the right hand side is non-linear and can be approximated

to attain a desired level of precision. This integral can be calculated in various ways

[127,236], here we will discuss only two approximations.

First-order integration

The integration of the collision and forcing terms can be approximated by the rectan-

gular method using one point:∫ t+δt

t

(Ωi + Fi) dζ = [Ωi(x, t) + Fi(x, t)] δt+O
(
δt2
)
. (3.34)

Using this first-order approximation with the BGK collision operator, the dis-

cretized LB equation gives:

fi (x+ ciδt, t+ δt)− fi(x, t) = −δt
τ

(fi − f eq
i ) + Fiδt (3.35)

The previous formula is first-order accurate in time and can not be considered a

second-order; When considering the free-force formula, the first-order approximation is

actually a second-order accurate in time if we just shifted δt/2 in the viscosity-relaxation

relation ν = c2
s

(
τ − δt

2

)
instead of ν = c2

sτ [127]. Unfortunately, this manoeuvre is not

valid in the presence of an external force. So we will end up with first-order accuracy

which will lead to a non-accurate macroscopic solution, the analysis of these errors and
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their impact can be found in [127]. Hence, in order to solve this and to have an accurate

solution we perform a second order space-time discretization.

Second-order integration

The trapezoidal discretization is more accurate, when applied to the integration of the

collision operator we will have:∫ t+δt

t

(Ωi + Fi) dζ =

(
Ωi(x, t) + Ωi (x+ ciδt, t+ δt)

2

+
Fi(x, t) + Fi (x+ ciδt, t+ δt)

2

)
δt+O

(
δt3
)

(3.36)
The second-order accuracy is here attained but with an implicit formulation, this can

be overcome to recover explicit form by introducing a subtle change of variables [47,93]:

f i = fi −
(Ωi + Fi) δt

2
(3.37)

this change of variable results in:

f i (x+ ciδt, t+ δt)− f i(x, t) = [Ωi(x, t) + Fi(x, t)] δt. (3.38)

substituting the collision operator with BGK model we can write down:

f i (x+ ciδt, t+ δt)− f i(x, t) = − δt

τ + δt/2

(
f i − f

eq
i − τFi

)
(3.39)

rearranging the right-hand side to reach the final form:

f i (x+ ciδt, t+ δt)− f i(x, t) = −δt
τ

(
f i − f

eq
i

)
+

(
1− δt

2τ

)
Fi (3.40)

where the bar can be dropped. This is the explicit second-order accurate discretiza-

tion of LB equation with BGK collision operating accounting for forcing term. With a

redefined relaxation time τ = τ + δt/2. Based on the new variable f i the macroscopic
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moments reads:

ρ =

q∑
i

f i +
δt

2

q∑
i

Fi︸ ︷︷ ︸
=0

=

q∑
i

f i,

ρu =

q∑
i

f ici +
δt

2

q∑
i

Ficiα︸ ︷︷ ︸
Fα

=

q∑
i

f ici +
δt

2
Fα.

(3.41)

The density is not impacted with the force term because the forcing term does not

incorporate a mass source. The momentum has an additional term that accounts for

the additional forcing term on the momentum conservation equation.

The equilibrium population f eq is not changed by the addition of the forcing term,

however, the velocities used to calculate f eq has a new definition that accounts for the

external force in the momentum equation.

The forcing term scheme introduced is one of many other ways the tries to incorpo-

rate the forcing term, the scheme introduced is named Guo scheme referring to Guo et

al. [89]. They scrutinized the derivation and gave deeper discussions along side Huang

et al. [105]. Ginzburg et al. [83] discussed other equivalent ways of introducing forcing

in the LB equation.

3.7 General LBM solver algorithm

The previous sections provided in detail the Boltzmann equation and we proved how

it represents the Navier-Stokes equation, also we demonstrated how we can discretize

this equation in the velocity space as well as in the time and space domains to get the

LB equation. In this section we will show how this equation can be implemented and

used in a CFD solver.

3.7.1 Non-dimensionalization of variables

It is of a great importance to understand the dimensions implicated in the LB equation

and their conversions, and how to transfer from physical units to lattice units. Both

unit systems are linked through a reference length scale L0, and physical sound speed

cs,phy for space and time, a reference density ρ0 for mass and a reference temperature

T0.
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It is a common practice that LBM solvers are built such that δx∗ = 1, δt∗ = 1 and

ρ∗0 = 1 (called lattice units), so that we have our conversion factors for length, time, and

density equal the dimensional values for lattice constant δx, time step δt and density

ρ. The physical units can be retrieved from the lattice units (superscript *) as:

δx = L0/Ni, δt = t/Nt,

u = u∗
δx

δt
,

(3.42)

LB simulations are performed entirely in lattice units, so it is fundamental to master

how to go from one to the other. The physical relaxation time τ and the dimensionless

relaxation time τ ∗ is connected through the conversion factor δt because τ has the

dimensions of time:

τ = τ ∗δt, (3.43)

The viscosity is one of the most important parameters in the simulation since it is

related directly to the relaxation time τ . So a typical problem is to relate the physical

kinematic viscosity ν to the non-dimensional relaxation parameter τ ∗, they can be

related as:

ν = ν∗
δx2

δt
= c∗2s (τ ∗ − 1

2
)
δx2

δt
(3.44)

3.7.2 collision & streaming

The LBM algorithm has only two fundamental steps to complete a full time step, those

steps are the collision and the streaming :

f coli (x, t) = fi(x, t)−
δt

τ
(fi − f eqi ) +

(
1− δt

2τ

)
Fiδt (Collision)

fi(x+ ciδt, t+ δt) = f coli (x, t) (Streaming)

(3.45)
the collision step here used the standard BGK model which defines the relaxation

towards the equilibrium state and it is directly related to the viscosity of the flow,

furthermore, the collision step includes the required forcing terms. This step is usually

local so it is done at each node independently from the others and it is performed

generally before the streaming step. Afterwards, the post-collision particles f coli (x, t)

stream to the neighbouring nodes via x+ciδt. Then boundary condition must be dealt

with and their related information should be provided. At the end, the macroscopic
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variables can be recovered through the moments of the distribution function. By then

we can say that a complete time step is done and we start the process again.

This is not a unique algorithm, some steps are interchangeable. Now we have

finished explaining all the details related to the LBM and the algorithm by which this

method is generally realized. We recall the fact that the LBM method is precise for

incompressible or weakly compressible flows, therefore, one of the challenges that faces

the LBM is the stability and the accuracy of this method for compressible and thermal

flows.

The BGK collision operator was used in this chapter for simplicity in order to under-

stand the basics of LBM. Unfortunately, this simple BGK operator faces some stability

issues and the need of more sophisticated models is fundamental [175]. Numerous colli-

sion models were introduced in the literature enhancing stability. Two-relaxation time

(TRT) or multi-relaxation time (MRT) based collision operators can be found in the

literature [51,52,57,106,131,192,263]. The BGK collision operator can be called a single

relaxation time (SRT). It is worth mentioning that at second order, the incompressible

macroscopic mass and momentum conservation equations are identical for TRT, SRT,

MRT but these models differ for high-order approximations. Also we can find cumu-

lant models [80]. Cascade LB models also are proposed in the literature [91]. Another

approach that can be found is the regularized models [132, 133, 149, 157], where their

idea was to mitigate the non-hydrodynamics moments of the distribution function (also

called ghost modes) so that an infinitely fast relaxation to equilibrium is realized. The

latter strategy will be adopted in our solver ProLB and will be introduced next.

The LBM model adopted thereafter was mainly developed by Farag et al. [64] where

they used a pressure based hybrid regularized recursive LB algorithm (shortly

HRR-P) for the sake of addressing compressible flows (which can be applied to thermal

flows as well). Some modifications were added to this model to accommodate to our

specific application of fire-induced flows, mainly, the gravity forcing term. The HRR-P
model was proven in the literature to be capable of handling various configurations in

various flow regimes. The details of this model and the algorithm used in the solver

will be introduced next.

3.8 LB Formulation for isothermal HRR-P model

We introduce the HRR-P model as a general model that works for both isothermal

and thermal flows, it is sufficient to set the parameter θ to unity in order to have a fully

isothermal algorithm.
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The HRR-P model introduced by Farag et al. [64] to solve compressible flows, uses

a modified equilibrium distribution function via Hermite polynomials expansion of the

Maxwell-Boltzmann distribution function Eqn. 3.15. A regularized collision operator

was used instead of the pure BGK to further enhance the stability and the precision

by having an accurate ghost mode damping properties with an explicit control of the

artificial hyperviscosity. [8] proved using linearized spectral analysis that this scheme

can mitigate the spurious ghost modes [256].

While pressure based and density based models yield to the same macroscopic equa-

tions in the low-Mach athermal limit (i.e. isothermal θ = 1). Handling pressure di-

rectly via an evolution equation instead of the equation of state, is known to reduce the

spurious pressure oscillations in flows containing large density variations as reported

in [3, 118]. The model is developed by expanding the Maxwell-Boltzmann distribution

3.15 to the fourth order, then replace the third and fourth order terms by means of

recursive regularization to set the viscous stress tensor correctly. The model is applied

over a standard lattice of D3Q19 with the distribution function fi that implies:∑
i

f eqi = ρ = p/c2
s,∑

i

ci,αf
eq
i +

δt

2
Fα = ρuα,∑

i

ci,αci,βf
eq
i = ρuαuβ + ρc2

sδαβ,

(3.46)

We follow a single relaxation time (SRT) evolution equation equipped with the

BGK collision operator and considering the external force. The collision is based on

the following modified pressure based fourth order equilibrium distribution [64]:

f eq,19r
i = ωi

{
a(0),eq +

H(1)
i,α

c2
s

a(1),eq
α +

H(2)
i,αβ

2c4
s

a
(2),eq
αβ +

H(3r)
i,γ

6c6
s

a(3r),eq
γ +

H(4r)
i,δ

24c8
s

a
(4r),eq
δ

}
,

(3.47)
The superscript 19r signifies the 19 discrete velocities and the recursive process. We

explain in Appendix B.4 that the equilibrium distribution function f eqi needs only to

be expanded to the second order to recover the macroscopic laws of hydrodynamics.

Nonetheless, the third order expansion is crucial as the stress tensor recovered with

lower orders is not sufficient enough to accurately define the momentum equation.

Thus, the third order term allows us to constitute a correct stress tensor as shown

through Chapman-Enskog in Appendix B.7. The fourth order term is included in order
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to enhance the isotropicity of the lattice.

The previous equation was expanded using Hermite polynomials, for the D3Q19r

lattice, we have 19 discrete polynomials defined in details in Appendix B.8. Although,

all lattices retrieve consistent Navier-Stokes dynamics in the continuum limit, they

are expected to behave differently at discrete level. Indeed, a study done by [248]

demonstrated that some truncation terms (the non-linear momentum advection cor-

rections) does not have rotational invariance in D3Q15 and D3Q19 in the contrary of

D3Q27. This lack of isotropy may lead to problems whenever non-linear phenomena

contribute significantly (e.g. in simulating high Reynolds number flows and turbu-

lence). However, D3Q27 requires more memory when compared to D3Q19. Another

study addressing this issue [209], where they studied different velocity sets, i.e. lattices,

and performed truncation error analysis, and they deduced that the differences be-

tween the studied lattice lie in the structure of their non-linear truncation errors. They

showed that the lattices D3Q15 and D3Q19 introduce spurious angular dependencies

via non-linear truncation errors which was not the case for the D3Q27, and they empha-

sized on the superiority of the D3Q27 to cope with the rotational invariance principal

in 3D hydrodynamic problems specially when convection is not negligible (our case).

Further investigations have been done to assess the impact of the lattice on turbulent

flows [117,217], and they confirmed the same thing. So a choice had to be made to com-

promise between accuracy and required memory. Hence, the D3Q19 lattice equipped

with correction fourth order terms to enhance the isotropy of the D3Q19 lattice to be

able to tackle problems that include axisymmetry, e.g. round thermal plumes, and the

turbulence naturally involved in fire-induce flows.

3.9 The isothermal HRR-P algorithm

In the present work, a regularization strategy is followed and an additional step for

regularization is adopted from [66, 108, 133]. The algorithm follows exactly the study

of Farag et al. [64]. The algorithm is illustrated in Fig. 3.1. Starting from knowing

the post collide population at time step t, we introduce an intermediate population f ∗i

calculated by streaming step from neighbours:

f ∗i (x, t+ δt) = f coli (x− ciδt, t), (3.48)

Then a Regularized collision step is performed, where the collide population at

time t + δt is obtained by several steps: first, updating the macroscopic variables to
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Figure 3.1: Flow chart of the HRR algorithm

have them at t + δt. Density and velocity are reconstructed from the post-streaming

population f ∗i as:

ρ(x, t+ δt) =
∑
i

f ∗i (x, t+ δt), (3.49)

(ρuα)(x, t+ δt) =
∑
i

ci,α

(
f ∗i (x, t+ δt) +

δt
2
Fg
i

)
. (3.50)

where F g
i is the gravity forcing term indispensable for scrutinizing buoyancy-driven

flows, defined as:

Fg
i = ωi

[
ρgαH(1)

i,α

c2
s

+
(ρuαgβ + ρuβgα)H(2)

i,αβ

2c4
s

]
, (3.51)

where gα is the gravity acceleration in the direction α. Secondly, the off-equilibrium

tensors is constructed using the formula:

f ∗neqi (x, t+ δt) = f ∗i (x, t+ δt)− f eqi (x, t+ δt) +
δt

2
FE
i (x, t+ δt), (3.52)

where f eqi is the equilibrium distribution calculated from ρ, u, θ at time t+ δt using

Eqn. 3.47, also FE
i is a forcing term given by Eqn. B.102 in Appendix B.9. Note that, f eqi
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and FE
i are calculated from available data at t+ δt. The second order non-equilibrium

tensor is estimated by:

a
∗(2),neq
αβ (x, t+ δt) =

∑
i

H(2)
i,αβ(ci)f

∗neq
i (x, t+ δt), (3.53)

Furthermore, we impose a traceless tensor by removing its trace [64]. The viscous

stress tensor then reads:

a
(2),neq
αβ ≡ σ

[
a
∗(2),neq
αβ − δαβ

3
a∗(2),neq
γγ

]
+ (1− σ)a∗neq,FD

αβ , (3.54)

where σ is a free parameter while a∗neq,FD
αβ can be evaluated directly from a second

order finite difference (FD) scheme of:

a∗neq,FD
αβ = −ρc2

sτ(uαβ + uβα −
2

3
uγγδαβ), (3.55)

where τ is the relaxation time linked to the dynamic viscosity as:

τ =
µ

ρc2
s

+
δt

2
. (3.56)

Finally, we perform the collision step following:

f coli (x, t+ δt) = f eq
i (x, t) +

(
1− δt

τ

)
fneq
i (x, t) +

δt

2
FE
i (x, t), (3.57)

Note that FEi is added to recover a correct non-equilibrium tensor as explained in

Appendix B.9, and the non-equilibrium regularized population

fneq
i = ωi

[
H(2)
i,αβ

2c4
s

a
(2),neq
αβ +

H(3r)
i,γ

6c6
s

a(3r),neq
γ

]
, (3.58)

and the third order off-equilibrium a
(3r),neq
γ is recursively derived as demonstrated

in Eqn. B.104 of Appendix B.10.

At this stage a full time step is accomplished, we repeat again the streaming then

collision until we perform the required number of iterations (i.e. time steps).
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Summary In this chapter, we introduced the basic global knowledge about LBM

method, we proved via CE analysis how the LB equation can be used for Navier-Stokes

simulations. We introduced finally the HRR-P algorithm that will be the heart of

our solver ProLB and with which we will perform all the simulations in this thesis.

Nevertheless, the isothermal assumption was made throughout this chapter and we

never mention what to do in the case of thermal flows. That’s the goal of the next

chapter, we will give the details of how we can simulate thermal flows and how the

parameter θ can be calculated when the flow is no longer isothermal.
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Chapter 4
LBM algorithm for thermal flows

Contents

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 LB Formulation for thermal HRR-P model . . . . . . . . . 45

4.2.1 The thermal HRR-P algorithm . . . . . . . . . . . . . . . . 46

4.2.2 Density reconstruction . . . . . . . . . . . . . . . . . . . . . . 46

4.3 Turbulence model incorporation . . . . . . . . . . . . . . . 48

4.4 Coupling LBM - Energy & Species . . . . . . . . . . . . . . 49

4.5 Finite Difference for Energy & Species conservation equa-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.5.1 Spatial Discretization . . . . . . . . . . . . . . . . . . . . . . 51

4.5.2 Temporal Discretization . . . . . . . . . . . . . . . . . . . . . 52

4.6 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . 52

4.7 Low-Mach number approximation . . . . . . . . . . . . . . 54

4.1 Introduction

The last chapter handled the athermal LBM and gave all the basics necessary to un-

derstand the context of LBM. The athermal LBM (θ = 1) with BGK collision operator

is widely used to simulate various incompressible flows. However, simulating compress-

ible/thermal flows is limited and faces many issues. The major cause is the equilibrium

distribution function used in the LB equation. The Chapman-Enskog scale analysis
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required expanding the distribution function f in terms of Knudsen number ε, which

is proportional to the Mach number, and which should be limited to small values for

accuracy and stability [127], hence, the Mach number. The athermal model implies

that pressure is related to density though the equation of state (EOS) p = c2
sρ, where

cs is constant. This equation of state is not capable of working with thermal or com-

pressible flow where temperature changes and affects density and thus pressure. The

logical candidate to replace this limited EOS is the ideal gas law, which is rigorous

despite its simplicity. In the context of fire simulations and buoyancy driven flows, we

are encountered with different physics that requires a model that covers beyond the

iso-thermal (athermal) flows. According to the momentum equation in Navier-Stokes

equations, the buoyancy force appears when there is a density deficit in the flow, this

deficit maybe caused by different manners:

• Temperature difference in a gas with one species.

• Uniform temperature but with different species having different molecular weights.

So it is compulsory to add energy and species equations to the model in order to be

able to simulate this complex multi-physics system. Comprehending energy equation

in the LBM system is a hot topic and many approaches have been introduced in the

LBM community. This topic is still open to find efficient and accurate technique to

incorporate the energy equation in our LBM system. Some of the proposed approaches

to include energy/species equations to the LB system are:

• Multi-speed : One of the proposed approaches is the multi-speed lattice. This

method is based on extending the velocity set in order to include more discrete

velocity. The additional discrete velocities create high order lattices in addition

to adding higher order terms in the discrete equilibrium distribution function. By

doing this, we are able to recover correctly the conservation of mass, momentum

and energy purely by LBM. This technique has been used in the literature and

validated through thermal flow test cases, such as Couette flow with heat transfer

[5,244], two dimensional Rayleigh-Bénard [194] and some additional thermal test

cases [34, 119].

The multi-speed methods are considered to inherit all the basic advantages of

the LB method. Nevertheless, they are hyper costly in comparison to the other

available approaches in the LB framework [43]. The high cost is clearly due

to the high number of discrete velocities (e.g. D3Q121). Consequently, it is not

considered affordable in terms of computational cost for the industrial applications

where accurate results are required but in the minimum possible time.
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• DDF : Another approach is the double distribution function (DDF) which

uses two distribution functions. It uses one distribution function f to recover

mass and momentum equations and the other g for the energy equation, e.g.∑
i g = e. Each distribution function is solved independently of the other with

different relaxation times, macroscopic variable recovery and lattice descriptions.

More details about this method and the associated application can be found

abundantly in the literature [71,90,93,138,195,196].

Nevertheless, this method is under questioning, as its cost may be high which

contradicts the original purpose of developing LBM, specially when using higher

order lattices (more discrete velocities). Also, their stability and accuracy may

vary depending on the application. A great care as well should be given to the

coupling issue between the distribution functions.

• Hybrid : The strategy of hybridization includes the energy equations by using

the standard single distribution function to calculate the mass and momentum

conservation while the energy and species conservation equations are solved using

a classical finite difference (FD) or a finite volume (FV) applied to the macroscopic

equations of Navier-Stokes. Achieving a fully compressible thermal CFD solver

necessitates a full coupling between mass, momentum, energy and species.

Early trials to attain hybridization were reported by [73, 74, 130]. The hybrid

approach has been used to model hydrodynamics in the Boussinesq approximation

[131] where temperature was regarded as passive scalar which does not impact

the LB system (i.e. no full coupling).

Instability in hybrid LBM is a serious issue and many studies tried to figure out a

solution to deal with the spurious currents and correct the coupling between the

two solvers. One of the propositions suggests the usage of a forcing term in the

framework of hybrid LB thermal models in order to deal with the spurious source

term [139]. Moreover, simulations of highly compressible flows were presented

in [177] and robustness was tested.

Feng et al. [67] proposed a method using Hybrid Regularized Recursive (HRR)

collision operator based on [108]. They succeeded to perform simulations of high

subsonic thermal simulation with variable density. The stability showed signifi-

cant improvement compared to the original recursive regularized approach pro-

posed by [148]. In this method also, they have corrected the Galilean invariance

defect on standard lattice through correction term based on Hermite-polynomials,

which is computed using finite difference and added eventually as a forcing term.
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More advancement then reported in [200] where the model was able to correctly

predict the hydrodynamic physics of Navier-Stokes with ideal gas, covering all the

flow regimes from subsonic to supersonic. Recently, Farag et al. [64] proposed a

similar method to [67] where the equilibrium distribution function was modified

and they showed the stability and the robustness of the model against various

compressible test cases.

Having said that, the hybrid approach is the one adopted throughout our study and

on which the ProLB solver is based. We have already explained in details the HRR-P
algorithm for isothermal flows in Sec. 3.9 where we imposed θ = 1 to get isothermal

solution. In the next section, we will show the modifications needed when θ 6= 1 for

thermal flows. We define the thermal parameter θ for thermal multi-species flows as:

θ =
rT

c2
s

=
RT
c2
s

Nsp∑
k

Yk
Wk

. (4.1)

All the configurations to be studied fall within the low-Mach regime, hence, the low-

Mach number approximation will be also incorporated, which was introduced recently

by Wang et al. [242].

4.2 LB Formulation for thermal HRR-P model

The model is typical to the one introduced in Sec. 3.9 with the difference that the

thermal parameter θ is no longer unity and is calculated through Eqn. 4.1 via the

coupling with energy and species conservation equations. The model is applied over a

standard lattice of D3Q19 with the distribution function fi that implies:∑
i

f eqi = ρθ = p/c2
s,∑

i

ci,αf
eq
i +

δt

2
Fα = ρuα,∑

i

ci,αci,βf
eq
i = ρuαuβ + ρθc2

sδαβ,

(4.2)

we notice the change in the zeroth order moment where it is no longer the density

but instead it is a pseudo pressure ρθ which is the essence of the pressure based method.

Moreover, on contrast to the density based models where the thermal effects appears in
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the high order moment through the parameter θ, this model is regarded as an athermal

equilibrium with a modified zeroth order moment a(0),eq = ρθ = p/c2
s.

4.2.1 The thermal HRR-P algorithm

Fig. 4.1 shows the modifications to the isothermal algorithm explained in Sec. 3.9. The

thermal parameter θ is updated each time step after updating energy and species equa-

tions.

Figure 4.1: Flow chart of the HRR algorithm

As we said earlier, the zeroth order moment is no longer density, hence, to recover

density from the post-streaming population f ∗i we use the following formula instead of

Eqn. 3.49:

ρ(x, t+ δt) =
∑
i

f ∗i (x, t+ δt)− (ρθ)(x, t) + ρ(x, t). (4.3)

Note that no change is needed to update velocity. The scalar transport equations

(i.e. energy and species) can be then advanced in time using finite difference discretiza-

tion. Having updated both density and energy, the reduce temperature θ may now be

calculated using the thermodynamic closure (Eqn. 4.1) to have θ(t+ δt).

4.2.2 Density reconstruction

The equilibrium distribution function f eqi has been modified (Eqn. 3.47) in order to have

a pressure based solver, consequently, the way of how we recover density (Eqn. 4.3) was
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adjusted, as the zeroth order moment of the distribution function is no longer the

density but a pseudo pressure
∑

i fi = ρθ. Hence, a correction was introduced to the

zeroth order moment in order to recover density (i.e. mass equation). Owing to the

change in the zeroth order moment, the corresponding conservation equation recovered

from Eqn. 3.47 reads:

∂ρθ

∂t
+
∂ρuα
∂xα

= 0, (4.4)

inducing a pressure equation in the low-Mach limit [95]. The momentum conserva-

tion equation remains the same because the first and the second moments of f eq,19r
i are

still physically consistent. In particular, the first order moment of Eqn. 3.47 will read:

∂ρuα
∂t

+
∂ρuαuβ
∂xβ

= −∂θρc
2
s

∂xα
−
∂aneqαβ

∂xβ
+ ρFα, (4.5)

where aneqαβ , as we already explained, is the second order non-equilibrium stress

tensor. This gives us a a low-Mach thermal solver, which constitutes a predictor step,

and in order to recover a fully compressible solution, it is mandatory to correct both

macroscopic moments and density distributions during the modified stream and collision

algorithm as we showed previously. That’s why the algorithm is regarded as a predictor-

corrector approach, where the weakly compressible (i.e. low-Mach) solution of the

predictor step is later corrected to recover a fully compressible solution. This approach

we used is called segregated where both predictor and corrector steps depends only on

explicit schemes without any sub-iteration process.

Eqn. 4.3 is the correction equation to recover the conservation of mass equation. By

default and without any correction, the step where we update the macroscopic variables

should have the zeroth order moment equals to ρθ:

(ρθ)∗(x, t+ δt) =
∑
i

f ∗i (x, t+ δt). (4.6)

Reminding that ρθ = p/c2
s, it leads to the pressure equation demonstrated at Eqn. 4.4

in the low-Mach limit [95]. The previous equation can be manipulated (subtracting ρθ

from both sides) to have the following relation:

(ρθ)∗(x, t+ δt)− (ρθ)(x, t) =
∑
i

f ∗i (x, t+ δt)− (ρθ)(x, t), (4.7)
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the left-hand side of the above equation can be related to the pressure equation

Eqn. 4.4 through:

(ρθ)∗(x, t+ δt)− (ρθ)(x, t) ≈ ∂ρθ

∂t
δt = −∂ρuα

∂xα
δt. (4.8)

The standard Navier-Stokes mass conservation equation can be now used to correct

the prediction step and to recover the density:

ρ(x, t+ δt) ≈ −∂ρuα
∂xα

δt+ ρ(x, t)

= (ρθ)∗(x, t+ δt)− (ρθ)(x, t) + ρ(x, t)

=
∑
i

f ∗i (x, t+ δt)− (ρθ)(x, t) + ρ(x, t)

(4.9)

which leads to Eqn. 4.3. Nevertheless, this correction, applied to get a correct den-

sity field, generates errors that modifies the second order moment of the distribution

function. Hence, in order to have a viscous stress tensor as in Eqn. B.99, a correction

term (tensor) should be inserted to the forcing term to fix this issue shown in Eqn. B.100.

The scheme that we demonstrated has the advantageous property of conserving both

mass and momentum [64].

4.3 Turbulence model incorporation

Turbulence modelling in LBM is rather simple, we know a priori that the viscosity is

connected to the LBM through the relaxation time τ associated with the BGK collision

kernel. Turbulence models add the so called turbulent viscosity or SGS viscosity νt to

compensate the effects of the non-resolved scales smaller than cell size. Having said

that, the relaxation time can then be modified to include this additional viscosity as

follows [108,262]:

τ =
ν + νt
c2
s

+
δt

2
, (4.10)

νt is calculated from the turbulence models presented in Sec. 6.4.2. Generally, the

SGS models used in our work depends only on velocity gradients to estimate νt which

are available simply.
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4.4 Coupling LBM - Energy & Species

The coupling between LB and finite difference (FD) solvers is simple and straightfor-

ward. Fig. 4.2 depicts how the LB and FD solvers can run simultaneously and ex-

change information. The communication between the two solver happens only once

each time step which keeps the process simple. After initializing all macroscopic vari-

ables (ρ,u, T, Yk), the LB branch advances in time by first calculating f eq and fneq

then performing the two main steps, namely collision and streaming, at the end of LB

branch we can reconstruct the macroscopic density ρ and velocity vector u. Concur-

rently, in the FD branch, where energy and species equations are being resolved, the

advance in time is done using first order Euler time integration which suits the scheme

for its simplicity and lower computational cost, at the end of this branch we end up

with the updated temperature T and the species mass fraction Yk. At this point, all

the macroscopic variables are updated and a full time step is finished. At this stage,

the communication happens and the exchange occurs between the two solvers, the LB

branch feeds the FD branch with the updated ρ and u, while the FD branch sends the

updated T and Yk through the parameter θ (see Eqn. 4.1). The solver is then ready

to perform another time step, and this process will be repeated until the end of the

required number of time steps.

4.5 Finite Difference for Energy & Species conser-

vation equations

The FD solver aims to resolve the conservation equation of energy and species to up-

date temperature and species, respectively, in parallel with the LB solver that updates

density and velocities. The choice of discretization spatial and temporal schemes is of

supreme importance. The choice will be always compromising between computational

cost and solution accuracy. In the highlight, low order schemes seem sufficient and

constitute good candidates for our model, due to their low computational cost and

benefiting from the low dissipation introduced by the LB algorithm. To demonstrate

how the spatial and temporal discretization is done, we will take the example of the

conservation equation of enthalpy. The same discretization can be done for any other

heat variable (energy, enthalpy, entropy) as well as the species equation, all may be dis-

cretized in the same manner. We recall the conservation equation of enthalpy without
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Figure 4.2: Flow chart of Coupling algorithm. Consists of the Lattice-Boltzmann (LB)
in the left-hand side and Finite Difference (FD) solver in the right-hand side. Data
communication happens once each time step at clearly illustrated.

the viscous heat nor the species diffusion heat flux:

ρ
∂h

∂t
+ ρuα

∂h

∂xα
=

∂

∂xα
(λ
∂T

∂xα
), (4.11)

other equations can be presented by replacing h and λ with other forms of energy or

species mass fraction and diffusion coefficients, respectively, associated with the target

transport equation. Note that, the schemes to be demonstrated can be employed also

whenever required in the code, e.g. within the LB solver or even when applying the
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turbulence SGS model (it contains spatial gradient calculations).

4.5.1 Spatial Discretization

Standard central difference discretization scheme [7] was employed throughout our work

to represent the spatial derivatives. The spatial derivatives are discretized as follows:

ρuα
∂h
∂xα

: The convection term is treated using an isotropic finite difference scheme,

which uses a 19-point stencil (as we use a D3Q19 lattice) to estimate the derivative term

in three-dimensional space [128, 226]. The lattice description was used to implement

the scheme and the isotropic finite difference in lattice units can be introduced as:

ρuα
∂h

∂xα
= ρuα

[
1

c2
s

∑
i

wici,αh(xα + ci,α)

]
(4.12)

In some scenarios, the isotropic central difference may encounter some stability is-

sues. A simple fixation for this is to combine an up-winding/back-winding scheme

alongside the isotropic central one. With a weighting parameter to control the ratio be-

tween central and up-winding/down-winding schemes. The upwind/downwind scheme

writes:

ρuα
∂h

∂xα
= ρuα


hi−hi−1
δx , when uα > 0

hi+1−hi
δx , otherwise

(4.13)

where the subscript i is the local grid position and δx is the grid size. Thus, the

combination can be realized through the following equation:

ρuα
∂h

∂xα
= σUP (ρuα

∂h

∂xα
)UP + (1− σUP )(ρuα

∂h

∂xα
)CDS, (4.14)

where σUP is the percentage of up-winding to be used and it has values from zero

to unity. The superscript UP and CDS denotes upwind and isotropic finite difference

scheme, respectively. Using this formulation allows us to enhance numerical stability.

Nonetheless, this comes with the tax of lowering the accuracy as upwind/downwind is a

first order scheme, thus, degrading the over all order of accuracy. Upwinding normally

introduces numerical diffusion, thus, an attentive care should be given to the amount

of upwinding given so as not to affect the solution greatly, specially when dealing with

turbulent flows, where turbulent structures might get diffused which might affect the
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predicted solution in problems where turbulence is a main actuator in the physics gov-

erning the study case. In all the simulations and as a general rule, the values given for

upwinding were relatively small 0− 10%, unless stated otherwise.

∂
∂xα

(λ ∂T
∂xα

): The diffusion term is estimated also using a central difference scheme

that includes three-points stencil in one-dimensional space. The formula can be pre-

sented as follows:

∂

∂xα
(λ
∂T

∂xα
) =

[
λi+1/2

Ti+1−Ti
δx − λi−1/2

Ti−Ti−1
δx

δx

]
(4.15)

where,

λi±1/2 =
λi + λi±1

2
. (4.16)

Note that the above formulations can be extended to be multi-dimensional. Other

potential discretization, such as Lax-Wendroff and Muscle-Hankok schemes can be im-

plemented in the context of the ProLB code [41,64].

4.5.2 Temporal Discretization

Simple first order Euler time integration is used to compute the temporal derivative

term and advance in time, described as follows:

∂h

∂t
=

1

ρ

∂

∂xα
(λ
∂T

∂xα
)− uα

∂h

∂xα︸ ︷︷ ︸
RHS

,

h(n+1) = hn + δtRHS +O(δt2),

(4.17)

where n+1 represents the next time step. It was reported that higher order schemes (e.g.

Runge-Kutta) did not provide any considerable enhancements in the accuracy [222].

Consequently, we kept the Euler time integration for all the study cases throughout our

work.

4.6 Boundary Conditions

Boundary conditions are one of the most essential aspects when performing numerical

simulations. During the computation we require a proper description of the boundary

conditions to solve the discretized equations. While defining the boundary conditions
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for Navier-Stokes equations is rather simple, it is not that straightforward for LBM,

where the inward distribution function to the integration domain need to be determined

at the boundaries. Consequently, we need to determine the distribution functions at the

boundaries that correspond to the required macroscopic variables. A great care should

be given to boundary conditions because it would have an impact on the stability and

the accuracy of the solution. In LBM, we can impose the required boundaries via

numerous strategies. A popular technique is to directly use the distribution function

fi instead of the standard macroscopic values. There are two types of boundaries as

explained in [127], the link-wise when the boundary is located on the lattice links

alongside the wet-node where the boundary is located on the lattice node. For more

details and examples on how this can be applied in LBM we refer to [127, 168]. The

other strategy is rather simple, which will be used during our work, the boundaries were

imposed in the same manner used in standard Navier-Stokes solvers, where we impose

directly descriptions linked to macroscopic variables. This could be achieved through

applying the boundaries of distribution function by a finite difference reconstruction

approach along with the regularization procedure [133, 134]. The desired macroscopic

variables are given on the boundary nodes. In addition, the shear stress tensor is

computed using the velocity gradients on the boundary nodes. First order FD scheme

is used to achieve this. Eventually, these values are used to compute the equilibrium

and non-equilibrium function on the missing nodes [67,69].

The formulation of boundary conditions follows the standard boundary conditions

in NS solvers, such as, inlet, outlet, slip wall, non-slip wall or periodic. There are some

specificity that will be mentioned at each test case for convenience. Three main types

of boundaries can be imposed and utilized: Dirichlet, Neumann and Robin.

1. Dirichlet: This boundary imposes a desired value to the targeted macroscopic

variable, this could be done directly but it will be harsh, or it can be imposed with

taking into account the values of this variable at the nodes near the boundary (by

means of interpolation).

2. Neumann: This one works rather on the derivative of the variable and imposes

the required value for the targeted derivative, the derivative can be approximated

using first order or second order FD, we found that first order FD was more stable.

3. Robin: It is simply a weighted average between the previous two boundary con-

ditions.
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4.7 Low-Mach number approximation

Following the work introduced recently by Wang et al. [242] the compressible descrip-

tion of LBM can be adjusted to follow the low-Mach number approximation. The

demonstration done here is for the classical athermal (i.e. isothermal) LBM. In the

athermal LBM, pressure is just a scaled density,

pLBM ≡ ρc2
s. (4.18)

This pressure is updated each time step following equation 4.3 as follows:

pLBM(x, t+ δt) ≡ c2
sρ(x, t+ δt)

= c2
s

[∑
i

fi(x, t+ δt)− (ρθ)(x, t) + ρ(x, t)

]
≈ pLBM(x, t)− δtc2

s

∂ρuα
∂xα

(x, t)

= pLBM(x, t)− δt∂p
LBMuα
∂xα

(x, t)

= pLBM(x, t)− δt
[
uα
∂pLBM

∂xα
(x, t)− ρc2

s

∂uα
∂xα

(x, t)

]
.

(4.19)

He et al. [93] indicated that under low-Mach number assumption, the equation im-

itates the acoustic pressure transport, the only difference is that the physical sound

speed c in the last term is substituted by the lattice sound speed cs. This demon-

strates that the athermal LBM is in fact an artificial compressibility method where

the transport of acoustic pressure fields is modified to suite the time step allowed by

the numerical scheme in hand. The extension of the low-Mach number approximation

for thermal LBM is now introduced. Note that density gradients can be quite large in

low-Mach buoyant plumes, so that the flow dilatation ∂(ρuα)/∂xα might break the scale

balance of Eq. 4.19. For now, the thermal part of the dilatation term (−∂ρ/∂t) can

be excluded and only apply the ”hydrodynamic” part for the hydrodynamic pressure
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transport as:

ph(x, t+ δt) = ph(x, t) + c2
s

[∑
i

{
f coli (x− ciδt, t)− f coli (x, t)

}
− ρ(x, t+ δt)− ρ(x, t)

]
≈ ph(x, t)− δtc2

s

∂(ρuα)h

∂xα

≈ ph(x, t)− δt
[
uα
∂ρhc2

s

∂xα
+ ρhc2

s

∂uα
∂xα

+ uhα
∂ρc2

s

∂xα
+ ρc2

s

∂uα
∂xα

]
(4.20)

In comparison to the theoretical transport equation of the hydrodynamic pressure,

the speed of sound is substituted with the lattice sound speed cs. The stability con-

straint represented by CFL number is now related to cs instead of c. Note that we need

always to keep a low-Mach property, in other words:

|u|max
cs

= Ma < 0.3, (4.21)

Having a mach number lower than 0.3 is the limit beyond which compressibility effect

will be significant and the low-Mach number approximation is not valid any more.

Hence, the time step is constraint by the flow maximum velocity and not the speed

of sound anymore. Consequently, the time step in the low-Mach solver can be much

larger compared to the one of the compressible solver which accelerates the calculation.

Only small modifications to the original algorithm have to be done to take into

account the low-Mach number approximation. The reduced temperature under the

low-Mach number approximation will be defined as:

θ ≡ ph

ρc2
s

. (4.22)

The thermodynamic pressure pth is set to be constant, because we are dealing with

open system. From which the density is calculated at each time step through our
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thermodynamic closure (i.e. equation of state):

ρ(x, t+ δt) =
pth(x, t+ δt)

r.T
(4.23)

The hydrodynamic pressure ph, is updated using Eq. 4.20:

ph(x, t+δt) = ph(x, t)+c2
s

[∑
i

{
f coli (x− ciδt, t)− f coli (x, t)

}
−ρ(x, t+ δt)− ρ(x, t)

]
(4.24)

All in all, the low-Mach algorithm imposes only three major changes compared to

the compressible algorithm:

1. Pressure is divided into two part, hydrodynamic ph and thermodynamic pth. ph is

calculated from the LBM probability distribution function fi(x, t) (i.e. Eq. 4.20),

while pth is constant for open systems.

2. Density is calculated via the equation of state using pth.

3. Hydrodynamic pressure ph is used to evaluate the equilibrium population, through

the modification of θ.

Summary In this chapter we introduced the thermal HRR-P algorithm, how to

incorporate energy/species equations and also how to discretize them. In addition, we

showed how the algorithm could be slightly modified to include the low-Mach number

approximation. Hence, in the next chapter we will validate this algorithm against

canonical test cases before addressing the realistic simulations of plumes and fires.
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Chapter 5
Numerical model validation

This chapter was a part of the publication:”Taha, M., Zhao, S., Lamorlette, A., Consalvi, J.

L., & Boivin, P. (2022). Lattice-Boltzmann modeling of buoyancy-driven turbulent flows.

Physics of Fluids, 34(5), 055131.”
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In this chapter, the physical model introduced previously will be tested and validated

against canonical test cases where buoyancy is involved, mainly 1D pressure column,

Rayleigh-Bénard natural convection and the Rayleigh-Taylor instability. Note that the

results shown in this chapter are produced using the compressible formulation.
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5.1 1-D pressure column

The aim of this test case is to verify that the gravity implementation is able to recover

the theoretical pressure column and the applied gravitational acceleration.

5.1.1 Numerical setup

The vertical 1-D domain of a 10 meters height is discretized using uniform 100 cells.

In the bottom of the domain, we impose a wall boundary condition, while at the top

we impose a pressure outlet boundary condition. The domain is initialized using air

at a uniform temperature of T0 = 300 K and a uniform pressure p0 = 101 325 N m−2.

The simulation will start from the uniform initialization of pressure then the applied

gravity field will modify this pressure until it settles on the correct pressure gradient

corresponding to the applied gravitational acceleration of 10 m/ sec2.

5.1.2 Results

Fig. 5.1 shows the converged pressure profile in comparison to the theoretical famous

profile p(z) = p0 + ρgz which shows a great agreement. Moreover, the gravity is re-

evaluated from the simulation to assure that we got the input value of gravity. The

gravity could be calculated knowing the pressure gradient and the density following:

∂p

∂z
= ρg, (5.1)

The same figure (Fig. 5.1) shows the calculated gravity and it matches the input

value of 10 m/ sec2.

5.2 Rayleigh Bénard

5.2.1 Introduction

The Rayleigh-Benard instability is a configuration involving natural convection and

heat transfer [10].

Figure 5.2 depicts the configuration to be simulated. It consists of a square box

of dimension 1 m× 1 m initially filled with quiescent air, and surrounded by adiabatic

walls on the left and right, and isothermal top and bottom walls, resp. at TC = 299.5K

and TH = 300.5K.
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Figure 5.1: 1D gravity pressure column showing: pressure vs altitude (left), and the
calculated gravity (right).

The Rayleigh number, Ra, describes, on the one hand, the balance between buoy-

ancy versus viscous forces in the momentum equation and, on the other hand, the

balance between conductive versus convective transfer in the energy equation. It is

assumed that convective heat transfer takes place with the velocity obtained by the

balance in the momentum equation, and it is defined as:

Ra =
gβ(TH − TC)H3

αν
= Pr

gβ(TH − TC)H3

ν2
, (5.2)

where g = 9.81m s−2 is the gravitational acceleration and H = 1 m is the domain

size. β is the thermal expansion coefficient that is equal to 1/Tref for an ideal gas

with isobaric expansion (i.e. at constant pressure). In the present study, Tref is taken

equal to TH . Setting Pr= 0.71, the viscosity can be deduced from the target Rayleigh

numbers (Eq. 5.2) of 104, 105 and 106, while the thermal conductivity, λ, in the energy

equation is obtained from Eq. (2.36).

5.2.2 Numerical setup

The domain is discretized with a uniform grid with 256 × 256 cells. The flow is then

uniformly initialized as u0 = 0, T0 = 300K, ρ0 = 1.2 kg m−3, and p = p0 + ρ0gy. The

simulation is then carried out until convergence using a time-step, δt = 6.5× 10−6 s.
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Figure 5.2: Schematic of Rayleigh Benard test case

5.2.3 Results

Figure 5.3 presents temperature contours as well as streamline patterns, showing a

good qualitative agreement with the literature (see [184], e.g.): for Ra = 104, the flow

is symmetric and dominated by the recirculation in the core region with small eddies

near the corner. When increasing the Rayleigh number, secondary eddies near the top

left and bottom right corners appear and become larger.

The quantitative agreement is shown in Fig.5.4, presenting velocity profiles along the

centerlines. The present numerical results are compared with the benchmark solution

provided by Ouertatani et al. [184]. For further validation, the local Nusselt number

Nu is calculated at the bottom wall as:

Nu =
∂T

∂y

∣∣∣∣
y=0

. (5.3)

It can be observed that both velocity and Nusselt number profiles are in excellent

agreement with the reference solutions.

5.3 Rayleigh Taylor

5.3.1 Introduction

The Rayleigh-Taylor instability is another classical test case for buoyancy-driven flows

due to its practical and fundamental importance. It was investigated extensively in the
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Figure 5.3: Rayleigh-Benard instability: Temperature contours (top) and streamlines
(bottom), for three Rayleigh numbers (104, 105, 106), from left to right.
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Figure 5.4: Rayleigh-Benard instability. ux along the vertical centerline, uy along the
horizontal centerline, and Nusselt number along the bottom wall (from top to bottom),
for Ra=104 (solid), Ra=105 (dashed) and Ra=106 (dot-dashed). Symbols indicate the
reference data [184]
.

literature by different numerical methods [38, 54, 86, 94, 96, 103, 136, 137, 234, 269]. It

consists of two layers of fluids of different densities (ρH , ρL) at rest under gravitational
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field, as illustrated in Fig. 5.5.

Figure 5.5: Schematic of Rayleigh Taylor instability.

The dynamics of this problem is governed by the Atwood (At) and Reynolds (Re)

numbers:

At =
ρH − ρL
ρH + ρL

, Re =
U∗Lx
ν

, (5.4)

where Lx is the dimension of the domain in the horizontal direction and U∗ =
√
gLx is

a reference velocity.

5.3.2 Numerical setup

The investigated configuration was previously studied in the literature [38,94,103] with

two target Reynolds numbers of 256 and 2048. The domain size is Lx×4Lx, discretized

with 256× 1024 (fine mesh) or 128× 512 grid points (coarse mesh). The heavy (index

H) and light (index L) fluids are initially separated by a perturbed interface given by

the following equation:

yi(x) =
Lx
10

cos

(
2πx

Lx

)
+ 2Lx (5.5)

The fluids initial densities are set to ρH = 3 kg m−3 and ρL = 1 kg m−3, corresponding

to At=0.5. The pressure was initialized to account for the gravity field as follows:

p =

p0 + ρLgy, 0 ≤ y ≤ yi(x)

p0 + ρLgyi(x) + ρHg(y − yi(x)), yi(x) < y
(5.6)
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where p0 is the pressure at y = 0. Finally, the domain size and gravity are set to

Lx = 0.25m and g = 20m s−2. The fluid viscosity is obtained from the target Reynolds

numbers of 256 and 2048.

5.3.3 Results

Figure 5.6 represents the density contours obtained for the two Reynolds numbers of

256 and 2048 using the finer mesh. The diagrams of the right of the figure represents the

time evolution of the bubble and spike positions. Numerical predictions are compared

to reference numerical simulation [94], showing an excellent agreement.
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Figure 5.6: Rayleigh-Taylor instability for Re = 256 (top) and Re = 2048 (bottom).
Left: Density contours at different normalized times t.U∗/L = 1, 2, 3, 4, 5 obtained for
the fine mesh. Right: time evolution of the position of both bubble (solid) and spike
dashed). (�) indicates the coarse mesh, (+) for the fine mesh, and (◦) for the reference
from He et al. [94].
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To investigate the robustness of the method, simulations were carried out on the

coarser mesh. An excellent agreement is also obtained with a maximum error less than

2%.

5.4 Concluding remarks

In this chapter we validated the integrity of our solver including the gravitational forcing

term through multiple canonical test cases:

• The 1-D pressure column test case validated the capability of our solver to predict

the correct drop of pressure due to elevation because of gravity.

• The 2-D Rayleigh-Bénard test case elaborates the equilibrium between buoyancy,

viscosity and heat transfer where the velocity profiles and Nusselt number were

validated against reference data over a range of Rayleigh number Ra.

• The unsteady 2-D Rayleigh-Taylor instability test case was run for two different

Reynolds numbers Re using different mesh resolutions. The temporal evolution

of the positions for the spike and the bubble was in a good agreement with the

reference data.

All the above concludes the validity of our model to be capable of taking into account

the gravity force and that the code showed robustness by being tested against multiple

test cases mainly driven by gravity. It is worth mentioning that the test cases were

also validated using the low-Mach number formulation but were not presented. Next,

a large eddy simulation of a forced plume will be introduce as our first real physical

simulation with the aim to study the far-field behaviour and characteristics of plumes.
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Chapter 6
Large Eddy Simulation

“Big whirls have little whirls that feed on their velocity, And little whirls have lesser

whirls and so on to viscosity ” -Lewis Fry Richardson

Contents

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.2 Turbulence: Kolmogorov Hypothesis . . . . . . . . . . . . . 66

6.3 Computational methods . . . . . . . . . . . . . . . . . . . . 68

6.4 Large Eddy Simulation . . . . . . . . . . . . . . . . . . . . . 72

6.4.1 Filtered Navier-Stokes Equations . . . . . . . . . . . . . . . . 72

6.4.2 Sub-grid scale stress tensor modelling . . . . . . . . . . . . . 74

6.4.3 Sub-grid scale heat and species fluxes . . . . . . . . . . . . . 76

6.1 Introduction

In the previous chapter we successfully implemented and validated the gravity source

term in the context of our LBM pressure-based numerical model. The next step is to

apply the model to simulate buoyancy-driven flows characteristics of unwanted fires. A

fire plumes can be conceptually divided into two regions: 1) the far-field zone where

the impact of the source vanishes and buoyancy becomes the main driving force that

controls the dynamics of the flow, and 2) the near-field zone where the dynamics is

governed by instabilities that grow to generate turbulent structures. In this chapter,

the basis of turbulence and of large eddy simulations (LES) that will be used hereafter

to simulate fire plumes are presented.
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6.2 Turbulence: Kolmogorov Hypothesis

The vast majority of flows encountered in engineering application becomes unstable be-

yond a certain Reynolds number Re. This non-dimensional number determines whether

the flow is laminar or turbulent and compares the inertial to viscous forces and defined

as:

Re =
Inertial force

V iscousforce
=
ρuL

µ
=
uL

ν
(6.1)

where u and L are the characteristic velocity and length, respectively. Low Reynolds

numbers flows are laminar while higher Reynolds numbers flows are observed to be

turbulent, in other words, a chaotic and random motion develops in which the velocity

and pressure are time dependent within the flow. Fluid particles which are initially

separated by a long distance can be brought close together by the eddies (i.e. vortices)

existing in turbulent flows. Hence, mass, momentum, heat are exchanged and mixed.

The theory of turbulence introduced by Kolmogorov [122] states that the turbulent

kinetic energy transfers from the large scales (i.e. eddies) to the small scales. This

process is know as Energy Cascade and occurs until it reaches the smallest length scale

lη named Kolmogorov length scale defined as:

lη = (ν3/ε)1/4, (6.2)

where ν is the kinematic viscosity and ε is the dissipation rate of the turbulent

kinetic energy. The length lη can be seen as the smallest dimension of the structures

of eddies that can be encountered in a turbulent flow. Below this scale, no mechanical

energy subsists as it is transformed into thermal energy (i.e. heat) due to the molecular

viscosity. Hence, the eddies of length lη are uniquely defined by the rate of energy

dissipation ε and the fluid viscosity. The corresponding Kolmogorov time scale can be

defined as:

τη = lη/uη = ν1/2ε−1/2, (6.3)

where uη = (εν)1/4 is the velocity scale associated with the dissipative eddies having

the length of lη. Hence, the Reynolds number associated with lη and uη reads:

Reη =
lηuη
ν

= 1, (6.4)

According to Bailly and Comte-Bellot [9] the dissipation rate ε was proven experi-
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mentally to be:

ε =
u′3

Lf
(6.5)

where u′ is the fluctuations and Lf is the integral length scale 1. This shows that

dissipation is in reality set by large structures represented by the two quantities u′ and

Lf . Small structure must adapt themselves to the amount of energy to be dissipated.

As a consequence, small structures are finer for smaller molecular viscosity. It appears

that the are two types of scales. One scale which contains the kinetic energy of the

flow while the other represented by the smallest structures of the flow, whose associated

velocity, time, length scales are summarized below.

Eddies bearing

kinetic energy



u′ (velocity)

Lf (length)

Lf/u
′ (time)


kt ∼ u′2

ε ∼ u′3

Lf

Smallest

dissipative scales



uη = ν1/4ε1/4 (velocity)

lη = ν3/4ε−1/4 (length)

τη = ν1/2ε−1/2 (time)

Reη =
lηuη
ν

= 1

Hence, Kolmogorov hypothesis [122] described the energy spectrum (for small struc-

tures assuming that they contain homogeneous isotropic turbulence HIT) as:

E(k) ∼ ε2/3k−5/3, (6.6)

where k is the wave number associated with the length scale l, k = 2π/l. This

expression was also confirmed experimentally as seen in Fig. 6.1, the expression holds

independently from the flow type or the Reynolds number as long as it large enough.

The subject of correctly describing turbulence in numerical simulations is still a

challenging research topic because of the associated necessity to compromise between

1This is the large length scale where no dissipation appears and it only transfers kinetic energy to
the smaller structures which in turn dissipate this energy via viscosity.
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Figure 6.1: Universal equilibrium of spectra for small structures. The figure deals
with the one-dimensional spectrum E1

11 = (k1)/(lηu
2
η). Data are collected from many

experiments. For all the curves, the emergence of an inertial subrange towards smaller
k1 with increasing Reynolds number is observed. Figure from [9]

cost and accuracy. Now, we will briefly mention the different techniques to simulate

turbulent flows as well as the pros and cons for each one of them.

6.3 Computational methods

The choice of the computation technique to be used depends on the requirement of the

simulation, the compromise between cost and precision is the main factor leading this

decision.
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Direct Numerical Simulation (DNS)

Direct Numerical Simulation (DNS) consists in solving the Navier-Stokes equations

with a sufficiently high spatial and temporal resolutions in order to capture the smallest

turbulent eddies and the fastest fluctuations. The task is excessively time consuming

as all the scales forming the turbulent kinetic energy spectrum must be computed. The

range of length scales to be covered can be estimated by taking the integral length scale

Lf to characterize the larger scales and the Kolmogorov scale lη to characterize the

smaller ones, and then writing the ratio:

Lf
lη
∼ Lf
ν3/4ε−1/4

∼ Lf
ν3/4(u′3/Lf )−1/4

∼ Re
3/4
Lf

(6.7)

where ReLf
≡ u′Lf/ν. This ratio is proportional to the number of points necessary to

build the mesh grid in one direction. The total number of mesh points Np required to

describe all the scales involved in a turbulent spectrum is thus directly linked to the

Reynolds number, and more precisely in three dimensions is proportional to:

Np ∝ Re
9/4
Lf
, (6.8)

Although the computational resources have evolved during the past decades [14,21]

as shown in Fig. 6.2, it remains extremely expensive to perform DNS for problems with

high Reynolds number. For example, in industrial application where high Reynolds

number flow are involved, a flow with Re ≈ 105 will require a mesh with Np ≈ 1011

points.

However, DNS can provide comprehensive views of turbulence dynamics, instan-

taneous results can be generated that are not measurable with instrumentation, and

instantaneous turbulence structures can be visualized and probed. For example, pres-

sure–strain correlation terms in Reynolds stress models (RSM) turbulence closure can-

not be measured, but accurate values can be computed from DNS. It is also instrumental

in validating turbulence models in academic configurations.

Large Eddy Simulation

In Large Eddy Simulation (LES) the equations are obtained via spatial filter applied

to the Navier-Stokes conservation equations. Consequently, only the largest scales of

the turbulent flow are resolved while the smaller scales dropped by the filter must be

taken into account through employing sub-grid models. The number of points required

then can be reduced and the constraint of Eqn. 6.8 can thus be relaxed. Many sub-grid
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Figure 6.2: Evolution of computational power through time measured by FLOPs (float-
ing point operations per second).Figure from [9], data from [124,182].

models can be found in the literature; Sagaut [204] provided more details about the

different models and their characteristics and classified turbulence models as functional

or structural.

• Functional models: they correctly take into account the level of the energy

transfers between the resolved scales and the sub-grid modes. However, they do

not focus on modelling the sub-grid terms but only their effects (e.g. diffusion or

dissipation effects). Consequently, the prediction of the sub-grid structure (i.e.

its eigenvectors) is quite poor.

• Structural models: The models are based on the scale-similarity hypothesis

and globally well predict the structure of the sub-grid shear stress tensor, but are

less efficient for dealing with the level of the energy transfers.

And here arises an interest of mixed sub-grid models that have good performance on

both structural and energy levels. This is done by combining a sub-grid viscosity model

for representing the energy cascade mechanism with a scale similarity. The backward

cascading (i.e. back-scatter) is implicitly included by the structural model, so there is

no need to model such a phenomena when using mixed models.
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Reynolds Averaged Navier Stokes (RANS)

In RANS, the mean flow is studied, and the effect of turbulence on the mean flow

properties is considered. In this context, the Navier-Stokes equations are averaged in

time. When performing time average on the flow equations (or Reynolds average),

additional terms appear due to the interaction between different turbulent fluctuations.

Those terms are modeled with classical turbulence models, among the most known are

the k − ω, k − ε and the Reynolds tress model. In those models, additional transport

equations are solved along the Reynolds averaged equations to get the additional terms

presenting due to the averaging process. The computing resources required for this

type of simulations are modest and, as such, they are widely used in the engineering

flow calculations.

Detached Eddy simulations

When dealing with problems requiring a good resolution of the turbulent boundary

layer, the calculation cost becomes problematic. Based on the fact that the velocity

field at this region can represented better by RANS solutions. A hybrid method called

Detached Eddy Simulation (DES) was introduced by Spalart et al. [212]. This approach

combines the two techniques and benefits from the advantages of both. LES would be

applied to the regions that are ”Detached” from the wall and reproduce the turbulent

structure in the main flow, while the solver shifts to RANS near the walls producing

the averaged solution of the boundary layer. This method is advantageous as it requires

lower computational resources than pure LES. Nonetheless, it remains more demanding

than pure RANS as the grid requires to be sufficiently fine to resolve the turbulent

structures in certain regions.

Figure 6.3 depicts the modelling vs resolved scales by each simulation strategies.

While RANS models all the turbulence structures, DNS resolves all of them. LES

resolves most of the scales and models the rest.

Each of the mentioned strategies have associated pros and cons and can be employed

depending on the requirements of the application, in the present thesis, the LES is

adopted and the governing equations are demonstrated in the next section.
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Figure 6.3: Schematic showing the energy spectrum E as a function of the wave number
k = 2π/l where l is the eddy length scale. The cascade of energy between different scales
is also demonstrated.

6.4 Large Eddy Simulation

6.4.1 Filtered Navier-Stokes Equations

The governing equations of LES are deduced from the instantaneous equations of NS

through filtering. The filtered quantity f are obtained by:

f(x) =

∫
f(x′)F (x− x′)dx′, (6.9)

where F is the LES filter. The most common filters are the cut-off filters in the

spectrum space, box and Gaussian in physical space [191]. After filtering the quantity

f can be expressed by its mean value f and the residual f ′ as:

f = f + f ′, (6.10)
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For variable density flows, Favre average can be introduced:

ρf̃(x) =

∫
ρf(x′)F (x− x′)dx′, f̃(x) =

ρf

ρ
, (6.11)

For LES simulation, Favre-filtered Navier-Stokes equations are solved, the filtered

conservation equations for mass, momentum, species and enthalpy, of compressible

multispecies non-reactive flows, are2:

Mass:
∂ρ

∂t
+
∂ρũα
∂xα

= 0, (6.12)

Momentum:
∂ρũα
∂t

+
∂(ρũαũβ + δαβp)

∂xβ
=
∂Παβ

∂xβ
+ ρFα −

∂τ sgsαβ

∂xβ
, (6.13)

Enthalpy: ρ
∂h̃

∂t
+ ρũα

∂h̃

∂xα
= −∂qα

∂xα
+ Παβ

∂ũα
∂xβ
− ∂Qsgs

α

∂xα
, (6.14)

Species: ρ
∂Ỹk
∂t

+ ρũα
∂Ỹk
∂xα

= − ∂

∂xα
(ρYkVk,α)−

∂Jsgsk,α

∂xα
. (6.15)

Once again this system of equations needs a thermodynamic closure represented

by the equation of state (assuming perfect gas) to link between the filtered pressure,

density and temperature:

p = ρ
R
W̃
T̃ , (6.16)

The ũα = ρuα/ρ, h̃ = ρh/ρ and Ỹ = ρY /ρ are the Favre-filtered velocity, enthalpy

and mass fraction, respectively. τ sgsαβ = ρuαuβ−ρũαũβ is the subgrid scale Reynold stress

tensor, Qsgs
α = ρhuα − ρh̃ũα is the subgrid scale heat flux and Jsgsk,α = ρY uα − ρỸ ũα is

the subgrid scale of species flux. Παβ is the filtered shear stress tensor given by:

Παβ = µ

(
∂ũα
∂xβ

+
∂ũβ
∂xα
− δαβ

2

3

∂ũγ
∂xγ

)
. (6.17)

2The low-Mach number approximation can be simply introduced similar to Sec. 2.6.
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qα is the filtered heat flux given by:

qα = −λ ∂T̃
∂xα

+

Nsp∑
k=1

ρYkVk,αh̃k with λ ≈ µCp(T̃ )

Pr
(6.18)

ρYkVk,α is the filtered species diffusion flux expressed by:

ρYkVk,α = −ρDk
Wk

W̃
∂X̃k

∂xα
+ ρṼ c

α Ỹk, (6.19)

where Ṽ c
α is the correction velocity to ensure the conservation of mass expressed as:

Ṽ c
α =

Nsp∑
k

Dk
Wk

W̃
∂X̃k

∂xα
with Dk =

µ

ρSck
, (6.20)

The unknown subgrid scale terms τ sgsαβ , Qsgs
α and Jsgsk,α require closure models, those

models are called turbulence models, our turbulence model will be introduced next.

6.4.2 Sub-grid scale stress tensor modelling

The most famous closures for the subgrid scale Reynold stress tensor τ sgsαβ are based on

the concept of turbulent viscosity, named Boussinesq’s hypothesis. The Reynold stress

tensor is then given by:

τ sgsαβ = µt

(
∂ũα
∂xβ

+
∂ũβ
∂xα
− δαβ

2

3

∂ũγ
∂xγ

)
, (6.21)

where µt = ρνt is the turbulent viscosity. Applying the subgrid-scale model numer-

ically comes down to modifying the viscosity µ through the addition of the turbulent

viscosity µt. Many models can be found in the literature such as the Smagorinsky

model [211], the dynamic Smagorinsky model [82], the Sigma model [176], the WALE

model [58] and the Vreman model [241].

Smagorinsky model

The Smagorinsky model [211] belongs to the functional models family (see Sec. 6.3).

This model is based on the assumption that the Reynolds number is sufficiently high

to ensure that energy is transferred from the large to the small scales, which are re-

sponsible for dissipation only, and do not transfer any energy. Also it assumes that
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turbulence energy generation and dissipation are locally equal (i.e. in equilibrium). It

is constructed by a length scale term, a time scale length, and a dimensionless constant

Cs called Smagorinsky constant. The turbulent viscosity µt is calculated through:

µt = ρ(Cs∆m)2
∣∣∣S̃∣∣∣, (6.22)

where ∆m is the local mesh size, and
∣∣∣S̃∣∣∣ is the filtered rate of stress tensor written

as: ∣∣∣S̃∣∣∣ =

√
2S̃αβS̃αβ. (6.23)

with S̃αβ defined as:

S̃αβ =
1

2
(
∂ũα
∂xβ

+
∂ũβ
∂xα

), (6.24)

The Smagorinsky model exhibits some limitations listed below:

• Cs is a predefined input to the simulation, this constant can not represent correctly

various turbulent flows.

• The eddy viscosity does not vanish for pure shear flows nor near-wall regions.

• The backscatter of energy from small scale to large scale is prevented since:

(Cs∆m)2
√

2SαβSαβ ≥ 0 (6.25)

• Smagorinsky model is considered too much diffusive.

Vreman model

Vreman eddy-viscosity subgrid scale model was introduced to rectify the drawbacks of

the Smagorinsky model [241]. Applying the subgrid-scale model numerically comes

down to modifying the viscosity µ through the addition of a turbulent viscosity µt

obtained as:

µt = ρC

√
Bj

ααβααβ
, (6.26)
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with

ααβ =
∂uβ
∂xα

, (6.27)

βαβ = ∆2
mαmααmβ, (6.28)

Bj = β11β22 − β2
12 + β11β33 − β2

13 + β22β33 − β2
23, (6.29)

The constant C is related to the Smagorinsky constant Cs as C = 2.5C2
s . ∆m is the

local mesh size in direction m. The model is simple to implement and compute as it

only requires the local filter width (i.e. mesh size) and the first order derivatives of the

velocity field.

6.4.3 Sub-grid scale heat and species fluxes

Similarly, the subgrid heat flux Qsgs
j can be modelled in analogy with Boussinesq’s

hypothesis as follows:

Qsgs
α ≈ −λt

∂T̃

∂xα
+

Nsp∑
k=1

ρYkVk,α
sgs
h̃k, (6.30)

where λt is the turbulent heat conductivity that can be linked to the turbulent

viscosity µt through Prt as:

λt ≈
µtCp(T̃ )

Prt
(6.31)

The value of turbulent Prandtl number Prt can be found experimentally and it depends

on the flow type and condition [120]. Finally, the subgrid species flux Jsgsk,α will be

introduced as:

Jsgsk,α = −ρDk,t
Wk

W̃
∂X̃k

∂xα
+ ρṼ c

α,tỸk, (6.32)

where Ṽ c
α,t is the correction velocity of the subgrid species flux introduced as:

Ṽ c
α,t =

Nsp∑
k

Dk,t
Wk

W̃
∂X̃k

∂xα
(6.33)
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and Dk,t is the turbulent species diffusion coefficient expressed as:

Dk,t =
µt

ρSck,t
, (6.34)

where Sck,t is the turbulent Schmidt number can be found experimentally and its

value depends on the flow nature [231].

Summary Having introduced the filtered equations and the SGS closures which are

necessary to perform LES, the next chapters will demonstrate the direct application of

these equations using Large eddy simulations of buoyant plumes.
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Chapter 7
Application to forced plumes

This chapter was a part of the publication:”Taha, M., Zhao, S., Lamorlette, A., Consalvi, J.

L., & Boivin, P. (2022). Lattice-Boltzmann modeling of buoyancy-driven turbulent flows.

Physics of Fluids, 34(5), 055131.”
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7.1 Introduction

In Chapter 5 we were able to validate and verify our solver over multiple canonical

test cases. In the present chapter, the far-field region of a forced plume is studied

to evaluate the capacity of our solver to reproduce the characteristics of this zone.

The CFD modelling of forced plumes was a very active research area. A significant

amount of Reynolds-Averaged Navier-Stokes simulations were reported with different

formulations of the k-ε model [22, 174, 237, 259]. On the other hand, Zhou et al. [267]

and Yan [265] showed the capability of Large Eddy Simulation (LES) to predict well the

self-preserving and spreading of the plume. LES of forced jet were also performed [185]

to evaluate the energy-consistent approach for modelling entrainment rate coefficient, α,

developed by Kaminski et al. [116] and van Reeuwijk and Craske [238]. Direct numerical

simulation (DNS) and LES of thermal plumes were also reported [11,31,189,190]. These

studies focused mainly on the generation and growth of buoyancy-induced instabilities

in the near field that governs the transition from laminar to turbulence. In particular,

it was shown that these instabilities have to be fully resolved to capture the dynamics

of such purely buoyant thermal plumes [189]. In addition, the DNS was found in good

agreement with experimental data in the far field [190].

7.2 Experimental setup

Many experiments were conducted to study and explore thermal buoyant plumes, so

first we introduce the experiment of Shabbir and George [207] with whom we mainly

compare our results.

7.2.1 Facility

The plume source consists of two bronze discs heated by eight electric heaters (1500 W

Watlow fire cartridges). Compressed air was first passed via those heated discs, and

then through a set of screens, before being ejected through a 12 : 1 contraction ratio

nozzle, this produced a uniform exit velocity profile outside the wall boundary layer.

Under usual operating conditions, two hours were necessary for the plume generator

to attain thermal equilibrium. Nonetheless, the gathering of the data did not start

until the plume had been running for around four hours to ensure the global statistic

equilibrium of the environment. The deviation of the temperature at the exit was in

the order of magnitude of ±1 K over the period of the experiment compared to the

nominal operating temperature of 568 K.
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The plume facility is depicted in Fig. 7.1, the room dimensions containing the experi-

mental facility were 6 m×6 m×10 m and it was completely closed for the whole duration

of the experiment to prevent any kind of unconsidered flow disturbances which might

arise from the heating, ventilation and air-conditioning system. A flow visualization

study was conducted to ensure that there was no plume drifts during the experimenting.

Figure 7.1: Schematic of the experimental facility. Figure from [207].

7.2.2 Instrumentation

Two types of hot wire probes were deployed to measure the velocity and the temperature

fields. The first was a two-wire probe, whose leading wire was used as a cold to measure

the temperature while the bottom wire was used in the constant temperature mode to

measure velocity. The second probe was a coalescence of a cross-wire to measure velocity

field and a temperature wire for temperature.

16 thermocouples were exploited in the shape of 4 × 4 grid in order to verify the

axisymmetry of the flow and to locate the plume center. The calibration of the hot wires
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was performed at the exit of the plume generator where it is possible to get the desired

temperatures and velocities. The reference temperature was obtained using a copper

wire thermocouple placed at the exit of the plume generator and the reference velocity

was obtained by performing mass balance on a rotameter placed in the inlet inline.

The calibration process of the hot-wires was done before and after the experiment. The

velocity calibrations were found stable while the temperature wire was found sometimes

to deviate significantly.

7.3 Simulation inlet conditions

In this chapter, we present the 3D large eddy simulation of a buoyant plume, gener-

ated by a vertical jet of hot air into a quiescent atmosphere. The source conditions

correspond to the experiments of Shabbir and George [207], summarized in Table 7.1.

D(m) Ta(K) T0(K) U0(m/s) F0(m4/s3) M0(m4/s3) Re = U0D
ν

Fr =
U2
0

gD

0.0635 300 568 0.98 0.0127 0.003 1273 1.54

Table 7.1: Source parameters of the plume

The plume source diameter, D, the exit mean velocity, U0, the hot air temperature,

T0, and the ambient air temperature, Ta, are 6.35 cm, 0.98 m/ sec, 568 K and 300 K,

respectively. The corresponding Reynolds number, Re, based on inflow mean injection

velocity, source diameter and kinematic viscosity, is 1273. The specific momentum, M0,

buoyancy, F0, mass, Q0, and the Morton length scale, LM , are defined as:

F0 = 2πg

∫ ∞
0

Uz
∆T

T
rdr, M0 = 2π

∫ ∞
0

U2
z rdr, Q0 = 2π

∫ ∞
0

Uzrdr, LM =
M

3/4
0

F
1/2
0
(7.1)

where r is the radial coordinate. Morton [172] and Morton and Middleton [170]

introduced the source parameter Γ0 that characterizes the plume as being either lazy

(Γ0 > 1), pure (Γ0 = 1) or forced (0 < Γ0 < 1):

Γ0 =
5Q2

0F0

8
√
παM

5/2
0

(7.2)

with α the entrainment coefficient explained in details later on. The value of Γ0

in our simulation is around 0.9, which indicates a forced plume, having a value of Γ0

near unity says that the plume is forced but not too much, as a result the buoyancy is

significant near the source which explains the acceleration zone detailed later.
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7.4 Numerical Setup

The computational domain is a box of size 18D×9D×9D. A uniform mesh, composed

of 300×150×150 cells, is considered. The simulation was performed on 280 processors

using the compressible formulation. The time-step, based on the sound speed, is δt =

4.5× 10−6 s. In accordance with previous LES of this configuration [267], the Vreman

turbulence model, described in Sec. 6.4.2, is applied with a constant Cs = 0.1, following

Vreman’s recommendation [241], which was also adopted in the forced plume large eddy

simulation by Zhou et al. [267]. A turbulent Prandtl number of Prt = 0.3 to account

for the subgrid heat flux.

The boundary conditions are as follows: at the outlet, a Dirichlet condition is con-

sidered for pressure whereas a Neumann condition is applied for other variables with a

clip for the axial velocity to prevent any backflow of the plume. Typical inflow/outflow

boundary conditions are considered for the vertical sides. At the inlet, temperature

and velocity were imposed to represent a plume source.

For the inlet boundary condition, we followed the strategy of Zhou et al. [267,

268] to ensure a transition from laminar to turbulence at a very short distance of

the exit, consistently with the experimental observations of Shabbir and George [207].

This kind of fluctuations work more as perturbations with artificial nature so they are

not divergence free. However, this does not represent an important issue because the

associated time scale is large compared to the flow turbulent time scales (the fastest time

scale of our injection is around 0.2 s). As a consequence, the impact of this synthetic

injection vanishes few diameters away from the inlet where we start performing our

analysis. It consists in superimposing azimuthal disturbances:

u′(r) = AU0(r)[(1− r

D
)

N∑
n=1

sin(2πft/n) +
r

D

N∑
n=1

sin(2πft/n+ θ)] (7.3)

to a mean flow U0(r) corresponding to a pipe profile:

U0(r) =
1

2
U0 [1− tanh(b2(2r/D −D/2r))] . (7.4)

A is the amplitude of the forcing and N = 6 is the number of the modes. f is the forcing

frequency, that is determined by the jet preferred mode corresponding to a Strouhal

number, St = fD/U0, of 0.3, leading to f = 4.629 Hz. In the mean pipe flow profile, θ

is the azimuthal angle and b2 = 6.25 [167].

Note that Eq. (7.3) was slightly modified from the original formulation [53, 162],

which presented a singularity at the center. The forcing amplitude A = 0.2/
√

3, corre-
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sponds to a RMS fluctuations of 20% for the axial velocity andA = 0.01/
√

3 corresponds

to a RMS fluctuations of 1% for the other two components.

The time-averaged statistics (mean, rms,..) presented hereafter were collected over

15 forcing cycles = 20 s once a statistical steady state was reached. The forcing cycle

is defined by the longest period of the sine series in Eq. (7.3) = 1.3 s.

7.5 Results and discussion

7.5.1 Qualitative description

Figure 7.2 illustrates the transition process trough a snapshot of the three dimensional

iso-surface for the Q-criterion [111] along with temperature and density fields. The

Q-criterion is defined as:

Q =
1

2
(‖Ω‖2 − ‖S‖2), (7.5)

where S and Ω are the strain rate and the vorticity tensor, respectively:

Ω =
1

2
(∇u +∇uT ), (7.6)

S =
1

2
(∇u−∇uT ), (7.7)

The Q-criterion defines the areas where the vorticity magnitude is larger than the

magnitude of the strain rate, such that Q > 0 indicates the existence of a vortex. The

potential core of the plume becomes rapidly turbulent after few diameters from the

source which is consistent with the experimental observations of Shabbir and George

[207]. The transition occurs due to the growth of azimuthal instabilities that forms

large coherent energy containing structures which eventually break down to generate

small-scale turbulence.

Figure 7.3 shows the 2D-contours of streamwise vorticity at different heights above

the plume source, z/D = 4, 8, 12, 16. The forcing introduced at the inlet level triggers

an early transition from laminar to turbulent, and it can be clearly noticed that the

plume grows downstream of the inlet, with small structures of vortices due to the gravity

induced turbulence alongside the entrainment of air.

Figure 7.4 shows the energy spectrum based on the axial velocity at distance z/D =

4, it shows the energy cascading reported by the theory of Kolmogorov [122] and that we

have the correct power law of −5/3 in the inertial range, also the dissipation range was

Modelling Fire-Induced Flows Using LBM page 83 of 197



CHAPTER 7. APPLICATION TO FORCED PLUMES

Figure 7.2: Instantaneous 3D Q-criterion coloured by velocity magnitude alongside
density and temperature fields

detected at higher frequencies. In addition, in Figure 7.4 the spectrum for temperature

fluctuations is shown, the spectrum initially shows the −5/3 power law in the so called

inertial-convection region. Afterwards, a region is expected where the spectrum decays

sharply and follows a −3 power law, which is a unique characteristic of the forced

plumes, and it belongs to the inertial-diffusive subrange proposed by Papanicolaou &

List [187]. Kostovinos [125] argued experimentally that the slope change from −5/3

to −3 is due to strong energy feeding as a result of the large plume vortices driven by

buoyancy force. This region cannot be clearly identified on the spectrum of temperature

fluctuations in Figure 7.4.
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Figure 7.3: Instantaneous streamwise vorticity contours on the X-Y plane at heights:
x/D = 4 (top-left), x/D = 8 (top-right), x/D = 12 (bottom-left) and x/D = 16
(bottom-right).

7.5.2 Axial mean quantities

Figure 7.5 compares the centerline time-averaged axial velocity Uc, and temperature

Tc, to the experimental data of Shabbir and George [207], who proposed the following

correlation in the plume-like region, based on the physical analysis of Morton et al. [171]:
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Figure 7.4: Temporal energy spectrum at z/D = 4 for axial velocity (left), temperature
(right). Dashed lines indicate the expected characteristic slopes.

Uc = AUz
−1/3F

1/3
0 ,

Ta
Tc

= 1− AT z−5/3F
2/3
0 /g, (7.8)

where AT = 9.4 and AU = 3.4 were fitted from the experimental results (see also in

Table 7.2).
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Figure 7.5: Centerline mean axial velocity (left), and Temperature (right) profiles. Solid
line for the simulation, symbols for experimental data of Shabbir and George [207]

The centerline velocity in Fig. 7.5 increases rapidly from its initial value at the inlet

to a maximum value of about 1.8 at z/D ≈ 2.5 and then decreases afterwards rapidly

to reach values lower than the inflow velocity after about 6 diameters. This behavior
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was also observed by Lingens et al. [140] who experimentally investigated buoyant jet

diffusion flame. The initial acceleration in the near field is due to the large buoyancy

force resulting from large temperature (density) difference between the plume core and

the ambient. The rapid deceleration after the peak results from the turbulent mixing

of the plume with the surrounding fluid, which decreases the temperature. The rapid

decrease in temperature downstream the potential core is clearly evidenced in Fig. 7.5.

The location of the transition from jet-like to plume-like behaviour can be identified

through the rates of decrease which have to scale with z−1/3 and z−5/3 for velocity and

temperature, respectively. The numerical model predicts the transition at z/D ≈ 10-11

which is consistent with the experiments of Shabbir and Georges [207] where it was

estimated to occur at z/D = 10.5. In the plume-like region, the model reproduces

quantitatively the evolution of both axial velocity and temperature with z/D, although

Uc is on the whole slightly underestimated.

The non-dimensional mean axial velocity Ucz/
√
M0 is plotted as a function of the

non-dimensional axial distance ξ = z/LM in Fig. 7.6. The transition to the plume-like

region (i.e. the slope change) is predicted around ξ = 4 ∼ 5 which is consistent with

the finding of Morton et al. [171] who reported that a forced plume will reach a pure

plume behaviour for z/LM > 5. In addition, our simulation exhibits a good agreement

with the experimental profile obtained from the correlation of Shabbir and George [207]

(see Eq. 7.8) in the plume-like region.

Forced plumes becomes plume-like far away from the source in homogeneous envi-

ronment even if the injected momentum flux is large when the function Γ changes from

a value smaller than 1 at the source to a value of 1 in the far field. Four regions were

identified in the present simulation: 1) a non-buoyant region where momentum domi-

nates the flow, 2) an acceleration region where the plume is accelerated due to gravity,

3) an intermediate region where influence of initial momentum weakens, and 4) the

plume-like region (i.e. self-similarity region) where the plume dynamics is dominated

solely by the buoyancy forces. This picture is consistent with the descriptions of Geb-

hart et al. [79] and Chen and Rodi [33] although they did not report the acceleration

region (i.e. region 2). Note that the limits of each region in Fig. 7.6 are defined using

the velocity inflection points, consistently with the global behaviour of the plume.

7.5.3 Fluctuations quantities

In this section, the axial evolution of the rms values of axial velocity and temperature

fluctuations and the cross-correlation between velocity and temperature fluctuations

are discussed and compared with experiments [81, 173, 187, 207], for which the fitting
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Figure 7.6: Centerline mean non-dimensional axial velocity profile. Solid line for the
simulation and symbols for experiment of Shabbir and George [207]

parameters are reported in Table 7.2.

Reference AT AU BT BU (T ′2)
1/2
/∆Tc (u′2z )

1/2
/Uc u′zT

′/(u′2z )
1/2

(T ′2)
1/2

Shabbir & George [207] 9.4 3.4 68 58 0.4 0.33 0.67

George et al. [81] 9.1 3.4 65 55 0.38 0.28 0.67

Papanicolaou & List [187] 14.28 3.85 80 90 0.42 0.25 0.51

Nakagome & Hirata [173] 11.5 3.89 48.1 63 0.36 0.25 0.46

Table 7.2: Summary of mean flow parameters and turbulence intensities for different
experiments

Figure 7.7 presents the rms values of axial velocity and temperature fluctuations.

As expected, the velocity fluctuations are about 20% at vicinity of the inflow plane and

corresponds to the imposed disturbance level. The velocity fluctuations decrease in the

potential core region of the plume before starting to increase very abruptly in the lami-

nar to turbulence transition region, the initial drop in velocity fluctuations is due to the

artificial nature of the fluctuations imposed at the inlet. These artificial fluctuations,

without a proper cascade, are dissipated very quickly; however, they constitute the

seed for a correct transition to turbulence with a realistic energy cascade in the far field
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where we perform our analysis. In the plume-like region, both velocity and tempera-

ture fluctuations decrease at a same rate as mean velocity and temperature to ensure

constant ratio of u′2
1/2
/Uc and T ′2

1/2
/(Tc − Ta). The predicted velocity-based turbu-

lence intensity in the plume-like region is lower than those of 0.28 and 0.33 reported

by George et al. [81] and Shabbir and George [207], respectively. It is in better agree-

ment with those of 0.25 reported by Papanicolaou and List [187] and Nakagome and

Hirata [173]. On the other hand, Fig. 7.7 shows that the temperature-based turbulence

intensity is also consistent with the available data.
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Figure 7.7: Center line profiles of r.m.s of axial velocity (top), temperature (middle),
and the cross-correlation of velocity and temperature fluctuations (bottom). Solid line
for simulation, (∗) for Shabbir & George [207], (◦) for Geroge et al. [81], (�) for
Papanicolaou & List [187], and (+) for Nakagome & Hirata [173].

Figure 7.7 shows the evolution of the cross correlation between velocity and tempera-

ture fluctuations, u′T ′/((u′2)
1/2

(T ′2)
1/2

, along the center line. It can be clearly observed

that velocity and temperature fields are positively correlated in this type of flows with

a predicted nearly constant value in plume-like region of about 0.55. This value is lower

that those reported by George and co-workers [81, 207] in the range 0.6-0.7, averaged

to 0.67 (see Table 7.2), and in closer agreement with those of 0.46 and 0.51 reported

by Nakagome and Hirata [173] and Papanicolaou and List [187], respectively.

7.5.4 Self-similarity

An important feature of the mean flow in the fully-developed region of turbulent posi-

tively buoyant plumes is the “self-similarity” or “self-preserving” behavior. The radial

mean velocity and temperature profiles follow a Gaussian shape and become wider as

the plume rises. The profiles collapse on the same curve when considering appropriate
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dimensionless variables:

Uz
Uc

= exp

(
−Bu

r2

z2

)
,

T − Ta
Tc − Ta

= exp

(
−BT

r2

z2

)
(7.9)

The coefficients Bu and BT are unknown empirical constants that can be obtained

by assuming a linear growth of the plume width b [171]:

b

z
=

6

5
α = const, (7.10)

The coefficients will then be calculated using Bu =
√
z/bu and BT =

√
z/bT , where

bu and bT are the plume width defined by the distance from the centerline to the point

at which we have 1/e of the centerline values of velocity and temperature, respectively.

George et al. [81] determined by experiments those coefficients as Bu = 55 and BT = 65.

The radial profiles of mean velocity and temperature from our LES at z/D =

10, 12, 14, 16 and the profiles of George et al. [81] form are plotted in Fig. 7.8. The

velocity and the temperature rise above the ambient are normalized by the centreline

value. The profiles are plotted versus the non-dimensional radial coordinate r/(z + z0)

where z0 is the virtual origin of the plume. Empirical relationships were reported

to estimate the location of the virtual origin [267]. As pointed out by Yang [265], the

location of virtual origin predicted in the simulation can be different from that estimated

by empirical formula. Indeed, this location is significantly affected by the transition

from laminar to turbulent whose the prediction is a difficult task in LES mainly due to

its sensitivity to the plume’s source inflow condition. In the present study, the virtual

origin was estimated to collapse the radial profiles in the fully developed region to a

single dimensionless Gaussian profile following the methodology proposed by Yan [265],

giving z0 set equal to 2.3D. It can be observed in Fig. 7.8 that the self-similarity is

well preserved in the simulation and the predicted self-similarity profiles agree well with

those reported by Georges et al. [81].

Following Shabbir & George [207], the radial profiles of r.m.s values of axial velocity

and temperature and of the cross correlation between velocity and temperature fluctu-

ations are plotted in terms of the similarity variables in Fig. 7.9. The predicted profiles

clearly exhibit a self-similar behavior. The agreement with the experimental data is

reasonable although, consistently with Fig. 7.7, both r.m.s values of axial velocity fluc-

tuations and the cross correlation between velocity and temperature fluctuations are

overall underestimated.
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Figure 7.8: Radial profiles of mean axial velocity (left) ,and mean temperature (right)
at four axial positions compared to the experiments of George et al. [81]
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Figure 7.9: Radial profiles at z/D = 10, 12, 14, 16 for normalized r.m.s of axial velocity
fluctuation (top), r.m.s of temperature fluctuations (middle), and cross correlation of
both velocity and temperature fluctuations (bottom).

7.5.5 Entrainment

The mechanism of turbulent mixing which brings air into the buoyant plume is called

entrainment. The ideal plume theory is based on both Boussinesq and top-hat radial-

profile assumptions and assumes that the mean entrained flux across the edge of the

plume E (entrainment rate) is proportional to the local upward velocity W . An air

entrainment coefficient is then defined as:

α =
E

bW
(7.11)

where E, W , b are know as the top-hat variables of entrainment rate, local vertical
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velocity and plume width defined by Turner [235]:

b2W =

∫ ∞
0

Uzrdr, b2W 2 =

∫ ∞
0

U2
z rdr, E =

d

dz
(

∫ ∞
0

Uzrdr) (7.12)

The Plume width, b, can be calculated as the value at which velocity or temperature

reaches a value of 1/e of the centerline value as indicated by Morton et al. [171]. This

will be referred to as (method 1) hereafter. It can be also obtained from Eq. 7.12, as

b2W/
√
b2W 2. This second method will referred to as (method 2) hereafter. Figure 7.10

compares the two methods. The experimental slope obtained by George et al. [81] and

the numerical prediction obtained by Zhou et al. [267] are also plotted in Fig. 7.10.

Both the present predicted velocity and temperature half-widths decrease first due to

the ”necking” process in the near field, as observed experimentally by Cetegen [28],

before, as expected, increasing almost linearly in plume region. The two methods

provide on the whole consistent predictions that agree with both the experimental

slope and the numerical results obtained by Zhou et al. [267].

The entrainment coefficient, α, can be calculated using Eq. 7.10. This method re-

quires the knowledge of the width b, along the plume axis. It can be obtained either

from temperature and velocity radial profiles (method 1) or from Eq. 7.12 (method 2),

as discussed previously. Another method was adopted by Zhou et al. [267] from Eqs.

7.11 and 7.12, leading to α = E/
√
b2W 2. This method will be referred to as (method

3). Figure 7.10 shows that the three methods provide consistent results in the far-field.

Our results agrees well with the LES of Zhou et al. [267] which settles on a constant

value in the far-field, α = 0.09 − 0.1. Our predictions of α in the plume region are

also close to the value of 0.116 adopted by Morton in his plume model [172] and the

experimental value 0.108 reported by George et al. [81].

Integrating radially the momentum and energy equations across the flow introduces

two fundamental quantities [207]. The first is the momentum flux, M that can be

normalized by the inflow momentum flux, M0 (see Table 7.1):

M = 2π

∫ ∞
0

(U2
z + u′2z − v′2)rdr (7.13)

The moment flux ratio increases with the height according to the following relation-

ship [48]:

M

M0

= k(
x

LM
)4/3 (7.14)
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Figure 7.10: Evolution with the height of (left) the plume width and (right) the en-
trainment coefficient α

Different values of 0.35 [48], 0.34 [207] and 0.29 [187] were reported for the coefficient

k. Fig. 7.11 compares our result to these experimental results. Model predictions are

in good agreement with the experiments of Shabbir and George [207] and Fisher [48]

but overpredict that of Papanicolaou and List [187].

The second is the buoyancy flux F , that has to be conserved conserved along the

plume height:

F = 2πg

∫ ∞
0

(Uz
∆T

T
+
u′zT

′

T
)rdr (7.15)

The buoyancy flux is normalized by its injection value, F0. Figure 7.11 shows the

evolution of F/F0 along the plume height. The simulated normalized buoyancy flux

evolves around unity, consistently with the theory (solid line). It appears clearly by

comparing the solid and dashed lines that the turbulent contribution is essential. When

it is disregarded, the buoyancy flux decreases with the axial distance and is no more

conserved. The turbulence contribution is predicted around 15%−20% as also noted by

Shabbir & George [207], while George et al. [81] and Papanicolaou & List [187] found

the contribution to be about 15%.

7.6 Concluding remarks

For the 3D forced plume simulation, which is a critical test case in which the buoyancy is

highly coupled with momentum and turbulent mixing, the solver was able to anticipate
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Figure 7.11: Axial profile of momentum flux ratio (left). The solid line represents the
present LES, whereas the symbols represent the experimental data of Fischer et al. [48]
(◦), (+) for Shabbir & George [207] and (�) for Papanicolaou & List [187]. Axial profile
of buoyancy flux ratio (right), solid line includes the turbulent heat flux while dash line
does not.

the correct physics of a thermal plume from numerous aspects listed below:

• The velocity energy spectrum follows the Kolmogorov theoretical slope of −5/3

indicating a proper resolution of the turbulence energy cascading as reported in

the literature.

• Axial profiles of mean velocity and temperature were in a good agreement with

the experimental data.

• Our forced-plume reaches a plume-like region at around z/Lm = 4 ≈ 5 which is

consistent with the findings in the literature.

• The axial profiles of rms for velocity and temperature also were in a good agree-

ment with the experiments, we should emphasize that we did not take into ac-

count the experimental errors which are significant specially for the second order

statistics.

• The cross-correlation between velocity and temperature has a high positive value

which compares well with the reported values from experiments and indicates a

strong coupling between the velocity and temperature fluctuations due to gravity.

• Self similarity profiles in the far field (i.e. plume-like region) were achieved for

both mean and rms of velocity and temperature.
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• The growth rate of the plume was examined through the spatial evolution of the

plume width. The growth of the plume compared very well with experimental

and numerical references.

• The entrainment of fluid form the surrounding was correctly predicted by exam-

ining the entrainment coefficient α, and the predictions were in a good agreement

with the theoretical, experimental and numerical references.

• Integral quantities, mainly buoyancy flux and momentum flux, were compared

with the experiments and both were in a good agreement, we emphasize about

the finding that the turbulent heat flux participates by around 20% in the total

buoyancy flux which is consistent with the experiments.

From all the previous points we can conclude that our solver is capable of repro-

ducing the physics of a thermal plume correctly whether the mean values, the second

order statistics or even integral quantities through the plume, and that our code can

handle any type of flows with variable densities regardless of their complexity.

In the next chapter, a large helium plume will be simulated in order to study the

near-field dynamics which is fundamental for fire applications.
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8.1 Introduction

In the previous chapter we assessed the capability of the numerical model to predict

the behaviour of the far-field of a forced plume. It was found experimentally [183,227]

that a large-scale helium-air plume mimics the dynamics and structure of large-scale

fires. As a consequence, such configuration is particularly interesting to investigate the

near-field dynamics of buoyant plumes while avoiding the complexities associated with

combustion and radiation.
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This particular test case belongs to the list of target problems identified by the

workshop MaCFP [24] recently initiated by members of the fire community. The goals

of this workshop are to develop and validate predictive models of fire plumes, to identify

well-defined target flames that are suitable for modelling, and to archive detailed data

sets for these target flames.

Many LES attempted to reproduce the experimental data of the large helium plume

investigated experimentally at Sandia [183, 227]. DesJardin et al. [50] performed LES

of an idealized configuration (i.e. not representing the entire geometrical setup) where

he focused on the instability modes and the flow dynamics of a large turbulent helium

plume, as a function of mesh resolution with and without subgrid scale (SGS) model.

The minimum grid spacing in this study was 1.6 cm, with a maximum spacing of 7.8

cm. The study claimed that a potential problem might be the turbulent energy transfer

from small to large scales known as backscatter (i.e. inverse energy transfer). Chung

and Devaud [40] used a buoyancy modified k− ε models in Reynolds Averaged Navier

Stokes (RANS) as well as conventional eddy-viscosity LES methods with the same

idealized configuration but a finer uniform grid resolution of 1.25 cm. Blanquart and

Pitsch [17] performed also an LES but on the full geometry of the experimental facility.

Burton [25] dealt with the SGS modelling deficiencies identified by Desjardin et al. [50]

via the use of a nonlinear-LES method, which allows backscatter of energy from small

to large scales. Maragkos et al. [153, 154] performed LES where they focused on the

instability modes. Furthermore, they explored the sensitivity of the simulation to grid

resolution, to the SGS model coefficient and also to the turbulent Schmidt number

Sct, and attributed the discrepancies in his results to a lack of differential diffusion

in the simulations. Jatale et al. [110] have presented and applied a framework for

uncertainty quantification to the 1-m-diameter helium plume using experimental data

and LES. Ma et al. [145] studied the same helium plume and compared the results

of different subgrid scale model for the scalar flux. They concluded that increasing

the grid resolution has more effects on the simulation than the choice of the subgrid

scale scalar flux. Ahmed and Trouvé [4] quantified the necessary grid resolution to well

capture the cyclic thin boundary layer formed near the inlet, which is important to

predict correctly the dynamics at this region as well as the global flow characteristics.

They argued that a grid resolution on the order of millimetres would be sufficient to

capture the dynamics at these small length scales. More recently, Wimer et al. [255]

used the idealized geometry but employed adaptive mesh refinement (AMR) to locally

refine the grid in regions of high density and resolution. All the mentioned studies had

good agreement with experimental data, but there were always discrepancies specially

Modelling Fire-Induced Flows Using LBM page 97 of 197



CHAPTER 8. APPLICATION TO LAZY PLUMES

on the values of helium mass fraction.

Experimental setup

Comparisons are made in this study with experiments performed in a large building

designed for indoor fire experiments: the Fire Laboratory for Accreditation of Models

and Experiments (FLAME) at Sandia National Laboratories in Albuquerque, New

Mexico. The central FLAME chamber consists of a 6.1 m cubical enclosure with a

2.4 m diameter chimney depicted schematically in Figure 8.1. The plume source is 1 m

in diameter surrounded by a 0.51 m wide floor (i.e. the ground plane). The 1-m source

diameter is chosen to ensure that the plume would be fully turbulent based on the pool

fire fuel burn rate data of Blinov and Khudyakov [19]. The experiment is designed to

simulate an unconfined plume within the enclosure with minimal external wind effects

and known boundary conditions. Inlet air is injected at the bottom of the facility and is

drawn by the accelerating helium plume over the ground plane surrounding the plume

source.

Figure 8.1: Schematic of PIV/PLIF set-up in FLAME facility showing relationship of
Plume, Laser illumination, and cameras. Facility details can be found in Tieszen et
al. [227]. Figure taken from [50].
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This flow approximates an external plume on a ground plane, and for the purposes

of this study is treated as such (i.e. the entire facility will not be modeled). Helium

is supplied from a bottle farm and enters the base of a 3 m tall diffuser that is covered

with a 10 cm thick honeycomb with 3 mm nominal cell size. A detailed analysis of the

spatial velocity distribution of the plume inlet (using air instead of helium) shows that

the inlet velocity profile is uniform to within ±6% [16].

In the experiments, two planar imaging techniques were concurrently applied: par-

ticle image velocimetry (PIV) for velocity field measurements and planar laser induced

fluorescence (PLIF) for scalar field measurements (mass fraction). Details can be found

in O’Hern et al [183]. The PIV data is collected by seeding the helium and air flows,

while the PLIF data is obtained from laser-induced acetone fluorescence from a small

amount of acetone (1.7 ± 0.1% vol.) vaporized in the helium to work as a tracer. In

addition, 1.9±0.2% vol. of oxygen was added to quench acetone phosphorescence. The

mixture molecular weight was 5.45± 2.7% g mol−1. The PIV data are acquired at 200

images per second while the PLIF data are acquired at 100 images per second. The

PIV images are processed with a two-frame cross-correlation technique using the PIV

Sleuth software [39].

An iterative interrogation technique was used to extend the dynamic range for these

strongly accelerating flows. The interrogation region is 2.1 cm×2.1 cm. Spatial fluctua-

tions smaller than this dimension are therefore not resolved. PLIF analysis includes film

and intensifier correction, normalization for the laser beam intensity profile, absorption

correction, scaling, and spatial averaging.

The helium was ejected from the diffuser at an average velocity of 0.325 m/s. The

average mixture Reynolds number was Re = DU0/ν = 3200 ± 0.6%, where D is the

inlet diameter of helium, U0 is the inlet velocity and ν is the kinematic viscosity of

the helium/acetone/oxygen mixture. The average mixture Richardson number was

Ri = (ρ∞ − ρp)gD/(ρ∞U
2
0 ) = 76 ± 6.5%, where ρ∞ is the surrounding air density,

ρp is the plume fluid density at the source, g is the gravitational acceleration. It

is worth mentioning that the experiment was performed at a low ambient pressure

p∞ = 80 900 Pa (due to the high altitude in which the facility was located) and in an

ambient temperature T∞ = 285 K.

The measured velocities from the experiment contain uncertainties in the order of

20%, while their turbulent statistics have uncertainties in the order of 30%. The values

of concentrations hold uncertainties in the order of 18%, plus a fixed uncertainties of

5%, while the concentration fluctuations contains uncertainties in the order of 21%.

The uncertainties are greater than typical PIV applications, nevertheless, it must be
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considered that this is a large-scale application for PIV (i.e 1 m diameter plume). Run-

to-run variability also included in the uncertainties and could be found in Ref. [183].

8.2 Numerical setup

The low-Mach number formulation is used for this simulation. The simulation is per-

formed on a Cartesian mesh for a cubic domain sizing 8× 8× 4 m3 depicted in Fig. 8.2.

Although the study is performed on the near-field region of the helium plume, the

boundaries were pushed far from the plume source to mitigate any effects from them.

The choice of the domain size as well as the grid resolution is consistent with previ-

ous numerical studies [40, 50, 145, 153]. Two meshes were included in our study, and

refinements zones were used to reduce the calculation cost. The zones of refinements

(Fig. 8.2) are denoted by ZoneI, ZoneII, ZoneIII and ZoneIV with grid size reduced in

half between two adjacent zones. The coarse mesh contains ZoneI, ZoneII and ZoneIII

corresponding to grid size of 8 cm, 4 cm and 2 cm, respectively, resulting in a 2 million-

cell mesh. While in the fine mesh, an additional refinement zone is added close to the

plume source, indicated by ZoneVI, to end up with four levels of refinements with a

largest and smallest grid size of 4 cm and 1 cm, respectively, resulting in a 4 million-cell

mesh.

Boundary conditions are given in Fig. 8.2. Helium is injected at the center of the

bottom plane through a 1 m diameter inlet with a uniform vertical velocity UHe
inlet =

0.325 m/s. The helium inlet is surrounded by an annulus solid plate of 0.5 m width

beyond which a co-flow of air is injected at a much lower speed UAir
coflow = 0.01 m/s. At

the upper outlet plane a Dirichlet boundary condition is used for pressure and Neumann

for other variables, with a clip on the streamwise velocity to prevent any backflow from

the outlet. The sides are set to a typical In/Out flow.

At every point in the domain, the composition of the fluid corresponds to a mixture

of helium and air. The air was treated as a single species without separating Oxygen

and Nitrogen, the average molecular weight of the air is taken Wair = 28.9 g mol−1.

For experimental visualization reasons, the injected helium was not pure, but rather

a mixture of 96.4% helium (He), 1.9% oxygen (O2) and 1.7% acetone (CH3COCH3)

resulting in an average molecular weight WHe = 5.45 g mol−1. The ambient (inlet)

temperature and pressure are T∞ = 285 K and p∞ = 80 900 Pa, respectively, in order

to match the experimental setup.

The Prandtl number Pr was set to 0.7 while the Schmidt number of helium ScHe is

set to 0.2. The dynamic viscosity µ has a constant value of 1.8877× 10−5 kg m−1 s−1
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Figure 8.2: Schematic of the computational domain including refinement zones and
boundary conditions.

for both air and helium. Resulting in a Reynolds number Re ' 3220 and a Richardson

number Ri ' 75.4, matching the experiment.

In the case of homogeneous isotropic turbulence, the model constant is estimated

as Cs = 0.2 [191]. However, Cs depends on the flow configuration with values of

Cs ≈ 0.1− 0.2 often used [78]. In our simulations, the Smagorinsky constant Cs is set

to 0.1 as suggested by Maragkos et al. [154]. The un-resolved SGS species diffusion

fluxes Jsgsk,α = ρ(ũαỸ − ũαY ), in the species equation are modelled using the gradient

diffusion hypothesis model as:

Jsgsk,α = − µt
Sct

∂Ỹ

∂xα
(8.1)

Turbulent Schmidt Sct as well as turbulent Prandtl Prt are both set to 0.5 as Maragkos

et al. [154] and Chung et al. [40]. Nevertheless, a sensitivity study on the value of Sct

is done in Sec. 8.5.

The large-eddy simulation is run for 26 s of physical time. The first 13 s are to ensure

the evacuation of the initial field and to reach statistically stationary flow conditions,

and the other 13 s are used to construct the mean and rms quantities of the plume. The
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simulations are performed at a constant CFL number equals to 0.6 such that the time

step would depend on the local mesh size. The CFL number is defined as:

CFLu =
(u+ cred)δt

δx
(8.2)

where cred denotes the fictitious reduced speed of sound following the low-Mach number

approximation. Consequently, time step is local and depends on the grid size so that

time step at each zone will be δtZoneI ' 3.6× 10−4 s, δtZoneII ' 1.8× 10−4 s, δtZoneIII '
9× 10−5 s and δtZoneIV ' 4.5× 10−5 s. The simulations are parallelized on 128 cores on

a Dell PowerEdge C6420 server with 4× 32-core Intel Xeon Gold 6142, 2.6 GHz and 96

GB RAM. The computational cost of the simulation with the finest mesh is compared

to other studies in Table 8.1. The proposed LBM numerical model is significantly faster

(considering the mesh resolution), demonstrating a clear evidence of the strength and

efficiency of LBM.

Reference mesh δxmin ttotal CPU hours / 1 sec CPU hours / 1 sec / 1M cells

DesJardin et al. [50] 2.5M 1.6 cm 20 sec 700 280

Maragkos et al. [154] 1.26M 1.23 cm 30 sec 78 62

Current study 4M 1 cm 26 sec 108 27

Table 8.1: Cost comparison between different numerical studies for the finest mesh.

8.3 Results

8.3.1 Turbulence

Figure 8.3 shows the energy spectrum based on the axial velocity at z = 0.5 m. The

turbulent kinetic energy decay in the inertial range is correctly reproduced.

8.3.2 Instability modes

Figure 8.4 shows the typical puffing cycle. A puffing cycle can be divided into four

distinct phases: In the first phase, instabilities form near the edge of the plume as

observed in Fig. 8.4(a). The trigger of these instabilities is the misalignment of pressure

and density gradients which generates a localized torque (baroclinic torque). Those

instabilities grow and entrain large quantity of the surrounding fluid, forming into a

toroidal vortex as shown in Fig. 8.4(b). While this vortex moves upwards more fluid is
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Figure 8.3: Temporal energy spectrum at z = 0.5 m for axial velocity. Dashed line
indicate the expected characteristic slope of −5/3 [122].

pumped at the center of the plume causing a large streamwise velocity at the centerline

as shown in Fig. 8.4(c). The increase in streamwise velocity at the centerline causes

a sharp increase in cross-stream velocity near the base of the plume, as a result of

mass conservation, providing a perturbation of the mixing layer for the next cycle

(Fig. 8.4(d)).

In the experiment [183] they used honeycomb source which suppress turbulence in

the inlet flow causing the flow to be laminar, as a result our inflow condition is laminar

and we do not introduce any turbulence injection. Nevertheless, strong instabilities

are observed at the helium-air interface near the plume source, and it is important to

capture those small dynamics as explained in the introduction based on the study of

Ahmed and Trouvé [4]. The lack of turbulence source and the deflection of the low

velocity helium at the edges of the source, points out that vorticity from plume source

is not the responsible for the formation of those structures. Instead, they are generated

by buoyancy-driven (gravitational and baroclinic) vorticity generation. Thus, Rayleigh-

Taylor and Kelvin-Helmholtz instabilities are triggered, near the base of the plume, and

at last they will form the toroidal structures [50, 183] as shown in Fig. 8.4(d).
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(a) (b)

(c) (d)

Figure 8.4: Instantaneous iso-contours of density showing a complete puffing cycle. 4
instances were captured which extend for around 0.7 sec which is the periodic time of
a puffing cycle.

8.3.3 Vortex dynamics

A better understanding can be attained from the analysis of the vorticity equation

(derivation in Appendix A.2), in order to reveal how vorticity is generated and trans-

ported downstream by convection and diffusion. The vorticity equation writes:

Dω

Dt
= (ω · ∇)u︸ ︷︷ ︸

vortex stretching

− ω(∇ · u)︸ ︷︷ ︸
dilatation term

+
1

ρ2
(∇ρ×∇p)︸ ︷︷ ︸

baroclinic torque

+
ρ0

ρ2
(∇ρ× g)︸ ︷︷ ︸

gravitational torque

+∇× (
1

ρ
∇ · τ)︸ ︷︷ ︸

viscous diffusion

(8.3)

On the right hand side of Eq. (8.3), five different physical mechanisms affect the

vorticity transport. Those five terms are identified as vortex stretching, dilatation term,

baroclinic torque, gravitational torque and viscous diffusion [113]. In incompressible

flows, only the first term prevails. Vortex stretching represents the enhancement of

vorticity by stretching, it is an essential mechanism by which turbulent energy is trans-
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ferred to smaller scales. The dilatation term represents the effects of vorticity field

expansion which causes a decrease in vorticity magnitude. Gravitational torque gener-

ates vorticity due to the misalignment of gravity and density gradients, while baroclinic

torque generates vorticity as a result of non-aligned pressure and density gradients. In

buoyancy-driven flows, both the baroclinic and gravitational torque terms are the prin-

cipal mechanisms generating flow vorticity [112, 113]. The DNS [114] demonstrated

that the gravitational torque is fundamental mechanism promoting cross-stream vor-

ticity. LES studies [50, 154] observed that during typical puffing cycle, the maximum

gravitational torque is located at the base of the plume. The same behaviour can be

observed in the current study, as seen in Fig. 8.5 where the maximum value of gravita-

tional torque is observed at the base of the plume. The contribution of the baroclinic

torque has similar importance. Maximum values can be located in zones where large

pressure and density gradients exist as observed in Fig. 8.6 near the base of the plume.

Both torques trigger the instabilities at the base and then nurture its growth. For large

plumes and pool fires, this vortex destabilizes rapidly forming secondary azimuthal,

or ”finger-like” instabilities that can be detected in Figs. 8.5 and 8.6, which were also

observed experimentally [29,245]. Those secondary instabilities create streamwise vor-

ticity that promote the breakdown of large scale toroidal structures and improves the

local mixing eventually. Capturing these instabilities and mechanisms is therefore a

prerequisite for pool fire simulation because the combustion process for this type of

flows is controlled mainly by the mixing process of fuel and oxidizer.

8.3.4 Puffing frequency

The puffing mechanism is a crucial phenomenon to predict. Fires are diffusion flames

where fuel and oxidizer are separate unlike premixed flames. As a result, the combustion

process is mainly controlled by the mixing of reactants. The puffing mechanism is a

fundamental mixing mechanism in large-scale fires. Consequently, the correct prediction

of the frequency of this motion is one of the goals of this study, and in this section we

will investigate the effect of different modelling parameters on the predicted puffing

frequency.

Mesh resolution and SGS model effects on the puffing cycle of the helium plume are

studied. Figure 8.7 shows the temporal signal of the centerline streamwise velocity at

z = 0.5 m. The signal extends over 5 s of physical time, from 13 to 18 s, in order to be

compared with the experimental one. The puffing frequency is defined as the number of

puffing cycles, a maximum peak of streamwise velocity followed by a minimum trough,

which can be identified in the examined timeline. It is worth mentioning that results
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Figure 8.5: Instantaneous iso-volume of density coloured by gravitational torque mag-
nitude showing a complete puffing cycle. From left to right 4 different instances were
captured which extend over around 0.7 sec which is the periodic time of a puffing cycle.

revealed a small phase shift compared to the experiment, probably because we do not

have the exact same initialization as in the experiment. Thus, the simulation time

signals in Fig. 8.7 have been shifted along the time axis to match the first peak of the

experimental signal for the sake of clearer comparison.

Maragkos et al. [154] reported that for the coarse mesh and without the SGS model,

higher frequency modes are more obvious and the puffing cycle is hardly identified. On

the contrary, when examining Fig. 8.7, the puffing cycle can be identified for both
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Figure 8.6: Instantaneous iso-volume of density coloured by baroclinic torque magni-
tude showing a complete puffing cycle. From left to right 4 different instances were
captured which extend over around 0.7 sec which is the periodic time of a puffing cycle.

meshes and for all turbulence models, which is inline with the findings of DesJardin et

al. [50]. However, using a turbulence model damps the higher frequency modes and

makes the cycle more distinguishable. The dynamic range (defined as the difference

between maximum and minimum values) of the time trace of our simulation agrees well

with the experimental readings when using SGS models where as the absence of SGS

model introduces some overshoots and high-order fluctuations in the time trace as seen

in Fig. 8.7. DesJardin et al. [50] had a higher dynamic range than the experiment even
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Figure 8.7: Time series of centerline streamwise velocity at z/D = 0.5 in a window of
5 s compared to the experiment.

with SGS model, while Maragkos et al. [154] obtained a decent agreement in terms of

the dynamic range of the time trace.

The number of cycles observed in the 5-sec window depended on the resolution of

the mesh regardless of the SGS model applied. For the coarse mesh a total number of

around 9 cycles are identified versus the 7 cycles from the experiment [183]. While for

the fine mesh we could find 7 cycles, which agrees with the experiments and shows the
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impact of the mesh resolution on predicting the puffing phenomenon. Indeed, having

finer mesh enables us to correctly predict the instabilities generated near the inlet

which is the main trigger of the puffing motion. The same conclusion was made by

Maragkos et al. [154], DesJardin et al. [50] and Ma et al. [145] where they emphasized

on the importance of the mesh resolution on predicting the correct puffing frequency,

increasing the LES grid resolution will improve the frequency estimation.

Figure 8.8 shows the power spectrum of the centerline streamwise velocity at z =

0.5 m using Fast Fourier transform (FFT). As the puffing frequency is affected only by

the grid resolution, the two diagrams are relative to the coarse grid (left panel) and the

the fine grid (right panel). The predicted puffing frequency is 1.69 Hz for the coarse

grid and 1.39 Hz for the fine grid whereas the observed experimental frequency was

1.37± 0.1 Hz. Consequently, the result of the coarse mesh overestimates the frequency.

While refining the mesh improves the predictions to match the experimental value.

It should be also pointed out that the predicted puffing frequency on the fine mesh

is consistent with the experimental correlation proposed by Cetegen and Kasper [30]

f = 0.8Ri0.38Up/Dp = 1.34 Hz from measurements of helium-air plumes for Ri < 100.

It should be pointed out that Ri is a modified Richardson number defined as Ri1 =

(ρ∞ − ρ)gDp/(ρ∞Up
2) ' 76. Furthermore, the results are inline with the experimental

correlation given by Cetegen and Ahmed [29] for buoyant diffusion flames (i.e. pool fire)

of various fuels f = 1.5/
√
Dp = 1.5 Hz. The disparity from the previous correlation

can be attributed to the fact that it was suggested for diffusion flames which is not our

case.

Ma et al. [145] presumed that to be able to perfectly predict this puffing motion and

its frequency, the mesh must be sufficiently small near the inlet to resolve the boundary

layer as it is the source of the instability that triggers the puffing mechanism. This

conclusion was also discussed afterwards by Ahmed and Trouvé [4].

8.3.5 Statistics of velocity and mass fraction

The mean values and high order statistics (i.e. rms) are discussed in the present study.

In all the figures the data with bars represents the experimental results of O’Hern et

al. [183] including the experimental uncertainties as explained in Sec. 8.1. Furthermore,

we added the results of the LES presented by Marakgos et al. [154], DesJardin et al. [50]

and Ma et al. [145] for more comparison.

Figure 8.9 shows the centerline mean and rms profiles of the streamwise velocity

up to z = 0.8 m above the helium source. For the mean profiles, all cases stay within

the experimental uncertainties at all locations along the plume axis. Best agreement
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Figure 8.8: Power spectrum of the centerline streamwise velocity Uz for (left) the coarse
mesh and (right) the fine mesh. The principle frequency (i.e. puffing frequency) is
indicated on the figures. The sampling time ts to construct the power spectrum is
taken to be each 10 time steps that is tscoarse = 9× 10−4 sec and tsfine = 4.5× 10−4 sec
for the coarse and fine mesh, respectively.

spotted on the fine mesh using Smagorinsky model. Nonetheless, the rms profile is

harder to match but we still have a good agreement being within the experimental

uncertainties. There is an overestimation near the inlet for simulations performed on

the coarse grid. Best agreement is achieved through simulations on the fine mesh

regardless of the turbulence model, the best among them is where no SGS model is

incorporated. The results are also consistent with the findings of Maragkos et al. [154].

The mean and rms profiles of helium mass fraction on the centerline up to a height of

z = 0.8 m are demonstrated in Fig. 8.10. The mean YHe profiles shows less satisfactory

agreement, the decay of the mean values are slow compared to the experiment beyond

z = 0.3 m. The same exact behaviour was detected by Maragkos et al. [154]. The rms

Y ′He profile is over-predicted at all the heights, however, we show a better estimation of

Y ′He than Marakgos et al. [154]. It worth noting that the use of SGS model enhances

the results and decreases the discrepancies to the experimental data.

The radial profiles of mean streamwise velocity at several downstream locations

(z = 0.2 m, 0.4 m and 0.6 m above the inlet) are presented in Fig. 8.11. All our simu-

lations show a satisfactory agreement with the experimental data and fall within the

experimental uncertainties, except at height z = 0.2 m where we can notice slight vio-

lations of the simulations performed on the coarse mesh at few radial locations. The
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Figure 8.9: Comparison of mean (left) and rms (right) of centerline streamwise velocity.
The experimental data includes the respective uncertainties reported in the experimen-
tal study [183]. The numerical results of Maragkos et al. [154] are also added.
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Figure 8.10: Comparison of mean (left) and rms (right) of centerline helium mass
fraction. The experimental data includes the respective uncertainties reported in the
experimental study [183]. The numerical results of Maragkos et al. [154] are also added.

results are also inline with the numerical results [50,145,154]. We should mention that

all the radial profiles are azimuthally averaged all around the plume.

Figure 8.12 shows rms values of the streamwise velocity at different heights. The

results are inline with experimental data, the results are enhanced for the fine mesh,

particularly when applying turbulence models. At z = 0.2 m, the rms is overestimated

at the radial position r = 0.25 m which was the same finding of Maragkos et al. [154].
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Figure 8.11: Comparison of mean radial profiles of streamwise velocity for different res-
olutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m (middle)
and z = 0.6 m (right). The experimental data includes the respective uncertainties re-
ported in the experimental study [183]. Numerical data are also presented [50,145,154].

Desjardin et al. [50] overpredicted the centerline rms values at all heights.
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Figure 8.12: Comparison of rms radial profiles of streamwise velocity for different reso-
lutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m (middle)
and z = 0.6 m (right). The experimental data includes the respective uncertainties re-
ported in the experimental study [183]. Numerical data are also presented [50,145,154].

The cross-stream velocity is presented in Fig. 8.13. Our results show a good over-

all agreement with the experimental data, the profiles are more satisfactory when the

resolution is increased. The effect of the SGS model is not significant in this case spe-

cially when using the fine mesh. Maragkos et al. [154], DesJardin et al. [50] and Ma

et al. [145] reported an overestimation on the left hand side of the plume as seen in

Fig. 8.13. While keeping in mind that the experimental data are not perfectly sym-

metric, we have the same behaviour at z = 0.2 m but the disparities in our results are

lower. Afterwards farther downstream, the agreement becomes better, even better than
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the previous numerical studies. The application of SGS models did not increase the

cross-stream velocity as reported by Maragkos et al. [154], on the contrary, the SGS has

no significant effect on the discrepancies between our simulations and the experimental

data.

A rise of the cross-stream velocity indicates an increased entrainment from the sur-

rounding fluid which will result in a surge in the streamwise velocity following the

conservation of mass. So accurate predictions of the cross-stream velocities is crucial,

as in these type of flows, entertainment controls the mixing (as elaborated in a previ-

ous work [220]) which is a fundamental parameter in pool fires where the combustion

process is mainly controlled by mixing (i.e. diffusion flame) as will be seen in Chapter 9.
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Figure 8.13: Comparison of mean radial profiles of cross-stream velocity for different res-
olutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m (middle)
and z = 0.6 m (right). The experimental data includes the respective uncertainties re-
ported in the experimental study [183]. Numerical data are also presented [50,145,154].

Figure 8.14 demonstrates the rms values of the cross-stream velocity at different

heights. The results agree with the experiment falling within the uncertainties except

at some radial locations where we exhibit a slight overestimation. Our simulations

showed a bimodal pattern for the rms of the cross-stream velocities, coherent with what

was remarked by Chung et al. [40], DesJardin et al. [50] and Maragkos et al. [154].

This bimodal pattern disappears gradually with elevation. There is no clear conclusion

that can be drawn about the effect of the mesh resolution nor the SGS model, all the

simulations are almost similar with slight disparities.

The radial profiles of mean helium mass fraction at different heights are presented

in Fig. 8.15. Global slight overestimation can be observed specially at z = 0.2 m at the

left side of the plume. Generally speaking, applying SGS model improves the profiles

by decreasing the gap with the experimental data. The discrepancies of the centerline

value increase with height consistently with the overestimation in the axial profile seen
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Figure 8.14: Comparison of rms radial profiles of cross-stream velocity for different res-
olutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m (middle)
and z = 0.6 m (right). The experimental data includes the respective uncertainties re-
ported in the experimental study [183]. Numerical data are also presented [50,145,154].

in Fig. 8.10. The profiles align better with the experiment farther from the centerline.

The LES of Maragkos et al. [154] is in a better agreement in comparison with the

experimental data.
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Figure 8.15: Comparison of mean radial profiles of helium’s mass fraction for differ-
ent resolutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m
(middle) and z = 0.6 m (right). The experimental data includes the respective un-
certainties reported in the experimental study [183]. Numerical data are also pre-
sented [50,145,154].

Figure 8.16 shows the radial profiles of the rms values of helium mass fraction.

Globally, a significant over-prediction from the experimental data is observed close

to the plume inlet for all the simulation, disparities reduce farther downstream the

source. Obviously, activating SGS models improves the estimation a bit but still over-

estimated. The results are consistent with the findings of the previous numerical studies
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[50,145,153].
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Figure 8.16: Comparison of rms radial profiles of helium’s mass fraction for different res-
olutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m (middle)
and z = 0.6 m (right). The experimental data includes the respective uncertainties re-
ported in the experimental study [183]. Numerical data are also presented [50,145,154].

8.4 LES resolution

The ratio between the SGS and the laminar viscosity, µt/µ, is shown in Fig. 8.17 and

Fig. 8.18. It is observed that the ratio µt/µ for the fine mesh is 2-2.5 times smaller

when compared to the coarse mesh. Furthermore, in all the profiles, the Smagorinsky

model adds more viscosity than the Vreman model. Fig. 8.18 shows that the maximum

radial value of µt/µ is found at the edges of the plume where maximum shear occurs.

By examining Fig. 8.17 one can conclude that fluctuations increase further downstream

the inlet, and the value µt/µ increases correspondingly. Maragkos et al. [154] showed

more or less the same levels of the SGS viscosity µt.

8.5 Sct sensitivity analysis

The turbulent Schmidt number Sct is used to calculate the SGS species flux via Sct =

νt/Dk,t. In our main results in the previous sections, we used a value Sct = 0.5 to match

the work of Maragkos et al. [154]. It is of a great interest to examine the impact of Sct

on the results. The sensitivity analysis on Sct will be conducted on the fine mesh while

keeping the Smagorinsky constant Cs = 0.1 with Vreman model as our SGS model.

Four values of Sct will be compared 0.1, 0.2, 0.5 (the baseline case), and ∞. Based on
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Figure 8.17: Centerline profile of the ratio between SGS to laminar viscosity,µt/µ.
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Figure 8.18: Radial profiles of ratio between SGS and laminar viscosity, µt/µ for differ-
ent resolutions and different turbulence models at heights z = 0.2 m (left), z = 0.4 m
(middle) and z = 0.6 m (right).

the definition Sct = νt/Dk,t, the value Sct = ∞ means that we have no SGS species

diffusion flux.

The puffing frequency, not shown here, was not affected by the change of Sct.

Fig. 8.19 shows that the centerline profiles of the streamwise velocity Uz are all within

the experimental uncertainties for all values of Sct except for Sct = 0.1 which generally

underestimates Uz. In addition, the centerline rms profiles of Uz are in agreement with

the experimental data for all values of Sct.

The profiles of centerline mean and rms helium mass fraction YHe show more inter-
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Figure 8.19: Comparison of mean (left) and rms (right) of centerline streamwise velocity
for different Sct. The experimental data includes the respective uncertainties reported
in the experimental study. The numerical results of Maragkos et al. [154] are also
added.

esting results. Figure 8.20 shows a considerable enhancement for both mean and rms

of helium mass fraction when decreasing the value Sct. Indeed, the reduction of the

turbulent Schmidt number Sct will increase the SGS species diffusion flux. It also worth

mentioning that the peak near the inlet of the plume presenting in the rms profiles is

independent from the value of Sct used as the flow is still laminar in this region. These

findings contradict the one proposed by Maragkos et al. [153], that changing Sct has

no significant impact on their results.

Figure 8.21 demonstrates the radial profiles of Uz at different heights for the different

values of Sct. An overall good agreement is observed for all values of Sct, except for

Sct = 0.1 that underestimates Uz near the centerline.

The rms radial profiles of Uz are shown in Fig. 8.22. As deduced before, changing

Sct does not impact the rms values of Uz, causing all the simulations to lie within the

experimental uncertainties.

The mean radial profiles of helium mass fraction YHe show an improvements when

decreasing Sct, as seen in Fig. 8.23. Enhancements also can be clearly noticed for rms

radial profiles of YHe in Fig. 8.24 when decreasing Sct. Nevertheless, we still slightly

overestimate these profile, yet, consistent with the previous numerical studies [50, 145,

154].

In the light of the previous sensitivity analysis, we recommend using a value of

Sct = 0.2, as it improved the numerical predictions. This quantification of Sct is
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Figure 8.20: Comparison of mean (left) and rms (right) of centerline helium mass
fraction for different Sct. The experimental data includes the respective uncertainties
reported in the experimental study. The numerical results of Maragkos et al. [154] are
also added.
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Figure 8.21: Comparison of mean radial profiles of streamwise velocity Uz for differ-
ent Sct at heights z = 0.2 m (left), z = 0.4 m (middle) and z = 0.6 m (right). The
experimental data includes the respective uncertainties reported in the experimental
study [183]. Numerical data are also presented [50,145,154]

not universal, it is only for our setup and our solver, it compensates the lack of grid

resolution near the inlet, which should be on order of millimetres [4].

8.6 Concluding remarks

Our pressure-based LBM numerical model with low-Mach number approximation was

used to study the near-field region of a buoyant helium plume, and we conclude the
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Figure 8.22: Comparison of rms radial profiles of streamwise velocity Uz for different Sct
at heights z = 0.2 m (left), z = 0.4 m (middle) and z = 0.6 m (right). The experimental
data includes the respective uncertainties reported in the experimental study [183].
Numerical data are also presented [50,145,154]
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Figure 8.23: Comparison of mean radial profiles of helium’s mass fraction YHe for
different Sct at heights z = 0.2 m (left), z = 0.4 m (middle) and z = 0.6 m (right). The
experimental data includes the respective uncertainties reported in the experimental
study [183]. Numerical data are also presented [50,145,154]

following:

• The velocity energy spectrum follows the Kolmogorov theoretical energy cascade

slope of −5/3.

• The mechanism creating the puffing cycle of the plume was analysed qualitatively

and quantitatively. The instabilities generated near the base of the plume is

mainly due to the baroclinic and gravitational torque.

• Regarding the frequency of the puffing cycle, the mesh resolution has the predom-

inant effect on predicting the puffing frequency. The coarse mesh overestimated
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Figure 8.24: Comparison of rms radial profiles of helium’s mass fraction Y for differ-
ent Sct at heights z = 0.2 m (left), z = 0.4 m (middle) and z = 0.6 m (right). The
experimental data includes the respective uncertainties reported in the experimental
study [183]. Numerical data are also presented [50,145,154]

the puffing frequency fcoarse = 1.69 Hz, while the fine mesh had better predic-

tion for this frequency ffine = 1.39 Hz which is consistent with the experiment

fexp = 1.37 ± 0.1 Hz. The SGS model did not have any significant effect on

prediction the puffing frequency.

• The mean and rms profiles of streamwise and cross-stream velocities agreed well

with experimental and other numerical studies. The best agreement for the mean

and rms values of the velocity components was obtained with the finer mesh using

SGS models.

• The profiles of mean and rms values of helium mass fraction were less satisfactory

as we had some slight overestimations at certain zones. However, it is inline with

previously published results [40,50,145,154].

• The SGS models has a lower impact on the fine grid than on the coarse one.

Moreover, Smagorinsky model adds more viscosity than Vreman model.

• The sensitivity analysis over Sct proposes a lower value of Sct = 0.2 which would

enhance the results.

Increasing mesh resolution is a next step as discussed by Ahmed and Trouvé [4].

Solving the boundary layer at the plume base will give better solution on the instabilities

which are the main driving mechanism of the dynamics of this flow configuration.

All in all, the quality of the results is satisfactory when compared to the previously

published results in the literature [40, 50, 145, 154] where they used well-established
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CFD packages based on Navier-Stokes, yet, our solver showed better efficiency and

lower computational cost. This gives the green light for more exploitation of the ProLB

code, that’s why the next chapter will introduce a reactive flow simulation of a large-

scale fire.
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Chapter 9
Application to pool fires
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9.1 Introduction

The objective of this chapter is to assess the capability of our numerical model to sim-

ulate fire plumes. This is a further step of sophistication as these simulations involve

turbulent diffusion flames and, as such, a combustion and a radiation model. As con-

sidered in both FDS and FireFoam [150], the Eddy dissipation concept (EDC) will be

considered. For ease of simplicity, a simple radiant fraction model will be implemented

as radiative model. The 1-m diameter methane fire, experientially investigated at the

Fire Laboratory for Accreditation of Models and Experiments (FLAME) at Sandia

National Laboratories in Albuquerque, New Mexico by Tieszen et al. [229,230], will be

simulated using our proposed model. The combustion modelling for fires is presented

in the next section.

Modelling Fire-Induced Flows Using LBM page 122 of 197



CHAPTER 9. APPLICATION TO POOL FIRES

9.2 Turbulent non-premixed combustion

In the context of fire, the combustion process is by nature a turbulent diffusion flame (i.e.

non-premixed flame) where fuel and oxidizer are separated and combustion happens

after mixing. Most mechanisms in premixed flames can be found in non-premixed flames

such as flame-generated vorticity, viscous effects and flame stretching. However, other

specific characteristics associated with diffusion flames make it harder to understand

and to describe if compared to premixed flames. To start, the reacting species have

to reach, by molecular diffusion, the flame front before reaction. This diffusion of

species will definitely be impacted by turbulence, and their diffusion speeds may be

strongly modified by turbulent motions. Here, the reaction rate is limited by the species

molecular diffusion/mixing. Consequently, in many combustion models for diffusion

flames, the chemical reaction is assumed to be fast or infinitely fast compared to other

transport processes.

There exist some specific features associated with non-premixed flames that make

it a little bit challenging to model compared to premixed flames. First, there is no

flame propagation, in other words, flame exists where fuel and oxidizer encounter. This

characteristic is useful in terms of safety, however, it has some ramifications on the

interaction chemistry/turbulence. The lack of propagation speed makes the diffusion

flame unable to impose its dynamics on the flow field and is more sensitive to turbulence.

Moreover, diffusion flames are more sensitive to stretch than turbulent premixed flames

where its more likely for a diffusion flame to quench by turbulent fluctuations and the

flamelet assumptions are not valid as often as in turbulent premixed flames.

Combustion modelling for fires

The aim of combustion modelling is simply to describe the species production term (i.e.

combustion source term) in the species conservation equation. The modelling process

depends mainly on the flame regime, category and nature, a good understanding of

the combustion process and its dynamics is crucial to employ a well-suited model that

meets the needs of the field of interest. Fire modelling has been evolving for quite a long

time and various models have been proposed for the underlying combustion chemistry.

However, due to the assumption made during the development of the model, there

still lacks a universal model that is suitable for all combustion scenarios in different

combustion systems and fires.

Combustion models based on mixture fractions are widely used by assuming the

Shvab Zel’dovic formulation, irreversible infinitely fast chemistry and the Burke-Schumann
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flame structure [191, 254]. The probability density function (PDF) approach is also

adopted to take into account the effect of turbulence on combustion [243]. The eddy

dissipation concept (EDC) is another common model incorporated in fire CFD codes

such as FDS [160] and FireFoam. Magnussen and Hjertager [146] introduced the first

version of the EDC which is an extension of the eddy break up model (EBU) of Spald-

ing [213,214] which was originally developed to deal with premixed flames. Differently,

the reaction rate in EDC is controlled by the mixing rate of fuel and oxidizer instead

of the mixing rate of unburned and burned gas in EBU. Afterwards, Magnussen [62]

included the significance of the fine structures into EDC where chemical reactions are

assumed to occur in these fine structures and the extended model is formulated in a

way that both finite rate chemistry and infinite fast chemistry can be used. It worth

mentioning that the EDC model was originally proposed in the framework of RANS

where the effects of turbulence are considered through additional transport equations.

However, the known limitations of RANS turbulence modelling restrain the predictions

of the EDC model as it depends primarily on the accuracy of fuel-air mixing prediction

for which LES deemed to be more convenient. Hence, modifications should be intro-

duced to the EDC model to function in LES framework where it will be more suitable

to capture fine details of the combustion process.

The EDC model introduced by Magnussen and Hjertager [146] simply reads:

ω̇F = CEDCρ
1

τt
min

(
ỸF ,

ỸO
s

)
(9.1)

where ω̇F is the fuel mass consumption rate per unit volume (i.e. Kg m−3 s−1), CEDC

is the model constant, ρ is the averaged density, τt is the turbulent/mixing time scale,

ỸF and ỸF are the filtered mass fraction of fuel and oxidizer respectively and finally

s is the stoichiometric oxygen-to-fuel mass ratio. The main parameter that controls

and defines the dynamics of the EDC model is the turbulent/mixing time scale τt. In

its original form, the EDC model deals with RANS variables which includes turbulent

kinetic energy k and dissipation rate ε. Indeed, in RANS framework it is required to

solve additional transport equations related to turbulence as a closure (e.g. k-epsilon

or k-omega models). Therefore, the turbulent/mixing time scale τt can be calculated

by:

τt =
k

ε
. (9.2)

Calculating τt is rather simple in RANS framework as we update explicitly k and

ε at each time step through their conservation equations. Unfortunately, those tur-
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bulent related variables are solved implicitly in LES and there is no direct access to

them. Following the work of Yaga et al. [264], the CEDC is set to 4.0 whereas the eddy

characteristic time τt is estimated by considering the Kolomogorov scale as:

τt =
(ν
ε

) 1
2

, (9.3)

where we recall that ν is the kinematic molecular viscosity. Assuming local equilib-

rium between production and dissipation of turbulent kinetic energy (same hypothesis

adopted while deriving Smagorinsky SGS model), eddy dissipation rate ε is written as

follows:

ε = 2νtS̃ij : S̃ij, (9.4)

where νt is kinematic turbulent viscosity and S̃ij is the strain rate, both described

in Sec. 6.4.2. The eddy characteristic time scale will then be:

τt =

(
ν

2νtS̃ij : S̃ij

) 1
2

. (9.5)

Note the term S̃ij : S̃ij is an inner product and should calculated as follows:

S̃ij : S̃ij = S̃11

2
+ S̃22

2
+ S̃33

2
+ 2

(
S̃12

2
+ S̃13

2
+ S̃23

2
)
. (9.6)

The model is now completed and we emphasize that we have a direct access to the

model parameters at every time step. As a summary, to calculate this model we only

require density, velocity gradients (to calculate the strain rate), turbulent viscosity, the

mass fractions of fuel and oxidizer.

Other sophisticated variations and enhancements for this model can be found in the

literature [36,115,232]. FDS and FireFoam deals differently with the calculation of the

mixing time scale τt as detailed and investigated by Maragkos and Merci [150]. Yet,

the simplest model explained previously will be kept in our study as a first attempt,

improvements can come in the future.

As for radiation, it represents an essential element in large-scale fire simulations and

is an inevitable source term as it reduces the resulting burning temperature. Never-

theless, a simplified model will be used in our study to account for radiation where a

constant heat loss is subtracted from the heat release rate which results in a decrease

in the flame temperature levels.
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In the next sections we will be investigating the Sandia’s 1-m diameter methane

fire [229,230].

9.3 Sandia’s 1-m diameter methane fire

This configuration and the associated experiments carried out by Tieszen et al. [229,230]

constituted a solid test case for numerical methods and models validation. The LES

performed by Ferraris et al. [72] aimed to investigate the possibility to use the Condi-

tional Source Estimation (CSE) as a model of low computational cost for large-scale

fire simulations. Black et al. [15] employed the RANS technique with two approaches

to handle turbulence, a steady RANS solution with a model for buoyancy-generated

turbulence, and an unsteady RANS with models based on a temporal filter width. Des-

Jardin et al. [49] applied a combination of flamelet modelling and an alternative closure

for the conditional dissipation rate, based on a transport equation of the mixture frac-

tion filtered probability density function. Xin et al. [261] used this test case to validate

their FDS solver for large scale fires. In addition, Pasdarshahri et al. [188] used Open-

Foam to perform LES with one-equation turbulent model. Hu et al. [104] developed

an LES model coupled with detailed chemistry based on laminar flamelet approach to

explore the influence of chemical kinetics on the vortical structures of large-scale fires.

Marakgos and Merci [150] used two fire simulators, FDS and FireFoam, to examine the

predictive capabilities of the turbulence and combustion models and also to comprehend

the impact of how the mixing time scales are evaluated, in the framework of the Eddy

dissipation concept. Koo et al. [123] investigated the impact of different combustion

models on the predictions and explored the effect of modelling the full geometry of the

experimental facility. They concluded that adopting a simplified geometry is adequate

for this test case. Recently, Han et al. [92] focused on the sub-grid scale turbulence

chemistry interaction (TCI) where they employed a consistent LES/transported proba-

bility density function (TPDF) approach, which is combined with tabulated chemistry

based on a radiation flamelet/progress variable (RFPV) approach.

9.3.1 Experimental setup

This experiment was carried out at the Fire Laboratory for Accreditation of Modelling

by Experiment (FLAME) facility at Sandia National Laboratories in Albuquerque,

New Mexico, reported by Tieszen et al. [229, 230]. It is worth noting that this facility

is the same as that used for the helium plume experiment. Hence, the details of the
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experimental setup can be found in Section 8.1. Particle Imaging Velocimetry (PIV)

was used for velocity field measurements of CH4 fire plumes with different heat release

rates ranging from 1.56 to 2.61 MW. Nonetheless, no measurements for temperature

were performed. The uncertainty of the measured quantities was in order of 20% and

30% for the mean and rms statistics, respectively.

As mentioned by Maragkos and Merci [150], the high uncertainty reported in the

fire experiments can be justified by, contrary of typical combustion experiments, the

relatively larger domains whose ambient conditions are harder to control, the large scale

fuel inlet diameter for which it is harder to impose the desired fuel source conditions

(e.g. turbulence intensity) and also the inevitable significant presence of radiation

and soot formation (specially in hydrocarbons) which complicates the measurement

process of certain quantities such as surface or in-depth temperatures in case of flame

spread. Another reason for which this test case is important, is that it is a part of

the the MaCFP Working Group (http://www.iafss.org/macfp/) which emphasizes on

making systematic progress in fire modelling based on fundamental understanding of

fire phenomena [24,163,164].

Numerous tests were conducted during the experimental study [229,230] where the

fuel inlet conditions were varied to cover a wide range of fire regimes. TEST-24 is

chosen as a reference for our numerical study and whose inlet and boundary conditions

are summarized in Table 9.1.

Fuel CH4

Fuel inlet velocity (m/s) 0.097± 3%

Fuel mass flux (kg/m2s) 0.053± 3%

Heat release rate (MW) 2.07± 8%

Ambient pressure (kPa) 81.0± 0.2

Ambient temperature (K) 290± 3

Table 9.1: Initial and boundary condition of TEST-24 in the experiments [229,230]

9.3.2 Numerical Setup

The low-Mach number formulation is used for this simulation. The computational

domain is a 4 × 4 × 7 m3 box, on which a uniform Cartesian grid was constructed,
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equipped with refinement zones for cost reduction. The largest and smallest mesh sizes

in the computational domain are δxmax = 4 cm and δxmin = 2 cm, resulting in a 6-

million cell mesh. The configuration of the 1 m diameter methane fire was simplified

such that the fuel (methane) enters the domain through a 1 m diameter inlet surrounded

by a 0.51 m wide steel plate (representing ground plane). Fig. 9.1 presents the simplified

configuration with 3D iso-surface of vorticity magnitude coloured by temperature.

Methane is injected at the ambient temperature and pressure, Tinlet = 285 K and

Pinlet = 81.0 kPa, respectively. Uniform bulk inlet velocity for methane is UCH4
inlet =

0.097 m/s corresponding to TEST-24 conditions (see Table 9.1). In addition, a co-flow

air stream is injected outside the annular plate with a uniform velocity of UAir
coflow =

0.14 m/s. The value of the co-flow velocity was taken following the numerical studies

of Han et al. [92] and Koo et al. [123]. Boundary conditions of the sides and the

outlet are identical to the ones used in the helium study in Chapter 8. Velocities with

negative values were forced to zero at the outlet to prevent flow rentering the domain

(reverse flow), which might trigger numerical instabilities and pollute the results. The

steel plate was modelled as an adiabatic non-slip wall.

The EDC combustion model coefficient CEDC = 4.0 [150] with a single step irre-

versible chemical reaction of methane:

CH4 + 2(O2 + 3.76N2)→ CO2 + 2H2O + 7.52N2 (9.7)

The NASA polynomials of the participating species are summarized in Appendix A.3.

The unresolved turbulent stress is modelled using Vreman model (Sec. 6.4.2) with

Cs = 0.1 [150]. In order to resolve the filtered heat and species fluxes, a value of

0.7 is assigned to both turbulent Prandtl (Prt) and Schmidt (Sct) numbers [150]. The

molecular Prandtl number (Pr) is set to 0.7, while the molecular Schmidt numbers

of the species are summarized in Table 9.2. The molecular viscosity follows a power

law because the simulation will exhibit high levels of temperature, due to combustion,

which impacts the viscosity significantly.

CH4 O2 CO2 H2O

0.7275 0.8325 1.0425 0.6225

Table 9.2: Molecular Schmidt number Sc for different species

The simulation is run over 27 physical seconds. The first 7 seconds are thought

sufficient to evacuate the initial solution then the remaining 20 seconds are used to
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Figure 9.1: The simplified configuration of the Sandia 1-m diameter methane pool fire.
The 3D contour shows iso-surface of vorticity magnitude at 25% of the maximum value
coloured by temperature.

construct the statistics for quantitative comparisons. The time step is local and depends

on the local mesh size while keeping a constant CFL number (CFL ≈ 0.7). This gives

a minimum time step in the finest zone δtmin ' 2.0× 10−4 sec. The simulation is

parallelized on 128 cores on a Dell PowerEdge C6420 server with 4× 32-core Intel Xeon

Gold 6142, 2.6 GHz and 96 GB RAM producing a calculation time of ∼ 1050 CPU

hours.
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9.3.3 Results and discussion

Figure 9.2 shows the instantaneous field of density, temperature, velocity and CO2 mass

fraction at middle plane. The flame is stabilized and attached to the methane exit due

to the low injection velocity. The flow is observed laminar near the base but it rapidly

becomes turbulent downstream.

Figure 9.2: The instantaneous fields of density, temperature, velocity and CO2 mass
fraction at the middle plane of the domain.

Turbulence: Energy Cascade

Figure 9.3 shows the energy spectrum based on the axial velocity at z = 0.5 m. The

spectrum exhibits the theoretical energy cascade characteristic reported by the theory

of Kolmogorov [122] and that we have the correct power law of −5/3 in the inertial

range, also the dissipation range was detected at higher frequencies.

Pool fire dynamics: Instability modes

Large scale pool fires exhibit a particular behaviour where a periodic shedding of large

toroidal vortices pulsates at a specific frequency and is proportional to the square root

of the diameter [29]. The ”puffing” mechanism is fundamental for fires as it controls the

mixing between fuel and oxidizer which conducts the combustion process. Figure 9.4

shows the different stages of a puffing cycle (four distinct stages); at first, instabilities are
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Figure 9.3: Temporal energy spectrum at z = 0.5 m for axial velocity. Dashed line
indicate the expected characteristic slope of −5/3 [122].

generated near the edges of the plume at the fire base due to baroclinic and gravitational

torques; afterwards, those instabilities grow towards the center of the source; then, large

toroidal vortex is formed due to Rayleigh-Taylor instability which self-propagates and

entrains a large amount of surrounding air; finally, the destruction of this toroidal vortex

because of the creation of secondary instabilities and Kelvin-Helmholtz instabilities

that grow causing a non-linear breakdown of the toroidal vortex. These stages are then

repeated at every cycle and the frequency of this motion was quantified experimentally

and numerical correlations were proposed.

Extensive experiments covering different scenarios and regimes of fires concluded

that the puffing frequency depends only on the fire source diameter regardless of the

fuel type. Correlations can be found in the literature that predicts the puffing frequency

such as the one given by Cetegen and Ahmed [29]:

f = 1.5
√
D Hz, (9.8)

and the one given by Zukoski [270]:

f = 0.5
( g
D

) 1
2

Hz (9.9)

Figure 9.5 shows Fast Fourier transform (FFT) performed on the time signal of

axial velocity at z = 0.5 m in order to identify the principle frequency of puffing.

Our simulation predicts a puffing frequency of ∼ 1.32 Hz which underestimates the
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Figure 9.4: Snapshots of heat release rate iso-volume through out 1 second depicting a
complete puffing cycle.

experimental values of 1.57 Hz while the correlation of Cetegen gives 1.5 Hz and the

correlation of Zukoski estimates 1.57 Hz.
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Figure 9.5: Fast Fourier transform (FFT) based on the axial velocity at z = 0.5 m
showing the puffing frequency.

Mean and RMS profiles

The axial profiles of axial velocity and temperature are demonstrated in Fig. 9.6. The

velocity Uz in the near-field region is in quite good agreement with the experiment.

On the other, comparisons with the McCaffrey correlations suggest that it is underes-

timated in the far-field region. The rate of decrease of the temperature is the far field

is consistent with the correlation of McCaffrey. However, the quantitative comparison

suggests that the temperature is overestimated estimated.
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Figure 9.6: Centerline profiles of (left) mean streamwise velocity Uz and (right) tem-
perature T compared to experimental and numerical data
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Fig. 9.7 shows the radial profiles of axial velocity at different elevations downstream

the inlet z = 0.3, 0.5, 0.9 m and we can observe a decent agreement with the experimen-

tal data remaining within the experimental uncertainties.
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Figure 9.7: Radial profiles of streamwise velocity Uz at z = 0.3 m (left), z = 0.5 m
(middle) and z = 0.9 m (right). Comparison is done with experimental and numerical
data [150,229]

Fig. 9.8 depicts the radial profiles of horizontal velocity which may be considered

as indicator on the entrainment of air from the ambient environment outside the fire

core. We can clearly notice a good agreement with the experimental and numerical

data indicating a good prediction of the entrained air towards the fire core.
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Figure 9.8: Radial profiles of horizontal velocity at z = 0.3 m (left), z = 0.5 m (middle)
and z = 0.9 m (right). Comparison is done with experimental and numerical data
[150,229]

The rms of velocity was represented by the turbulent kinetic energy (TKE) which
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combines the three component of velocity fluctuations using the following formula:

TKE =
1

2

(
u′2x + u′2y + u′2z

)
(9.10)

Fig. 9.9 shows the turbulent kinetic energy at different heights which clearly agrees

well with experimental and numerical data, yet, disparities grows larger further down-

stream the fire base (i.e. at z = 0.9 m).
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Figure 9.9: Radial profiles of turbulent kinetic energy (TKE) at z = 0.3 m (left),
z = 0.5 m (middle) and z = 0.9 m (right). Comparison is done with experimental and
numerical data [150,229]

Flame height

The good prediction of flame height is of great interest for fire application. A common

criteria which is followed to determine the average flame height is to determine the

elevation at which there is a 500 - 600 K difference between the centerline and the

surrounding air temperatures [56]. In our study a 550 K difference is sought following

Maragkos and Merci [150]. Our LES estimates a height of 5.2 meters which is slightly

higher than the reported value of 4.8 m [155].

9.4 Conclusion

In this chapter we were able to incorporate, for the first time, the EDC combustion

model into an LBM environment to simulate fires. The radiation was simplified to be

a constant removal of energy proportional to the heat release rate:

• The spectrum of turbulent kinetic energy followed the −5/3 slope of Kolmogorov.
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• The puffing frequency was underestimated compared to the experimental values.

• We found a satisfactory agreement with the experimental data at the near-field

region for the mean values. At this region, radial profiles of velocity components

agreed well with the experiment falling within the experimental uncertainties.

• For high order statistics (rms values), our turbulent kinetic energy had some

discrepancies compared to experimental data specially when going further down-

stream.

• The predicted flame height had the same order of magnitude of the reported

values, yet, slightly overestimated.

The next chapter will conclude the work done throughout this manuscript, and give

some insights and openings for future work.
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Chapter 10
Conclusion and Perspectives

10.1 Conclusion

The objective of this thesis was to develop a numerical model based on Lattice Boltz-

mann method capable of simulating fire-induced flows with high fidelity but with

lower computational cost as compared to standard Navier-Stokes solvers. The hy-

brid pressure-based solver was introduced and detailed in Chapter 4 including both

compressible and low-Mach formulations. This model was exhaustively verified and

validated in Chapter 5 through canonical test cases of incremental complexity:

• The 1-D pressure column was solved (Sec. 5.1) and the atmospheric pressure gra-

dient could be recovered. The gravity was recalculated through the resolved

pressure and density and its value matches the input value. This test case veri-

fied that the gravity forcing term is well implemented and that the input value of

gravitational acceleration acts correctly throughout the simulation.

• The 2-D Rayleigh-Bénard was also investigated (Sec. 5.2). The steady state axial

and vertical velocity profiles as well as the Nusselt number at different Rayleigh

numbers agreed well with the reference solution. This test case examined the

equilibrium between buoyancy, viscosity and thermal diffusion. The results proved

the consistency of the implemented model and that the coupling between the

different phenomena is correct.

• The 2-D Rayleigh-Taylor was our last test case of validation (Sec. 5.3). The tem-

poral evolution of the position of both bubble and spike is compared for different

Reynolds numbers and they were inline with the reference solution. This test case

demonstrated the behaviour of our model in unsteady scenarios. Moreover, this
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test case is of a particular importance for buoyant plumes as it has been explained

in Chapter 8.

The LBM model was then applied to the LES of forced plume, in Chapter 7, to

study the characteristics of far-field region. The main results can be summarised as

follows:

• The energy spectrum followed the Kolmogorov theoretical slope of −5/3 indi-

cating a proper resolution of the turbulence energy cascade as reported in the

literature.

• Axial profiles of velocity and temperature agreed well with the experimental data.

The transition to plume-like region at z/Lm = 4 ∼ 5 inline with the experiments.

• The cross-correlation between velocity and temperature had a high positive value

which compared well with the experimental ones and indicated a strong coupling

due to gravity.

• Self similarity profiles in the far-field (i.e. plume-like region) were correctly pre-

dicted for both velocity and temperature.

• The growth of plume compared very well with experimental and numerical ref-

erences. Moreover, the entrainment of fluid form the surrounding was correctly

predicted.

Afterwards, LES of 1-m diameter helium plume, investigated experimentally at

Sandia National Laboratories [230], was performed in Chapter 8. The investigation

resulted in the following key points:

• The energy spectrum follows the Kolmogorov theoretical slope of −5/3 indicating

energy cascading.

• The mesh resolution had the predominant effect on predicting the puffing fre-

quency. In particular, a grid resolution of about 1 cm is required to reproduce

accurately the puffing frequency. Conversely, the SGS models do not affect the

prediction of the puffing frequency.

• The mean and rms profiles of streamwise and cross-stream velocities agreed well

with experimental and other numerical studies. The best agreement for the mean

and rms values of the velocity components was obtained with the finer mesh using

SGS models.
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• The profiles of mean and rms values of helium mass fraction were less satisfactory,

exhibiting similar discrepancies as observed in previous numerical studies [40,50,

145,154].

• The sensitivity analysis over turbulent Schmidt number Sct had shown an im-

provement of the results when reducing its value down to 0.2.

As a final phase, the numerical model was tested in Chapter 9 to simulate the

Sandia’s 1-m diameter methane pool fire. We ended up with the following findings:

• The energy spectrum follows the Kolmogorov theoretical slope of −5/3 indicating

energy cascading.

• The puffing frequency was also consistent with the experiment and with the other

experimental correlations.

• Radial profiles of velocity components near-field region agreed well with the ex-

perimental results.

• Radial profiles of turbulent kinetic energy had some discrepancies compared to

experimental data specially further downstream.

• The predicted flame height had the same order of magnitude of the reported

values, yet, slightly overestimated.

The global conclusion of this work is that the proposed hybrid pressure-based LBM

model was proved to be able to reproduce efficiently the unwanted fire dynamics and

characteristics with a lower cost than the conventional Navier-Stokes solvers. However,

improvements and additional models have to be incorporated to be able to simulate

more complex fire scenarios and configurations.

10.2 Perspectives and future works

Mesh convergence should be sought at first for the helium plume simulation introduced

in Chapter 8, to ensure the correct resolution of the gravity currents being the source

of the instabilities driving this type of flows. The natural continuity of this work is to

implement state-of-the art turbulent combustion and radiation models to have a better

description of the combustion process and the heat transfer mechanisms responsible

for fire growth. The combustion model has to capture the extinction/re-ignition pro-

cess that occur in under-ventilated fires. On the other hand, the development of the
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radiation model includes three steps: (i) a proper modelling of the radiative property

of the combustion products, (ii) the implementation of a radiative transfer equation

solver, and (iii) the modelling of subgrid-scale turbulence radiation interactions that

were found to be non-negligible in fire scenario [179, 180]. The third point is highly

related to the choice of the combustion model. On the other hand, in order to limit

the computational cost, an important work has to be made on the Radiative Trans-

fer Equation (RTE) solver that is known from the literature to be computationally

demanding.

The steps to validate these models can be made through the target scenarios included

in the MaCFP workshop [24]. As a first step, the large-scale methane fire, introduced

in Chapter 9, has to be re-simulated. The second step is to consider a turbulent liquid

pool fire where liquid evaporation modelling adds another layer of sophistication. Two

experimental setups in the MaCFP workshop are well designed for this purpose: the

first one is the 30-cm diameter methanol pool fire investigated experimentally at the

University of Waterloo [246, 247], and the second one is a more recent experimental

investigation performed at the National Institute of Standards and Technology (NIST)

by Sung et al. [218,219] which involves a 1-m diameter methanol fire. The last step is to

investigate the capability of the combustion model to capture extinction processes. The

canonical line-fire configuration with controlled co-flow investigated at the university of

Maryland (UMD) [249–251] can be considered for this purpose.
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[9] Christophe Bailly and Geneviève Comte-Bellot. Turbulence. Springer International Publishing,

2015.
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336:464–470, 05 2008.

[185] C.S. Pant and A. Bhattacharya. Evaluation of an energy consistent entrainment model for

volumetrically forced jets using large eddy simulations. Physics of Fluids, 30:105107, 2018.

[186] Samuel Paolucci. Filtering of sound from the navier-stokes equations. NASA STI/Recon Tech-

nical Report N, 83:26036, 1982.

[187] Panos N. Papanicolaou and E. John List. Investigations of round vertical turbulent buoyant jets.

Journal of Fluid Mechanics, 195:341–391, 1988.

[188] H Pasdarshahri, G Heidarinejad, and K Mazaheri. Large eddy simulation on one-meter methane

pool fire using one-equation sub-grid scale model. In MCS, volume 7, pages 11–15, 2012.

[189] Minh Vuong Pham, Frédéric Plourde, Son Doan Kim, and S Balachandar. Large-eddy simulation

of a pure thermal plume under rotating conditions. Physics of Fluids, 18(1):015101, 2006.

[190] Frédéric Plourde, Minh Vuong Pham, Son Doan Kim, and S Balachandar. Direct numerical sim-

ulations of a rapidly expanding thermal plume: structure and entrainment interaction. Journal

of Fluid Mechanics, 604:99, 2008.

Modelling Fire-Induced Flows Using LBM page 152 of 197



BIBLIOGRAPHY

[191] T. Poinsot and D. Veynante. Theoretical and numerical combustion. RT Edwards, Inc., 2005.

[192] Kannan N Premnath and John Abraham. Three-dimensional multi-relaxation time (mrt) lattice-

boltzmann models for multiphase flow. Journal of Computational Physics, 224(2):539–559, 2007.

[193] David Pyle. Sparks, r. s. j., bursik, m. i., carey, s. n., gilbert, j. s., glaze, l. s., sigurdsson,

h. & woods, a. w. 1997. volcanic plumes. xv 574 pp. chichester, new york, weinheim, brisbane,

singapore, toronto: John wiley & sons. price £85.00 (hard covers). isbn 0 471 93901 3. Geological

Magazine, 135(1):143–158, 1998.

[194] YH Qian. Simulating thermohydrodynamics with lattice bgk models. Journal of scientific

computing, 8(3):231–242, 1993.

[195] Ruo-Fan Qiu, Yan-Cheng You, Cheng-Xiang Zhu, Rong-Qian Chen, and Jian-Feng Zhu. Three-

dimensional coupled double-distribution-function lattice boltzmann models for compressible

navier–stokes equations. Pramana, 89(6):1–11, 2017.

[196] Ruo-Fan Qiu, Cheng-Xiang Zhu, Rong-Qian Chen, Jian-Feng Zhu, and Yan-Cheng You. A

double-distribution-function lattice boltzmann model for high-speed compressible viscous flows.

Computers & Fluids, 166:24–31, 2018.

[197] James Quintiere. Fundamentals of Fire Phenomena. John Wiley & Sons, 2006.

[198] JG Quintiere and BS Grove. A unified analysis for fire plumes. In Symposium (International)

on Combustion, volume 27, pages 2757–2766. Elsevier, 1998.

[199] Ronald G Rehm and Howard R Baum. The equations of motion for thermally driven, buoyant

flows. Journal of research of the National Bureau of Standards, 83(3):297, 1978.

[200] Florian Renard, Yongliang Feng, Jean-François Boussuge, and Pierre Sagaut. Improved com-

pressible hybrid lattice boltzmann method on standard lattice for subsonic and supersonic flows.

Computers & Fluids, 219:104867, 2021.

[201] Hunter Rouse, Co S Yih, and HW Humphreys. Gravitational convection from a boundary source.

Tellus, 4(3):201–210, 1952.

[202] MH Saadat, SA Hosseini, B Dorschner, and IV Karlin. Extended lattice boltzmann model for

gas dynamics. Physics of Fluids, 33(4):046104, 2021.

[203] Z. Saeed, E. Weidner, B.E. Johnson, and T. L. Mandel. Buoyancy-modified entrainment in

plumes: Theoretical predictions. Physics of Fluids, 34:015112, 2022.

[204] Pierre Sagaut. Large eddy simulation for incompressible flows: an introduction. Springer Science

& Business Media, 2006.

[205] Hermann Schlichting and Klaus Gersten. Boundary-layer theory. Springer, 2016.

[206] W Schmidt. Turbulent propagation of a stream of heated air. Z. angew. math. mech, 21:265–278,

1941.

[207] Aamir Shabbir and William K George. Experiments on a round turbulent buoyant plume.

Journal of Fluid Mechanics, 275:1–32, 1994.

Modelling Fire-Induced Flows Using LBM page 153 of 197



BIBLIOGRAPHY

[208] Xiaowen Shan, Xue-Feng Yuan, and Hudong Chen. Kinetic theory representation of hydrody-

namics: a way beyond the navier–stokes equation. Journal of Fluid Mechanics, 550:413–441,

2006.

[209] Goncalo Silva and Viriato Semiao. Truncation errors and the rotational invariance of three-

dimensional lattice models in the lattice boltzmann method. Journal of Computational Physics,

269:259–279, 2014.

[210] Eric D Skyllingstad and Donald W Denbo. Turbulence beneath sea ice and leads: A coupled sea

ice/large-eddy simulation study. Journal of Geophysical Research: Oceans, 106(C2):2477–2497,

2001.

[211] Joseph Smagorinsky. General circulation experiments with the primitive equations: I. the basic

experiment. Monthly weather review, 91(3):99–164, 1963.

[212] Philippe R Spalart. Comments on the feasibility of les for wings, and on a hybrid rans/les

approach. In Proceedings of first AFOSR international conference on DNS/LES. Greyden Press,

1997.

[213] D Brian Spalding. Development of the eddy-break-up model of turbulent combustion. In Sym-

posium (International) on Combustion, volume 16, pages 1657–1663. Elsevier, 1977.

[214] DB Spalding. Mixing and chemical reaction in steady confined turbulent flames. In Symposium

(International) on combustion, volume 13, pages 649–657. Elsevier, 1971.

[215] Daniel Richard Stull. JANAF Thermochemical Tables..., volume 1. Clearinghouse, 1965.

[216] Sauro Succi, Roberto Benzi, and Francisco Higuera. The lattice boltzmann equation: a new tool

for computational fluid-dynamics. Physica D: Nonlinear Phenomena, 47(1-2):219–230, 1991.

[217] Kazuhiko Suga, Yoshiaki Kuwata, K Takashima, and R Chikasue. A d3q27 multiple-relaxation-

time lattice boltzmann method for turbulent flows. Computers & Mathematics with Applications,

69(6):518–529, 2015.

[218] Kunhyuk Sung, Jian Chen, Matthew Bundy, and Anthony Hamins. The characteristics of a 1

m methanol pool fire. Fire Safety Journal, 120:103121, 2021.

[219] Kunhyuk Sung, Kunhyuk Sung, Jian Chen, Matthew Bundy, Marco Fernandez, and Anthony

Hamins. The thermal character of a 1 m methanol pool fire. US Department of Commerce,

National Institute of Standards and Technology, 2020.

[220] Mostafa Taha, Song Zhao, Aymeric Lamorlette, Jean-Louis Consalvi, and Pierre Boivin. Lattice-

boltzmann modeling of buoyancy-driven turbulent flows. Physics of Fluids, 34(5):055131, 2022.

[221] Said Taileb, Alejandro Millán-Merino, Song Zhao, and Pierre Boivin. Lattice-boltzmann mod-

eling of lifted hydrogen jet flames: A new model for hazardous ignition prediction. Combustion

and Flame, 245:112317, 2022.

[222] Muhammad Tayyab. Development of combustion modelling within lattice Boltzmann framework.

PhD thesis, Aix-Marseille, 2020.

[223] Muhammad Tayyab, Basile Radisson, Christophe Almarcha, Bruno Denet, and Pierre Boivin.

Experimental and numerical lattice-boltzmann investigation of the darrieus-landau instability.

Combustion and Flame, 221:103–109, 2020.

Modelling Fire-Induced Flows Using LBM page 154 of 197



BIBLIOGRAPHY

[224] Muhammad Tayyab, Song Zhao, and Pierre Boivin. Lattice-boltzmann modelling of a turbulent

bluff-body stabilized flame. Physics of Fluids, 33(3):031701, 2021.

[225] Muhammad Tayyab, Song Zhao, Yongliang Feng, and Pierre Boivin. Hybrid regularized lattice-

boltzmann modelling of premixed and non-premixed combustion processes. Combustion and

Flame, 211:173–184, 2020.

[226] Sumesh P Thampi, Santosh Ansumali, Ronojoy Adhikari, and Sauro Succi. Isotropic discrete

laplacian operators from lattice hydrodynamics. Journal of Computational Physics, 234:1–7,

2013.

[227] Sheldon R Tieszen, Timothy J OHern, Robert W Schefer, and LD Perea. Spatial and temporal

resolution of fluid flows: Ldrd final report. Technical report, Sandia National Lab.(SNL-NM),

Albuquerque, NM (United States), 1998.

[228] SR Tieszen and LA Gritzo. Transport phenomena that affect heat transfer in fully turbulent

fires. In B Sunden and M Faghri, editors, Transport Phenonema in Fires, chapter 2, pages 25–63.

WIT Press, Boston, 2008.

[229] SR Tieszen, TJ O’hern, EJ Weckman, and RW Schefer. Experimental study of the effect of fuel

mass flux on a 1-m-diameter methane fire and comparison with a hydrogen fire. Combustion

and flame, 139(1-2):126–141, 2004.

[230] SR Tieszen, TJ O’hern, RW Schefer, EJ Weckman, and TK Blanchat. Experimental study

of the flow field in and around a one meter diameter methane fire. Combustion and Flame,

129(4):378–391, 2002.

[231] Yoshihide Tominaga and Ted Stathopoulos. Turbulent schmidt numbers for cfd analysis with

various types of flowfield. Atmospheric Environment, 41(37):8091–8099, 2007.

[232] Ali Nassiri Toosi, Mohammadreza Farokhi, and Behrooz Mashadi. Application of modified eddy

dissipation concept with large eddy simulation for numerical investigation of internal combustion

engines. Computers & Fluids, 109:85–99, 2015.

[233] Eleuterio F Toro. Riemann solvers and numerical methods for fluid dynamics: a practical intro-

duction. Springer Science & Business Media, 2013.

[234] Grétar Tryggvason. Numerical simulations of the rayleigh-taylor instability. Journal of Compu-

tational Physics, 75(2):253–282, 1988.

[235] JS Turner. Buoyant plumes and thermals. Annual Review of Fluid Mechanics, 1(1):29–44, 1969.

[236] S Ubertini, P Asinari, and S Succi. Three ways to lattice boltzmann: a unified time-marching

picture. Physical Review E, 81(1):016311, 2010.

[237] Karim Van Maele and Bart Merci. Application of two buoyancy-modified k–ε turbulence models

to different types of buoyant plumes. Fire Safety Journal, 41(2):122–138, 2006.

[238] M. van Reeuwijk and J. Craske. Energy-consistent entrainment relations for jets and plumes.

Journal of Fluid Mechanics, 782:333–355, 2015.
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Appendix A
NS-related appendix

A.1 From total energy to enthalpy

As mentioned in the main text, the transformation between different forms of energy

can be found in details in [191]. Here, and for the sake of our investigation, the linking

between total energy and the enthalpy equations will be demonstrated. Starting by

recalling the total energy equation 2.5:

∂ρet
∂t

+
∂uα(ρet + p)

∂xα
= −∂qα

∂xα
+
∂Παβuα
∂xβ

+ ρuαFα (A.1)

The equation of kinetic energy equation can be obtained by multiplying the mo-

mentum equation by uα and exploiting the continuity equation we end up with:

∂

∂t
(
1

2
uαuα) +

∂

∂xβ
(
1

2
ρuαuαuβ) + uα

∂pδαβ
∂xβ

= uα
∂Παβ

∂xβ
+ ρuαFα (A.2)

Subtracting the previous two equation we end up with the internal energy equation:

∂ρe

∂t
+
∂ρuαe

∂xβ
+ pδαβ

∂uα
∂xβ

= −∂qα
∂xα

+ Παβ
∂uα
∂xβ

(A.3)

The enthalpy h is linked to energy e though e = h− p/ρ which gives:

ρ
De

Dt
= ρ

Dh

Dt
− Dp

Dt
− p∂uα

∂xα
with ρ

Df

Dt
=
∂f

∂t
+
∂ρuβf

∂xβ
(A.4)

substituting this into the internal energy equation we get finally the enthalpy equa-

Modelling Fire-Induced Flows Using LBM page 158 of 197



APPENDIX A. NS-RELATED APPENDIX

tion:
∂ρh

∂t
+
∂ρuαh

∂xα
=
Dp

Dt
− ∂qα
∂xα

+ Παβ
∂uα
∂xβ

(A.5)

A.2 Vorticity transport equation

Helmholtz equation is the transport equation for vorticity, which can be deduced as

follows. Starting from writing the momentum equation of incompressible flow, that is

∇ · u = 0, but with a variable density ρ.

∂u

∂t
+ u · ∇u = −1

ρ
∇p+

1

ρ
∇ · τ +

(ρ− ρ0)

ρ
g, (A.6)

The convective term u · ∇u can be written in the following form:

u · ∇u = ∇(u2/2) + ω× u, (A.7)

The following vector identity will be used:

∇× (ω× u) = (u · ∇)ω − u(∇ · ω)︸ ︷︷ ︸
=0

−(ω · ∇)u + ω(∇ · u), (A.8)

where ∇ ·ω ≡ 0 (vorticity is solenoidal by definition), the vorticity equation can be

rearranged as:

∂ω

∂t
+ (u · ∇)ω︸ ︷︷ ︸
Dω/Dt

= (ω ·∇)u−ω(∇·u)−∇×
(

1

ρ
∇p
)

+∇×
(

1

ρ
∇ · τ

)
+∇×

[
(1− ρ0

ρ
)g

]
,

(A.9)

The pressure term can be written as:

∇×
(

1

ρ
∇p
)

= ∇
(

1

ρ

)
×∇p+

1

ρ
∇× (∇p)︸ ︷︷ ︸

zero

= − 1

ρ2
(∇ρ×∇p) , (A.10)

Further more for a homentropic flow, the pressure is a function of only of density

resulting in the alignment of the two vector ∇p and ∇ρ and consequently the so called

baroclinic torque − (∇ρ×∇p) /ρ2 will vanish. By the same manner, the buoyancy
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term will be treated:

∇×
[
(1− ρ0

ρ
)g

]
= ∇× g︸ ︷︷ ︸

zero

−∇×
(
ρ0

ρ
g

)
= −∇

(
ρ0

ρ

)
×g− ρ0

ρ
(∇× g)︸ ︷︷ ︸

zero

=
ρ0

ρ2
(∇ρ×g),

(A.11)

By introducing the material derivative of the vorticity, Dω/Dt, the vorticity equa-

tion yields to:

Dω

Dt
= (ω · ∇)u︸ ︷︷ ︸

vortex stretching

− ω(∇ · u)︸ ︷︷ ︸
vortex dilatation

+
1

ρ2
(∇ρ×∇p)︸ ︷︷ ︸

baroclinic torque

+
ρ0

ρ2
(∇ρ× g)︸ ︷︷ ︸

gravitational torque

+∇×
(

1

ρ
∇ · τ

)
︸ ︷︷ ︸

viscous diffusion

.

(A.12)

A.3 NASA polynomials

The NASA polynomial is another representation of the heat capacity, enthalpy, and

entropy using seven or nine coefficients. In this work, the seven coefficient formula is

used. We used this polynomial only in the reactive simulations, otherwise, the heat

capacity was taken constant and enthalpy was calculated using this constant value.

The polynomials takes the following formulation:

Cp,k(T )

R
= A1 + A2T + A3T

2 + A4T
3 + A5T

4, (A.13)

hk(T )

R
= A1 + A2

T

2
+ A3

T 2

3
+ A4

T 3

4
+ A5

T 4

5
+
A6

T
(A.14)

Table A.1 shows the NASA polynomial coefficients for the species used during our work

as well as the corresponding molecular weight:

There exist 14 coefficients, the first 7 (A1 → A7) are to be used for temperature

range from 200 to 1000 K while the second 7 (A8 → A14) used when temperature falls

between 1000 and 6000 K.
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CH4 O2 CO2 H2O N2

Wk 16.043 31.998 44.009 18.015 28.014

A1 7.4851495E-02 3.28253784E+00 3.85746029E+00 3.03399249E+00 2.92664E+00

A2 1.33909467E-02 1.48308754E-03 4.41437026E-03 2.17691804E-03 1.4879768e-03

A3 -5.73285809E-06 -7.57966669E-07 -2.21481404E-06 -1.64072518E-07 -5.68476e-07

A4 1.22292535E-09 2.09470555E-10 5.23490188E-10 -9.70419870E-11 1.0097038e-10

A5 -1.0181523E-13 -2.16717794E-14 -4.72084164E-14 1.68200992E-14 -6.753351e-15

A6 -9.46834459E+03 -1.08845772E+03 -4.8759166E+04 -3.00042971E+04 -9.227977e+02

A7 1.8437318E+01 5.45323129E+00 2.27163806E+00 4.9667701E+00 5.980528e+00

A8 5.14987613E+00 3.78245636E+00 2.35677352E+00 4.19864056E+00 3.298677e+00

A9 -1.36709788E-02 -2.99673416E-03 8.98459677E-03 -2.0364341E-03 1.4082404e-03

A10 4.91800599E-05 9.84730201E-06 -7.12356269E-06 6.52040211E-06 -3.963222e-06

A11 -4.84743026E-08 -9.68129509E-09 2.45919022E-09 -5.48797062E-09 5.64151500e-09

A12 1.66693956E-11 3.24372837E-12 -1.43699548E-13 1.77197817E-12 -2.444854e-12

A13 -1.02466476E+04 -1.06394356E+03 -4.83719697E+04 -3.02937267E+04 -1.0208999e+03

A14 -4.64130376E+00 3.65767573E+00 9.90105222E+00 -8.49032208E-01 3.950372e+00

Table A.1: NASA polynomial coefficients for different species.
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Appendix B
LBM related appendix

B.1 Derivation of distribution function

Let’s consider having a gas with N particles contained in a certain volume, the number

of particles having a velocity in the x-direction between cx and cx + dcx is Nf(cx)dcx.

The function f(cx) is the percentage of the particles having velocity between cx and

dcx in the x-direction. Similarly, for the other two directions (i.e. y and z), the velocity

distribution function can be defined as before; thus, the probability function of having

particles with velocities that lie between cx and cx + dcx, cy and cy + dcy, and cz and

cz + dcz will be:

Nf(cx)f(cy)f(cz)dcxdcydcz. (B.1)

If the previous equation was integrated over all possible values of velocities, the

result will be the total number of particles N :∫∫∫
f(cx)f(cy)f(cz)dcxdcydcz = 1, (B.2)

From the previous equation, it can be deduced that the distribution function does not

depend on the direction, considering that any direction can be x, or y, or z, nevertheless,

it depends only on the velocity of the particles. Consequently, we can write:

f(cx)f(cy)f(cz) = Φ(c2
x + c2

y + c2
z), (B.3)

where the function Φ is another unknown function, that needs to be determined. The

distribution function is always positive ranging from zero to unity. That’s why the

velocities were squared in Eqn. B.3 to avoid any negative values. Given that, the

Modelling Fire-Induced Flows Using LBM page 162 of 197



APPENDIX B. LBM RELATED APPENDIX

possible function that can have the same property is is logarithmic or exponential

function. It can be shown that the appropriate form for the distribution function takes

the following shape:

f(cx) = Ae−Bc
2
x, (B.4)

where A and B are constants. Hence, the total distribution function f(c) will be:

f(c) = f(cx)f(cy)f(cz) = Ae−Bc
2
xAe−Bc

2
yAe−Bc

2
z = A3e−Bc

2

. (B.5)

The multiplication of the probability distributions for all three directions gives the

distribution in terms of the total particle velocity c. Strictly speaking, the distribution

function describes a number of particles having speed between c and c + dc. Another

way of seeing this, is by visualizing the particles distribution in the velocity space.

Consider having a three-dimensional velocity space (cx, cy, cz), in which each particle

is represented by a point with coordinates corresponding to its velocity. Hence, the

particles that have the same velocity will be on a sphere surface centered at the origin

having a radius corresponding to the velocity magnitude. As a result, the number of

particles having speeds between c and c+dc (Fig.B.1)equals the number of points lying

between two shells of the spheres having radii of c and c + dc. The volume between

those two spheres is 4πc2dc, the probability distribution function therefore reads:

f(c)dc = 4πc2A3e−Bc
2

dc, (B.6)

To determine the constant A and B, the above equation should be integrated over

all possible speeds to find the total number of particles N , and their total energy E.

Giving that a particle traveling at speed c has kinetic energy 1
2
mc2, one can use the

probability distribution function to find the average kinetic energy for each particle, as:

1

2
mc2 =

∫∞
0

1
2mc

2f(c)dc∫∞
0 f(c)dc

, (B.7)

where the numerator represents the total kinetic energy whereas the denominator

is the total number of particles N . Substituting the expression of f(c) in the integral

from Eqn. B.5 yields to:

1

2
mc2 =

3m

4B
(B.8)

It can be shown that the kinetic energy (KE) can be written in terms of temperature
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Figure B.1: Schematic showing the velocity phase diagram

by introducing the Boltzmann constant k = 1.38× 10−23J/K, so that: K.E. = mc2/2 =

(3/2)kT . Thus, the constant B can be now deduced to be:

B =
m

2kT
(B.9)

So the distribution function f(c) will be:

f(c) ∝ c2e
−mc2
2kT , (B.10)

The constant of proportionality can be found by integrating over all the velocity

space and setting the result to unity (refer to Eqn. B.2). So that the final result will

be:

f(c) = 4π(
m

2πkT
)
3
2c2e−

mc2

2kT , (B.11)

B.2 Boltzmann distribution

Boltzmann proved that that the thermodynamic entropy S, of a system having a certain

energy E, is related the number W of possible states that it can have S = klog(W ),

k being the Boltzmann’s constant. Determining the number of microscopic possible

arrangements was not clear, which was resolved using quantum mechanics. Then Boltz-
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mann constructed that for any system (small or large) in thermal equilibrium at tem-

perature T , the probability of being at a specific level of energy E is proportional to

e−
E
kT , in other words:

f(E) = Ae−
E
kT , (B.12)

This is called the Boltzmann distribution. Considering that the kinetic energy of a

molecule in the x-direction is E = 1/2mc2
x, hence, for a normalized probability function,

the integration of the probability function for all the possible values of velocity (from

minus to positive infinity) should equal unity:∫ ∞
∞

Ae
mc2x
2kT dc = 1 (B.13)

So that we can deduce the value of the constant A:

A =

√
m

2πkT
(B.14)

So that, the probability of finding particles with velocity cx will be:

f(cx) =

√
m

2πkT
e
mc2x
2kT (B.15)

Therefore, if we need to find the probability of the three-dimensional velocity c =

c2
x+c2

y +c2
z, the probability of finding particles with velocity c will be the multiplication

of the probability of each direction:

f(c) = f(cx)f(cy)f(cz), (B.16)

which yields to the final form:

f(c) =

(√
m

2πkT

)3

e
m(c2x+c

2
y+c

2
z)

2kT =
( m

2πkT

)3/2

e
mc2

2kT (B.17)

B.3 Derivation of Boltzmann equation

The function f(x, ξ, t) is the number of molecules at time t positioned between x and

x+ dx possessing velocity between ξ and ξ+ dξ, as explained previously. Consider an

external force F acting on a gas molecule of unit mass will change the velocity of the

molecule from ξ to ξ + Fdt and its position from x to x+ ξdt, depicted in Fig. B.2
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Figure B.2: Change of the position and velocity of a particle after being submitted to
external force F

The number of the particles remains the same before, f(x, ξ, t), and after applying

the force F, f(x + ξdt, ξ + Fdt, t + dt), if and only if no collision occurred between

the particles. Therefore,

f(x+ ξdt, ξ + Fdt, t+ dt)dxdξ − f(x, ξ, t)dxdξ = 0, (B.18)

Nevertheless, if collisions take place between molecules there will be a difference

between the number of particles in the interval dxdξ. The rate of change between final

and initial state of the distribution function is called the collision operator Ω. So the

equation describing the evolution of the number of molecules in such a system will be:

f(x+ ξdt, ξ+ Fdt, t+ dt)dxdξ− f(x, ξ, t)dxdξ = Ω(f)dxdξdt (B.19)

Dividing the previous equation by dxdξdt and taking the limit for dt → 0, the

difference becomes derivative:

df

dt
= Ω(f), (B.20)

The previous equation articulate that the total rate of change of the distribution

function (number of particles) f is equal to the rate of collision Ω. Since f is function
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of x, ξ and t, the total derivative can be expanded as:

df =
∂f

∂x
dx+

∂f

∂ξ
dξ +

∂f

∂t
dt, (B.21)

Dividing by dt yields to:

df

dt
=
∂f

∂x

dx

dt
+
∂f

∂ξ

dξ

dt
+
∂f

∂t
. (B.22)

The bold symbol x signifies the position vector which can be written in 3-D Carte-

sian coordinate system as x = x1î + x2ĵ + x3k̂, where î, ĵ, and k̂ are the unit vectors

along x, y and z-directions, respectively. In the above equation, the term dx
dt

= ξ and
dξ
dt

will be assigned to a, and it represents the acceleration that the particle will experi-

ence by applying the force F, the acceleration a and the force F can be linked through

Newton’s second law F = ma. Consequently, the Boltzmann transport equation can be

expressed as:
∂f

∂t
+
∂f

∂x
· ξ +

F

m
· ∂f
∂ξ

= Ω(f), (B.23)

B.4 Distribution function expansion: Hermite poly-

nomials

In order to discretize and expand the Boltzmann equation, we have first to project

our distribution function f on a convenient space to form the basis on which we will

continue our analysis. In this context, among the infinite number of different functions

and polynomials, one specific set of polynomials used for the discretization of integrals

are the Hermite polynomials (HPs) which form a well-known class of orthogonal poly-

nomials. They naturally appear in the quantum-mechanical as eigenfunctions of the

harmonic oscillator as well as they play an essential role in Gauss-Hermite quadrature

in the context of numerical analysis. It was found also that Hermite series basis has the

advantage of being mathematically suitable to be a basis for the LB equation besides

its ability to recover equations beyond the Navier-Stokes equations. More details about

the mathematics behind the Hermite basis can be found in [85].

For any dimension d, the HPs form a complete basis in R, in other words, any

sufficiently well-behaved continuous function f(x) ∈ R can be represented as a series
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of HPs:

f(x) = ω(x)
∞∑
n=0

1

n!
a(n) :H(n)(x), a(n) =

∫
f(x)H(n)(x)ddx

(B.24)
where ω(x) is named the weight function or generation function, and written as:

ω(x) =
1

(2π)d/2
e−
|x|2
2 , (B.25)

Using the weight function we can construct the HPs of n-th order as:

H(n)(x) = (−1)n
1

ω(x)
∇(n)ω(x), where n ≥ 0 is integer (B.26)

Note that H(n) and the expansion coefficient a(n) are tensors form rank n, and the

dot product a(n) :H(n)(x) is a full contraction a
(n)
α1...αnH

(n)
α1...αn , practically speaking, the

full contraction is the summation over all the possible indices.

Applying the Hermite series expansion B.24 to the equilibrium distribution function

f eq in ξ-space:

f eq(x, ξ, t) = ω(ξ)
∞∑
n=0

1

n!
a(n),eq(x, t) :H(n)(ξ),

a(n),eq =

∫
f eq(x, ξ, t)H(n)(ξ)ddξ,

(B.27)

We introduce θ as the non-dimensional temperature defined as:

θ =
rT

r0T0
=
rT

c2
s

, (B.28)

where r0 and T0 are the reference temperature and reference gas constant associ-

ated with a reference velocity (speed of sound) cs =
√
r0T0. Note that this Hermite

expansion covers both isothermal and thermal description, θ will be unity for isothermal
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assumption. The Hermite polynomials up to the third order gives:

H(0) = 1, (B.29)

H(1)
α = ξα, (B.30)

H(2)
αβ = ξαξβ − c2

sδαβ, (B.31)

H(3)
αβγ = ξαξβξγ − c2

s [ξαδβγ + ξβδγα + ξγδαβ] . (B.32)

It is easily noticed that the equilibrium distribution function f eq has the same form

as the weight function ω(ξ) so we can have:

f eq(ρ,u, θ, ξ) =
ρ

(2πθ)d/2
e−(ξ−u)2/(2θ) =

ρ

θd/2
ω

(
ξ − u√

θ

)
(B.33)

Thus, the associated coefficients a(n),eq can be proven to be:

a(0),eq = ρ, (B.34)

a(1),eq
α = ρuα (B.35)

a
(2),eq
αβ = ρ (uαuβ + (θ − 1)δαβ) , (B.36)

a
(3),eq
αβγ = ρ [uαuβuγ + (θ − 1) (δαβuγ + δβγuα + δγαuβ)] . (B.37)

The coefficients a(n),eq can express isothermal formulation simply by setting θ to 1. In

addition, a deeper look into Eqn. B.34 discloses that the coefficients in the Hermite

series expansion of the equilibrium distribution function f eq are tied directly to the

conserved moments; the first three coefficients are connected to the density, momentum

and energy. This is one of the reason why the Hermite series expansion are ideal

to deal with the Boltzmann equation; the series coefficient are directly connected to

the conserved moments or even match them. The first three coefficients are sufficient

to to fulfill the conservation laws and represent the macroscopic equation. To put it

simply, To reproduce the the required physics, satisfy the conservation equations in

the macroscopic level, we do not need the full expansion of mesoscopic equilibrium

or particle distribution functions. Rather, the first three terms of the Hermite series

expansion (n = 0, 1, 2) are sufficient to recover the macroscopic laws of hydrodynamics,

which reduces the numerical cost significantly.

In the light of previous insights, the Hermite expansion can be limited to the N -th
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order, hence, the equilibrium and the particle distribution functions can be expressed

as:

f eq(x, ξ, t) ≈ ω(ξ)
N∑
n=0

1

n!
a(n),eq(x, t) :H(n)(ξ),

f(x, ξ, t) ≈ ω(ξ)
N∑
n=0

1

n!
a(n)(x, t) :H(n)(ξ).

(B.38)

As we mentioned earlier, we need only the first three terms of the Hermite expansion

to recover the physical behaviour. Thus, we can write down equilibrium distribution

function truncated after the third moment, i.e. up to the second order in ξ (N = 0):

f eq(x, ξ, t) ≈ ω(ξ)ρ [1 + ξαuα + (uαuβ + (θ − 1)δαβ)(ξαξβ − δαβ)]

= ω(ξ)ρQ(ξ)

(B.39)

where Q is a multi-dimensional polynomial in ξ.

B.5 External force Hermite projection

Here, we will revisit briefly without a lot of details this derivation and how we can

encompass the external forces into the LB equation. As before, the derivation contains

two main steps: first comes the discretization over the velocity space, then comes the

spatial and temporal discretization. The following demonstrations is based on [156,208],

we recall the continuous Boltzmann equation with forcing term:

∂f

∂t
+
∂f

∂x
· ξ +

F

ρ
· ∂f
∂ξ

= Ω(f), (B.40)

we recall as well the Hermite polynomials and the expansion of f :

f(x, ξ, t) ≈ ω(ξ)
N∑
n=0

1

n!
a(n)(x, t) :H(n)(ξ). (B.41)
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and the derivative property of Hermite polynomials reads:

H(n)(ξ) =
(−1)n

ω(ξ)
∇(n)
ξ ω(ξ) (B.42)

thus, we can write the Hermite expansion of f(ξi) as follows:

f(x, ξ, t) ≈
N∑
n=0

(−1)n

n!
a(n) : ∇n

ξω, (B.43)

which permits us to simplify and project the forcing term onto the Hermite basis:

F

ρ
· ∇ξf ≈

F

ρ
·

N∑
n=0

(−1)n

n!
a(n) · ∇n+1

ξ ω

≈ −F
ρ
· ω

N∑
n=1

1

n!
na(n−1) ·H(n)

(B.44)

As done in Appendix B.4, we need the Hermite expansion up to the second order to

recover the physical behaviour which produces the following projected forcing term:

F = −F
ρ
· ∂f
∂ξ

= w(ξ) (ξα + (ξαξβ − δαβ)uβ)Fα, (B.45)

where Fα is the applied force field.

B.6 Velocity Sets

The choice of a velocity set {ci} is delicate and requires satisfying some criteria. From

one angle, the velocity set must be adequately well-resolved to allow for consistent

solution (i.e. minimizing discretization error) for the Navier-Stokes equation, form

another angle is to the numerical cost that increases with the number of the velocities.

Therefore, it is of great importance to find the a velocity set that has the minimum

number of velocities, yet achieving the right physics. For more details about the history

and the evolution of of velocity set, one can refer to Chapter 3 and 5 in [257].

Velocity sets are named by its number d of spatial dimensions and the number q

of discrete velocity using the notation DdQq. For example D2Q9 is the velocity set in

2D with 9 discrete velocities, while D3Q19 is the velocity set in 3D with 19 discrete

velocities. A velocity set is defined by 2 main sets of parameters: the velocities {ci}
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and the corresponding Gaussian weights {wi}, moreover, for each velocity set we should

know and define the speed of sound cs.

Requirements of velocity set

There exist numerous ways to construct a velocity set, one of them is to find general

conditions that must be fulfilled by our velocity set. The mass and momentum conser-

vation should be satisfied (as we did previously), but more importantly, which we did

not address earlier, is the rotational isotropy of the lattice [76]. This depends on the

definition of ”sufficiently isotropic lattice”. As a rule of thumb, LB is used to solve NSE

for which one requires all moments of the weight wiup to the fifth order to be isotropic.

Having said that, the following conditions can be written down:∑
i

wi = 1 (B.46)∑
i

wiciα = 0 (B.47)∑
i

wiciαciβ = c2
sδαβ (B.48)∑

i

wiciαciβciγ = 0 (B.49)∑
i

wiciαciβciγciµ = c4
s (δαβδγµ + δαγδβµ + δαµδβγ) (B.50)∑

i

wiciαciβciγciµciν = 0 (B.51)

In addition, all the weights wi have to be non-negative (as this will give values for

f eq which is negative, which is impossible, recall that the equilibrium distribution is a

probability that takes values from Zero to unity). So all in all, any velocity set which

is not capable of satisfying the those conditions is not suitable to recover Navier-Stokes

from Lattice-Boltzmann.

Most common lattice for 1D and 2D lattices for hydrodynamic simulations are D1Q3

and D2Q9 (see Fig. B.3), respectively. For 3D simulations there are many options that

can be found in the literature, the most popular three are the D3Q15, D3Q19 shown

in Fig.B.3 and less commonly used D3Q27. The weights {wi} and velocities {ci} are

given in Table
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Figure B.3: Representation of velocity sets, D2Q9 on the left and D3Q19 on the right.
Figure from [127].

Velocity set Velocities No. Length |ci| Weight wi

D1Q3 (0) 1 0 2/3

(±1) 2 1 1/6

D2Q9 (0, 0) 1 0 4/9

(±1, 0), (0, ±1) 4 1 1/9

(±1, ±1) 4
√

2 1/36

D3Q19 (0, 0, 0) 1 0 1/3

(±1, 0, 0), (0, ±1, 0), (0, 0, ±1) 6 1 1/18

(±1, ±1, 0), (±1, 0,±1), (0, ±1, ±1) 12
√

2 1/36

Table B.1: Properties of the most popular velocity sets for NS simulations

. The speed of sound of all those velocity sets is cs = 1/
√

3.

B.7 Chapman-Enskog Expansion

Until now we are mathematically manipulating the transport equation of the velocity

distribution function fi in order to use it as Navier-Stokes solver. Yet, we did not prove

that this equation actually is a representation of the NS equations. In that light, the

Chapman-Enskog is proposed to clarify this ambiguity and to show how the Boltzmann
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equation can reproduce NS equations. There are many ways to introduce the Chapman-

Enskog expansion, the one introduced here is the one articulated by [42] where they

did the expansion in the Hermite polynomial space. We recall the Hermite tensor that

can be written as:

H(n)
α1···αn(ξ) ≡ (−rT0)

n

ω(ξ)
(∂α1
· · · ∂αnω(ξ)) , (B.52)

and the weighting function ω(ξ) is written as:

ω(ξ) ≡ 1

(2πrT0)
D/2

exp

(
− ξ2

2rT0

)
(B.53)

where ξ2 ≡ ξ · ξ, cs the reference lattice speed of sound:

cs ≡
√
rT0. (B.54)

The VDF f(x, ξ, t) can be projected onto the Hermite polynomial basis:

f(x, ξ, t) = ω(ξ)
∞∑
n=0

1

(n)!c2n
s

a(n)(x, t) : H(n)(ξ) (B.55)

with a(n)(x, t) as the Hermite coefficient tensor.

a(n)
α1···αn(x, t) ≡

∫
f(x, ξ, t)H(n)

α1···αn(ξ)dξ. (B.56)

Applying the same procedure on the equilibrium distribution function, one can

obtain the equilibrium coefficient tensors. Moreover, projecting the transport equation

of f (Eqn. 3.3) with BGK collision model (Eqn. 3.14) to the Hermite space gives:

∂

∂t
a(n)
α1···αn +

∂

∂xj

(
ξja

(n)
α1···αn

)
+
Fα
ρ

∂

∂ξj
(aα1···αn) = −1

τ

(
a(n)
α1···αn − a

(n),eq
α1···αn

)
(B.57)

For simplicity we will remove the force term. Note that this equation is not dis-

cretized at all, it is still a continuous equation that was just projected onto the Hermite

basis. Note that the index j iterates from 1 to D the spatial dimension. The Rodrigues
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Recursive relation of the Hermite tensor states:

ξjH(n)
α1···αn(ξ) = H(n+1)

jα1···αn(ξ) + c2
s

n∑
i=1

δjαiH(n−1)
α1···αi−1αi+1···αn(ξ) (B.58)

This relation will be applied to Eqn.B.57 so that it becomes:

∂ta
(n)
α1···αn+∂j

(
a

(n+1)
jα1···αn

)
+c2

s

n∑
i=1

(
∂αia

(n−1)
α1···αi−1αi+1···αn

)
= −1

τ

(
a(n)
α1···αn − a

(n),eq
α1···αn

)
.

(B.59)
The CE analysis will be performed on that equation. In perturbation analysis,

the perturbation terms at the two lowest orders together often result in a sufficiently

accurate description of the system. Hence, we can assume that only the two lowest order

of Knudsen number are sufficient to recover the Navier-Stokes equations, the Knudsen

number ε is expressed as:

ε =
lmfp
l

= α
Re

Ma
, (B.60)

where lmfp is the mean free path and l is the physical length scale. The spatial and

temporal projections can be expanded into terms spanning several orders in Knudsen

number ε:

∂t = ε∂t1 + ε2∂t2; ∂j = ε∂j1, (B.61)

we assume that f and a(n) are at equilibrium:

f (n) = f (n),eq,

a(n) = a(n),eq,
(B.62)

Thus, the right hand side of Eqn.B.59 (the collision operator) vanishes and we will

end up with:

∂ta
(n),eq
α1···αn + ∂j

(
a

(n+1),eq
jα1···αn

)
+ c2

s

n∑
i=1

(
∂αia

(n−1),eq
α1···αi−1αi+1···αn

)
= 0, (B.63)

Modelling Fire-Induced Flows Using LBM page 175 of 197



APPENDIX B. LBM RELATED APPENDIX

Using Eqn.B.61 to expand the previous equation and separating scales, one attain:

ε∂t1a
(n),eq
α1···αn + ε∂j1

(
a

(n+1),eq
jα1···αn

)
+ c2

s

∑n
i=1

(
ε∂αi1a

(n−1),eq
α1···αi−1αi+1···αn

)
= 0 ∼ O

(
ε1
)

ε2∂t2a
(n),eq
α1···αn = 0 ∼ O

(
ε2
)

(B.64)
Adding all contribution over n = 0, 1 we will recover the macroscopic equation of

mass and momentum:

∂ρ

∂t
+
∂ρuα
∂xα

= 0,

∂ρuα
∂t

+
∂ρuαuβ
∂xβ

= − ∂p

∂xα
,

(B.65)

the energy equation (not shown here) can be recovered for n = 2. The thermody-

namic pressure p = ρrT is linked to density and temperature via ideal gas law. The

assumption that we made earlier where we had f and a(n) at equilibrium, resulted in

Euler’s set of equations lacking the viscosity term and the stress tensor. Thus, it is

indispensable to introduce the non-equilibrium part in order to go beyond the Euler

equations and evoke the viscous terms. Consequently, the contribution of order O is

taken into account in the definition of f and a(n):

f (n) = f (n),eq + εf (n),1, where f (n),eq � f (n),1 ∼ O(ε)� 1,

a(n) = a(n),eq + εa(n),1, where a(n),eq � a(n),1 ∼ O(ε)� 1,
(B.66)

So we do the same procedure where we insert Eqns. B.61 and B.66 into the original

equation B.59 and separating scales we end up with:

ε∂t1a
(n),eq
α1···αn + ε∂j1

(
a

(n+1),eq
jα1···αn

)
+ c2

s

n∑
i=1

(
ε∂αi1a

(n−1),eq
α1···αi−1αi+1···αn

)
= −1

τ
a(n),1
α1···αn

ε2∂t2a
(n),eq
α1···αn + ε∂t1a

(n),1
α1···αn + ε∂j1

(
a

(n+1),1
jα1···αn

)
+ c2

s

n∑
i=1

(
ε∂αi1a

(n−1),1
α1···αi−1αi+1···αn

)
=

ε2∂t2a
(n),1
α1···αn = 0

(B.67)
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Adding up the contributions of all orders, we end up with the macroscopic equations

which reads:

∂tρ+ ∂α (ρuα) = 0, (B.68)

∂t (ρuα) + ∂β (ρuαuβ + pδαβ) = −∂βa(2),1
αβ , (B.69)

∂t
(
ρuαuβ + pδαβ − ρc2

sδαβ
)

+ ∂γ
[
ρuγuαuβ +

(
p− ρc2

s

)
(uδ)γαβ

]
+ c2

s [∂α (ρuβ) + ∂β (ρuα)] + ∂ta
(2),1
αβ + ∂γa

(3),1
γαβ = −1

τ
a

(2),1
αβ .

(B.70)

The first equation gives the mass conservation, the second equation is the momentum

conservation equation with an unknown term a
(2),1
αβ . An explicit expression for this term

is essential to reveal the viscous stress tensor into the momentum equation. Combining

Eqns. B.68 and B.69 we can retrieve a transport equation for the ρuαuβ:

∂t (ρuαuβ) +∂γ (ρuαuβuγ) + (∂αp)uβ + (∂βp)uα = −uβ∂γa(2),1
αγ −uα∂γa

(2),1
βγ

(B.71)
inserting this equation back to Ean. B.70, we get:

δαβ [∂tp+ ∂γ (uγp)]+2pSαβ −uβ∂γa(2),1
αγ − uα∂γa

(2),1
βγ + ∂ta

(2),1
αβ + ∂γa

(3),1
γαβ︸ ︷︷ ︸

neglected

= −1

τ
a

(2),1
αβ ,

(B.72)
where Sαβ = 1

2
(∂βuα + ∂αuβ) is the strain rate. Neglecting terms of order O we end

up with:

a
(2)
1,αβ = −2pτSαβ − τδαβ [∂tp+ ∂γ (uγp)] , (B.73)

where the second term can be neglected for low-mach numbers, for this reason it

is usually said that LBM is only valid for weakly compressible phenomena, in contrast

with the strongly compressible phenomena which occur for transonic and supersonic

flows where Ma reaches unity or even surpass it. Setting µ = τ/p, we can recover the

viscous stress tensor without the bulk viscosity term. The bulk viscosity is important

in high speed flows where compressibility effects are important, this viscosity can be

added through a forcing term.
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B.8 Hermite polynomials for the HRR-P solver

In regularized LBM, distribution functions will be constructed using an orthogonal

polynomial basis. The basis of the D3Q19r lattice used in the current study consists of

19 polynomials, read [65]

H(0)
i ≡ 1, H(1)

i,α ≡ ciα, H(2)
i,αβ ≡ ciαciβ − c2

sδαβ, (B.74)

H(3r)
i,1 ≡ H

(3)
i,xxy +H(3)

i,yzz, (B.75)

H(3r)
i,2 ≡ H

(3)
i,xzz +H(3)

i,xyy, (B.76)

H(3r)
i,3 ≡ H

(3)
i,yyz +H(3)

i,xxz, (B.77)

H(3r)
i,4 ≡ H

(3)
i,xxy −H

(3)
i,yzz, (B.78)

H(3r)
i,5 ≡ H

(3)
i,xzz −H

(3)
i,xyy, (B.79)

H(3r)
i,6 ≡ H

(3)
i,yyz −H

(3)
i,xxz, (B.80)

H(4r)
i,1 ≡

4

9

(
3 + 2

√
3
)
D(4)
i,xyz +

4

9

(
3−
√

3
)
D(4)
i,xzy +

4

9

(
3−
√

3
)
D(4)
i,zyx, (B.81)

H(4r)
i,2 ≡

4

9

(
3 + 2

√
3
)
D(4)
i,xzy +

4

9

(
3−
√

3
)
D(4)
i,xyz +

4

9

(
3−
√

3
)
D(4)
i,zyx, (B.82)

H(4r)
i,3 ≡

4

9

(
3 + 2

√
3
)
D(4)
i,zyx +

4

9

(
3−
√

3
)
D(4)
i,xzy +

4

9

(
3−
√

3
)
D(4)
i,xyz, (B.83)

where the superscript (r) denotes regularized, furthermore we have:

H(3)
i,αβγ ≡ ciαciβciγ − c2

s[ciαδβγ + ciβδγα + ciγδαβ], (B.84)

D(4)
i,αβγ ≡ H

(4)
i,ααββ +

c2
s

2
H(2)
i,γγ, (B.85)

H(4)
i,αβγδ ≡ ciαciβciγciδ + c4

s(δαβδγδ + δβγδδα + δδαδβγ)

− c2
s(ciαciβδγδ + ciβciγδδα + ciγciδδαβ + ciδciαδβγ + ciγciαδβδ + ciβciδδαγ).

(B.86)
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The Hermite coefficients will read:

a(0),eq = ρθ , a(1),eq
α = ρuα , a

(2),eq
αβ = ρuαuβ (B.87)

a
(3r),eq
1 = 3(ρuxuxuy + ρuyuzuz) , (B.88)

a
(3r),eq
2 = 3(ρuxuzuz + ρuxuyuy) , (B.89)

a
(3r),eq
3 = 3(ρuyuyuz + ρuxuxuz) , (B.90)

a
(3r),eq
4 = ρuxuxuy − ρuyuzuz , (B.91)

a
(3r),eq
5 = ρuxuzuz − ρuxuyuy , (B.92)

a
(3r),eq
6 = ρuyuyuz − ρuxuxuz , (B.93)

a
(4r),eq
1 = −ρc2

s

[
−4
√

3− 6

9
u2
z +

2
√

3− 6

9

(
u2
x + u2

y

)]
, (B.94)

a
(4r),eq
2 = −ρc2

s

[
−4
√

3− 6

9
u2
y +

2
√

3− 6

9

(
u2
x + u2

z

)]
, (B.95)

a
(4r),eq
3 = −ρc2

s

[
−4
√

3− 6

9
u2
x +

2
√

3− 6

9

(
u2
y + u2

z

)]
. (B.96)

where θ is the the non-dimensional temperature related to the mass fractions as:

θ =
rT

c2
s

=
RT
c2
s

∑
k

Yk
Wk

, (B.97)

it is note worthy that the fourth order coefficients [a(4),eq] are included in order to

enhance the isotropicity of the lattice.

B.9 Forcing Terms

Depending on the order of the Gauss-Hermite quadrature [127] used in the LB model,

an adequate forcing term should be added to achieve a correct viscous stress tensor:

aneq
αβ ≈ −Παβ = −µ(

∂uα
∂xβ

+
∂uβ
∂xα
− 2

D

∂uγ
∂xγ

δαβ), (B.98)
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with D the spatial dimension. For the D3Q19r basis, the projected forcing term reads

as:

aF
E

αβ = c2
suα

[
∂(ρ(1− θ))

∂xβ

]
+c2

suβ

[
∂(ρ(1− θ))

∂xα

]
+δαβρc

2
s

2

D

∂uγ
∂xγ
−acor

αβ+aFDαβ

(B.99)
where acor

αβ is a correction tensor due to the deflection of second order moments of the

population introduced by the modification of the mass equation, which can be evaluated

as:

acor
αβ ≡ c2

sδαβ
∂(ρ(1− θ))

∂t
≈ c2

sδαβ

(
ρ(x, t+ δt)[1− θ(x, t+ δt)]− ρ(x, t)[1− θ(x, t)]

δt

)
,

(B.100)

which can be discretized using a backward Euler operator and aFD
αβ the correction tensor

due to the defect of the lattice at third order:

aFDαβ = −


(ρu3

x),x (ρuxuyuz),z (ρuxuyuz),y

(ρuxuyuz),z (ρu3
y),y (ρuxuyuz),x

(ρuxuyuz),y (ρuxuyuz),x (ρu3
z),z

 (B.101)

where all the differential operations are performed using first order upwind FD except

for the divergence operator for which a second order centered FD scheme was employed.

The final expression of the forcing term is then

FE
i =

ωi
2c4

s

H(2)
i,αβa

FE

αβ + F g
i , (B.102)

where F g
i is the gravity force term defined as:

F g
i = ωi

[
ρgαH(1)

i,α

c2
s

+
(ρuαgβ + ρuβgα)H(2)

i,αβ

2c4
s

]
, (B.103)

where gα is the gravity acceleration in the direction α.
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B.10 Recursive construction of third order off-equilibrium

tensor

The third-order off-equilibrium terms are reconstructed recursively from the second-

order non-equilibrium tensor as:

a
(3),neq
αβγ = uαa

(2),neq
βγ + uβa

(2),neq
αγ + uγa

(2),neq
αβ

a
(3r),neq
1 ≡ a(3),neq

xxy + a(3),neq
yzz

a
(3r),neq
2 ≡ a(3),neq

xzz + a(3),neq
xyy

a
(3r),neq
3 ≡ a(3),neq

yyz + a(3),neq
xxz

a
(3r),neq
4 ≡ a(3),neq

xxy − a(3),neq
yzz

a
(3r),neq
5 ≡ a(3),neq

xzz − a(3),neq
xyy

a
(3r),neq
6 ≡ a(3),neq

yyz − a(3),neq
xxz

(B.104)
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ABSTRACT

The pressure-based hybrid lattice-Boltzmann method presented by Farag et al. [“A pressure-based regularized lattice-Boltzmann method for
the simulation of compressible flows,” Phys. Fluids 32, 066106 (2020)] is assessed for the simulation of buoyancy driven flows. The model is
first validated on Rayleigh–Benard and Rayleigh–Taylor two-dimensional cases. A large-eddy simulation of a turbulent forced plume is then
carried out, and results are validated against experiments. Good overall agreement is obtained, both for mean and fluctuation quantities, as
well as global entrainment. The self-similarity characteristic of the plume in the far-field is also recovered.
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I. INTRODUCTION

Lattice Boltzmann Methods (LBM) are a powerful tool for the
simulation of fluid dynamics.1 Due to their attractive computational
cost,2 its capacities for massively parallel computing, and the ease to
deal with complex geometries using multi-level Cartesian grids, these
methods have attracted growing interest both in the academic and
industrial spheres in the past decade.3–5

LBM being initially designed to tackle isothermal flows, extension
to thermal flows is today an active topic of investigation in the commu-
nity. In achieving that goal, the numerical stability of the collision oper-
ator, at the heart of the method, used to be a major issue. The single
relaxation time Bhatnagar–Gross–Krook model,6 probably the most
popular model, lacks stability for shear flows, but more recent models
such as multiple relaxation collision7 or regularized kernels8,9 signifi-
cantly improved stability. Another issue is the resolution of energy or
temperature equation, which cannot be straightforwardly achieved on
low-order lattices.5 Two main options are available in the literature.
The first is the double distribution function (DDF) option that consists
in coupling the LBM solver with a second distribution function, whose
main order corresponds to either temperature, energy, or enthalpy (see,
e.g., Refs. 10 and 11, for recent studies). A second option is to couple
directly LBM with a scalar (temperature, energy, enthalpy), solved in a
coupled finite difference solver. This second option was found attrac-
tive as it allows us, for a reasonable cost,2 to include an arbitrary num-
ber of additional scalar equations. Following recent successful

applications to compressible,12–17 atmospheric,14,18–21 or reactive
flows,22–24 the second option, often referred to as hybrid LBM, is
retained for this study. This work aims at investigating their applicabil-
ity to buoyancy driven flows, such as those encountered in fire-related
problems.25

The far field of turbulent, axisymmetric, free-plumes in a quies-
cent, unstratified environment, where a buoyancy-driven plume exhib-
its self-similar behavior, plays a significant role in various fluid flows
of environmental and technological importance, including thermal
plumes that arise due to the convective heating on the Earth’s
surface,26–28 fire protection engineering with problems associated with
fire detection, smoke filling rates of indoor spaces, fire venting, fire
heating of structural elements of buildings,29 wildland fires,30,31 dis-
persal of volcanic eruptions,32–34 sea ice plumes,35,36 smoke stacks,37

and cooling tower plume dispersion.38 Forced plumes or buoyant jets
represent a canonical configuration to study such plumes. They consist
of releasing the plumes from a source with some initial momentum.
The flow can be decomposed into three regions: (i) a region featuring
a jet-like behavior near the source, (ii) a transitional region, and (iii)
further downstream, the far-field fully developed buoyancy-driven
plume.39

The first far-field plume theories40–42 assumed a turbulent flow, a
point source of buoyancy, the Boussinesq approximation, and a
dynamic similarity of the mean and turbulent motion at all elevations.
Morton et al.42 developed an integral formulation by assuming both
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“top-hat” radial profiles for both velocity and temperature (density)
and a point source, and by introducing an entrainment coefficient,
a, defined as the ratio of radial velocity at the edge of the plume to
the vertical velocity within the plume. Their model predicts cor-
rectly the scaling laws for the plume radius that increases linearly
with height, z, as well as for both velocity and temperature rise
above the ambient that decay as z�1=3 and z�5=3, respectively. The
weak plume formulation of Morton et al.42 was extended to
“strong plumes” by removing both the Boussinesq approximation
and the point source assumption through the introduction of a
virtual origin and by considering more realistic Gaussian profiles
for both velocity and temperature.29 This in conjunction with
experiments in fire plumes above the flames43 provided expres-
sions for plume radius and centerline velocity and temperature
consistent with experimental data.44–46 Another important feature
of buoyant plumes is that the radial profiles of dimensionless
mean velocity and temperature and dimensionless rms turbulent
fluctuations of velocity and temperature exhibit a self-similar
behavior with g ¼ r=z as a self-similar variable, where r is the
radial coordinate.46–48 Progress was also made in the understand-
ing of the role of buoyancy in the entrainment process and the
flow behavior. In particular, Saeed et al. found that buoyancy con-
tributes to enhance not only the mean kinetic energy budget but
also the momentum flux.49

The computational fluid dynamics (CFD) modeling of forced
plumes was also a very active research area. A significant amount of
Reynolds-averaged Navier–Stokes simulations were reported with dif-
ferent formulations of the k�� model.50–53 On the other hand, Zhou
et al.54 and Yan55 showed the capability of Large Eddy Simulation
(LES) to predict well the puffing, self-preserving, and spreading of the
plume. LES of forced jet were also performed56 to evaluate the energy-
consistent approach for modeling entrainment rate coefficient, a,
developed by Kaminski et al.57 and van Reeuwijk and Craske.58 Direct
numerical simulation (DNS) and LES of thermal plumes were also
reported.59–62 These studies focused mainly on the generation and
growth of buoyancy-induced instabilities in the near field that governs
the transition from laminar to turbulence. In particular, it was shown
that these instabilities have to be fully resolved to capture the dynamics
of such purely buoyant thermal plumes.59 In addition, the DNS was
found to be in good agreement with experimental data in the far
field.60

This literature survey reveals that all the numerical investigations
were performed by using a low Mach-formulation of the
Navier–Stokes equation. To the best knowledge of the authors, no
attempt to consider lattice-Boltzmann method was reported.

The goal in the current work is to assess the ability of the
pressure-based lattice-Boltzmann method proposed by Farag et al.16

to correctly predict the behavior of a forced plume in the self-
similarity region away from the source. This manuscript is organized
as follows: Sec. II recalls the target macroscopic equations, as well as
the lattice-Boltzmann algorithm proposed. Section III presents a num-
ber of 2D canonical flow validations, including Rayleigh–Benard and
Rayleigh–Taylor instabilities. Section IV presents a large eddy simula-
tion of the plume experimentally described by Shabbir and George,46

along with comparisons with the large eddy simulation presented by
Zhou et al.54 and the theoretical model of Morton.27,42 All the simula-
tions were performed using the compressible ProLB code.63

II. LATTICE-BOLTZMANNMODEL FOR COMPRESSIBLE
FLOWS
A. Macroscopic governing equations

The flow mass, momentum, and energy conservation equations
are introduced as follows:

@q
@t

þ @qui
@xi

¼ 0; (1)

@qui
@t

þ @quiuj þ dijp

@xj
¼ @Pij

@xj
þ qgi ði ¼ 1; 2; 3Þ; (2)

q
@h
@t

þ quj
@h
@xj

¼ Dp
Dt

� @qj
@xj

þPij
@ui
@xj

; (3)

where q is the mass volume, ui is the velocity vector, p is the pressure,
gi is the gravitational acceleration, h is the mass enthalpy, and dij is the
Kronecker delta symbol. Throughout this manuscript, we neglect the
pressure work Dp

Dt ¼ @p
@t þ uj

@p
@xj

� 0 in the energy equation, a reason-
able approximation for buoyancy driven flows. The stress tensorPij in
Eqs. (2) and (3) reads

Pij ¼ l
@ui
@xj

þ @uj
@xi

� dij
2
3
@uk
@xk

 !
; (4)

with l the dynamic viscosity. Finally, the heat flux qi in the energy
equation reads

qi ¼ �k
@T
@xi

; (5)

where T is the temperature, and k is the heat conductivity, obtained
assuming constant Prandtl number,

Pr ¼ cpl

k
¼ �

a
; (6)

where � is the kinematic viscosity defined as � ¼ l=q, while a is the
thermal diffusivity defined as a ¼ k=qcp. The system of Eqs. (1)–(3) is
fully closed by the choice of an equation of state,

p ¼ q � r � T; h ¼ cp � T; (7)

with cp the mass heat capacity at constant pressure, and r
¼ 287 J kg�1K�1 is the gas constant for air per unit mass. Note that
we assume cp to be constant since the temperature in the test cases pre-
sented does not exceed 600K.

B. Turbulence modeling

For the large eddy simulation presented in Sec. IV, a Vreman
eddy-viscosity subgrid scale model is used.64 The filtered expressions
for Eqs. (1)–(3) are widely reported in the literature (see, e.g., Ref. 65)
and not recalled here. Applying the subgrid-scale model numerically
comes down to modifying the viscosity l through the addition of a
turbulent viscosity lt obtained as follows:

lt ¼ qC

ffiffiffiffiffiffiffiffiffi
Bb

aijaij

s
; (8)

with

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 055131 (2022); doi: 10.1063/5.0088409 34, 055131-2

Published under an exclusive license by AIP Publishing



aij ¼ @uj
@xi

; (9)

bij ¼ D2
mamiamj; (10)

Bb ¼ b11b22 � b212 þ b11b33 � b213 þ b22b33 � b223: (11)

The constant C is related to the Smagorinsky constant Cs as
C ¼ 2:5C2

s . Dm is the local mesh size. The model is simple to imple-
ment and compute as it only requires the local filter width (i.e., mesh
size) and the first order derivatives of the velocity field. In our simula-
tion, Cs ¼ 0:1, following Vreman’s recommendation,64 which was
also adopted in the forced plume large eddy simulation by Zhou
et al.54 The heat flux takes into account the subgrid contribution via a
turbulent Prandtl number Prt .

C. Numerical method: Lattice Boltzmann solver

For a complete description of the numerical method, the reader is
referred to Farag et al.16,17 Lattice-Boltzmann methods are derived
from a space, time, and velocity discretization of the Boltzmann equa-
tion.5 In the present model, the probability density function fi is solved
at each point x via the Boltzmann equation discretized as follows:

fi x þ cidt; t þ dtð Þ ¼ f eqi x; tð Þ þ 1� dt
s

� �
f neqi x; tð Þ þ dt

2
FE
i ðx; tÞ;

(12)

where dt is the time step, ci is the ith discrete velocity of the D3Q19 lat-
tice,66 and FE

i is a volume force including gravity and correcting terms,
as defined in the Appendix. The equilibrium and off-equilibrium pop-
ulations ðf eqi ; f neqi Þ are to be defined in Eqs. (14) and (16).

In Eq. (12), the relaxation time s is related to the dynamic viscos-
ity as follows:

s ¼ l
qc2s

þ dt
2
; (13)

where cs ¼ dx=
ffiffiffi
3

p
dt

� �
is the characteristic velocity of the D3Q19

lattice.66

The equilibrium function is obtained as

f eqi ¼ xi qhþHð1Þ
i;a

c2s
qua þ

Hð2Þ
i;ab

2c4s
quaub þ að3Þ þ að4Þ

 !
; (14)

wherexi is the D3Q19 weight of discrete velocity ci,Hi are the discrete
Hermite polynomials, defined in the Appendix, and að3Þ and að4Þ are
third and fourth order terms also provided in the Appendix. The
reduced temperature h reads

h ¼ rT
c2s

: (15)

The off-equilibrium counterpart f neq is obtained as

f neqi ¼ xi

Hð2Þ
i;ab

2c4s
að2Þ;neqab þHð3rÞ

i;c

6c6s
að3rÞ;neqc

" #
; (16)

with

að2Þ;neqab � a�ð2Þ;neqab � dab
3

a�ð2Þ;neqcc ; (17)

a�ð2Þ;neqab ¼
X
i

fi � f eqi þ dt
2
FE
i

� �
Hð2Þ

i;ab

� �
; (18)

and the third-order contribution is defined in the Appendix.
Finally, the macroscopic variables are reconstructed from fi as

qðt þ dt ; xÞ ¼
X
i

fiðt þ dt ; xÞ � ðqhÞðt; xÞ þ qðt; xÞ; (19)

quiðt þ dt ; xÞ ¼
X
i

ci fiðt þ dt ; xÞ þ dt
2
Fg
i

� �
; (20)

where Fg
i is the gravity force term defined in the Appendix. The

enthalpy equation (3) is solved at the same time using a finite differ-
ence discretization under non-conservative form, exactly as presented
by Tayyab et al.23,24 Second-order consistency to the macroscopic
equations (1)–(3) can be shown via Chapman–Enskog,5 or Taylor67,68

expansions.

III. CANONICAL 2D VALIDATIONS

This section provides canonical validations of the numerical
method presented above. It focuses on two gravity-driven configura-
tions: the Rayleigh–Benard and Rayleigh–Taylor instabilities since the
properties of the flow solver are already validated in a large number of
compressible flow configurations in the absence of gravity.2,16,17,19,23,24,69

A. Rayleigh–Benard Instability

The Rayleigh–Benard instability is a configuration involving nat-
ural convection and heat transfer.70

Figure 1 depicts the configuration to be simulated. It consists of a
square box of dimension 1� 1m2, initially filled with quiescent air
and surrounded by adiabatic walls on the left and right, and isothermal
top and bottom walls, respectively, at TC ¼ 299:5 and TH ¼ 300:5K.

The Rayleigh number, Ra, describes, on the one hand, the balance
between buoyancy vs viscous forces in the momentum equation and,
on the other hand, the balance between conductive vs convective
transfer in the energy equation. It is assumed that convective heat
transfer takes place with the velocity obtained by the balance in the
momentum equation, and it is defined as

Ra ¼ gbðTH � TCÞH3

a�
¼ Pr

gbðTH � TCÞH3

�2
; (21)

FIG. 1. Schematic of Rayleigh–Benard test case.
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where g ¼ 9:81m s�2 is the gravitational acceleration and H ¼ 1m is
the domain size. b is the thermal expansion coefficient that is equal to
1=Tref for an ideal gas with isobaric expansion (i.e., at constant pres-
sure). In the present study, Tref is taken equal to TH. Setting Pr¼ 0:71,
the viscosity can be deduced from the target Rayleigh numbers
[Eq. (21)] of 104, 105, and 106, while the thermal conductivity, k, in the
energy equation is obtained from Eq. (6).

The domain is discretized with a uniform grid with 256� 256
cells. The flow is then uniformly initialized as u0 ¼ 0, T0 ¼ 300 K,
q0 ¼ 1:17kgm�3, and p ¼ p0 þ q0gy. The simulation is then carried
out until convergence using a time step, dt ¼ 6:5� 10�6 s.

Figure 2 presents temperature contours as well as streamline
patterns, showing good qualitative agreement with the literature (see,
e.g., Ref. 71), for Ra ¼ 104, the flow is symmetric and dominated by

the recirculation in the core region with small eddies near the corner.
When increasing the Raleigh number, secondary eddies near the top
left and bottom right corners appear and become larger.

The quantitative agreement is shown in Fig. 3, presenting velocity
profiles along the centerlines. The present numerical results are com-
pared with the benchmark solution provided by Ouertatani et al.71 For
further validation, the local Nusselt number Nu is calculated at the
bottom wall as

Nu ¼ @T
@y

				
y¼0

: (22)

It can be observed that both velocity and Nusselt number profiles
are in excellent agreement with the reference solutions.

FIG. 2. Rayleigh–Benard instability: Temperature contours (top) and streamlines (bottom), for three Rayleigh numbers (104, 105, 106), from left to right.

FIG. 3. Rayleigh–Benard instability. ux along the vertical centerline, uy along the horizontal centerline, and Nusselt number along the bottom wall (from left to right) for
Ra¼ 104 (solid), Ra¼ 105 (dashed), and Ra¼ 106 (dotted-dashed). Symbols indicate the reference data.71
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B. Rayleigh–Taylor instability

The Rayleigh–Taylor instability is another classical test case for
buoyancy-driven flows due to its practical and fundamental importance.
It was investigated extensively in the literature by different numerical
methods.72–81 It consists of two layers of fluids of different densities
ðqH ; qLÞ at rest under gravitational field, as illustrated in Fig. 4.

The dynamics of this problem is governed by the Atwood (At)
and Reynolds (Re) numbers,

At ¼ qH � qL
qH þ qL

; Re ¼ U�Lx
�

; (23)

where Lx is the dimension of the domain in the horizontal direction
and U� ¼ ffiffiffiffiffiffiffi

gLx
p

is a reference velocity.
The investigated configuration was previously studied in the liter-

ature73–75 with two target Reynolds numbers of 256 and 2048. The
domain size is Lx � 4Lx , discretized with 256� 1024 (fine mesh) or
128� 512 grid points (coarse mesh). The heavy (index H) and light
(index L) fluids are initially separated by a perturbed interface given by
the following equation:

yiðxÞ ¼ Lx
10

cos
2px
Lx

� �
þ 2Lx: (24)

The fluids initial densities are set to qH ¼ 3 and qL ¼ 1 kgm�3, corre-
sponding to At¼ 0.5. The pressure was initialized to account for the
gravity field as follows:

p ¼ p0 þ qLgy; 0 � y � yiðxÞ;
p0 þ qLgyiðxÞ þ qHgðy � yiðxÞÞ; yiðxÞ < y;

(
(25)

where p0 is the pressure at y¼ 0. Finally, the domain size and gravity
are set to Lx ¼ 0:25m and g ¼ 20m s�2. The fluid viscosity is obtained
from the target Reynolds numbers of 256 and 2048.

Figure 5 represents the density contours obtained for the two
Reynolds numbers of 256 and 2048 using the finer mesh. The dia-
grams of the right of the figure represent the time evolution of the

bubble and spike positions. Numerical predictions are compared to
reference numerical simulation,72 showing excellent agreement.

To investigate the robustness of the method, simulations were
carried out on the coarser mesh. Excellent agreement is also obtained
with a maximum error less than 2%.

IV. LARGE EDDY SIMULATION OF A THERMAL PLUME

This section presents a large eddy simulation of a buoyant plume,
generated by a vertical jet of hot air into a quiescent atmosphere. The
source conditions correspond to the experiments of Shabbir and
George,46 summarized in Table I. The plume source diameter, D, the
exit mean velocity, U0, the hot air temperature, T0, and the ambient air
temperature, Ta, are 6.35 cm, 0.98m/s, 568K and 300K, respectively.
The corresponding Reynolds number, Re, based on inflow mean injec-
tion velocity, source diameter, and kinematic viscosity, is 1273. The
specific momentum, M0, buoyancy, F0, mass, Q0, and the Morton
length scale, LM, are defined as

F0 ¼ 2pg
ð1
0
Uz

DT
T

rdr; M0 ¼ 2p
ð1
0
U2
z rdr;

Q0 ¼ 2p
ð1
0
Uzrdr; LM ¼ M3=4

0

F1=2
0

;

(26)

where r is the radial coordinate. Morton27 and Morton and Middleton82

introduced the source parameter C0 that characterizes the plume as
being either lazy (C0 > 1), pure (C0 ¼ 1), or forced (0< C0 < 1),

C0 ¼ 5Q2
0F0

8
ffiffiffi
p

p
aM5=2

0

(27)

with a the entrainment coefficient explained in detail later on. The
value of C0 in our simulation is around 0.9, which indicates a forced
plume, having a value of C0 near unity says that the plume is forced
but not too much; as a result, the buoyancy is significant near the
source, which explains the acceleration zone detailed later.

A. Numerical setup

The computational domain is a box of size 9D� 9D� 18D. A
uniform mesh, composed of 150� 150� 300 cells, is considered. The
simulation was performed with ProLB on 280 processors. The time
step, based on the sound speed, is dt ¼ 4:5� 10�6 s. In accordance
with previous LES of this configuration,54 the Vreman turbulence
model, described in Sec. II B, is applied with a turbulent Prandtl num-
ber of Prt ¼ 0:3.

The boundary conditions are as follows: at the outlet, a Dirichlet
condition is considered for pressure, whereas a Neumann condition is
applied for other variables with a clip for the axial velocity to prevent
any backflow of the plume. Typical inflow/outflow boundary condi-
tions are considered for the vertical sides.

At the inlet, temperature and velocity were imposed to represent
a plume source.

For the inlet boundary condition, we followed the strategy of
Zhou et al.54,83 to ensure a transition from laminar to turbulence at a
very short distance of the exit, consistently with the experimental
observations of Shabbir and George.46 This kind of fluctuations work
more as perturbations with artificial nature so, they are not divergence
free. However, this does not represent an important issue because the

FIG. 4. Schematic of Rayleigh–Taylor instability.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 055131 (2022); doi: 10.1063/5.0088409 34, 055131-5

Published under an exclusive license by AIP Publishing



associated timescale is large compared to the flow turbulent time scales
(the fastest timescale of our injection is around 0:2 s). As a conse-
quence, the impact of this synthetic injection vanishes few diameters
away from the inlet where we start performing our analysis. It consists
of superimposing azimuthal disturbances,

u0ðrÞ¼AU0ðrÞ 1� r
D

� �XN
n¼1

sinð2pft=nÞþ r
D

XN
n¼1

sinð2pft=nþhÞ
" #

;

(28)

to a mean flow U0ðrÞ corresponding to a pipe profile,

U0ðrÞ ¼ 1
2
U0 1� tanhðb2ð2r=D� D=2rÞÞ½ 	; (29)

where A is the amplitude of the forcing and N¼ 6 is the number of
the modes. f is the frequency of the forcing that is determined by the
jet preferred mode corresponding to a Strouhal number, St ¼ fD=U0,

of 0.3, leading to f¼ 4.629Hz. In the mean pipe flow profile, h is the
azimuthal angle and b2 ¼ 6:25.84

Note that Eq. (28) was slightly modified from the original formu-
lation,85,86 which presented a singularity at the center. The forcing
amplitude A ¼ 0:2=

ffiffiffi
3

p
corresponds to a RMS fluctuations of 20% for

the axial velocity and A ¼ 0:01=
ffiffiffi
3

p
corresponds to a RMS fluctua-

tions of 1% for the other two components.
The time-averaged statistics (mean, rms) presented hereafter

were collected over 15 forcing cycles ¼ 20 s once a statistical steady
state was reached. The forcing cycle is defined by the longest period of
the sine series in Eq. (28)¼ 1:3 s.

B. Results and discussion

1. Qualitative description

Figure 6 illustrates the transition process through a snapshot of
the three dimensional iso-surface for the Q-criterion87 along with tem-
perature and density fields. The Q-criterion is defined as

Q ¼ 1
2
ðjjXjj2 � jjSjj2Þ; (30)

where S and X are the strain rate and the vorticity tensor,
respectively,

X ¼ 1
2
ðruþruTÞ; (31)

TABLE I. Source parameters of the plume.

D
(m)

Ta

ðKÞ
T0

ðKÞ
U0

ðm=sÞ
F0

ðm4=s3Þ
M0

ðm4=s3Þ Re ¼ U0D
� Fr ¼ U2

0
gD

0.0635 300 568 0.98 0.0127 0.003 1273 1.54

FIG. 5. Rayleigh–Taylor instability for Re ¼ 256 (top) and Re ¼ 2048 (bottom). Left: Density contours at different normalized times t:U�=L ¼ 1; 2; 3; 4; 5 obtained for the fine
mesh. Right: Time evolution of the position of both bubble (solid) and spike (dashed). (() The coarse mesh, ðþÞ the fine mesh, and ð
Þ the reference from He et al.72
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S ¼ 1
2
ðru�ruTÞ: (32)

The Q-criterion defines the areas where the vorticity magnitude
is larger than the magnitude of the strain rate, such that Q> 0 indi-
cates the existence of a vortex. The potential core of the plume
becomes rapidly turbulent after few diameters from the source, which
is consistent with the experimental observations of Shabbir and

George.46 The transition occurs due to the growth of azimuthal insta-
bilities that form large coherent energy containing structures, which
eventually break down to generate small-scale turbulence.

Figure 7 shows the energy spectrum based on the axial velocity at
distance z=D ¼ 4; it shows the energy cascading reported by the theory
of Kolmogorov88 and that we have the correct power law of �5=3 in
the inertial range, and also the dissipation range was detected at higher
frequencies. In addition, in Fig. 7 the spectrum for temperature fluctua-
tions is shown, and the spectrum initially shows the�5=3 power law in
the so-called inertial-convection region. Afterwards, a region is expected
where the spectrum decays sharply and follows a �3 power law, which
is a unique characteristic of the forced plumes, and it belongs to the
inertial-diffusive subrange proposed by Papanicolaou and List.45

Kostovinos89 argued experimentally that the slope change from �5=3
to�3 is due to strong energy feeding as a result of the large plume vorti-
ces driven by buoyancy force. This region cannot be clearly identified
on the spectrum of temperature fluctuations in Fig. 7.

2. Axial mean quantities

Figure 8 compares the centerline time-averaged axial velocity Uc,
and temperature Tc, to the experimental data of Shabbir and George,46

who proposed the following correlation in the plume-like region:

Uc ¼ AUz
�1=3F1=3

0 ;
Ta

Tc
¼ 1� ATz

�5=3F2=3
0 =g; (33)

where AT ¼ 9:4 and AU ¼ 3:4 were fitted from the experimental
results (see also in Table II). The centerline velocity in Fig. 8 increases
rapidly from its initial value at the inlet to a maximum value of about
1.8 at z=D � 2.5 and then decreases afterwards rapidly to reach values
lower than the inflow velocity after about six diameters. This behavior
was also observed by Lingens et al.90 who experimentally investigated
buoyant jet diffusion flame. The initial acceleration in the near field is
due to the large buoyancy force resulting from large temperature (den-
sity) difference between the plume core and the ambient. The rapid
deceleration after the peak results from the turbulent mixing of the
plume with the surrounding fluid, which decreases the temperature.
The rapid decrease in temperature downstream the potential core is
clearly evidenced in Fig. 8. The location of the transition from jet-like

FIG. 6. Instantaneous 3D Q-criterion colored by velocity magnitude alongside den-
sity and temperature fields.

FIG. 7. Temporal energy spectrum at z=D ¼ 4 for axial velocity (left) and temperature (right). Dashed lines indicate the expected characteristic slopes.
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to plume-like behavior can be identified through the rates of decrease
that have to scale with z�1=3 and z�5=3 for velocity and temperature,
respectively. The numerical model predicts the transition at z=D
� 10–11, which is consistent with the experiments of Shabbir and
Georges46 where it was estimated to occur at z=D ¼ 10.5. In the
plume-like region, the model reproduces quantitatively the evolution
of both axial velocity and temperature with z/D although Uc is on the
whole slightly underestimated.

The non-dimensional mean axial velocity Ucz=
ffiffiffiffiffiffiffi
M0

p
is plotted as

a function of the non-dimensional axial distance n ¼ z=LM in Fig. 9.
The transition to the plume-like region (i.e., the slope change) is pre-
dicted around n ¼ 4–5, which is consistent with the finding of Morton
et al.42 who reported that a forced plume will reach a pure plume behav-
ior for z=LM > 5. In addition, our simulation exhibits good agreement
with the experimental profile obtained from the correlation of Shabbir
and George46 [see Eq. (33)] in the plume-like region.

Forced plumes becomes plume-like far away from the source in
homogeneous environment even if the injected momentum flux is large
when the function C changes from a value smaller than 1 at the source to
a value of 1 in the far field. Four regions were identified in the present
simulation: (1) a non-buoyant region where momentum dominates the
flow, (2) an acceleration region where the plume is accelerated due to
gravity, (3) an intermediate region where influence of initial momentum
weakens, and (4) the plume-like region (i.e., self-similarity region) where
the plume dynamics is dominated solely by the buoyancy forces. This pic-
ture is consistent with the descriptions of Gebhart et al.91 and Chen and
Rodi92 although they did not report the acceleration region (i.e., region 2).
Note that the limits of each region in Fig. 9 are defined using the velocity
inflection points, consistently with the global behavior of the plume.

3. Fluctuations quantities

In this section, the axial evolution of the rms values of axial veloc-
ity and temperature fluctuations and the cross correlation between
velocity and temperature fluctuations are discussed and compared
with experiments,44–47 for which the fitting parameters are reported in
Table II.

FIG. 8. Centerline means axial velocity (left) and temperature (right) profiles. Solid line for the simulation and symbols for experimental data of Shabbir and George.46

TABLE II. Summary of mean flow parameters and turbulence intensities for different experiments.

Reference AT AU BT BU ðT 02Þ1=2=DTc ðuz 02Þ1=2=Uc u0
zT

0=ðuz 02Þ1=2ðT 02Þ1=2

Shabbir and George46 9.4 3.4 68 58 0.4 0.33 0.67
George et al.44 9.1 3.4 65 55 0.38 0.28 0.67
Papanicolaou and List45 14.28 3.85 80 90 0.42 0.25 0.51
Nakagome and Hirata47 11.5 3.89 48.1 63 0.36 0.25 0.46

FIG. 9. Centerline means the non-dimensional axial velocity profile. Solid line for
the simulation and symbols for the experiment of Shabbir and George.46
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Figure 10 presents the rms values of axial velocity and temperature
fluctuations. As expected, the velocity fluctuations are about 20% at
vicinity of the inflow plane and correspond to the imposed disturbance
level. The velocity fluctuations decrease in the potential core region of
the plume before starting to increase very abruptly in the laminar to tur-
bulence transition region, and the initial drop in velocity fluctuations is
due to the artificial nature of the fluctuations imposed at the inlet. These
artificial fluctuations, without a proper cascade, are dissipated very
quickly; however, they constitute the seed for a correct transition to tur-
bulence with a realistic energy cascade in the far field where we perform
our analysis. In the plume-like region, both velocity and temperature
fluctuations decrease at a same rate as mean velocity and temperature to

ensure constant ratio of u02 1=2=Uc and T
02 1=2=ðTc � TaÞ. The predicted

velocity-based turbulence intensity in the plume-like region is lower
than those of 0.28 and 0.33 reported by George et al.44 and Shabbir and
George,46 respectively. It is in better agreement with those of 0.25
reported by Papanicolaou and List45 and Nakagome and Hirata47 On
the other hand, Fig. 10 shows that the temperature-based turbulence
intensity is also consistent with the available data.

Figure 10 shows the evolution of the cross correlation between

velocity and temperature fluctuations, u0T 0=ððu02Þ1=2ðT 02Þ1=2, along
the centerline. It can be clearly observed that velocity and temperature
fields are positively correlated in this type of flows with a predicted
nearly constant value in the plume-like region of about 0.55. This value
is lower than those reported by George and co-workers44,46 in the
range 0.6–0.7, averaged to 0.67 (see Table II), and in closer agreement
with those of 0.46 and 0.51 reported by Nakagome and Hirata47 and
Papanicolaou and List,45 respectively.

4. Self-similarity

An important feature of the mean flow in the fully developed
region of turbulent positively buoyant plumes is the “self-similarity” or
“self-preserving” behavior. The radial mean velocity and temperature
profiles follow a Gaussian shape and become wider as the plume rises.
The profiles collapse on the same curve when considering appropriate
dimensionless variables,

Uz

Uc
¼ exp �Bu

r2

z2

� �
 �
;

T � Ta

Tc � Ta
¼ exp �BT

r2

z2

� �
 �
: (34)

The coefficients Bu and BT are unknown empirical constants that
can be obtained by assuming a linear growth of the plume width b,42

b
z
¼ 6

5
a ¼ const: (35)

The coefficients will then be calculated using Bu ¼
ffiffiffiffiffiffiffiffiffi
z=bu

p
and

BT ¼ ffiffiffiffiffiffiffiffiffiffi
z=bT

p
, where bu and bT are the plume width defined by the

distance from the centerline to the point at which we have 1=e of the
centerline values of velocity and temperature, respectively. George
et al.44 determined by experiments those coefficients as Bu ¼ 55 and
BT¼ 65.

The radial profiles of mean velocity and temperature from our
LES at z=D ¼ 10; 12; 14; 16 and the profiles of George et al.44 form
are plotted in Fig. 11. The velocity and the temperature rise above the
ambient are normalized by the centerline value. The profiles are plot-
ted vs the non-dimensional radial coordinate r=ðz þ z0Þ where z0 is
the virtual origin of the plume. Empirical relationships were reported
to estimate the location of the virtual origin.54 As pointed out by
Yang,55 the location of virtual origin predicted in the simulation can
be different from that estimated by empirical formula. Indeed, this
location is significantly affected by the transition from laminar to tur-
bulent whose the prediction is a difficult task in LES mainly due to its
sensitivity to the source inflow condition of the plume. In the present
study, the virtual origin was estimated to collapse the radial profiles in
the fully developed region to a single dimensionless Gaussian profile
following the methodology proposed by Yan,55 giving z0 set equal to
2:3D. It can be observed in Fig. 11 that the self-similarity is well pre-
served in the simulation and the predicted self-similarity profiles agree
well with those reported by Georges et al.44

Following Shabbir and George,46 the radial profiles of rms values
of axial velocity and temperature and of the cross correlation between
velocity and temperature fluctuations are plotted in terms of the simi-
larity variables in Fig. 12. The predicted profiles clearly exhibit a self-
similar behavior. The agreement with the experimental data is reason-
able although, consistently with Fig. 10, both rms values of axial veloc-
ity fluctuations and the cross correlation between velocity and
temperature fluctuations are overall underestimated.

5. Entrainment

The mechanism of turbulent mixing that brings air into the
buoyant plume is called entrainment. The ideal plume theory is based

FIG. 10. Center line profiles of rms of axial velocity (left), temperature (center), and the cross correlation of velocity and temperature fluctuations (right). Solid line for simula-
tion, (�) for Shabbir and George,46 (
) for Geroge et al.,44 (() for Papanicolaou and List,45 and (þ) for Nakagome and Hirata.47
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on both Boussinesq and top-hat radial-profile assumptions and
assumes that the mean entrained flux across the edge of the plume E
(entrainment rate) is proportional to the local upward velocityW. An
air entrainment coefficient is then defined as

a ¼ E
bW

; (36)

where E, W, b are known as the top-hat variables of entrainment rate,
local vertical velocity, and plume width defined by Turner,93

b2W ¼
ð1
0
Uzrdr; b2W2 ¼

ð1
0
U2
z rdr; E ¼ d

dz

�ð1
0
Uzrdr

�
:

(37)

The plume width, b, can be calculated as the value at which veloc-
ity or temperature reaches a value of 1=e of the centerline value as
indicated by Morton et al.42 This will be referred to as (method 1)
hereafter. It can be also obtained from Eq. (37) as b2W=

ffiffiffiffiffiffiffiffiffiffiffi
b2W2

p
. This

second method will referred to as (method 2) hereafter. Figure 13 com-
pares the two methods. The experimental slope obtained by George
et al.44 and the numerical prediction obtained by Zhou et al.54 are
also plotted in Fig. 13. Both the present predicted velocity and temper-
ature half-widths decrease first due to the “necking” process in the
near field, as observed experimentally by Cetegen,94 before, as

expected, increasing almost linearly in plume region. The two methods
provide on the whole consistent predictions that agree with both the
experimental slope and the numerical results obtained by Zhou et al.54

The entrainment coefficient, a, can be calculated using Eq. (35).
This method requires the knowledge the width of b, along the plume
axis. It can be obtained either from temperature and velocity radial
profiles (method 1) or from Eq. (37) (method 2), as discussed previ-
ously. Another method was adopted by Zhou et al.54 from Eqs. (36)
and (37), leading to a ¼ E=

ffiffiffiffiffiffiffiffiffiffiffi
b2W2

p
. This method will be referred to as

(method 3). Figure 13 shows that the three methods provide consistent
results in the far-field. Our results agree well with the LES of Zhou
et al.,54 which settles on a constant value in the far-field, a ¼ 0:09–0:1.
Our predictions of a in the plume region are also close to the value of
0.116 adopted by Morton in his plume model27 and the experimental
value 0.108 reported by George et al.44

Integrating radially the momentum and energy equations across
the flow introduces two fundamental quantities.46 The first is the
momentum flux,M, that can be normalized by the inflow momentum
flux,M0 (see Table I),

M ¼ 2p
ð1
0
ðU2

z þ uz 02 � v02Þrdr: (38)

The moment flux ratio increases with the height according to the
following relationship:95

FIG. 11. Radial profiles of mean axial velocity (left) and mean temperature (right) at four axial positions compared to the experiments of George et al.44

FIG. 12. Radial profiles at z=D ¼ 10; 12; 14; 16 for normalized rms of axial velocity fluctuation (left), rms of temperature fluctuations (middle), and cross correlation of both
velocity and temperature fluctuations (right).
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M
M0

¼ k

�
x
LM

�4=3

: (39)

Different values of 0.35,95 0.34,46 and 0.2945 were reported for the
coefficient k. Figure 14 compares our result to these experimental
results. Model predictions are in good agreement with the experiments
of Shabbir and George46 and Fisher95 but overpredict that of
Papanicolaou and List.45

The second is the buoyancy flux F that has to be conserved along
the plume height,

F ¼ 2pg
ð1
0

Uz
DT
T

þ u0zT 0

T

� �
rdr: (40)

The buoyancy flux is normalized by its injection value, F0.
Figure 14 shows the evolution of F=F0 along the plume height. The
simulated normalized buoyancy flux evolves around unity, consis-
tently with the theory (solid line). It appears clearly by comparing
the solid and dashed lines that the turbulent contribution is essen-
tial. When it is disregarded, the buoyancy flux decreases with
the axial distance and is no more conserved. The turbulence

contribution is predicted around 15%� 20% as also noted by
Shabbir and George,46 while George et al.44 and Papanicolaou and
List45 found the contribution to be about 15%.

V. CONCLUDING REMARKS

A recursive regularized pressure based LBM solver (ProLB) was
tested for buoyancy driven flows.

The solver was able to correctly validate the Rayleigh–B�enard
cavity test case for different Rayleigh numbers Ra ¼ 104; 105; 106; ver-
tical and horizontal velocity profiles as well as Nusslet number profiles
at the bottom wall were all in good agreement with the reference.

As for the Rayleigh–Taylor test case, we were able to correctly
predict the instantaneous evolution of the positions of bubble and
spike for two different Reynolds numbers Re ¼ 256; 2048. In addi-
tion, the test case was run on a coarser mesh to test the robustness of
the solver, and the results were abundantly satisfying.

For the 3D forced plume simulation, which is a critical test case
in which the buoyancy is highly coupled with momentum and turbu-
lent mixing, the solver was able to anticipate the correct physics of a
thermal plume from numerous aspects listed below:

FIG. 13. Evolution with the height of (left) the plume width and (right) the entrainment coefficient a.

FIG. 14. Axial profile of momentum flux ratio (left). The solid line represents the present LES, whereas the symbols represent the experimental data of Denman95 (
), (þ) for
Shabbir and George,46 and (() for Papanicolaou and List.45 Axial profile of buoyancy flux ratio (right), solid line includes the turbulent heat flux while dashed line does not.
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• The velocity energy spectrum follows the Kolmogorov theoretical
slope of �5=3, indicating a proper resolution of the turbulence
energy cascading as reported in the literature.

• Axial profiles of mean velocity and temperature were in good
agreement with the experimental data.

• Our forced-plume reaches a plume-like region at around z=Lm
¼ 4–5, which is consistent with the findings in the literature.

• The axial profiles of rms for velocity and temperature were also
in good agreement with the experiments; we should emphasize
that we did not take into account the experimental errors, which
are significant especially for the second order statistics.

• The cross-correlation between velocity and temperature has a
high positive value, which compares well with the reported values
from experiments and indicates a strong coupling between the
velocity and temperature fluctuations due to gravity.

• Self-similarity profiles in the far field (i.e., plume-like region)
were achieved for both mean and rms of velocity and
temperature.

• The growth rate of the plume was examined through the spatial
evolution of the plume width. The growth of the plume com-
pared very well with experimental and numerical references.

• The entrainment of fluid form the surrounding was correctly pre-
dicted by examining the entrainment coefficient a, and the pre-
dictions were in good agreement with the theoretical,
experimental, and numerical references.

• Integral quantities, mainly buoyancy flux and momentum flux,
were compared with the experiments and both were in good
agreement. We emphasize about the finding that the turbulent
heat flux participates by around 20% in the total buoyancy flux,
which is consistent with the experiments.

From all the previous points, we can conclude that our solver is
capable of reproducing the physics of a thermal plume correctly
whether the mean values, the second order statistics, or even integral
quantities through the plume, and that our code can handle any type
of flows with variable densities regardless of their complexity.
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APPENDIX: EXPRESSIONS FOR THE LBM SOLVER

In regularized LBM, distribution functions will be constructed
using an orthogonal polynomial basis. The basis of the D3Q19r lat-
tice used in the current study consists of 19 polynomials, read17

Hð0Þ
i � 1 ; Hð1Þ

i;a � cia ; Hð2Þ
i;ab � ciacib � c2s dab; (A1)

Hð3rÞ
i;1 � Hð3Þ

i;xxy þHð3Þ
i;yzz; (A2)

Hð3rÞ
i;2 � Hð3Þ

i;xzz þHð3Þ
i;xyy; (A3)

Hð3rÞ
i;3 � Hð3Þ

i;yyz þHð3Þ
i;xxz; (A4)

Hð3rÞ
i;4 � Hð3Þ

i;xxy �Hð3Þ
i;yzz; (A5)

Hð3rÞ
i;5 � Hð3Þ

i;xzz �Hð3Þ
i;xyy; (A6)

Hð3rÞ
i;6 � Hð3Þ

i;yyz �Hð3Þ
i;xxz; (A7)

Hð4rÞ
i;1 � 4

9
3þ 2

ffiffiffi
3

p� �
Dð4Þ

i;xyz þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;xzy þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;zyx;

(A8)

Hð4rÞ
i;2 � 4

9
3þ 2

ffiffiffi
3

p� �
Dð4Þ

i;xzy þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;xyz þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;zyx;

(A9)

Hð4rÞ
i;3 � 4

9
3þ 2

ffiffiffi
3

p� �
Dð4Þ

i;zyx þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;xzy þ
4
9

3� ffiffiffi
3

p� �
Dð4Þ

i;xyz;

(A10)

where

Hð3Þ
i;abc � ciacibcic � c2s ciadbc þ cibdca þ cicdab½ 	; (A11)

Dð4Þ
i;abc � Hð4Þ

i;aabb þ
c2s
2
Hð2Þ

i;cc; (A12)

Hð4Þ
i;abcd � ciacibciccid þ c4s ðdabdcd þ dbcdda þ ddadbcÞ

� c2s ðciacibdcd þ cibcicdda þ cicciddab þ cidciadbc
þ cicciadbd þ cibciddacÞ: (A13)

Any distribution function in the D3Q19r lattice can be written
as a (weighted) sum of the contributions from each base polyno-
mial. For instance, the equilibrium distribution in Eq. (14) reads

f eq;19ri ¼ xi



að0Þ;eq þHð1Þ

i;a

c2s
að1Þ;eqa þHð2Þ

i;ab

2c4s
að2Þ;eqab

þHð3rÞ
i;c

6c6s
að3rÞ;eqc þHð4rÞ

i;d

24c8s
að4rÞ;eqd

�
; (A14)

where

að0Þ;eq ¼ qh ; að1Þ;eqa ¼ qua ; að2Þ;eqab ¼ quaub (A15)

að3rÞ;eq1 ¼ 3ðquxuxuy þ quyuzuzÞ; (A16)

að3rÞ;eq2 ¼ 3ðquxuzuz þ quxuyuyÞ; (A17)

að3rÞ;eq3 ¼ 3ðquyuyuz þ quxuxuzÞ; (A18)

að3rÞ;eq4 ¼ quxuxuy � quyuzuz; (A19)

að3rÞ;eq5 ¼ quxuzuz � quxuyuy; (A20)

að3rÞ;eq6 ¼ quyuyuz � quxuxuz; (A21)

að4rÞ;eq1 ¼ �qc2s
�4

ffiffiffi
3

p � 6
9

u2z þ
2
ffiffiffi
3

p � 6
9

u2x þ u2y
� � �

; (A22)
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að4rÞ;eq2 ¼ �qc2s
�4

ffiffiffi
3

p � 6
9

u2y þ
2
ffiffiffi
3

p � 6
9

u2x þ u2z
� �� �

; (A23)

að4rÞ;eq3 ¼ �qc2s
�4

ffiffiffi
3

p � 6
9

u2x þ
2
ffiffiffi
3

p � 6
9

u2y þ u2z
� � �

: (A24)

It is worth noting that the fourth-order coefficients [að4Þ;eq] are
added to improve the isotropicity of the lattice, which could be
quite important considering the round jet simulation in the current
study.

The third-order off-equilibrium terms are reconstructed recur-
sively from the second-order non-equilibrium tensor as

að3Þ;neqabc ¼ uaa
ð2Þ;neq
bc þ uba

ð2Þ;neq
ac þ uca

ð2Þ;neq
ab ;

að3rÞ;neq1 � að3Þ;neqxxy þ að3Þ;neqyzz ;

að3rÞ;neq2 � að3Þ;neqxzz þ að3Þ;neqxyy ;

að3rÞ;neq3 � að3Þ;neqyyz þ að3Þ;neqxxz ;

að3rÞ;neq4 � að3Þ;neqxxy � að3Þ;neqyzz ;

að3rÞ;neq5 � að3Þ;neqxzz � að3Þ;neqxyy ;

að3rÞ;neq6 � að3Þ;neqyyz � að3Þ;neqxxz :

(A25)

Depending on the order of the Gauss–Hermite quadrature66

used in the LB model, an adequate forcing term should be added to
achieve a correct viscous stress tensor,

aneqab � �Pab ¼ �l
@ua
@xb

þ @ub
@xa

� 2
D
@uc
@xc

dab

� �
; (A26)

with D the spatial dimension. For the D3Q19r basis, the projected
forcing term reads as

aF
E

ab ¼ c2s ua
@ðqð1� hÞÞ

@xb

" #
þ c2s ub

@ðqð1� hÞÞ
@xa

� �
þ dabqc

2
s
2
D
@uc
@xc

� acorab þ aFDab ; (A27)

where acorab is a correction tensor due to the deflection of second
order moments of the population introduced by the modification of
the mass equation, which can be evaluated as

acorab � c2s dab
@ðqð1� hÞÞ

@t
; (A28)

which can be discretized using a backward Euler operator and aFDab
the correction tensor due to the defect of the lattice at third order,

aFDab ¼ �
ðqu3xÞ;x ðquxuyuzÞ;z ðquxuyuzÞ;y

ðquxuyuzÞ;z ðqu3yÞ;y ðquxuyuzÞ;x
ðquxuyuzÞ;y ðquxuyuzÞ;x ðqu3zÞ;z

0
B@

1
CA; (A29)

where all the differential operations are performed using first order
upwind FD except for the divergence operator for which a second
order centered FD scheme was employed. The final expression of
the forcing term is then

FE
i ¼ xi

2c4s
Hð2Þ

i;aba
FE
ab þ Fg

i ; (A30)

where Fg
i is the gravity force term defined as

Fg
i ¼ xi

qgaHð1Þ
i;a

c2s
þ ðquagb þ qubgaÞHð2Þ

i;ab

2c4s

" #
; (A31)

where ga is the gravity acceleration in the direction a.
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