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I can live with doubt and uncertainty and not knowing. I think

it is much more interesting to live not knowing than to have

answers that might be wrong. If we will only allow that, as

we progress, we remain unsure, we will leave opportunities for

alternatives. We will not become enthusiastic for the fact, the

knowledge, the absolute truth of the day, but remain always

uncertain . . . In order to make progress, one must leave the

door to the unknown ajar.

— Richard Phillips Feynman, physicist

Whatever else is done about null-hypothesis tests, let us stop

viewing statistical analysis as a sanctification process. We are

awash in a sea of uncertainty, caused by a flood tide of sampling

and measurement errors, and there are no objective procedures

that avoid human judgment and guarantee correct interpreta-

tions of results.

— Robert Paul Abelson, psychologist

You can’t stand on the beach of the sea of uncertainty with the

waves lapping at your ankles. You have to jump into the sea

and stick your head underwater and blow some bubbles.

— Andrew Gelman, statistician
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A Very Short Introduction to My Thesis

contact:
Léo Zabrocki
PhD candidate
PSE - EHESS
leo.zabrocki@psemail.eu
https://lzabrocki.github.io/

In the first section of this introduction, I explain how my thesis fits into
the literature on the acute health effects of air pollution and how it could
help improve the design of studies. In the two following sections, I briefly
summarize the research questions, method and results of the four chapters
of the thesis.

Design Trumps Analysis

From extreme events such as the London Fog of 1952 to the develop-
ment of sophisticated time-series analyses, a vast scientific literature
in epidemiology has established that air pollution induces adverse
health effects on the very short-term (Schwartz 1994, Samet et al. 2000,
Le Tertre et al. 2002, Bell and Davis 2001, Bell et al. 2004, Samoli
et al. 2008). Increases in the concentration of several ambient air pol-
lutants such as fine particulate matter (PM2.5) or nitrogen dioxide
(NO2) have been found to be associated with small relative increases
in daily mortality and emergency admissions for respiratory and car-
diovascular causes (Samet et al. 2000, Shah et al. 2015, Orellano et al.
2020). In the most recent large-scale study based on data from 625
studies around the world, Liu et al. (2019) find that an increase of 10
µg/m3 in the 2-day moving average of PM2.5 concentration is associ-
ated with a 0.74% relative increase in daily respiratory mortality (95%
CI, 0.53 to 0.95)1. The results of the literature and their replications 1 To make sense of these figures, we can

take Paris as an example. A 10 µg/m3

increase in PM2.5 is equivalent to one
standard deviation increase in the con-
centration of this air pollutant, whose
average daily concentration is equal to
16 µg/m3. On average, 12 individuals
die each day from circularly-respiratory
causes in Paris intra-muros. If a 0.74%
increase in daily mortality could seem
to be a small effect, it would represent
about 320 deaths attributable to air pol-
lution over a decade. This is equivalent
to the number of people dying in road
accidents in Paris over a decade. Be-
sides, if we extrapolate these figures to
an entire country, the burden due to the
short-term effects of air pollution are
worrisome.

have played a crucial role in strengthening air pollution regulations
(Bell et al. 2004).

Despite this success, researchers have been very careful to restrain
from qualifying the estimated dose-responses as causal relationships
(Wang et al. 2012, Gutman et al. 2012). Most of the literature in epi-
demiology is not based on a well-defined causal framework and has
relied on time-series Poisson generalized additive models and case-
crossover designs (Jaakkola 2003, Lu and Zeger 2007, Peng and Do-
minici 2008, Bhaskaran et al. 2013). The situation however changed
in the last decade when researchers in economics and epidemiology
have revisited the question with causal inference methods based on
the framework of the Neyman-Rubin Causal Model (Holland 1986,
Zigler and Dominici 2014, Dominici and Zigler 2017, Bind 2019).
Compared to the previous literature, these new studies aim to over-
come the biases due to unmeasured confounding and measurement
errors in air pollution exposure. To do so, a wide range of natural

leo.zabrocki@psemail.eu
https://lzabrocki.github.io/
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experiments have been exploited, from meteorological phenomena
such as changes in wind patterns or thermal inversions (Schwartz
et al. 2015; 2018, Arceo et al. 2016, Jans et al. 2018, Deryugina et al.
2019), extreme events like forest fires or volcanic eruptions (Sheldon
and Sankaran 2017, Halliday et al. 2019) to variations in the inten-
sity of modes of transports (Moretti and Neidell 2011, Schlenker and
Walker 2016, Bauernschuster et al. 2017, Godzinski et al. 2019, Giac-
cherini et al. 2021). Newly obtained results confirm the acute health
effects of air pollution. In economics, the literature is now moving to
investigate other morbidity outcomes such as sickness leaves (Holub
et al. 2020), cognitive abilities (Ebenstein et al. 2016), workers’ pro-
ductivity (Chang et al. 2016; 2019, He et al. 2019), ... and even crim-
inal activities (Burkhardt et al. 2019, Bondy et al. 2020, Herrnstadt
et al. 2021).

If these studies clearly shine by finding very credible sources of ex-
ogenous variation in air pollution, there could still be room for their
designs to be further improved. King and Zeng (2006) provide a
very convenient decomposition of bias in observational studies that
help reflect on potential areas of improvement. The difference be-
tween an estimate and the true value of the causal estimand can be
decomposed into four types of biases:

Bias = Omitted Variable Bias +

Post-Treatment Bias +

Interpolation Bias +

Extrapolation Bias

The new literature based on causal inference methods has made great
efforts to reduce the first component of bias caused by unmeasured
confounding. The second term, Post-Treatment Bias, happens if we
adjust for variables that are also influenced by the treatment of inter-
est. It could happen if we adjust for an health outcome that is also
affected by air pollution. For most the literature, it does not seem to
be an issue. The two other terms, Interpolation Bias and Extrapolation
Bias are the two areas where the design of studies could be improved.
These two types of bias have been overlooked since researchers, es-
pecially in economics, have relied heavily on parametric multivari-
ate regression models (Angrist and Pischke 2008). If the source of
exogenous variation in air pollution is really quasi-random, the use
of simple multivariate regression models should not be problematic.
Yet, in many studies, additional covariates adjustments are required
to make the as-if random assumption more plausible. The interpo-
lation bias arises when we fail to adjust for confounding variables
with the correct functional forms. This is a key issue in the literature
since it can be hard to guess how to adjust for weather parameters or
seasonal effects. The imbalance in covariates can therefore make re-
sults depend on the specification of the model (Koop and Tole 2004).
Even if several models are reported in articles, the full universe of
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plausible specifications can never be reported. The issue of covariate
imbalance becomes more worrying when there is a lack of overlap
in their distributions. If non-similar units are not discarded, results
rely on the ability of the model to correctly impute missing poten-
tial outcomes of units without empirical counterfactuals. If that is
not the case, an extrapolation bias occurs. This is also an important
issue for the literature since many studies are based on rare exoge-
nous shocks. A small number of treated units are then compared
to a large number of control units which often have very different
covariates values.

To overcome these two biases, leading statisticians have advocated
using matching methods to pre-process the data for a long time
(Rosenbaum and Rubin 1983, Rosenbaum 2002, Rubin 2008, Rosen-
baum 2010, Imbens 2015, Imbens and Rubin 2015). First, matching
adjusts nonparametrically for observed covariates, which reduces the
interpolation bias. Second, it reveals the common support of the data
and by discarding units without empirical counterfactuals, limit the
extrapolation bias. Once a balanced sample is found, the sensitivity
of the analysis to the specification of the statistical model is reduced
(Ho et al. 2007). On top of these advantages, matching is a princi-
pled approached to split the study between a design stage where we
do not look at the outcomes of interest and an analysis stage where
we run the statistical model on a balanced sample. The imputation
of missing potential outcomes is also clearer than a regression-based
approach. There are currently few studies based on matching meth-
ods in the literature but they provide a clear template to implement
them (Baccini et al. 2017, Forastiere et al. 2020, Sommer et al. 2021).
The first two chapters of my thesis revisit with matching two empir-
ical strategies found in the literature: the use of wind patterns and
maritime traffic as exogenous sources of variation in air pollution.
We show that the common support of the data required to overcome
interpolation and extrapolation biases is actually very small. We also
complement the robustness of our results with underused techniques
to quantify the bias due to an unmeasured confounder (Rosenbaum
2010, Fogarty 2020) and compute the uncertainty of estimates with
alternative modes of inference (Neyman 1923, Fisher et al. 1937, Ru-
bin 1991).

If the bias decomposition of King and Zeng (2006) is useful to
reflect on the strengths and weaknesses of study designs in the lit-
erature, I have often found that it could not fully explained the dis-
crepancy in effect size magnitudes between studies from the tradi-
tional epidemiology literature and new ones based on causal infer-
ence methods. Causal estimates are often larger. Even for stud-
ies based on the same causal inference method, effect sizes seem
to be vary a lot. Three explanations could be advanced for this ob-
served difference. First, non-causal estimates could suffer from omit-
ted variable bias and attenuation bias due to measurement error in
air pollution exposure. Second, large shocks in air pollution some-
times happen in natural experiments leading to significant effects on
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health outcomes. Third, causal studies exploit different exogenous
shocks in different places for different health outcomes. Replications
of the same design across similar contexts are still rare, making it
harder to draw comparisons. In my thesis, I propose an alternative
and complementary reason based on the seminal works of Ioannidis
(2008) and Gelman and Carlin (2014). The causal inference litera-
ture, which is mostly published in economics, relies very strongly on
the null hypothesis significance testing framework (NHST) (Fisher
et al. 1937). Studies focus on rejecting the null hypothesis of no ef-
fect and interpreting the statistical significance and the effect size of
estimates. This research practice is however pernicious when studies
are under-powered and a publication bias favors statistically signifi-
cant estimates. The consequence is that estimates of under-powered
studies must be large to pass the statistical significance filter: they ex-
aggerate the true effect sizes of the causal estimands of interest and
therefore are misleading. As the signal-to-noise ratio for estimates
on the acute health effects is known to be low (Bell et al. 2004, Peng
and Dominici 2008), it seemed necessary to me to explore this un-
derrated argument. In the third chapter of the thesis, we provide the
first evidence that low statistical power and the inflation of estimates
are real issues in the literature. We also show which parameters of
a research design affect statistical power, leading to concrete recom-
mendations for improving studies. The fourth chapter generalizes
the findings of the previous chapter. All causal inference methods
reduce the variation in the treatment to overcome unmeasured con-
founding. In some cases, it could lead to a loss in statistical power,
and thereby an inflation of statistically significant estimates. Given
the rising concerns on research practices based on the NHST (Ziliak
and McCloskey 2008, Brodeur et al. 2016; 2020, McShane et al. 2019,
Romer 2020), this trade-off between statistical power and confound-
ing should be better taken into account in applied research.

Unmasking Interpolation & Extrapolation Biases

The first chapter of the thesis is entitled Improving the Design Stage
of Air Pollution Studies Based on Wind Patterns and co-authored with
Anna Alari (ISGlobal) and Tarik Benmarhnia (UCSD). A growing lit-
erature in economics and epidemiology has exploited changes in
wind patterns as a source of exogenous variation to better mea-
sure the acute health effects of air pollution. As an alternative to
current practices and to gauge the extent of these issues, we pro-
pose to implement a causal inference pipeline to embed this type of
observational study within an hypothetical randomized experiment.
We illustrate this approach using daily data from Paris, France, over
the 2008-2018 period. Using the Neyman-Rubin potential outcomes
framework, we first define the treatment of interest as the effect of
North-East winds on particulate matter concentrations compared to
the effects of other wind directions. We then implement a match-
ing algorithm to approximate a pairwise randomized experiment. It
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adjusts nonparametrically for observed confounders while avoiding
model extrapolation by discarding treated days without similar con-
trol days. We find that the effective sample size for which treated and
control units are comparable is surprisingly small. The precision of
estimates is therefore traded for a reduction in bias. It is however
reassuring that results on the matched sample are consistent with a
standard regression analysis of the initial data, even if the two sam-
ples are not directly comparable. We finally carry out a quantitative
bias analysis to check whether our results could be altered by an un-
measured confounder: estimated effects seem robust to a relatively
large hidden bias. Th approach we developed in this chapter could
be relevant for similar strategies based on binary instruments such
as thermal inversions or public transport strikes.

The second chapter of the thesis is entitled why Estimating the Local
Air Pollution Impacts of Cruise Traffic: A Principled Approach for Obser-
vational Data and co-authored with Marion Leroutier (Misum, Stock-
holm School of Economics) and Marie-Abèle Bind (Biostatistics Cen-
ter, Massachusetts General Hospital). The air pollution and health ef-
fects of cruise vessel traffic is a growing concern in the Mediterranean
area. We propose a novel methodology based on high-frequency ob-
servational data to estimate the causal effects of maritime traffic on
air pollution. We apply this method to cruise traffic in Marseille, a
large Mediterranean port city. Using a new pair-matching algorithm
designed for time series data, we create hypothetical randomized ex-
periments and estimate the change in air pollution caused by a short-
term increase in cruise traffic. We carry out a randomization-based
approach to quantify uncertainty and compute nonparametric 95%
Fisherian intervals (FI). At the hourly level, cruise vessels’ arrivals
have relatively large impacts on city-level hourly concentrations of
nitrogen dioxide, particulate matter and sulfured dioxide. At the
daily level, we do not observe any clear effects. Our results sug-
gest that well-designed hypothetical randomized experiments pro-
vide a principled approach to evaluate identification challenges in
such time series data but also help credibly estimate the negative
externalities of maritime traffic.

Tackling Low Statistical Power Issues

The third chapter of the thesis is entitled Why Acute Health Effects of
Air Pollution Could Be Inflated and is co-authored with Vincent Bag-
ilet (Columbia University). Accurate and precise measurements of
the short-term effects of air pollution on health play a key role in
setting air quality standards. Yet, statistical power calculations are
rarely—if ever—carried out. We first collect estimates and standard
errors of all available articles found in the epidemiology and eco-
nomics literatures. We find that nearly half of them may suffer from
a low statistical power and could thereby produce statistically signif-
icant estimates that are actually inflated. We then run simulations
based on real data to identify which parameters of research designs
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affect statistical power. Despite their large sample sizes, we show that
studies exploiting rare exogenous shocks such as transport strikes or
thermal inversions could have a very low statistical power, even if ef-
fect sizes are large. Our simulation results indicate that the observed
discrepancy in the literature between instrumental variable estimates
and non-causal ones could be partly explained by the inherent im-
precision of the two-stage least-squares estimator. We also provide
evidence that subgroup analysis on the elderly or children should be
implemented with caution since the average number of events for an
health outcome is a major driver of power. Based on these findings,
we build a series of recommendations for researchers to evaluate the
design of their study with respect to statistical power issues.

The fourth chapter is entitled with Unconfounded but Inflated Causal
Estimates and is also co-authored with Vincent Bagilet (Columbia
University). It can been considered as an extension and generaliza-
tion of the third chapter. To avoid confounding, quasi-experimental
studies focus on specific sources of variation. This often leads to a
reduction in statistical power. Yet, published estimates can overes-
timate true effects sizes when power is low. Using fake data sim-
ulations, we first show that for all causal inference methods, there
can be a trade-off between confounding and exaggerating true effect
sizes due to a loss in power. We then discuss solutions to assess
whether statistically significant estimates from observational studies
could be inflated. A more systematic reporting of prospective and
retrospective power calculations could help limit this issue.
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A growing literature in economics and epidemiology has exploited changes
in wind patterns as a source of exogenous variation to better measure the
acute health effects of air pollution. Since the distribution of wind compo-
nents is not randomly distributed over time and related to other weather
parameters, multivariate regression models are used to adjust for these con-
founding factors. However, this type of analysis relies on its ability to cor-
rectly adjust for all confounding factors and extrapolate to units without
empirical counterfactuals. As an alternative to current practices and to
gauge the extent of these issues, we propose to implement a causal inference
pipeline to embed this type of observational study within an hypothetical
randomized experiment. We illustrate this approach using daily data from
Paris, France, over the 2008-2018 period. Using the Neyman-Rubin po-
tential outcomes framework, we first define the treatment of interest as the
effect of North-East winds on particulate matter concentrations compared
to the effects of other wind directions. We then implement a matching al-
gorithm to approximate a pairwise randomized experiment. It adjusts non-
parametrically for observed confounders while avoiding model extrapolation
by discarding treated days without similar control days. We find that the
effective sample size for which treated and control units are comparable is
surprisingly small. It is however reassuring that results on the matched
sample are consistent with a standard regression analysis of the initial data.
We finally carry out a quantitative bias analysis to check whether our re-
sults could be altered by an unmeasured confounder: estimated effects seem
robust to a relatively large hidden bias. Our causal inference pipeline is a
principled approach to improve the design of air pollution studies based on
wind patterns.

website:
https://lzabrocki.github.io/design_
stage_wind_air_pollution/

replication data:
https://osf.io/7x23u/

Introduction
A growing literature in economics and epidemiology has recently
re-examined the short-term effects of air pollution on mortality and
emergency admissions using causal inference methods. Among these
techniques, instrumental variable strategies have been very popu-
lar since they can overcome the biases caused by unmeasured con-
founders and measurement errors in air pollution exposure (Schlenker
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and Walker 2016, Arceo et al. 2016, Schwartz et al. 2017; 2018, Halli-
day et al. 2019, Deryugina et al. 2019). Daily changes in wind direc-
tions are such instrumental variables since they arguably meet two
of the three main requirements for the method to be valid: they can
strongly affect air pollutant concentrations while having no direct
effects on health outcomes (Angrist et al. 1996, Angrist and Pischke
2008, Baiocchi et al. 2014). This strategy however rests on the re-
maining assumption that changes in wind directions occur randomly,
which is often not credible without further statistical adjustments.
One could unfortunately fear that the resulting analysis would de-
pend on the quality of the model (King and Zeng 2006, Stuart and
Rubin 2008). Does the model take into account all relevant confound-
ing factors, and if so, are they adjusted for with the correct functional
forms? Is the model also able to extrapolate when there is little over-
lap in covariate distributions?

To illustrate these issues, imagine that we are interested in es-
timating the influence of particulate matters on daily mortality in
Paris, France, over the 2008-2018 period. Research in atmospheric
science has shown that winds blowing from the North-East could
transport particulate matters due to wood burning in the region but
also from other sources located in North-Eastern Europe (Bressi et al.
2014, Petetin et al. 2014, Stirnberg et al. 2021). We could therefore use
the comparison of winds blowing from the North-East to those from
other directions as an instrumental variable for particulate matters.

A
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Figure 1: Polar Plots of Air Pol-
lutant Concentrations Predicted
by Wind Components and Av-
erage Temperature Imbalance
of Wind Directions by Year and
Month. Notes: In panel A, each
plot represents the concentrations
(in µg/m3) of an air pollutant that
were predicted using a generalized
additive model based on a smooth
isotropic function of the two wind
components u and v (Carslaw and
Ropkins 2012). The direction from
which the wind blows is described
on a 360° compass rose and wind
speed (in m/s) is represented by a
series of increasing circles starting
from the intersection of the two car-
dinal directions axes where wind
speed is null: the farther the cir-
cle is away from the intersection,
the faster the wind speed is. In
panel B, the density distribution of
the average temperature (in °C) is
drawn for North-East winds (or-
ange colour) and other wind direc-
tions (blue colour). The figure is di-
vided into subplots by month and
year (2008-2010).

In Panel A of Figure 1, we display polar plots of air pollutant con-
centrations that were predicted using a Generalized Additive Model
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(GAM) and wind components as inputs (Carslaw and Ropkins 2012).
We clearly see that winds blowing from the North-East are associated
with higher PM10 and PM2.5 concentrations. These patterns could
however be confounded by other variables such as the weather pa-
rameters or a shared seasonality in air pollution and wind patterns.
For instance, in Panel B of Figure 1, the density distribution of the
average temperature (°C) is not similar for the groups of wind di-
rections. We must take into account this confounding variable if we
want to make the as-if random distribution of North-East wind more
credible. Multivariate linear regression have been the standard ap-
proach to help achieve this goal but more flexible methods such as
generalized additive models and machine learning algorithms could
also be used (Grange et al. 2018, Grange and Carslaw 2019). Yet, even
a very flexible model will not overcome the second issue visible in
Panel B of Figure 1: as for January 2008, the model will sometimes
depend on extrapolation since there are no empirical counterfactuals
to estimate what would have happened had the wind blown from
the North-East. Finally, it could be argued that we fail to adjust for
a confounding variable which we have not measured. In addition to
explaining with qualitative arguments why it is not likely the case,
we should also try to quantify the bias induced by an unmeasured
confounder.

In this paper, we show how we can evaluate the extent to which
studies exploiting wind directions as instrumental variables could
be prone to the issues raised above. To achieve this goal, we follow
the four consecutive stages of the causal inference pipeline proposed
by (Bind and Rubin 2019; 2021) that explicitly embed the design of
this type of observational study within an hypothetical randomized
experiment (Rubin 2008, Rosenbaum 2010, Imbens and Rubin 2015,
Hernán and Robins 2016).

First, in a conceptual stage, we clearly state the causal question
of interest using the Neyman-Rubin potential outcomes framework
(Neyman 1923, Rubin 1974). Our treatment of interest is the effect
of North-East winds on air pollution compared to other wind di-
rections. To estimate this effect, for treated days with winds blow-
ing from the North-East, we need to impute the concentrations that
would have been observed had winds blown from other directions.
The issue is that wind patterns are not randomly assigned: con-
trol days with wind blowing from other directions are not similar
to treated days.

We therefore implement a design stage where we approximate a
pairwise randomized experiment using a matching algorithm re-
cently designed for air pollution studies (Sommer et al. 2021). Match-
ing is a transparent method to adjust for confounders without mak-
ing parametric assumption and directly looking at observed out-
comes (Ho et al. 2007, Stuart 2010). Given a set of chosen covariate
distances, each treated day is matched to its closet control day. This
method also avoids model extrapolation since treated days for which
no control days exist in the data are discarded from the analysis.
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The third step is an analysis stage where we estimate the influ-
ence of North-East winds on air pollutant concentrations. We simply
compute the average difference in concentrations between matched
treated and control days and rely on Neymanian inference to com-
pute an estimate of the sampling variability (Imbens and Rubin 2015).
The last and fourth step is to carry out a sensitivity analysis. Through-
out the previous steps, we must make the strong assumption that no
unmeasured variables could be related both to wind patterns and air
pollutant concentrations. Quantitative bias analysis was initially pro-
posed by Cornfield et al. (1959) to assess which magnitude of hidden
bias would be required to alter observed results. We follow here the
method developed by Rosenbaum (2010) and Fogarty (2020).

With this study, we aim to bring two contributions to the causal in-
ference literature on the acute health effects of air pollution. First, we
show that using wind directions as instrumental variables requires
more caution to make the assumption that they are “as-if” randomly
distributed according to observed covariates convincing. The effec-
tive sample size where treated and control units are similar on a set
of observed covariates is actually small. The standard approach used
in the literature based on multivariate regression models will there-
fore rely on its ability to adjust correctly for the functional forms of
covariates and extrapolate to units without empirical counterfactuals.
Second, our quantitative bias analysis reveals that the estimated in-
crease in particulate matter concentrations due to North-East winds
is relatively robust to the presence of hidden bias. Even if an unob-
served confounding factor is twice more common among days with
winds blowing from the North-East than among days with winds
from other directions, the large range of estimates consistent with
the data remains positive.

We also hope that the approach we propose in this paper could
be of interest to atmospheric scientists. The fact that wind patterns
play a key role in the variation of air pollution concentrations is ob-
viously not new (Wilson and Suh 1997, Hoek et al. 2008, Tai et al.
2010, Aguilera et al. 2020). Yet, causal inference methods have rarely
been implemented in atmospheric science to estimate the influence
of weather parameters on air pollution. We believe that mimicking
a randomized experiment corresponds to an intuitive approach and
could complement source apportionment and emission inventory ap-
proaches. While wind is non manipulable, emission sources are and
our framework could also serve as a stepping-stone to evaluate po-
tential interventions to control emissions—if a source is shut-down
in the North-East of Paris, would wind blowing from this direction
influence less specific air pollutant concentrations?

We took great care to make our work fully reproducible to help
researchers implement but also improve and criticize our approach.
Data and detailed R codes are available at https://lzabrocki.github.
io/design_stage_wind_air_pollution/ and backed-up in an Open
Science Framework repository (Zabrocki 2022).

https://lzabrocki.github.io/design_stage_wind_air_pollution/
https://lzabrocki.github.io/design_stage_wind_air_pollution/
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Methods
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Figure 2: Map of road network
and location of air pollution
measuring stations in Paris,
France. Notes: Grey lines
represent the road network.
The orange line is the orbital
ring surrounding Paris. Blue
crosses are the locations of air
pollution measuring stations.
NO2 concentrations are mea-
sured at stations PA07, PA12,
PA13, PA18; O3 concentrations
at PA13, PA18; PM10 at PA18;
PM2.5 at PA01H and PA04C.
The map was created with
the R programming language
(version 4.1.0) (R Core Team
2021), data were provided
by OpenStreetMap (Open-
StreetMap contributors 2017)
and retrieved with the osmdata

package (Padgham et al. 2017).

Data

We built a dataset combining daily time series of air pollutant con-
centrations and weather parameters in Paris over the 2008-2018 pe-
riod. We chose to carry out an analysis at the daily level as done
in studies on the acute health effects of air pollution (Schwartz et al.
2017; 2018, Deryugina et al. 2019).

First, we obtained hourly air quality data from AirParif, the local
air quality monitoring agency. Figure 2 displays the location of the
selected measuring stations. Using a 2.5% trimmed mean, we first
averaged at the daily level the concentrations (µg/m3) of background
measuring stations for NO2, O3 and PM10. For a given day, if more
than 3 hourly readings were missing, the average daily concentration
was set to missing. The proportion of missing values for stations
ranged from 2.8% up to 9.1%. We also computed the average daily
concentrations of PM2.5 but 25% of the recordings were missing: the
air pollutant was not measured by Airparif between 2009/09/22 and
2010/06/23. It is important to note that we did not retrieve data
from traffic monitors but only from background monitors as they
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are used to assess the residential exposure of a city population in
epidemiological studies.

We then retrieved meteorological data from the single monitor-
ing station located in the South of the city and ran by the French
national meteorological service Météo-France. We extracted daily
observations on wind speed (m/s), wind direction (measured on a
360° wind rose where 0° is the true North), the average temperature
(°C), and the rainfall duration (min). Weather parameters had very
few missing values (e.g., at most 2.5% of observations were missing
for the rainfall duration).

Finally, to avoid working with a reduced sample size, we im-
puted missing values for all variables but PM2.5. There were no clear
patterns in the missingness of NO2, O3 and PM10 concentrations.
We used the chained random forest algorithm implemented by the
R package missRanger (Mayer 2019). A small simulation exercise
showed that it had good performance for imputing NO2 concentra-
tions (the absolute difference between observed and imputed values
was equal to 3.2 µg/m3 for an average concentration of 37.6 µg/m3)
but was much less effective for imputing PM10 concentrations (the
absolute difference between observed and imputed values was equal
to 6.1 µg/m3 for an average concentration of 23.4 µg/m3). Once the
data were imputed, we averaged the air pollutant concentrations at
the city level as it is the spatial level of analysis used in Schwartz
et al. (2017; 2018).

Further details on data wrangling and an exploratory analysis of
the data can be found in the supplementary materials. We were not
allowed to share weather data from Météo-France so we added some
noise to the weather parameters.

A Causal Inference Pipeline

We present below the four stages of the causal inference pipeline
we advocate to use for improving the design of air pollution studies
based on wind patterns. Its implementation was done with the R
programming language (version 4.1.0) (R Core Team 2021).

Stage 1: Defining the Treatment of Interest The first step of our causal
inference approach is to clearly state the question we are trying to
answer: What is the effect of North-East winds on particulate matter in
Paris over the 2008-2018 period? This question is motivated by the ex-
ploratory analysis of Figure 1 and research in atmospheric science
on the sources of particulate matter located in the North-East of the
city. Our treatment of interest is therefore defined as the compar-
ison of air pollutant concentrations when winds are blowing from
the North-East (10°-90°) with concentrations when wind come from
other directions. We frame this question in the Rubin-Neyman causal
framework (Neyman 1923, Rubin 1974). Our units are 4,018 days in-
dexed by i (i=1,..., I). For each day, we define our treatment indicator
Wi which takes two values. It is equal to 1 if the unit is treated (the

https://lzabrocki.github.io/design_stage_wind_air_pollution
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wind blows from the North-East), and 0 if the unit belongs to the
control group (the wind is blowing from another direction). Under
the Stable Unit Treatment Value Assumption (STUVA), we assume
that each day can have two potential concentrations in µg/m3 for an
air pollutant: Yi(1) if the wind blows from the North-East and Yi(0)
if the wind blows from another direction.

The fundamental problem of causal inference states that we can
only observe for each day one of these two potential outcomes: it
is a missing data problem (Holland 1986, Ding and Li 2018). The
observed concentration of an air pollutant Yobs is defined as Yobs =
(1-Wi) × Yi(0) + Wi × Yi(1). If the unit is treated, we observe Yi(1). If
it is a control, we observe Yi(0). To estimate the effect of North-East
winds on air pollutant concentrations, we therefore need to impute
the missing potential outcomes of treated units—what would have
been the air pollutant concentrations if the wind had blown from
another direction?

Stage 2: Designing the Hypothetical Randomized Experiment The sec-
ond stage of our causal inference pipeline is to embed our non-
randomized study within an hypothetical randomized experiment.
We are dealing with an observational study where North-East winds
are not randomly distributed through a year and are correlated with
other weather parameters influencing air pollutant concentrations. In
Figure 3, we plot, for each month, the absolute standardized mean
differences between treated and control units for the average tem-
perature, relative humidity and wind speed: most differences are
superior to 0.1, which is often considered as a threshold to assess the
imbalance of covariates.

To better approximate a randomized experiment, we must there-
fore find the subset of treated units which are similar to control units.
Formally, we want to make plausible for this subset of units the as-
sumption that the treatment assignment is independent from the po-
tential outcomes of units given their covariates X: Pr(W | X, Y(0),
Y(1)) = Pr(W | X). The issue is that some units’ covariates are ob-
served while other are not. Unlike a randomized experiment where
both observed and unobserved covariates will be, on average, bal-
anced across treatment and control groups, we must assume that no
unobserved covariates affect the treatment assignment.

Matching methods are particularly convenient to design hypothet-
ical randomized experiments. Contrary to standard regression ap-
proaches, matching is a non-parametric way to adjust for observed
covariates while avoiding model extrapolation since units without
counterfactuals in the data are discarded from the analysis. Specifi-
cally, we use a constrained matching algorithm to design a pairwise
randomized experiment where, for each pair, the probability of re-
ceiving the treatment is equal to 0.5 (see (Sommer et al. 2021) for
further details on the algorithm). Each treated unit is matched to its
closest unit given a set of covariate constraints which represent the
maximum distance, for each covariate, allowed between treated and
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Figure 3: Evidence of Imbal-
ance for Weather Covariates.
Notes: For each month, we
compute the absolute standard-
ized differences for continu-
ous weather covariates between
treated and control groups.
These differences are repre-
sented as blue points. The verti-
cal orange line is the 0.1 thresh-
old which is used in the match-
ing literature to spot covariates
imbalance. The vertical black
line is at 0.

control units. We match on the two sets of covariates influencing
both wind directions and air pollutant concentrations.

First, we match on calendar variables such as the Julian date,
weekend, holidays and bank days indicators. A treated unit could be
matched up to a control unit with a maximum distance of 60 days.
If we extend this distance, it would be easier to match treated units
to control units but the treatment effect could be biased by seasonal
variation in air pollutant concentrations. We match exactly treated
and control units for the other calendar indicators.

Second, we match on weather variables. The average temperature
between treated and control units could not differ by more than 5°.
The difference in wind speed must be less than 0.5 m/s. The rainfall
duration (divided in four ordinal categories) needs to be the same
and the absolute difference in average humidity could be up to 12
percentage points. We also force the absolute difference in PM10

concentrations in the previous day to be less or equal to 8 µg/m3.
The thresholds we set up were chosen through an iterative process
were we checked (i) that they led to balanced sample of treated and
control units and (ii) that there were enough matched pairs to draw
our inference upon.

Finally, the Stable Unit Treatment Value Assumption (SUTVA) re-
quires that there is no interference between units and no hidden vari-
ation of the treatment. To make this assumption more plausible, we
discard from the analysis the matched pairs for which the distance
in days is inferior to 4 days and make sure that the first lag of the
treatment indicator for treated and control units.
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Stage 3: Analyzing the Experiment using Neymanian Inference In the
third stage, we proceed to the analysis of our hypothetical pairwise
randomized experiment. Several modes of statistical inference such
as Fisherian, Neymanian or Bayesian could be implemented (Rubin
1991). Here, we take a Neymanian perspective where the potential
outcomes are assumed to be fixed and the treatment assignment is
the basis of inference. Our goal is to measure the average causal ef-
fect for the sample of matched units. We assume that each of the two
units of a matched pair j has two potential concentrations for an air
pollutant. If we were able to observe these potential outcomes, we
could simply measure the effect of North-East winds on air pollutant
concentrations by computing the finite-sample average treatment ef-
fect for matched treated units τfs. We would first compute for each
pair the mean difference in concentrations and then average the dif-
ferences over the J pairs. While we only observe one potential out-
come for each unit, we can nonetheless estimate τfs with the average
of observed pair differences τ̂:

τ̂ =
1
J

J

∑
j=1

(Yobs
t,j − Yobs

c,j ) = Yobs
t − Yobs

c

Here, the subscripts t and c respectively indicate if the unit in a given
pair is treated or not. Since there are only one treated and one control
unit within each pair, the standard estimate for the sampling variance
of the average of pair differences is not defined. We can however
compute a conservative estimate of the variance (Imbens and Rubin
2015):

V̂(τ̂) =
1

J(J − 1)

J

∑
j=1

(Yobs
t,j − Yobs

c,j − τ̂)2

We finally compute an asymptotic 95% confidence interval using a
Gaussian distribution approximation:

CI0.95(τfs) =
(

τ̂ − 1.96 ×
√

V̂(τ̂), τ̂ + 1.96 ×
√

V̂(τ̂)
)

The obtained 95% confidence interval gives the set of effect sizes
compatible with our data (Amrhein et al. 2019).

Stage 4: Sensitivity Analysis The fourth step of our causal inference
pipeline is to explore how sensitive our analysis is to violation of the
assumptions it relies upon. We carry out three types of robustness
checks.

First, we make the strong assumption that the treatment assign-
ment is as-if random: winds blowing from the North-East occur ran-
domly conditional on a set of measured covariates. Other researchers
could however argue that we fail to adjust for unmeasured variables
influencing both the occurrence of North-East winds and air pollu-
tant concentrations. Within matched pairs, these unobserved coun-
founders could make the treated day more likely to have wind blow-
ing from the North-East than the control day. We therefore imple-
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ment the quantitative bias analysis, also called sensitivity analysis,
that was developed by Rosenbaum (2010) and Fogarty (2020). It al-
lows us to explore how our results would be altered by the effect
of an unobserved confounder on the treatment odds, denoted by Γ.
In our matched pairwise experiment, we assume that within each
pair, control and treated days have the odds to see the wind blow-
ing from the North-East: the odds of treatment is such that Γ = 1.
The quantitative bias analysis allows to compute the 95% confidence
intervals obtained for different values of bias the unmeasured con-
founder has on the treatment assignment. For instance, if we assume
that an unmeasured confounder has a small effect on the odds of
treatment (i.e., for a Γ > 1 and close to 1) but the resulting 95% con-
fidence interval becomes completely uninformative, it would imply
that our results are highly sensitive to hidden bias. Conversely, if we
assume that an unmeasured confounder has a strong effect on the
odds of treatment (i.e., for a large Γ) and we find that the resulting
95% confidence interval remains similar, it would imply that our re-
sults are very robust to hidden bias. In a complementary manner,
we also check whether unmeasured biases could be present by using
the first daily lags of air pollutant concentrations as control outcomes
(Rosenbaum 2018). If our matched pairs are indeed similar in terms
of unobserved covariates, the treatment occurring in t should not
influence concentration of air pollutants in t − 1.

Second, for many matched pairs, air pollutant concentrations were
imputed using the chained random forest algorithm (Mayer 2019).
We check whether the results are sensitive to the imputation by re-
running the analysis for the non-missing concentrations.

Third, we make sure that the treatment assignment within pairs
was effective to increase the precision of estimates. We compare the
estimate of the sampling variance of a pairwise randomized experi-
ment to the one of a completely randomized experiment. If the es-
timate of sampling variability for the pairwise experiment is smaller
than the estimate of sampling variability for a complete experiment,
it means that our matching procedure was successful to match simi-
lar units within pairs compared to randomly selected units (Imbens
and Rubin 2015).

Results

Performance of the Matching Procedure

Our initial dataset consists in 4,018 daily observations, divided into
912 treated units and 3,106 control units. The matching procedure
results in 121 pairs of matched treated-control units—only 13% of
treated units could be matched to similar control units given the
constraints we set. In the supplementary materials, we show that the
matched sample has different characteristics from the initial sample:
observations belong more to the period ranging from May to Octo-

https://lzabrocki.github.io/design_stage_wind_air_pollution/4_comparing_initial_to_matched_data.html


wind & air pollution 31

ber, their average temperature is higher and their relative humidity
is lower.

In Figure 4, we display how the balance of continuous and cate-
gorical covariates improves after the matching procedure. Blue dots
represent either the absolute mean differences between treated and
control units for continuous variables or the absolute differences in
percentage points for categorical variables. For continuous covari-
ates, the average standardized mean differences between treated and
control days is 0.26 before matching and reduces to 0.07 after the pro-
cedure. For categorical covariates, the average difference in percent-
age points diminishes from 6.2 to 1.8 after matching. Our matching
procedure therefore leads to a consequent reduction of our sample
size but allows us to compare treated units that are more similar to
control units. A complete analysis of the balance improvement for
each covariate is available in the supplementary materials.
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Figure 4: Overall Balance Im-
provement in Continuous and
Categorical covariates. Notes:
In Panel A, we plot, before
and after matching, the abso-
lute standardized differences in
continuous covariates between
treated and control groups.
Each blue dot represents an ab-
solute mean difference for a
given covariate. In panel B, we
plot, before and after match-
ing, the absolute difference in
percentage points for categori-
cal covariates.

https://lzabrocki.github.io/design_stage_wind_air_pollution/6_checking_balance_improvement.html
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North-East Wind Effects on Air Pollutant Concentrations

For each air pollutant, we plot in Figure 5 the estimated average
difference in concentration (µg/m3) between North-East winds and
other wind directions. We also display the estimated differences for
the previous day and the following day. Thick lines represent the
95% confidence intervals while thin lines are the 99% confidence in-
tervals. The third panel of Figure 5 confirms the exploratory analysis
of the polar plot. When wind blows from the North-East, PM10 con-
centrations increase by 4.4 µg/m3, with the lower and upper bounds
of the 95% confidence being respectively equal to an increase by 1.7
µg/m3 and 7.2 µg/m3. The estimated difference represents an 18%
increase in the average concentration of PM10. We also observe a
positive difference of 25% in PM10 concentrations the following day
(point estimate of 4.9; 95% CI: 1.8, 8.1).

North-East winds do not seem to influence NO2 (point estimate
of 1.5; 95% CI: -3.4, 6.4), and O3 (point estimate of -1.2; 95% CI: -5.5,
3.1) concentrations on the current day. This is also the case for the
concentrations of these two air pollutants on the following day.

Regarding the effects of North-East winds on PM2.5, we restrain
our analysis to pairs without missing concentrations. For the current
and following days, we respectively find an average increase of 1.4
µg/m3 (95% CI: -0.6, 3.4) and 2.7 µg/m3 (95% CI: 0.8, 4.5). These
point estimates respectively represent a 8.8% and a 17% relative in-
creases in PM2.5 concentrations.
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Figure 5: Effects of North-East
Winds on Air Pollutant Con-
centrations. Notes: In each
panel, we plot the estimated ef-
fects of North-East winds on air
pollutant concentrations for the
previous, current and following
days. Point estimates are de-
picted by blue points; blue thick
lines are 95% confidence inter-
vals and thin lines are 99% con-
fidence intervals. The 95% and
99% confidence intervals asso-
ciated with the estimated aver-
age difference in PM10 in the
first lag are smaller than other
intervals for the following days
since we added a constraint in
the matching procedure for this
lag of the air pollutant.

Sensitivity Analysis

Our quantitative bias analysis reveals that if we have failed to adjust
for an unobserved confounder twice more common among treated
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days, the resulting 95% confidence intervals for the estimated ef-
fects of North-East winds on PM10 would be equal to (0.5, 9) for the
current day and to (-0.2, 10) for the the following day. Confidence
intervals are still consistent with mostly positive effects but are rela-
tively wide. As a complementary test for unobserved confounders,
we also check that the occurrence of North-East winds on the current
day does not have any effect on concentrations measured in the pre-
vious day. Reassuringly, for NO2 and O3, 95% confidence intervals
do not suggest clear negative or positive average differences in con-
centrations as shown in Figure 5 (for PM2.5, the estimated average
difference is -0.1 µg/m3 (95% CI: -1.2, 1)).

In the supplementary materials, we check whether the imputa-
tion of missing air pollutant concentrations did not drive our results.
For NO2, O3 and PM10, 13%, 8% and 7% of concentrations were re-
spectively imputed. We replicate our analysis on the subset of pairs
without missing observations: point estimates remain very similar
but confidence intervals are a bit larger due to the sample size loss.
This robustness check implies that our imputation did not bias our
estimates.

Finally, the pairwise design of our hypothetical experiment does
not help increase the precision of the estimated differences in PM10

concentrations. The standard error under a completely randomized
assignment is equal to 1.35 while the one of a pairwise randomized
assignment is 1.4. The pairwise design however increases the preci-
sion estimates for O3 by 23% for O3 but decreases the precision by
42% for NO2.

Discussion
In our study, we follow a causal inference pipeline to craft a hypo-
thetical experiment for measuring the effects of North-East winds
on daily particulate matter concentrations in Paris. Our constrained
pair matching algorithm enables us to find the subset of treated days
that were similar to control days for a set of calendar and weather
confounding factors. Compared to a statistical adjustment based
on a multivariate regression model, matching is non-parametric and
avoids to extrapolate to units without empirical counterfactuals. At
the very heart of this method, graphical displays of covariates bal-
ance allow to check in a transparent manner whether the as-if ran-
dom distribution of the treatment was achieved conditional on ob-
served confounders. We were surprised that covariates balance could
only be achieved for 13% of treated units. It would be an interest-
ing question for future research to see if alternative methods such
as cardinality matching or bayesian additive regression trees lead to
similar results (Hill 2011, Hill and Su 2013, Visconti and Zubizarreta
2018). The relevant structure of the hypothetical experiment to target
should also be of interest since our pair matching algorithm failed to
increase the precision of estimates compared to a completely ran-

https://lzabrocki.github.io/design_stage_wind_air_pollution/7_analyzing_results.html
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domized assignment of the treatment.
The difficulty to find similar treated and control units could lead

researchers interested in the acute health effects of air pollution to
worry that instrumental variable strategies exploiting wind patterns
and based on multivariate regression models might suffer from ex-
trapolation bias (King and Zeng 2006, Ho et al. 2007). In the supple-
mentary materials, we show that results based on an outcome regres-
sion approach, even if they are based on the entire sample, are con-
sistent with those found with the matched data. This may increase
the confidence in the capability of a multivariate regression model
to correctly extrapolate. Matching estimates are however much less
precise. Further research is therefore needed to better understand
if improving the design stage of instrument variable studies with
matching methods is feasible given the small sample size it entails
(Small and Rosenbaum 2008, Baiocchi et al. 2012, Kang et al. 2016,
Keele and Morgan 2016). If it is the case, could matching methods
actually lead to different results (Schwartz et al. 2015, Baccini et al.
2017, Forastiere et al. 2020)?

In addition to providing evidence on the effective sample size for
which covariates balance was achievable, our study was the occasion
to assess whether the estimated effects of North-East wind on partic-
ulate matters were robust hidden bias. It would require an unmea-
sured confounder twice more common among treated days to raise
doubt on the direction of the estimated effects. This raises our con-
fidence in the assumption that North-East wind are also randomly
distributed according to unobserved variables. To the best of our
knowledge, this assumption was waiting to be quantitatively evalu-
ated. This could be explained by the fact that the sensitivity analysis
we rely on was developed for pairwise matched data (Fogarty 2020).
As an alternative, researchers wishing to keep working with a re-
gression approach could implement the new method developed by
Cinelli and Hazlett (2020a;b).

Finally, our study presents two main limits regarding the improve-
ment of the design stage of air pollution studies based on wind di-
rections. The first limit concerns the definition of the contrast of
interest, that is to say the difference of air pollutant concentrations
between North-East winds and other wind directions. If this com-
parison is easy to understand, the treatment we defined is not ma-
nipulable contrary to those found in randomized controlled trials. It
might lack a certain appeal to policy-makers as our estimates only
indicate whether North-East winds lead to higher particulate mat-
ter concentrations than other wind directions (Zigler and Dominici
2014, Dominici and Zigler 2017), without determining the origin of
the sources emitting the air pollutant. To overcome this limit, a study
exploiting variations in wind directions should be combined with a
clear shock on one of the sources emitting an air pollutant. For in-
stance, in a recent paper in Southern California (Aguilera et al. 2020),
it was shown that Santa Ana winds have a predominant ventilation
effect on PM2.5 but when inland wildfires occur, Santa Ana winds

https://lzabrocki.github.io/design_stage_wind_air_pollution/7_analyzing_results.html
https://lzabrocki.github.io/design_stage_wind_air_pollution/7_analyzing_results.html
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are instead increasing PM2.5 levels on the coast.
The second limit revolves around the assumption that, for wind

direction to be a valid instrument, its effects on a health outcome
must be fully mediated by a single air pollutant (Angrist et al. 1996,
Angrist and Pischke 2008, Baiocchi et al. 2014). As recognized by
researchers, studies exploiting wind patterns could violate this as-
sumption if changes in wind direction affect simultaneously several
air pollutants. In our study, once the data are matched, it seems that
North-East winds only influence particulate matter, which could re-
inforce the credibility of the assumption. Yet, this should not be
always the case as it would be highly dependent on the city and
air pollutant investigated. Methodological work is much needed to
understand in which cases the air pollutants co-variance structure
could lead to biased dose-response. In a recent work, Godzinski
and Castillo (2021) propose to run a multi-pollutant model where
each air pollutant concentration is predicted by selecting the opti-
mal set of instrumental variables using least absolute shrinkage and
selection operator (lasso). The authors show that results of an in-
strumented multi-pollutant model can be very different from those
found by single-pollutant models. It remains to be studied if match-
ing could also help limit this well-known issue.
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The air pollution and health effects of cruise vessel traffic is a growing con-
cern in the Mediterranean area. We propose a novel methodology based
on high-frequency observational data to estimate the causal effects of mar-
itime traffic on air pollution. We apply this method to cruise traffic in
Marseille, a large Mediterranean port city. Using a new pair-matching al-
gorithm designed for time series data, we create hypothetical randomized
experiments and estimate the change in air pollution caused by a short-term
increase in cruise traffic. We carry out a randomization-based approach
to quantify uncertainty and compute nonparametric 95% Fisherian inter-
vals (FI). At the hourly level, cruise vessels’ arrivals have relatively large
impacts on city-level hourly concentrations of nitrogen dioxide, particulate
matter and sulfured dioxide. At the daily level, we do not observe any clear
effects. Our results suggest that well-designed hypothetical randomized ex-
periments provide a principled approach to evaluate identification challenges
in such time series data but also help credibly estimate the negative exter-
nalities of maritime traffic.

website:
https://lzabrocki.github.io/cruise_
air_pollution/

replication data:
https://osf.io/v8aps/

Introduction
Particulate matter pollution induced by maritime traffic was esti-
mated to cause 60,000 premature deaths worldwide in 2007, with
the highest burden in the Mediterranean area ctcorbett2007mortality.
In the past few years, local environmental organizations and me-
dia have raised concerns over air pollution induced by cruise vessel
traffic (Friedrich 2017-07-31, Chrisafis 2018-07-6), which peaked in
2018 with four million cruise passengers in the Mediterranean re-
gion (Cruise Lines International Association 2019). Although cruise
tourism brings with it economic benefits, it could also harm the
health of local residents. Due to historical urban planning, many
Mediterranean cities have often their port located in the city center
and a large fraction of their population could be exposed to vessels’
emissions. Besides, the Mediterranean region is not yet part of an
Emission Control Area (ECA), unlike US coasts, where stringent reg-
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ulations on fuel sulfur content have been implemented. In this con-
text, estimating the impact of cruise traffic on ambient air pollution
is required to address public health concerns.

Our study focuses on the city of Marseille, France, which is a per-
fect example of the air pollution issue at stake in Mediterranean port
cities. It is the second largest city of the country, with 870,000 in-
habitants, and its second largest port, with 3 million passengers in
2019 (INSEE 2020, GPMM 2020). Pollution levels are high relative
to the World Health Organization’s recommendations and European
legal standards. It is estimated that 1.7% of total annual mortality
in Marseille could be avoided if annual PM2.5 levels decreased to the
WHO recommended thresholds (Khomenko et al. 2021). According
to emission inventories, maritime traffic contributes up to 18% of lo-
cal fine particulate matter emissions (AtmoSud 2020). If cruise traffic
contributes to the pollution exposure of residents in similar propor-
tions to its emissions, it could be a key sector to target for improving
ambient air quality.

Yet, isolating the contribution of vessel emissions to observed air
pollutant concentrations is known to be challenging. Complex me-
teorological patterns can prevail along coastal sites and ports are
often located near major roads and industrial complexes, making it
difficult to disentangle the specific amount of air pollution induced
by maritime traffic. Atmospheric scientists have typically relied on
two complementary approaches to estimate the contribution of ves-
sel traffic to city-level pollution (Mueller et al. 2011, Damien Piga
and Salameh 2013, Viana et al. 2014, Liu et al. 2016, Merico et al.
2016, Atmosud 2019, Murena et al. 2018, Liu et al. 2019, Sorte et al.
2020). The first approach is a model-based method. It starts from es-
tablishing an emission inventory based on activity data such as the
type of engines of the ships arriving in the port, and then infers how
emissions turn into concentrations using a dispersion model. The
second approach is based on source apportionment methods which
require dedicated measurement campaigns with sensors deployed in
the city at different seasons. The samples are then analyzed in the
laboratory to detect chemical signatures and trace back the likely
origin of the particles. The first approach rests on the quality of the
emission inventory and the validity of the dispersion model while
the second approach is often limited by measurement campaigns of
short duration.

The method we develop in this study here differs in several re-
spects and we see it as an alternative to existing approaches found
in the atmospheric science literature. It should be more familiar
to researchers willing to evaluate the subsequent impact of vessel
emissions on various health outcomes. Similarly to Contini et al.
(2011) and Moretti and Neidell (2011), we start by combining high-
frequency time series data on cruise traffic, weather parameters and
air pollutant concentrations over the 2008-2018 period. In contrast
to these studies, we then explicitly framed our study within the
Neyman-Rubin Causal Model, which enables us to separate the de-
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sign phase of the observational study from its statistical analysis (Ru-
bin 1974, Holland 1986, Rubin 2005). Using the natural variation
in vessel traffic, we try to emulate hypothetical randomized experi-
ments targeted for estimating the impact of a short-term increase in
cruise traffic on air pollutants.

To better capture the temporal chemistry of air pollutants reac-
tion, we carry out two types of analysis: one at the hourly level and
one at the daily level. We construct pairs of comparable periods of
three hours or two days, with and without an increase in cruise traf-
fic, using a recent constrained pair-matching algorithm designed for
time series data (Sommer et al. 2018). This new algorithm was de-
veloped since other matching approaches such as propensity score
can fail to balance the lags of covariates within matched pairs. Our
algorithm enables us to set in a flexible manner the maximum dis-
tance allowed between treated and control units for each covariate.
The lags of covariates will be more balanced within each matched
pair by design. Besides, compared to a more standard approach
based on a multivariate regression model, matching has several ma-
jor advantages. First, it adjusts in a nonparametric way for observed
covariates such as weather parameters. Second, it helps better eval-
uate the imbalance and the lack of overlap in observed covariates.
As cruise traffic has a strong seasonality, it is important to prune
control units which do not belong to the common support of the
data to avoid model extrapolation (King and Zeng 2006, Ho et al.
2007, Stuart 2010, Rosenbaum 2010, Imbens 2015, Imbens and Rubin
2015, Rosenbaum 2018). Third, matching is more transparent than
a regression approach to understand which observations are used
as counterfactuals for treated units. Once we obtain pairs of similar
treated and control time series, we assume that the increase in cruise
traffic is as-if randomized conditional on a set of observed weather
parameters and calendar indicators.

As we shall see, our matching procedures drastically reduces the
initial sample sizes. Given the small sample sizes of matched data,
we therefore decided to rely on randomization-inference to quantify
the uncertainty of the estimated causal effects. We build 95% Fish-
erian intervals that give the range of constant effects supported by
the data. While this mode of inference relies on the unrealistic as-
sumption that the causal effect of an increase of cruise traffic is the
same for all matched pairs, it does not make any large-sample ap-
proximation and is distribution free for the test statistic of interest
(Fisher et al. 1937, Rubin 1991, Ho and Imai 2006, Rosenbaum 2010,
Imbens and Rubin 2015, Dasgupta and Rubin 2021). Since the con-
stant unit-level treatment effect assumption is arguably unrealistic in
our study, we also provide results using Neyman’s mode of infer-
ence which focuses on the average treatment effect in matched pairs
(Neyman 1923).

Our results show that estimating the causal effects of cruise ves-
sels on local air pollutant concentration is challenging. First, only
4% of hourly treated units and 8% of daily treated units could be
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Figure 6: Regularity in Daily
Cruise Vessel Traffic. Notes:
Each blue line is a day without
cruise traffic and each orange
line is a day with cruise traffic.

matched to similar control units without cruise traffic. This is due
to fact that cruise vessel is very regular as we can see in Figure 6,
which plots the distribution of days with and without cruise traffic
over time. Besides, up to 20% of matched pairs could suffer from
spillovers effects since they could be temporally too close from each
others. Despite these drawbacks, our matching procedure was suc-
cessfull to create well-balanced pairs of treated and controls with
similar covariate values.

At the hourly level, we find that the arrival of cruise vessel could
increase nitrogen dioxide (NO2) concentrations between 5% up to
25%, coarse particulate matter (PM10) between 3% up 27%, and sul-
fur dioxide (SO2) between 4% up to 109%. Ozone concentrations (O3)
simultaneously could decrease up to 14%, which could be consistent
with the titration of this air pollutant due to an increase in nitrogen
oxide (Diesch et al. 2013, Eckhardt et al. 2013, Merico et al. 2016).
Since we have few matched pairs, our 95% Fisherian intervals are
imprecise. Contrary to hourly level results, we do not observe any
clear impact of cruise traffic at the daily level. This lack of observ-
able effects at the daily level agrees with a measurement campaign
carried out by the local air quality monitoring agency in Marseille
(Atmosud 2019). At the daily level, it seems that the impact of road
traffic on air pollutants largely emitted by cars such as NO2 is much
more visible. The higher salience of plumes emitted by cruise vessels
and the potential larger concerns over this source of air pollution is
an interesting area for future research. An extensive set of robustness
checks on the sensitivity of our results to hidden bias, outliers, miss-
ing data and low statistical power complements our main analyses.

The approach we lay out in this paper is the principal contribu-
tion to the small literature studying the impact of vessel traffic on air
pollution with observational data (Moretti and Neidell 2011, Contini
et al. 2011, Merico et al. 2016, Sorte et al. 2020). The closest paper to
ours is by Zhu and Wang (2021) who study the effects of fuel content
regulation on air pollution in four Chinese ports. The implementa-
tion of this policy leads to a convincing source of identification based
on a time-series regression discontinuity design and a difference-in-
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discontinuity strategy. However, many port cities around the world
do not belong to emission control areas and such research design
cannot be implemented to inform future regulation policies. We in-
stead try to make the most of high-frequency time series data on
port calls and city air pollution by crafting hypothetical experiments.
Our approach should be widely applicable as observational data on
weather, air pollution, and port call statistics are easy to access in
several port cities and over a long period of time.

Besides, we rely on procedures underused by economists to make
the design and analysis stages of observational studies more credi-
ble. As reminded by Imbens (2015), compared to an outcome regres-
sion approach, matching is a more principled approach to adjust for
observed counfouders. The matching algorithm developed in Som-
mer et al. (2021) has the great advantage to have been specifically
designed for time series data since we can flexibly choose the maxi-
mum distance between a treated and a control unit for each covariate
and its lags. On top of the matching procedure, we also show how to
carry out randomization-based inference when the sample size could
be deemed too small for traditional inference methods. Even if this
mode of inference has recently been the subject of a renewed interest
in social sciences (Ho and Imai 2006, Cohen and Dupas 2010, Bowers
and Panagopoulos 2011, Gerber and Green 2012, Athey and Imbens
2017, Heß 2017, Bowers and Leavitt 2020) and statistics (Cattaneo
et al. 2015, Ding et al. 2016, Keele and Miratrix 2019, MacKinnon and
Webb 2020, Caughey et al. 2021, Wu and Ding 2021, Zhao and Ding
2021), it is yet to be adopted by environmental economists. We make
great efforts to clearly explain the advantages and drawbacks of this
mode of inference but also how to concretely implement it.

Finally, our study could be used as a template to help strengthen
the design and analysis stages of the growing literature exploiting
exogenous transport shocks to estimate the acute health effects of
air pollution (Moretti and Neidell 2011, Schlenker and Walker 2016,
Knittel et al. 2016, Bauernschuster et al. 2017, Zhong et al. 2017,
Simeonova et al. 2021, Godzinski et al. 2019, Giaccherini et al. 2021).
Matching and randomization inference have already proven to be
beneficial in air pollution studies on health outcomes which do not
rely on natural experiments (Baccini et al. 2017, Forastiere et al. 2020,
Sommer et al. 2021, Lee et al. 2021). Even if researchers find credible
source of identification, it is important to reveal the common support
of the data and clearly lay out the mode of inference (Gutman et al.
2012, Zigler and Dominici 2014, Bind and Rubin 2019, Bind 2019,
Bind and Rubin 2021).

The rest of our paper is organized as follows. In the second and
third sections, we present our data and describe the research design
we rely on. In the fourth section, we present the results and their
robustness checks. In the last section, we discuss the advantages
but also the limits of our approach and reflect on future paths for
research on this topic. We strive to make our analysis easily and
fully reproducible. Annotated codes and supplementary materials
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are available on this website. Our data are archived on a Open Sci-
ence Framework repository.

Data
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Figure 7: Map of Marseille’s
Port surrounding Area. Notes:
This map of Marseille city with
its port and the two air qual-
ity monitoring stations located
in Lonchamp and Saint-Louis
neighborhoods. Grey lines rep-
resent the road network of the
city.

We built two datasets for the 2008-2018 period, one at the hourly
level with 96,432 observations, and one at the daily level with 4,018
observations. Below we detail the data sources and variables used.
In the Data section of our website, we report additional information
on the data wrangling procedure and carry out a full exploratory
data analysis (Tufte 1985, Cleveland 1993).

Vessel Traffic Data

We obtained data on 41,015 port calls from the Marseille Port au-
thority. They represent the universe of all port calls between 2008
and 2018. For each vessel docking at the port, we know the exact
date and hour of arrival and departure, as well as its name, its type,
and its gross tonnage, which is a nonlinear and unitless measure of
a vessel’s overall internal volume. This measure of a vessel’s volume

https://lzabrocki.github.io/cruise_air_pollution/
https://osf.io/v8aps/
https://osf.io/v8aps/
https://lzabrocki.github.io/cruise_air_pollution/
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Figure 8: Hourly Vessel Traf-
fic Variation. Notes: This figure
plots the average hourly varia-
tion in the gross tonnage of ves-
sel arriving and departing the
port. Gross tonnage is a unit-
less measure of the volume of a
ship.

can be related to its emissions of air pollutants and has been used
in other studies as a proxy for the intensity of vessel traffic (Contini
et al. 2011, Moretti and Neidell 2011). Using information on vessel
characteristics, we defined three broad categories: cruise, ferry, and
other types of ships. We then calculated, for each vessel type, the
total number of vessels and the sum of gross tonnage entering and
leaving the port at the hourly and daily levels. As shown in Figure 8,
vessel traffic is regular: most vessels dock in the port in the morning
and leave in the evening.

Air Pollution and Weather Data

We retrieved air pollution data from the two background monitoring
stations managed by AtmoSud, the local air quality agency. The first
station, Saint-Louis, is the closest to the cruise terminal. It is located
two kilometers away from the cruise terminal (North-Western ex-
tremity of the port) and six kilometers away from the ferry terminal
(South-Eastern extremity of the port) (See Figure 7). It only moni-
tors NO2 and PM10. The second station, Longchamp, is located six
kilometers away from the cruise terminal and three kilometers away
from the ferry terminal (See Figure 7). The Longchamp station mon-
itors NO2, SO2, ozone (O3), PM2.5 and PM10. Sulphur oxides (SOx),
nitrogen oxides (NOx), and fine particulate matter are emitted to
the atmosphere as a direct result of the combustion of maritime fuel
(Sorte et al. 2020). SOx and NOx emissions directly produce NO2

and SO2, and contribute to the formation of secondary pollutants
such as particulate matter of a larger size (i.e., PM2.5 and PM10), and
O3 (Viana et al. 2014).

Weather data come from Météo-France, the French national mete-
orological service. We obtained data from the closest weather station,
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located 25 kilometers away from the city center, at Marseille airport.
We calculated hourly and daily values for weather variables: rainfall
height (mm), average temperature (°C), humidity (%), wind speed
(m/s), and wind direction measured on a 360 degrees compass rose
where 0° is North.

To avoid losing statistical power, we imputed missing values of
cruise gross tonnage, air pollutant concentration and weather param-
eters. We relied on the chained random forest algorithm provided by
the R package missRanger (Mayer 2019). There were no clear miss-
ingness patterns for these variables and we checked with simulation
exercises that this algorithm had a relatively good performance for
imputing missing values, even if it could sometimes result in large
discrepancies.

Road Traffic Data

We obtained hourly data on the average flow of vehicles and road
occupancy rates over the 2011-2016 period from the Direction Interdé-
partementale des Routes, a decentralized state administration in charge
of managing, maintaining, and operating roads. We selected hourly
data for the six traffic monitoring stations with the best available
recordings, two located North and four located East of the city. As
measures of road traffic, we focus on the hourly flow of vehicles
(number of vehicles) and the occupation rate of the road (%).

Research Design
We conceptualize plausible but hypothetical randomized experiments
to estimate the short-term effects of an increase in vessel traffic on air
pollutant concentrations in Marseille. We follow a causal inference
pipeline conceived to analyze observational data in a rigorous and
transparent manner (Rosenbaum 2010, Sommer et al. 2018, Bind and
Rubin 2019, Sommer et al. 2021).

Stage 1: Formulating Plausible Interventions on Vessel Traffic

We are interested in the following causal question: Does cruise vessel
traffic contribute to background air pollutant concentrations in Marseille?
The “ideal" experiment would randomly allocate hours or days to
high versus low cruise vessel traffic. We could then confidently at-
tribute the resulting differences in pollutant concentrations to vessel
emissions. In the absence of such randomized experiment in Mar-
seille, we try to approximate an experimental setting by comparing
pairs of short time series that are as similar as possible on a set
of observed covariates but differ in their level of vessel traffic. We
define below our hypothetical randomized experiments using the
framework of the Neyman-Rubin Causal Model (Rubin 1974, Hol-
land 1986, Rubin 2005). We conceive two hypothetical experiments:



cruise traffic & air pollution 49

one experiment at the hourly level to test if an increase in cruise traf-
fic affects hourly air pollutant concentrations in the very short-run;
and one experiment at the daily level to examine if an increase in
cruise traffic affects daily average concentrations.

The units, which we index by t (t = 1, . . . , T), are either hours
or days spanning over the 2008-2018 period, depending on the time
scale of the experiment considered. At the hourly level, Vt is the sum
of the gross tonnage of cruise vessels docking in the port during
hour t. We focus on the pollution impact of cruise vessels arriving in
the port rather than aggregating arrivals and departures, because the
pollution impact of traffic is likely to depend on the direction of the
flow. For example, cruise vessels entering the port may take time to
finish maneuvering and generate emissions while they are docked.
In contrast, cruise vessels leaving the port may start running their
engines a few hours before effectively leaving, and therefore generate
pollution over a long period of time. Here, we focus on cruise vessels’
arrivals. Our treatment indicator is Wt and takes two values:

Wt =

1 if Vt > 0

0 if Vt=0
(1)

Hourly units with Wt equal to one are considered as “treated" while
units with Wt equal to zero belong to the control group. A treated
hour is an hour with some cruise vessel arrivals—in practice, no
more than two vessels enter the port at a given hour, and more often
there is only one. A control hour is an hour with no cruise vessel
arriving.

At the daily level, we create a hypothetical randomized experi-
ment easily understandable from a policy point of view. We define
Nt as the number of cruise vessels entering Marseille port on day t.
Our treatment indicator is Wt and takes two values:

Wt =

1 if Nt = 1

0 if Nt=0
(2)

Daily units with Wt equal to one are considered as “treated" while
units with Wt equal to zero belong to the control group. A treated
day is a day with one cruise vessel arriving at the port. A control
day is a day without any cruise vessel arriving. On average, there
is around one cruise vessel entering the port each day in the initial
sample. Therefore, the results of this hypothetical experiment can be
interpreted as reflecting the contribution of cruise vessel traffic on an
average day of the year.

In our setting, each hourly and daily unit has two continuous po-
tential outcomes whose values range in the set of plausible pollutant
concentrations in µg/m3, Yt(0) if Wt=0 and Yt(1) if Wt=1. It is im-
portant to note that we are working with a multivariate time series.
Further assumptions are required to properly define causal effects.

As explained in the following section, our matching algorithm
approximates a pairwise randomized experiment by finding similar



50 phd thesis

pairs of short-time series. First, we should check that pairs are well-
balanced in terms of interventions occurring in the pre-treatment pe-
riod. Second, we should make the Stable Unit Treatment Value As-
sumption (STUVA) plausible (Rubin 1974, Baccini et al. 2017, Forastiere
et al. 2020)2 . In the context of our hypothetical experiments, there 2 We are currently working to formal-

ize mathematically these assumptions
in regards of recent works on the
Neyman-Rubin Causal Model applied
to time series data (Bojinov and Shep-
hard 2019, Menchetti et al. 2021).

must be no spillovers effects within and across matched pairs. Within
a matched pair, a treated unit should be temporally far away from a
control unit. Across pairs, the first lead outcome of a treated unit in
one pair should not be used a control in another pair. This assump-
tion could be harder to make for the hourly experiment since we do
not have clear priors on when the treatment would actually occur.
For instance, during the maneuvering phase, cruise vessels could al-
ready impact air pollutant concentrations before being docked. Once
they are docked, they keep their engines on and could emit air pol-
lution in the following hours. In the time series of the treated unit,
it is therefore difficult to precisely define which lags and leads of the
concentration of an air pollutant is not affected by vessel emission.

Finally, given the definition of our two hypothetical experiments,
control days of the daily experiments are made of hours that could
serve as control hours in the hourly experiment; and treated days
could contain one hour that is treated in the hourly experiment.
However, both experiments should be seen as independent from each
other, as they aim at testing the pollution impact of cruise traffic at
two different time frames. Whether the impact should be stronger
for specific air pollutants at the hourly or daily level is ambiguous:
a study conducted in Marseille found that maritime traffic’s impact
on pollution is only detectable at the hourly level and near the port
(Atmosud 2019). It could still be argued that cruise traffic may also
impact daily concentrations more than hourly concentrations of sec-
ondary pollutants due to the lag in their formation.

Stage 2: Designing the Hypothetical Randomized Experiments

At the design stage, our goal is to obtain a sample of similar units
for which the assignment to the treatment and control groups can
be assumed to be unconfounded (Rubin 1991). Formally, this un-
confoundedness assumption states that the assignment to treatment
is independent from the potential outcomes given a set of observed
confounders. Instead of adjusting for confounding variables with
a multivariate regression model, we use a novel pair-matching al-
gorithm to obtain treated and control units with similar values for
observed covariates (Sommer et al. 2021). Matching is a nonpara-
metric method which prunes the observations to limit the imbalance
between treated and control units (Ho et al. 2007, Rubin 2006, Stuart
2010, Imbens 2015). By revealing the common support available in
the data, matching avoids the statistical model to extrapolate to units
without empirical counterfactual.

Concretely, let Xt be the vector of observed covariates for each
unit, with t the time indicator and X(k)

t the kth covariate. Our algo-
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rithm matches a treated unit to a control unit only if the component-
wise distances between their covariate vectors (X(1)

t , X(2)
t , . . . , X(K)

t )
are lower than pre-defined thresholds (δ1, δ2, . . . , δK). For a pair of
covariate vectors Xt and Xt′ , we use the following distance:

∆Xt ,Xt′
=

0 if |X(k)
t − X(k)

t′ |< δk for all k

+∞ otherwise
(3)

Compared to a propensity score approach, we can make sure with
this algorithm that observed confounders and their lags are balanced
within pairs (Greifer and Stuart 2021). To limit confounding, we se-
lect two sets of covariates. First, calendar variables (i.e., hour of the
day, day of the week, bank day, holidays, month, and year) are related
to both vessel traffic and air pollution. Second, weather covariates
(i.e., average temperature, rainfall indicator, average humidity, wind
direction blowing either from the East or West, and wind speed)
could also influence both vessel traffic and air pollution. We use
lags of these variables to ensure that treated and control units are as
similar as possible before the treatment occurs. We define matching
thresholds noting that they should be strict enough to make treated
and control units comparable with each other, but not too strict to
avoid reducing the sample size too much. Given this trade-off, the
thresholds are stricter for the hourly experiment for which the sam-
ple size is 24 times larger. Table 1 displays all threshold values used
in our matching procedure.

At the hourly level, we match exactly on calendar variables (hour
of the day, day of the week, bank days, holidays) over the current
and two previous hours before the treatment occurred (i.e., 0, 1, 2
lags) and allow a maximum distance of 30 days between treated and
control units. For weather parameters, we carried out an iterative
process, for which we tried different discrepancy values and kept the
ones that led to balanced treated and control groups while resulting
in enough matched pairs. We found that a maximum discrepancy
of around half a standard deviation often yields a good balance. We
match exactly for the East and West wind directions because they
play an important role in the dispersion of air pollutants.

At the daily level, we create similar pairs of treated and control
units over the current and previous day before the treatment oc-
curred (i.e., 0 and 1 lags). We relax some of the constraints from
the hourly level to have enough matched pairs. We strictly match
on the day of the week, bank days, and holidays over the two days
of the series. We allow treated and control units to have up to three
years of difference, but they should belong to the same month. For
weather parameters, we match exactly on the rainfall indicator and
the wind direction on days t and t-1, and we allow a small discrep-
ancy threshold for temperature and wind speed on t and t-1.

Based on these thresholds, each treated unit is matched to its clos-
est control unit using a maximum bipartite matching algorithm (Mi-
cali and Vazirani 1980). If no control unit is available to match a
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treated unit, it is discarded. We thus approximate the design of a
pairwise randomized experiment where the assignment mechanism
is a Bernoulli trial with a treatment probability of 0.5. Given this
design, for each hypothetical experiment, the number of possible
permutations is 2P, with P being the number of matched pairs.

Hourly Experiment Daily Experiment

Calendar Indicators
Distance in days 30 1095
Hour of the day in t 0
Weekday, Bank Days and
Holidays in t

0 0

Weekday, Bank Days and
Holidays in t-1

0 0

Weekday, Bank Days and
Holidays in t-2

0

Month in t 0

Weather Parameters
Average Temperature (°C)
in t

4 4

Average Temperature (°C)
in t-1

4 4

Average Temperature (°C)
in t-2

4

Rainfall Dummy in t 0 0
Rainfall Dummy in t-1 0 0
Rainfall Dummy in t-2 0
Average Humidity (%) in t 9
Average Humidy (%) in t-1 9
Average Humidity (%) in t-
2

9

Wind direction in 2 cate-
gories (East/West) t

0 0

Wind direction in 2 cate-
gories (East/West) t-1

0 0

Wind direction in 2 cate-
gories (East/West) t-2

0

Wind speed (m/s) in t 1.8 2
Wind speed (m/s) in t-1 1.8 2
Wind speed (m/s) in t-2 1.8

Notes: This table displays the maximum distance allowed for each covariate in the
pair matching algorithm, for each experiment. For example, it means that, for each
matched pair, treated and control units must have the same values for weekday, bank
days and holidays indicators in t. If a discrepancy value is missing in one of the
two column, it means that the associated covariate was not used for matching for the
corresponding experiment.

Table 1: Maximum Discrepan-
cies allowed for each Covari-
ate between Treated and Con-
trol Units, Hourly and Daily
Experiments.
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Stage 3: Analyzing the Experiments using Randomization-
based Inference

Once we obtained a balance sample of matched pairs, we imple-
ment a randomization-based inference procedure to analyze the ef-
fects of cruise vessels on air pollutant concentrations. Given that
we have a low number of matched pairs, we rely on this particular
mode of inference since it avoids large-sample approximation and is
distribution-free.

Point estimate for the unit-level treatment effect size. We assume a con-
stant additive unit-level treatment effect τ:

Yt(1) = Yt(0) + τ ∀t = 1, . . . , T (4)

Under such assumption, the average pair difference in pollutant
concentrations across treated and control units is an unbiased esti-
mator for τ (Keele et al. 2012). Thus, for an experiment with IPairs

matched pairs, where Yobs
1,i is the observed pollutant concentration

for the treated unit of pair i and Yobs
0,i is the observed pollutant con-

centration for the control unit of pair i, we take as a point estimate
the observed value of the average pair differences:

τ̂ =
1

IPairs

NPairs

∑
i=1

(Yobs
1,i − Yobs

0,i ) (5)

Randomization-based quantification of uncertainty. We carry out a test-
inversion procedure to build 95% Fisherian (also called “Fiducial")
Intervals (FI) for the constant unit-level treatment effect. We closely
follow the procedure detailed by T. Dasgupta and D.B. Rubin in their
forthcoming book (Dasgupta and Rubin 2021). On our website, we
provide a very detailed toy example to explain this mode of infer-
ence. Instead of gauging a null effect for all units, we test J sharp
null hypotheses H j

0: Yt(1) = Yt(0) + τj for j =1,. . ., J, where τj repre-
sents a constant unit-level treatment effect size. We test a sequence
of sharp null hypotheses of constant treatment effects ranging from
-10 µg/m3 to +10 µg/m3 with an increment of 0.1 µg/m3. As a test-
statistic, we use the observed value of the average of pair differences,
which is commonly used in randomization-based inference (Keele
et al. 2012, Imbens and Rubin 2015). For each constant treatment ef-
fect j, we calculate the upper p-value associated with the hypothesis
H j

0: Yt(1) - Yt(0) > τj and the lower p-value for H j
0: Yt(1) - Yt(0) < τj.

We run 10,000 permutations for each hypothesis to approximate the
null distribution of the test statistic. Running the exact number of
possible allocations is computationally too intensive given the num-
ber of matched pairs we found. The results of testing the sequence of
J hypotheses H j

0: Yt(1) - Yt(0) > τj forms an upper p-value function

of τ, p+(τ), while the sequence of alternative hypotheses H j
0: Yt(1) -

Yt(0) < τj makes a lower p-value function of τ, p−(τ). To calculate
the bounds of the 100(1-α)% Fisherian interval, we solve p+(τ) = α

2

 https://lzabrocki.github.io/cruise_air_pollution/
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for τ to get the lower limit and p−(τ) = α
2 for the upper limit. We

set our α significance level to 0.05, and thus calculate two-sided 95%
Fisherian intervals. This procedure allows us to get the range of con-
stant treatment effects consistent with our data, and the hypothetical
assignment mechanism we posit (Rosenbaum 2010, Dasgupta and
Rubin Fall 2015).

Drawbacks of randomization inference. Many researchers restrain from
using randomization inference as a mode of inference since it as-
sumes that treatment effects are constant across units. In our study,
this is arguably an unrealistic assumption since it would imply that
the effect of cruise vessel on air pollutant concentrations is the same
for all units. To overcome this limit, we carry out two other quantifi-
cation of treatment effects uncertainty.

First, we can compare the results of the randomization inference
procedure with the ones we would obtain with Neyman’s approach
(Neyman 1923). In that case, the inference procedure is built to tar-
get the average causal effect and the source of inference is both the
randomization of the treatment and the sampling from a population.
We can estimate the finite sample average effect, τfs, with the average
of observed pair differences τ̂:

τ̂ =
1
I

J

∑
i=1

(Yobs
t,i − Yobs

c,i ) = Yobs
t − Yobs

c

Here, the subscripts t and c respectively indicate if the unit in a given
pair is treated or not. I is the number of pairs. Since there are
only one treated and one control unit within each pair, the standard
estimate for the sampling variance of the average of pair differences
is not defined. We can however compute a conservative estimate of
the variance, as explained in chapter 10 of Imbens and Rubin (2015):

V̂(τ̂) =
1

I(I − 1)

I

∑
I=1

(Yobs
t,i − Yobs

c,i − τ̂)2

We finally compute an asymptotic 95% confidence interval using a
Gaussian distribution approximation:

CI0.95(τfs) =
(

τ̂ − 1.96 ×
√

V̂(τ̂), τ̂ + 1.96 ×
√

V̂(τ̂)
)

Second, Wu and Ding (2021) recently propose to adopt a studen-
tized test statistic that is finite-sample exact under sharp null hy-
potheses but also asymptotically conservative for weak null hypothe-
ses (i.e., average treatment effects). In our case, this studentized test
statistic is equal to the observed average of pair differences divided
by Neyman’s standard error of a pairwise experiment. We therefore
follow the same previous procedure for computing Fisherian inter-
vals but use the studentized statistic.
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Stage 4: Robustness Checks

We carry out several robustness checks to evaluate different aspects
of the design and results of our study.

Randomization check for overall balance. During the matching proce-
dure, we assess the balance with Love plots that display for each
covariate the standardized difference in means between treated and
control units before and after matching. To better assess the overall
balance, we implement the randomization inference method devel-
oped by Branson (2021) to evaluate if the treatment indicator is as-if
randomized according the pairwise structure in the matched data.
As a test statistic, Branson (2021) proposes to use the Mahalanobis
distance which summarizes the imbalance in the means of all covari-
ates but also takes into account their joint relationships. The ran-
domization inference procedure consists in permuting the treatment
indicator many times, computing the Mahalanobis distance for each
iteration and plotting the resulting null distribution of the test statis-
tic. If the observed value of the Mahalanobis distance is far away
from the distribution, it means that the treatment indicator is not
as-if randomized according to observed covariates.

Sensitivity to hidden bias. The causal interpretation of our results is
based on the plausibility of the hypothetical experiment and the un-
confoundedness assumption (Rubin 1991). This is a strong assump-
tion as it states that the treatment assignment probability is not a
function of potential outcomes given observed and unobserved coun-
founding factors (Sekhon 2009). To evaluate the consequence of hid-
den bias, we rely on the sensitivity analysis framework developed
by (Rosenbaum 1987; 2010). The goal of this method is to quantify
how the treatment estimates would be altered by the effect of an un-
observed confounder on the treatment odds, denoted by Γ. In our
matched pairwise experiments, we make the assumption that within
each pair, control and treated units have the same probability of 0.5 to
be treated, that is to say to have a positive shock on cruise traffic. The
odds of treatment is such that Γ = (0.5/(1 − 0.5))/(0.5/(1 − 0.5)) =
1. As explained in Rosenbaum (2010), we can implement a random-
ization inference procedure to compute the 95% Fisherian intervals
obtained for a given value of bias that the unmeasured confounder
has on the treatment assignment. For instance, if we assume that an
unmeasured confounder has a small effect on the odds of treatment
(i.e., for a Γ > 1 and close to 1) but the resulting 95% Fisherian in-
terval is consistent with negative, null and positive effects, it would
imply that our results are highly sensitive to hidden bias. Conversely,
if we assume that an unmeasured confounder has a strong effect on
the odds of treatment (i.e., for a large Γ) and we find that the re-
sulting 95% Fisherian interval remains similar, it would strength our
view that results do not suffer from hidden bias. Again, the method
of Rosenbaum (2010) relies on the assumption of constant additive
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treatment effects, which is unrealistic in our study. To overcome this
limit, we implement the new method proposed by Fogarty (2020)
which extends the sensitivity analysis for sample average treatment
effects. In a complementary evaluation of hidden bias, we also check
whether unmeasured biases could be present by using the lags of air
pollutant concentrations as placebo/control outcomes (Imbens and
Rubin 2015). If our matched pairs are indeed similar in terms of
unobserved covariates, the treatment occurring in t should not influ-
ence concentration of air pollutants in the first lag at the daily level
and concentrations for further lags at the hourly level.

Sensitivity of results to outliers and missing observations. In the matched
data, the observed concentration of air pollutants are sometimes very
high. To make sure that our results are not influenced by outliers, we
run again our randomization inference procedure with the Wilcoxon
signed-rank statistic. If Di is the observed difference in concen-
trations between the treated and control unit of pair i for a given
pollution outcome, the Wilcoxon signed-rank statistic is defined as
T = ∑I

i=1 sgn(Di)× qi, where sgn(Di) = 1 if Di > 0 and sgn(Di) = 0
if Di ≤ 0, and qi is the rank of |Di| (Rosenbaum 2010). Besides, we
imputed missing values and we could fear that their imputations af-
fect the results. For instance, at the hourly, up to 25% of the pairs
have missing values for an air pollutant. Our simulation exercise
also shows that large imputation errors sometimes occur. We there-
fore run again our randomization inference procedure for pairs with
observed air pollutant concentrations.

Low statistical power and inflation of statistically significant estimates. In
the hourly and daily experiments, our matching procedure resulted
in few matched pairs, which decreases the precision of our treatment
effect estimates. Moreover, if our statistical power is low and we
obtain a "statistically significant" effect, we have a higher chance that
this estimate is of the wrong sign (Type S error) and/or overestimates
the true effect of vessel traffic on air pollutant concentrations (Type M
error) (Gelman and Carlin 2014, Gelman et al. 2020). Here we carry
out retrospective power calculations to evaluate the risks of making
type-S and type-M errors. While it is impossible to know what the
true effect of cruise vessels on an air pollutant is, we can calculate the
statistical power and the risks to make type S and M errors under a
set of plausible effect sizes using the closed-form expression derived
by Lu et al. (2019) and implemented in the retrodesign R package
by Timm (2019).

Indirect treatment effect of cruise traffic. One issue of our design could
be the presence of an indirect treatment effect due to the increase in
road traffic induced by cruise vessel passengers and its subsequent
effects on air pollution. This is part of the causal effect that we want
to capture but it is not the proper causal effect of cruise vessel emis-
sions. We therefore check if road traffic measures are balanced before
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and after the treatment occurs.

Strictness of the matching procedure. Our matching procedure is strict
and result in a small number of matched pairs, both at the hourly and
daily levels. This is partly due to the regularity in vessel traffic which
makes it hard to find control units that are temporally close to treated
units and with similar covariate values. To relax the stringency of
our matching procedure, we implement a propensity score matching
procedure where each treated unit is matched to its closest control
unit if their distance is less than 0.01 of the standard deviation of the
propensity score distribution.

Comparison with an outcome regression approach. Finally, we compare
our results to estimates found using a simple multivariate regression
model on the initial hourly and daily datasets. It is however impor-
tant to keep in mind that the matched datsets are sub-samples of
initial datasets with different covariate values. Estimated effects are
therefore not directly comparable. For each experiment, we run the
following model:

pt+j = α + βWt + Xtγ + Ctθ + ϵt

where j is the index of the lag or lead, t is either the hour (for the
two hourly experiment) or the day index (for the daily experiment),
pt+j the concentration of an air pollutant p at date t + j, Wt the bi-
nary treatment indicator, Xt the vector of weather covariates, which
include the average temperature, the squared of the average temper-
ature, an indicator for the occurrence of rainfall, the average humid-
ity, the wind speed, the wind direction divided in the four principal
directions (North-East, South-East, South-West, North-West), Ct the
vector of calendar variables, which are indicators for the hour of the
day (for the hourly experiment), the day of the week, bank days,
holidays, month, year and the interaction of these last two variables,
and ϵt an error term. We run this simple model from lag 3 to lead 3
of an air pollutant for the hourly experiment on vessels’ arrivals and
from lag 1 to lead 1 for the daily experiment.

Results
In this section, we first present covariate balance diagnostics on the
performance of our matching procedure. We then display and inter-
pret the results for the effects of hourly and daily cruise vessel traffic
on air pollutant concentrations. We end the section with our set of
robustness checks.

Matching Results

Hourly matching diagnostics. As shown in Table 2, our matching pro-
cedure at the hourly level results in few matched treated units, with
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less than 4% of treated units matched to similar control units. Two
main reasons explain this result. First, cruise vessel traffic is regular
over time, so that it is hard to find similar control and treated hours
which are not temporally too far away from each other. Second, even
if we relax our matching constraints, it is difficult to find treated and
control units with similar weather covariates. We check that within
pairs spillovers are not likely to occur since within a pair, treated
and control units are at least 7 days away. However, there could be
spillovers across pairs. For instance, for 16% of treated units, the
minimum distance with a control unit in another pair is inferior or
equal to 5 hours. Dropping these pairs or modifying the matching
algorithm to avoid having pairs too close temporally of each others
would be required to avoid spillover effects.

Hourly
Cruise Experiment

Daily
Cruise Experiment

NTotal 96,432 4,018
NTreated 4,034 2,485
NControl 92,396 1,532
NPairs 138 189

Notes: This table displays the total number of observations, NTotal for each exper-
iment, the number of potential treated and controls units before matching, NTreated
and NControl, and the number of matched pairs, NPairs.

Table 2: Number of Matched
Pairs by Experiment.

In Figure 9, Panel A displays the average increase in cruise vessel
arrivals at hour 0. The average difference in gross tonnage between
treated and control units is about 65,000 for the hourly cruise ex-
periment, which is the average gross tonnage of one cruise vessel.
Panel B shows that, on average, treated and control units have simi-
lar vessel traffic for other vessel types and flows. The matching pro-
cedure at the hourly level improves the overall balance of covariates
as shown in Figure 10. The balance of covariates is also confirmed by
the randomization inference procedure advocated by Branson (2021).
Further diagnostics on covariates balance are available at the hourly
level on our website.

Finally, compared to the initial data, matched hours are more
likely to fall on spring and summer days, which are hotter on av-
erage. They fall disproportionately around 7 am, the time where
cruise vessels tend to arrive in Marseille port.

Daily matching diagnostics. At the daily level, we found 189 matched
pairs, which means that 8% of the treated units were matched to
similar control units. There should not be within pair spillovers since
treated and control units are at least 7 days away. However, as in the
hourly experiment, there could be spillovers across pairs if cruise
vessel emissions impact the first lead of air pollutant concentrations.
For 22% of treated units, the minimum distance with a control unit
in another pair is equal to one day.

In Panel A of Figure 11, the average difference in gross tonnage
between treated and control units is around 150,000, which corre-

https://lzabrocki.github.io/cruise_air_pollution/
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Figure 9: Intervention Diagnos-
tics for the Hourly Experiment.
Notes: Panel A shows the aver-
age hourly total gross tonnage
for matched treated and control
units. Panel B plots the aver-
age difference in total gross ton-
nage between treated and con-
trol units by vessel type and
flow.
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Figure 10: Improvement in Co-
variates Balance for the Hourly
Experiment. Notes: Panel A
shows the boxplot distribution
of the absolute standardized
mean differences in continu-
ous covariates before and after
matching. Panel B shows the
boxplot distribution of the ab-
solute mean differences in cate-
gorical covariates before and af-
ter matching.
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sponds to the tonnage of two vessels. The cruise vessel entering
the port in the morning most likely leaves the port in the evening
after docking at the port during the day. The variation in gross ton-
nage for other vessel types is similar across treated and control units,
as shown in Panel B of Figure 11. Similarly to the hourly experi-
ment, the matching procedure improved the balance of covariates, as
shown in Figure 12. The randomization check for the overall balance
also supports the as-if randomization of the treatment. Further di-
agnostics on covariates balance are available at the daily level on our
website.

As for the hourly experiment, days in the matched sample are
more often in summer so that they are hotter, less rainy and with a
lower wind speed than the average day from the initial sample.
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Figure 11: Intervention Diag-
nostics for the Daily Experi-
ment. Notes: Panel A shows the
average daily total gross ton-
nage for matched treated and
control units. Panel B plots
the average difference in total
gross tonnage between treated
and control units by vessel type
and flow.

https://lzabrocki.github.io/cruise_air_pollution/
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Figure 12: Improvement in Co-
variates Balance for the Daily
Experiment. Notes: Panel A
shows the boxplot distribution
of the absolute standardized
mean differences in continu-
ous covariates before and after
matching. Panel B shows the
boxplot distribution of the ab-
solute mean differences in cate-
gorical covariates before and af-
ter matching.

The Effects of Cruise Vessel Traffic on Air Pollutants

Hourly Effects. In Figure 13, we plot the point estimates and the 95%
Fisherian intervals of the constant treatment effects on air pollutant
concentrations that are consistent with our data. We compute these
effects for the three previous hours before the treatment occurs up
to the three following hours in order to capture the impacts of emis-
sions during the maneuvering phase of cruise vessels but also while
they are docked with their engines on.

For NO2, we observe an increase in concentration from the second
previous hour up to the second following hour. The pattern is clearer
for the Longchamp station than the Saint-Louis station where the
signal is more noisy. At hour 0, concentrations are higher by 4.7
µg/m3 (95% FI: [1.4, 8.0]). In relative terms, this represents a 16%
increase in the average hourly concentration of NO2 measured at
Longchamp station. The 95% Fisherian are relatively wide since the
data are consistent with constant effects ranging from a 5% increase
up to a 27% increase in concentration.

For O3, we see the opposite relationship since there seems to be
a decrease in concentration in the three previous hours, followed by
an increase in the following hours. In hour 0, there is a constant
decrease of O3 concentrations by 3.8 µg/m3 (95% FI: [-7.6, 0.0]). This
is equivalent to a 7% decrease in the average hourly concentration of
the air pollutant. Again, the 95% Fisherian intervals are wide: the
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data are consistent with null effects up to a 14% decrease.
For SO2, we observe an increase in concentrations of 1.2 µg/m3

at hour 0 (95% FI: [-0.1, 2.5]), which persists over the two following
hours. The constant increase is equivalent to a very large relative
increase in concentration by 52%. The 95% Fisherian interval is also
wide since the data are consistent with a relative decrease of 4% up
to a relative increase of 109%.

For particulate matter, there are no very clear patterns for PM10

and PM2.5 concentrations measured at Longchamp station. However,
we observe an increase in PM10 concentrations measured at Saint-
Louis that is followed by a decrease. At hour 0, the constant increase
is equal to 4.6 µg/m3 (95% FI: [0.9, 8.3]). This is equivalent to a 15%:
the data are consistent with relative increase from 3% up to 27%.
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Figure 13: Effects of Cruise Ves-
sel Traffic on Pollutant Concen-
trations at the Hourly Level.
Notes: The treatment occurs at
hour 0. Dots represent the point
estimate of the unit-level treat-
ment effect on a pollutant con-
centration. Lines are 95% Fish-
erian intervals of constant treat-
ment effects consistent with the
data. The effects are plotted
from the third lag to the third
lead.
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Daily Effects. Figure 14 shows the results for the daily experiment.
We can see that are no clear patterns for all air pollutants. The 95%
Fisherian intervals are relatively large. For instance, if the point esti-
mate for the constant effect on NO2 in Longchamp is nearly null, the
data are consistent with effects ranging from a 6% decrease up to a
5% increase.
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Figure 14: Effects of Cruise Ves-
sel Traffic on Pollutant Con-
centrations at the Daily Level.
Notes: The treatment occurs at
day 0. Dots represent the point
estimate of the unit-level treat-
ment effect on a pollutant con-
centration. Lines are 95% Fish-
erian intervals of constant treat-
ment effects consistent with the
data. The effects are plotted
from the first lag to the first
lead.

Neyman’s approach and randomization inference for average treatment ef-
fects. For the hourly and daily experiments, the 95% Fisherian in-
tervals for constant treatment effects are very similar to the intervals
for the average treatment effects computed with Neyman’s approach.
They are also very similar to those found with the studentized ran-
domization inference that is conservative for weak null hypotheses.
With these two alternative mode of inference, we can also confidently
interpret the previous 95% Fisherian intervals as the range of average
treatment effects consistent with the data. These results are available
on our website.

Heterogeneity Analysis. We carry out two heterogeneity analyses for
the hourly and daily experiments. First, depending on the wind di-
rection, the effects of cruise vessel emissions on air pollutant concen-
trations are likely to be attenuated or increased. At the hourly level,
we observe stronger differences in concentrations for all air pollutant
when the wind is blowing from the West, that is to say when vessel
emissions are more likely to spread over the city. At the daily level,
there are no clear patterns.

Second, we also visually explore the relationship between pair
differences in air pollutant concentrations against the pair differences
in gross tonnage. Ideally, we should see a positive relationship since

https://lzabrocki.github.io/cruise_air_pollution/
https://lzabrocki.github.io/cruise_air_pollution/1_8_hourly_analysis_results.html#heterogeneity-analysis
https://lzabrocki.github.io/cruise_air_pollution/2_8_daily_analysis_results.html#heterogeneity-analysis
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the higher the pair difference in gross tonnage (i.e., the higher the
treatment shock is), the larger the pair difference in concentrations
should be. We do not see any clear patterns, both for the hourly and
daily experiments.

Robustness Checks

Sensitivity to hidden bias. Our sensitivity analysis reveals that the es-
timated effects of cruise vessels emissions on NO2 concentrations at
Longchamp station and PM10 concentrations at Saint-Louis station
could be affected by a relatively weak hidden bias. Concretely, if
we fail in our matching procedure to adjust for an unobserved con-
founder which is 1.5 times more common among treated units, the
resulting 95% Fisherian interval for the effects on NO2 ranges from
-1.5 µg/m3 to 11.4 µg/m3 and the intervals for the effects on PM10

ranges from -1.9 µg/m3 to 12.2 µg/m3. Our data would be still
consistent with mostly positive effects of cruise vessel emissions on
these two air pollutants but they could be null and even negative.
It is however hard to think about an unobserved confounder which
would change the odds of treatment by 50%. To complement this
sensitivity analysis, we also note that there are no differences in the
first lag of air pollutant concentrations for the daily experiment. For
the hourly experiment, we also see that for further lags and leads,
estimated differences in air pollutant concentration are mostly null.

Sensitivity of results to outliers and missing observations. First, because
the pair differences in pollutant concentrations were particularly dis-
perse, we use the Wilcoxon signed-rank test statistic, known to be
less sensitive to outliers. The 95% Fisherian intervals obtained with
this test statistic are similar to those obtained with the average of
pair differences. Second, we reproduce the analysis on non-missing
concentrations because up to 20% of pollutant concentrations were
imputed in our matched data. We find similar results with slightly
wider 95% Fisherian intervals.

Low statistical power and inflation of statistically significant estimates.
Our matching procedure resulted in few matched treated units: we
might therefore have a low statistical power to detect the effect of
cruise vessels on air pollutant concentrations. More worryingly, when
a study is under-powered, we have a higher chance to obtain a "sta-
tistically significant" estimate of the opposite sign of the true effect
(Type S error). "Statistically significant" estimates also tend to exag-
gerate the true effect size (Type-M error). While we do not know
what the true effect of cruise on air pollutants is, we can explore our
statistical power and the risk that "statistically significant" estimates
are misleading. For instance, we observe a 4.7 µg/m3 increase in
NO2 concentrations in Longchamp due to cruise vessel arrivals. If
other researchers think that this effect size is too large, we can retro-
spectively compute the power of our study according to a range of
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alternative true effect size. In Figure 15, if we assume that the true
effect is equal to +2.35 µg/m3 (dashed line), our study would have
a power of 30% and "statistically significant" estimates would be on
average 1.8 times too large. However, the probability that a "statisti-
cally significant" estimate is of the opposite sign is nearly null. For
other air pollutants for which 95% Fisherian intervals are wider, this
risk could be high. With the few number of matched pairs found
in our hypothetical experiments, there is clearly a chance that "sta-
tistically significant" estimates could be misleading: as we did, we
should rather interpret the width of the 95% Fisherian intervals.
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Figure 15: Statistical Power,
Type M and S Errors for
Hourly Experiment Effect on
NO2. Notes: In the first
left panel, the statistical power
of the hourly experiment on
the effect of cruise vessel on
NO2 is plotted against hypo-
thetical true effect sizes. In
the middle panel, the infla-
tion/exaggeration ratio of sta-
tistically significant estimates is
plotted against against hypo-
thetical true effect sizes. In the
right panel, the probability to
get a negative statistically esti-
mate is plotted against against
hypothetical true effect sizes.
The solid line is the observed
estimate of the average treat-
ment effect. The dashed line is
half the value of the observed
estimate.

Indirect treatment effect of cruise traffic. For the hourly and daily ex-
periments, we observe that road traffic flow and road occupancy rate
appear relatively balanced across treated and control units in the
matched samples of the two experiments (see hourly balance checks
and daily balance checks). It is the case before and after the treatment
occurs: when we observe an increase in air pollutant concentrations,
this is unlikely to be due to an increase in road traffic.

Strictness of the matching procedure. We relax the strictness of our
matching approach by running a more flexible procedure base on
one-to-one nearest-neighbor propensity score matching (see hourly
propensity score results and daily propensity score results). At the
hourly level, 6,710 pairs were matched. The Love plot indicates
that covariates balance has increased but the randomization balance
check suggests that the treatment is not as-if randomized in the
matched data. Estimates found with the propensity score approach
are more precise but of smaller magnitudes and often of opposite
sites. At the daily level, 1,846 pairs were matched: again, the ran-
domization balance check indicates that the treatment is not as-if
randomized in the matched data. Estimates are more precise and
relatively consistent with those found with our approach. It is very
important to remind that when we compare the results of our con-
strained pair matching procedure with the propensity score approach,
we are comparing two different subsamples of the initial dataset.

https://lzabrocki.github.io/cruise_air_pollution/1_7_hourly_checking_balance_improvement.html#road-traffic
https://lzabrocki.github.io/cruise_air_pollution/2_7_daily_checking_balance_improvement.html#road-traffic
https://lzabrocki.github.io/cruise_air_pollution/1_8_hourly_analysis_results.html#alternative-matching
https://lzabrocki.github.io/cruise_air_pollution/1_8_hourly_analysis_results.html#alternative-matching
https://lzabrocki.github.io/cruise_air_pollution/2_8_daily_analysis_results.html#alternative-matching-procedure
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Comparison with an outcome regression approach. Finally, we compare
our results with those found with a multivariate regression model
applied to the initial dataset (see hourly regression results and daily
regression results). At the daily level, estimates found with the re-
gression approach are relatively similar but much more precise to
those obtained with our matching procedure. However, at the hourly
level, as for the comparison with the propensity score approach, re-
gression estimates are of smaller magnitudes and even of opposite
signs for some air pollutants (see Figure 15). Again, results are not
directly comparable as they are based on different samples.
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Figure 16: Comparison of
Matching and Regression Re-
sults for the Hourly Experi-
ment. Notes: The treatment oc-
curs at hour 0. The orange
color represents the results of
our matching procedure while
the blue color represents results
from the regression approach.
Orange dots and blue triangles
represent the point estimate of
the average treatment effect on
a pollutant concentration. Lines
are 95% confidence intervals of
average treatment effects con-
sistent with the data. The ef-
fects are plotted from the third
lag to the third lead.

Discussion
In this section, we start by discussing our results in view of the en-
vironmental science literature. We then reflect on the new statistical
methods used for our analyses. Finally, we suggest paths for future
research assessing the causal impact of maritime traffic on air pollu-
tion and health.

Putting our Results into Perspective

Our results point to a potential short-term effect of cruise traffic on
the concentrations of NO2, O3, SO2, and PM10 at the hourly level.
At the daily level, we do not observe an impact of cruise vessel on
all air pollutant concentrations. However, for both experiments our
95% Fisherian intervals are often wide, and the implied degree of
randomization-based uncertainty can be quite large relative to the
average concentration of these air pollutants.

https://lzabrocki.github.io/cruise_air_pollution/1_9_hourly_regression_analysis.html
https://lzabrocki.github.io/cruise_air_pollution/2_9_daily_regression_analysis.html
https://lzabrocki.github.io/cruise_air_pollution/2_9_daily_regression_analysis.html
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Directly comparing our results to those found in the atmospheric
science literature is difficult for several reasons. First, they are based
on other methods—either source apportionment techniques or dis-
persion modeling—and usually only report average effects without
comparable measures of uncertainty. Second, they often consider
the entire traffic of vessels rather than isolating the impact of a pre-
defined treatment, as we do. Third, recent literature reviews have
shown that the contribution of vessel emissions to local air pollution
depends highly on the port-city considered and the procedure car-
ried out by researchers (Viana et al. 2014, Murena et al. 2018). We
can nonetheless assess whether our causal estimates are of the same
order of magnitude as estimates from the atmospheric sciences liter-
ature.

For gaseous pollutants such as NO2 and SO2, the atmospheric sci-
ence literature has mostly used emissions inventories combined with
dispersion modeling (Viana et al. 2014). The few studies on ports
from the Mediterranean area find different contributions of maritime
traffic to city-level concentrations depending on the size of the city,
the location of the monitoring stations, the prevailing wind patterns,
the type of boat considered and the assumptions used in the emis-
sions inventory (Murena et al. 2018, Mocerino et al. 2020). These
estimates typically take into account all the phases where a vessel
may contribute to pollution, in particular the hotelling phase, while
we do not have information of the duration of the different phases.
For NO2, estimates range from 1.2-3.5% for the contribution of cruise
ships in summer in Naples (Murena et al. 2018), a city three times
more populated than Marseille, to 32.5% for the contribution of all
types of ships in the Italian city of Brindisi (Merico et al. 2017), much
smaller than Marseille. Our estimated contribution of cruise traffic to
NO2 concentrations at the hourly level is equal to an increase of 16%.
The estimates for SO2 range from 1.5% for Naples in winter (Murena
et al. 2018) to 46% for Brindisi in summer (Merico et al. 2017). At the
hourly level, we observe an increase of 52% in SO2 concentrations.

For particulate matter, source apportionment methods are com-
monly used (Sorte et al. 2020, Viana et al. 2008). Estimates for the
contribution of vessels to PM10 concentrations range from 1.1% for
Rijeka in Croatia up to 11% for Genoa in Italy (Merico et al. 2016,
Bove et al. 2014), while we do not observe an effect on particulate
matter in our daily experiment. This is however consistent with a
measurement campaign carried out by Marseille’s air quality moni-
toring agency (Atmosud 2019).

The media and non-governmental organizations have insisted on
the high contribution of vessel traffic, and in particular cruise vessel
traffic, to city-level emissions as measured by emission inventories.
Our hourly experiment confirms that cruise traffic can increase air
pollutant concentration on relatively short-time scale. Yet, the results
of our daily experiment fail to suggest an impact of cruise vessels to
air pollution on a longer time scale. We can contrast the results of
our daily experiment on NO2 concentrations with the contribution
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of road traffic, which can be inferred from a simple comparison be-
tween weekdays and weekends (see our simple road traffic analysis).
Because they are balanced in terms of weather covariates, the differ-
ence in observed concentrations between weekdays and weekends
can be attributed to differences in economic activity only, and in par-
ticular to differences in road traffic. Road traffic decreases by 20% on
average on Saturdays and Sundays. In parallel, NO2 concentrations
decrease by 20% of their average level at the Saint-Louis station. Al-
though other sources of pollution may be less intense on weekends,
the road traffic and NO2 time series follow an extremely similar pat-
tern, suggesting a strong contribution of road traffic to ambient con-
centrations compared to maritime traffic. Besides, cruise traffic tends
to be higher on week-end and this positive flow of vessels does not
offset the likely effect of road traffic on NO2 concentrations. Beyond
emission inventories informing on the relative contribution of dif-
ferent sectors to emissions, more systematic assessments based on
observational studies are needed to understand the relative contri-
bution of different sources to ambient concentrations. It would help
better evaluate the benefits of abatement in each sector and prioritize
policies.

Reflection on the Methods

The causal inference pipeline we follow helps to clearly distinguish
the design stage of our study—where we create hypothetical experim
ents—from its statistical analysis. Our pair-matching procedure has
two notable advantages. First, it prunes treated units for which we
cannot find a similar control unit, and thereby avoids extrapolating
treatment effects for units without any empirical counterfactuals. In
a way, a matching procedure reveals the common support available
in the data from which we can draw our statistical inference upon.
Second, our approach adjusts for covariates in a nonparametric way
and achieves balance between treated and control units on observed
covariates. This is another advantage, as it is often hard to guess
what functional forms are needed to adjust for confounding factors
(Cochran and Rubin 1973, Ho et al. 2007, Imbens 2015).

Yet, matching applied to high-frequency and regular vessel traffic
data also poses difficulties. Finding comparable treated and control
units is challenging. At the hourly level, it is difficult to match a
treated unit with a control unit because vessel traffic is very regu-
lar within different periods of the year. For instance, cruise vessels
nearly always dock in the port at particular hours and days of the
week—leaving few control hours without any cruise traffic. In ad-
dition, obtaining days with close weather patterns over several con-
secutive days is extremely difficult: at the hourly level, it was nearly
impossible to find similar pairs over three lags of covariates.

Surprisingly, even if we strive to find similar pairs of treated and
control units, we observe a wide heterogeneity in pair differences
in pollutant concentrations, which makes it difficult to precisely es-

https://lzabrocki.github.io/cruise_air_pollution/2_10_daily_road_traffic_analysis.html
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timate the potential contribution of vessel emissions. In our study,
we are therefore confronted with a trade-off between the compara-
bility of units within pairs and the sample size on which we base our
statistical analysis.

Analyzing the full sample using a multivariate regression model
delivers more precisely estimated treatment effects. At the daily
level, regression results are relatively similar to matching results but
are often of the opposite sign at the hourly level. This could be due
to the fact that we are comparing two different samples. The alterna-
tive reason to explain this discrepancy could be due the multivariate
regression model failure to correctly adjust for the functional forms
of confounders and to its inherent tendency to extrapolate treatment
effects outside the support of the data. Hourly results on the impact
of vessel emission on air pollution are also more consistent with what
has been observed in previous observational studies on the impact
of cruise traffic on air pollutant concentrations (Diesch et al. 2013,
Eckhardt et al. 2013, Merico et al. 2016).

Regarding the statistical inference procedure, randomization-based
inference allows us to avoid large-sample approximations and makes
no assumption on the distribution of our test statistic under the sharp
null hypothesis (Rosenbaum 2010, Bind and Rubin 2020). Given that
we deal with small sample sizes and provided that our treatment ef-
fect assumptions are correct (e.g., constant and additive causal effect,
unconfoundedness of the treatment), we believe that our procedure
offers a more appropriate quantification of uncertainty in our esti-
mates. However, randomization-based inference, as any inference
mode, does not overcome issues implied by having a low statistical
power to detect plausible effect sizes of cruise traffic on air pollu-
tion. For the hourly hypothetical experiment, we would have a low
statistical power if the true effect of cruise vessel traffic on pollutant
concentrations was lower than the observed point estimates: esti-
mated effects that are “statistically significant" would overestimate
the true effect of vessel traffic on air pollutant concentrations. We
therefore recommend to interpret the full width of the uncertainty
intervals (Amrhein et al. 2019).

Last, our randomization-based inference procedure relies on the
stringent assumption that the treatment is constant. This is arguably
an unrealistic assumption. We therefore provide results from a Ney-
manian inference perspective (Neyman 1923, Imbens and Rubin 2015),
which considers average treatment effects rather than unit-level treat-
ment effects. Although based on a different interpretation of the
data, results from Fisherian and Neymanian inference are very sim-
ilar. The recent approach proposed by Wu and Ding (2021) to make
a randomization inference procedure conservative for average treat-
ment effects also give the same results. As an alternative to Fisherian
and Neyman modes of inference, we could also have implemented a
Bayesian model-based approach, which explicitly imputes the miss-
ing potential outcomes given the observed data and can target a
larger variety of causal estimands (Rubin 1978, Imbens and Rubin
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2015, Bind and Rubin 2019).

Potential Paths for Future Research

We see at least three main improvements for future research based on
observational data on the effects of maritime traffic on air pollution.
First, it would be useful to exploit data on the duration vessels keep
their engines running while docked at the port. Several studies in-
dicate that a large share of air pollutant emissions occur during this
phase (CAIMAN 2015, Murena et al. 2018). Second, monitoring sta-
tions in Marseille only measure some air pollutants and are located
relatively far away from the port. It would be useful to carry out
similar analyses as ours in a port city where pollutants such as ultra-
fine particles are monitored and with receptors located in the port at
different heights (Viana et al. 2014, Mocerino et al. 2020). Besides, the
weather data we exploit are located 25km away from the city, which
adds noise. It would also be useful to have a monitoring station
located within the city. Third, several areas have implemented regu-
lations to decrease the sulfur content of vessel fuel. This type of pol-
icy is particularly well-suited for causal inference methods such as
interrupted-time series, difference-in-differences, and synthetic con-
trol (Kotchenruther 2017, Grange and Carslaw 2019, Zhu and Wang
2021). They are arguably easier to implement than finding hypo-
thetical experiments within very regular time series data on vessel
traffic.

Concluding Remarks

Our study proposes a complementary approach to current source-
apportionment and dispersion modeling methods. It should be more
familiar to researchers willing to estimate the health effects of the air
pollution induced by maritime traffic. We provide detailed repli-
cation materials in the hope that researchers could implement and
improve our method for other ports which are not part of emission
control areas. Even if there remains challenges with regards to poten-
tial spillover effects and the imprecision of estimates, we believe that
well-designed observational studies relying on the proposed causal
inference pipeline could bring new insights on the environmental
and health consequences of maritime traffic.
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Introduction
From extreme events such as the London Fog of 1952 to the develop-
ment of sophisticated time-series analyses, a vast scientific literature
in epidemiology has established that air pollution induces adverse
health effects on the very short-term (Schwartz 1994, Le Tertre et al.
2002, Bell et al. 2004, Di et al. 2017, Liu et al. 2019). Increases in
the concentration of several ambient air pollutants have been found
to be associated with small relative increases in the daily mortality
and emergency admissions for respiratory and cardiovascular causes
(Samet et al. 2000, Shah et al. 2015, Orellano et al. 2020). All this evi-
dence led to the implementation of public policies such as air quality
alerts to mitigate the acute effects of air pollutants. Accurate esti-
mates of the short-term health effects of air pollution are therefore
crucial as they directly inform public health policies.
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With this objective in mind, researchers in economics and epi-
demiology have addressed the issue of unmeasured confounding
variables with causal inference methods in the last decade (Dominici
and Zigler 2017, Bind 2019). Newly obtained results confirm the
acute health effects of air pollution (Schwartz et al. 2015; 2018, Deryug-
ina et al. 2019). Yet, causal estimates are often larger than what
would have been predicted by the standard epidemiology literature.
For instance, in Panel A of Figure 17, we see that instrumental vari-
able estimates of 9 studies in the causal inference literature based on
this method are always larger than naive ordinary least squares esti-
mates. This could arguably be explained by the fact that instrumental
variable strategies remove omitted variable bias and reduce attenu-
ation bias coming from classical measurement error in air pollution
exposure. Panel B of Figure 17 however suggests an alternative and
complementary explanation. For the 29 papers using causal infer-
ence methods found in this literature, we plot the standardized esti-
mates against the inverse of their standard errors, which is a proxy
for a study’s precision. Large effect sizes are only found in impre-
cise studies and the more precise the study, the smaller the effect
size. The negative relationship between effect sizes and studies’ pre-
cision has also been observed in fields such as medicine, psychology
and economics (Button et al. 2013, Camerer et al. 2016, Schäfer and
Schwarz 2019).
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Figure 17: Naive versus Causal
Estimates and the Deflation of
Effect Sizes as Precision In-
creases. Notes: In Panel A, stan-
dardized estimates and their as-
sociated 95% confidence inter-
vals are displayed for the 9 ar-
ticles of the causal inference
literature based on instrumen-
tal variable strategies and for
which estimates from naive re-
gressions are available. Tri-
angles represent instrumental
variable estimates with dots are
naive regression estimates. In
panel B, standardized estimates
of the 29 articles of the causal
inference literature are plotted
against the inverse of the stan-
dard errors, which can been
considered as a measure of pre-
cision. Both axes are on a log10
scale.

The variation in studies’ statistical power could explain the origin
of this negative relationship but also help understand why causal es-
timates are larger than those found in the epidemiology literature.
Simply put, studies with low precision result in larger effect sizes
(Ioannidis 2008, Gelman and Carlin 2014). Their statistical power is
low and, to be statistically significant, their estimates need to be large
enough, at least 2 standard errors away from 0 at the 5% significance
level. Since statistically significant results are more likely to be pub-
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lished, some estimates found in the literature may be inflated as they
would come from a non-representative sample of the estimates, those
large enough to be statistically significant (Brodeur et al. 2016; 2020).
The consequences of low statistical power are not specific to studies
on short-term health effects of air pollution but may be particularly
salient in this literature where the signal-to-noise ratio is often low
(Peng et al. 2006, Peng and Dominici 2008).

In this paper, we undertake the first empirical investigation to de-
termine if studies on the short-term health effects of air pollution
could be under-powered and thereby produce inflated estimates. We
start tackling this question by gathering a unique corpus of about 600
studies based on associations and 29 articles that rely on causal infer-
ence. For each of these papers, we run statistical power calculations
to assess whether the design of the study would be robust enough to
confidently detect an effect size smaller than the observed estimate
(Gelman and Carlin 2014, Ioannidis et al. 2017, Lu et al. 2019, Timm
2019). Using real data from the US National Morbidity, Mortality,
and Air Pollution Study (Samet et al. 2000), we then implement sim-
ulations to identify the characteristics of research designs that drive
their statistical power and the inflation of statistically significant es-
timates (Black et al. 2021, Gelman et al. 2020, Altoè et al. 2020).

The results of our statistical power calculations show that research
designs based on associations and causal inference methods are sim-
ilarly prone to statistical power issues. Half of the studies in the
two strands of the literature have a statistical power below 80% to
detect effect sizes that are only 25% smaller than their observed es-
timates. In the standard epidemiology literature, under-powered
studies could produce statistically significant estimates 2 times larger
than true effect sizes. Our retrospective power calculations also high-
light a wide heterogeneity in the robustness of articles with respect
to statistical power issues. For example, if the true effect sizes are
equal to the ones predicted by the standard epidemiology literature,
the statistical power of studies using instrumental variable designs
would range from 5% to 64%. In some studies, statistically signifi-
cant estimates would be just 1.3 times larger than the true effect sizes,
while in others, the inflation factor could be as high as 41.

Our simulation results help understand why some research de-
signs face statistical power issues. We first show that a very large
number of observations is needed for all causal inference methods to
reach a sufficient statistical power. Regression discontinuity designs
based on air quality alerts rely on sample sizes that may be too small
for statistically significant estimates not to be inflated. Second, we
show that the use of public transport strikes or thermal inversions
as exogenous shocks on air pollution could be problematic. These
studies are based on rare events, which in some cases represent less
than 1% of the observations. The resulting statistical power is very
low, around 15%, and statistically significant estimates can exagger-
ate even large true effect sizes by a factor of 2.7. Third, we find that
the average daily count of cases of an health outcome is a key driver
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of statistical power for all empirical strategies. Statistically significant
estimates of the effects of air pollution on the elderly or children can
be very inflated since health outcomes for these groups often have
few daily cases.

Our article makes two contributions to the literature on the acute
health effects of air pollution. First, as highlighted by the replication
crises in medicine, psychology and experimental economics (Button
et al. 2013, Open Science Collaboration 2015, Camerer et al. 2016),
there is a crucial need to evaluate the deficiencies of current sta-
tistical practices grounded in the null hypothesis significance test-
ing framework (Ziliak and McCloskey 2008, Simonsohn et al. 2014,
Smaldino and McElreath 2016, Greenland 2017, Christensen et al.
2019, Amrhein et al. 2019). Our paper participates in the growing
literature that uses retrospective power calculations to evaluate the
plausibility of published findings (Ioannidis 2008, Gelman and Car-
lin 2014, Smaldino and McElreath 2016, Ioannidis et al. 2017, Ferraro
and Shukla 2020, Stommes et al. 2021). To the best of our knowledge,
this paper is the first to show how to carry out retrospective statisti-
cal power calculations for studies on air pollution and human health.
We also provide the first evidence that under-powered studies are a
real issue in this field.

Second, except for standard models used in the epidemiology lit-
erature (Winquist et al. 2012), few statistical power analyses exist to
help researchers improve their study designs (Bhaskaran et al. 2013).
This paper is the first to give concrete recommendations to avoid sta-
tistical power issues for several research designs estimating the acute
health effects of air pollution. Statisticians have long advocated the
use of fake-data simulations to flexibly evaluate the inference prop-
erties of statistical models (Gelman and Carlin 2014, Vasishth and
Gelman 2019, Altoè et al. 2020, Gelman et al. 2020). In our paper,
we follow this advice but rely instead on real data since it is very
complex to correctly simulate the relationships between ambient air
pollution, weather parameters, calendar indicators and health out-
comes. Our article is more closely connected to three recent articles
evaluating the type I error rate and the lack of statistical power of
several panel data models used to estimate the impacts of public
policies on mortality outcomes (Schell et al. 2018, Black et al. 2021,
Griffin et al. 2021). These simulations focus on event study designs
and treatment effects happening on a medium to long time scale. On
the contrary, our simulations gauge the capacity of reduced-form, in-
strumental variable and regression discontinuity designs to estimate
very short-run effects in the context of high-frequency data.

Finally, we strive to make our analyses fully and easily repro-
ducible to help researchers implement retrospective power calcula-
tions and power simulations in their own studies. We use state-of-
the-art literate programming to explain and render all coding proce-
dures in nicely formatted HTML documents (Allaire et al. 2018). All
replication and supplementary materials are available on this web-
site.

https://vincentbagilet.github.io/inference_pollution/
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In the following section, we implement a simple simulation ex-
ercise to show why statistically significant estimates exaggerate true
effect sizes when studies have a low statistical power. In the second
section, we present our retrospective analysis of the literature. In the
third section, we detail our simulation procedure to replicate empiri-
cal strategies. We display the simulation results in the fourth section
and provide specific guidance on study design in the fifth section.

Background on Statistical Power, Type
M and S errors
In a seminal paper, (Gelman and Carlin 2014) point out that re-
searchers working in the null hypothesis significance testing frame-
work are often unaware that "statistically significant" estimates suffer
from a winner’s curse in under-powered studies: these estimates can
largely overestimate true effect sizes and can even be of the oppo-
site sign. In this section, we implement a simple simulation exercise
to illustrate these two counter-intuitive issues and explain why they
could matter in studies on the acute health effects of ambient air
pollutants.

Illustrative Example

Imagine that a mad scientist is able to implement a randomized ex-
periment to measure the short-term effects of air pollution on daily
non-accidental mortality. The experiment takes place in a major city
over the 366 days of a leap year. The scientist is able to increase con-
centration of particulate matter with a diameter below 2.5 µm (PM2.5)
by 10 µg/m3—a large shock equivalent to one standard deviation
increase in the concentration of PM2.5. Concretely, the scientist im-
plements a complete experiment where they randomly allocate half
of the days to the treatment group and the other half to the control
group. They then measure the treatment effect of the intervention
by computing the average difference in means between treated and
control outcomes: the estimate for the treatment effect is equal to
4 additional deaths and is "statistically significant" at the 5% level,
with a p-value of 0.04. The statistical significance of the estimate ful-
fills the scientist expectations, who immediately starts writing their
paper. Had they not obtained a statistically significant estimate, they
might not have submitted their result.

Unfortunately for the scientist, we know what the true effect of
the experiment is since we created the data. In Table 3, we display
the Science table where we observe the pair of potential outcomes
of each day, Yi(Wi = 0) and Yi(Wi = 1) (Rubin 1974). Yi represents
a daily count of non-accidental deaths and Wi the treatment assign-
ment, which is equal to 1 for treated units and 0 otherwise. We first
simulated the daily non-accidental mortality counts in the absence
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of treatment (i.e., the Y(0) column of Table 3), by drawing 366 ob-
servations from a negative binomial distribution with a mean of 106
and a variance of 402. We chose the parameters to approximate the
distribution of non-accidental mortality counts in a large European
city. We then defined the counterfactual distribution of mortality by
adding, on average, 1 extra death (i.e., the Y(1) column of Table 3).

Day Index Yi(0) Yi(1) τi Wi Yobs
i

1 122 124 +2 1 124
2 94 96 +2 1 96
3 96 98 +2 0 96
...

...
...

...
...

364 96 97 +1 0 96
365 98 98 +0 0 98
366 143 144 +1 1 144

Notes: This table displays the potential outcomes, the
unit-level treatment effect, the treatment status and the
observed outcomes for 6 of the 366 daily units in the sci-
entist’s experiment.

Table 3: Science Table of the Ex-
periment.

This treatment effect size represents approximately a 1% increase in
the mean of the outcome1. Following the fundamental problem of 1 Note that the magnitude of this hypo-

thetical effect is higher than what has
been found in a recent and large-scale
study based on 625 cities. (Liu et al.
2019) found that a 10 µg/m3 increase
in PM2.5 concentration was associated
with a 0.68% (95% CI, 0.59 to 0.77) rela-
tive increase in daily all-causes mortal-
ity.

causal inference, the daily count of deaths the scientist observes is
given by the equation: Yobs

i = Wi ×Yi(1) + (1 −Wi)×Yi(0). Treated
units express their Yi(1) values and control units their Yi(0) values.

With a random assignment of the treatment, how is it possible
that the statistically significant estimate found by the scientist can be
4 times larger than the true treatment effect size? Replicating many
times the experiment can help understand why.

Defining Statistical Power, Type M and S errors

In Figure 18, we plot the estimates of 10,000 iterations of the exper-
iment. If there is a large variation in the effect size of estimates, the
average is reassuringly equal to the true treatment effect of 1 addi-
tional death. We can however see that estimates close to the true
effect size would not be statistically significant at the 5% level. In
a world without publication bias, we could be confident that sev-
eral replications of this experiment would recover the true treatment
effect. Unfortunately, researchers are—despite recent changes in sci-
entific practices and editorial policies—not incited enough to publish
replication exercises and not statistically significant estimates. In a
world with publication bias, only statistically significant estimates
would be made public. Out of the 10,000 estimates, about 800 are
statistically significant at the 5% level. The statistical power of the ex-
periment, which can be defined as the probability to reject the null
hypothesis when there is actually an effect, is therefore equal to 8%.
The scientist was therefore very lucky to get a statistically significant
estimate.

But with such a low statistical power, statistically significant es-
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Figure 18: Estimates of the
10,000 Simulations. Notes: In
Panel A, blue and red dots rep-
resent the point estimates of the
10,000 iterations of the random-
ized experiment ran by the mad
scientist. Red dots are statisti-
cally significant at the 5% level
while blue dots are not. The
black solid line represents the
true average effect of 1 addi-
tional death.

timates cannot be trusted anymore. Two metrics, the average type
M (for magnitude) error and the probability to make a type S (for
sign) error are useful to assess the negative consequences of lacking
statistical power. First, we can evaluate by how much statistically sig-
nificant estimates are inflated compared to the true treatment effect
size by computing the average ratio of the absolute values of the sta-
tistically significant estimates over the true effect size (Gelman and
Carlin 2014). With a statistical power of 8%, the scientist would on
average make a type M error equal to 5! Second, we can notice that a
non-negligible fraction of statistically significant estimates are of the
wrong sign in Figure 18: this proportion is the probability of making
a type S error (Gelman and Tuerlinckx 2000). For this experiment, a
statistically significant estimate has a 8% probability of being of the
wrong sign!

Thus, if the scientist would like to estimate the effect of the exper-
iment through the prism of the statistical significance, they would
need a larger number of observations: statistical power would then
rise and conversely type M and S error would shrink.

Relevance for Studies on Acute Health Effects of Air Pollution

Type M and S errors are two concepts that highlight the danger
of having too much confidence in statistically significant estimates
when studies are under-powered. This issue is virtually absent from
the literature but studies on the acute health effect of air pollution
could be under-powered for several reasons. First, researchers work
with observational data and can often not control the sample size
of their studies due to data availability. Very few guidance on the
drivers of studies’ statistical power actually exists (Winquist et al.
2012, Bhaskaran et al. 2013). Moreover, reaching a large statistical
power could be challenging since estimated effect sizes are remark-
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ably small and the modeling of high-frequency variations in daily
mortality or emergency admission is difficult (Peng et al. 2006, Peng
and Dominici 2008). Finally, we observe both in the standard epi-
demiology and the causal inference literatures a negative relation-
ship between estimated effect sizes and studies’ precision. It is im-
portant to investigate if this pattern could be explained by imprecise
studies making type M errors (Ioannidis 2008, Gelman and Carlin
2014, Ioannidis et al. 2017, Ferraro and Shukla 2020).

Retrospective Analysis of the Litera-
ture
In this section, we first explain how to implement a retrospective
analysis of a study. Using different scenarios about the true effect
sizes of studies found in the standard epidemiology and causal in-
ference literatures, we then assess to what extent they could suffer
from low statistical power issues.

How to Run a Retrospective Analysis

Based on the notations of Zwet and Cator (2021), the statistical frame-
work for a retrospective power analysis can be formalized as follows.
We take the general case where we want to estimate, for a given re-
search design, the causal effect β of an air pollutant on an health out-
come. We assume that we have a normally unbiased estimate b of β

with a standard error s. If we knew the true value of β, we could first
compute the statistical power of our study for rejecting the null hy-
pothesis H0 : β = 0. It is defined as Φ(−1.96− β

s ) + 1− Φ(1.96− β
s ),

where Φ is the cumulative function of the standard normal distri-
bution. Given the power of our study, we could then compute the
average magnitude of a type M error, that is to say the average in-
flation of statistically significant estimates at the 5% level for the
study. It can be expressed as E( |b||β| |β, s, |b|/s > 1.96). Finally, we
could compute the probability to make a type S error, that is to say
the probability that the estimate is of the opposite sign of β. It is

given by Φ(−1.96− β
s )

1−Φ(1.96− β
s )+Φ(−1.96− β

s )
. Unfortunately, we never observe

the true value of the causal estimand of interest. We therefore need
to make guesses about the value of β to compute the three previous
metrics. Gelman and Carlin (2014) propose to run simulations to
calculte them. In our project, we rely on the closed-form expressions
derived by Lu et al. (2019) and their implementation in the R package
retrodesign developed by Timm (2019).

It is very important to keep in mind that the usefulness of a retro-
spective power analysis relies entirely on a credible guess of the true
effect size a study is trying to estimate. As the true effect is never ob-
served, researchers can have very different priors on its magnitude.
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They could therefore assess differently the extent to which a study
risks to suffer from statistical power issues. To illustrate this tension,
we provide below a case study showing how a scientific discussion
about effect sizes arises with a retrospective analysis.

In a flagship publication, Deryugina et al. (2019) instrument PM2.5

concentrations with wind directions to estimate its effect on mortal-
ity, health care use, and medical costs among the US elderly. They
gathered 1,980,549 daily observations at the county-level over the
1999–2013 period; it is one of the biggest sample sizes in the lit-
erature. When the authors instrument PM2.5 with wind direction,
they find that “a 1 µg/m3 (about 10 percent of the mean) increase in
PM2.5 exposure for one day causes 0.69 additional deaths per million
elderly individuals over the three-day window that spans the day of
the increase and the following two days”. The estimate’s standard
error is equal to 0.061. In Figure 19, we plot the statistical power, the
inflation factor of statistically significant estimates and the probabil-
ity that they are of the wrong sign as a function of hypothetical true
effect sizes.
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Figure 19: Power, Type M and
S Errors Curves for Deryugina
et al. (2019). Notes: In each
panel, a metric, such as the statis-
tical power, the exaggeration ratio
or the probability to make a type S
error, is plotted against the range
of hypothetical effect sizes. The
"IV" label represents the value of
the corresponding metric for an ef-
fect size equal to Deryugina et al.
(2019)’s two-stage least square es-
timate. The "Epidemiology" label
stands for the estimate found in
Di et al. (2017), which is the epi-
demiology article most similar to
Deryugina et al. (2019). The "OLS"
label corresponds to the estimate
found by Deryugina et al. (2019)
when the air pollutant is not instru-
mented.

The estimate found by Deryugina et al. (2019) represents a rela-
tive increase of 0.18% in mortality. We labeled it as "IV" in Figure 19.
Is this estimated effect size large compared to those reported in the
standard epidemiology literature? We found a similar article to draw
a comparison. Using a case-crossover design and conditional logistic
regression, Di et al. (2017) find that a 1 µg/m3 increase in PM2.5 is
associated with a 0.105% relative increase in all-cause mortality in
the Medicare population from 2000 to 2012. The effect size found by
Deryugina et al. (2019) is larger than this estimate labeled as "Epi-
demiology" in Figure 19. If the estimate found by Di et al. (2017) was
actually the true effect size of PM2.5 on elderly mortality, the study
of Deryugina et al. (2019) would have enough statistical power to
perfectly avoid type M and S errors. Now, suppose that the true ef-
fect of the increase in PM2.5 was 0.095 additional deaths per million
elderly individuals—the estimate the authors found with a "naive"
multivariate regression model. The statistical power would be 34%,
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the probability to make a type S error could be null but the overesti-
mation factor would be on average equal to 1.7. Even with a sample
size of nearly 2 million observations, Deryugina et al. (2019) could
make a non-negligible type M error if the true effect size was the
naive ordinary least square estimate. Yet, the authors could argue
that their instrumental variable strategy leads to a higher effect size
as it overcomes unmeasured counfounding bias and measurement
error. Besides, for effect sizes down to 0.182 additional deaths per
million elderly individuals (a 0.05% relative increase), their study
has a very high statistical power and would not run into substantial
type M error. A retrospective analysis is thus a very convenient way
to think about the statistical power of a study to accurately detect
alternative effect sizes.

Standard Epidemiology Literature

Hundreds of papers have been published on the short-term health
effects of air pollution in epidemiology, medicine and public health
journals. A large fraction of articles are based on Poisson generalized
additive models, which allow to flexibly adjust for the temporal trend
of health outcomes and for non-linear effects of weather parameters.
This literature spans over 20 years and has replicated analyses in
a large number of settings, providing crucial insights on the acute
health effect of air pollution. Advocates of causal methods would
surely argue that these articles could suffer from omitted variable
biases. Even if they may be more biased, we find it valuable to assess
their potential statistical power issues and compare them with causal
inference papers.

To gather a corpus of relevant articles, we use the following search
query on PubMed and Scopus to select studies on the short-term
health effects of air pollution:

’TITLE(("air pollution" OR "air quality" OR "particulate matter" OR
"ozone"’, ’OR "nitrogen dioxide" OR "sulfur dioxide" OR "PM10" OR "PM2.5"
OR’, ’ "carbon dioxide" OR "carbon monoxide")’, ’AND ("emergency" OR
"mortality" OR "stroke" OR "cerebrovascular" OR’, ’"cardiovascular" OR
"death" OR "hospitalization")’, ’AND NOT ("long term" OR "long-term"))
AND "short term"’

We retrieve the abstracts of 1834 articles. We then extract estimates
and confidence intervals from these abstracts using regular expres-
sions (regex). We illustrate this procedure using one sentence of a
randomly selected article from this literature review (Vichit-Vadakan
et al. 2008):

“The excess risk for non-accidental mortality was 1.3% [95% confidence
interval (CI), 0.8–1.7] per 10 µg/m3 of PM10, with higher excess risks
for cardiovascular and above age 65 mortality of 1.9% (95% CI, 0.8–3.0)
and 1.5% (95% CI, 0.9–2.1), respectively.”

Our algorithm detects phrases such as “95% confidence interval (CI)”
or “95% CI” and looks for numbers directly before this phrase or
after and in a confidence interval-like format. Using this method,
we retrieve 2666 estimates from 784 abstracts. We then read these

https://www.ncbi.nlm.nih.gov/
https://www.scopus.com/home.uri
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abstracts and filter out articles whose topic falls outside of the scope
of our literature review. Our corpus is thus composed of 668 articles
for which we detect 2155 estimates. Importantly, the set of articles
considered is limited to those displaying confidence intervals and
point estimates in their abstracts.

Based on this subset of articles, we implement a retrospective anal-
ysis in which we check the overall sensitivity of studies for true effect
sizes expressed as fraction of observed estimates. Without carefully
reading each article, we cannot make more informed guesses about
true effect sizes since estimates are expressed for different increases
in air pollution concentration. We think that our rough approach is
still valuable since a well-designed study should be able to detect
effect sizes smaller than the estimated one. For instance, if we find
that a study has a statistical power of 30% when we assume that the
true effect is 25% lower than the measured estimate, it is likely that
the study is not very robust to statistical power issues.

Our results for the standard epidemiology literature are at first
sight reassuring. If the true effect sizes of the studies were equal to
75% of estimated coefficients, the median statistical power would be
equal to 85% and the median exaggeration factor would be only 1.1.
At least 50% of this literature does not seem to suffer from substantial
statistical power issues since their power would be above 80%. Type
S error is not an issue for most articles. Yet, even if the measured ef-
fect was close to the true effect, a non-negligible proportion of articles
would display low statistical power and presents a substantial risk
of making a type M error. About 47% of estimates would not reach
the conventional 80% statistical power threshold if the true effect was
75% the size of the measured effect. For these under-powered stud-
ies, the average type M is 1.9 and the median 1.5. We also observe
that the proportion of under-powered studies has been stagnating
since the 1990s, revealing that practices regarding statistical power
have not evolved over time.

Finally, skeptic researchers could rightly complain that assuming
for each study a true effect size equal to 75% of the estimate is ar-
bitrary. To overcome this criticism, we expand our review of the
standard epidemiology literature by running statistical power calcu-
lations based on two recent meta-analyses: one by Shah et al. (2015)
on mortality and emergency admission for stroke, and the other one
by Orellano et al. (2020) on broader causes of mortality. We use the
meta-analysis estimates as true effect sizes for the 290 studies gath-
ered by Shah et al. (2015) and . This is the approach recommended by
Gelman and Carlin (2014) and Ioannidis et al. (2017) to make more
informed guesses about true effect sizes. 60% of studies in Orellano
et al. (2020) have a statistical power below 80%. The median exag-
geration ratio of statistically significant estimate is equal to 2. The
proportion of under-powered studies is similar in Shah et al. (2015)
but the median type M error is equal to 3. With more informed
guesses about true effect sizes, we clearly see that under-powered
studies are an issue in the standard epidemiology literature.
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Causal Inference Literature

Using Google Scholar and PubMed, we search papers using causal
inference methods and investigating the short-term effects of air pol-
lution on mortality or emergency admission outcomes. Specifically,
we only consider articles that exploit short-run exogenous shocks
such as air pollution alerts, public transport strikes, changes in wind
direction, thermal inversions, to name but a few. For instance, we
did not select articles on the impact of low emission or congestion
pricing zones as they evaluate health effects over several months or
years. In Figure 20, we display the 29 articles that match our search
criteria. We read each article and retrieve the estimates and stan-
dard errors for the main results: for simplicity, we only select one
of the main results discussed by the researchers. We also record the
numbers of observations and summary statistics on the outcome and
independent variables to compare studies by standardizing the esti-
mated effect sizes.

Table 2: Our Corpus of Papers from the Causal Inference Literature.

Article Location Health Outcome Independent Variables Study Design

Arceo et al. (2016) Mexico City, Mexico Infant Mortality PM10, Thermal Inversion (IV) Instrumental Variable
Austin et al. (2020) Counties, USA Rates of Confirmed COVID-19 Deaths PM2.5 (air pollutant), Wind Direction (IV) Instrumental Variable
Baccini et al. (2017) Milan, Italy Non-Accidental Mortality Dummy for PM10 Concentration >To 40 µg/m³ Propensity Score Matching
Barwick et al. (2018) All Cities, China Number of Health Spending Transactions PM2.5, Spatial Spillovers of PM2.5 (IV) Instrumental Variable
Bauernschuster
et al. (2017)

5 Largest Cities, Ger-
many

Admissions for Abnormalities of Breathing (age below
5)

PM10, Public Transport Strikes Dummy Difference in Differences

Beard et al. (2012) Salt Lake County, USA Emergency Visits For Asthma Thermal Inversions Time-stratified case-crossover
design

Chen et al. (2018) Toronto, Canada Asthma-Related Emergency Department Visits Air Quality Eligibility, Air Quality Altert Fuzzy Regression Discontinuity
Deryugina et al.
(2019)

Counties, USA All Causes of Mortality (Age 65+) PM2.5, Wind Direction (IV) Instrumental Variable

Ebenstein et al.
(2015)

2 Cities, Israel Hospital Admissions Due To Lung Illnesses PM10 (air pollutant), Sandstorms (IV) Instrumental Variable

Forastiere et al.
(2020)

Milan, Italy Non-Accidental Mortality Setting PM10 Daily Exposure Levels >To 40 µg/m³ To
40

Generalized Propensity Score

Giaccherini et al.
(2021)

Municipalities, Italy Respiratory Hospital Admission PM10, Public Transport Strikes Difference in Differences

Godzinski and
Suarez Castillo
(2019)

10 Cities, France Emergency Admissions for Upper Respiratory System
(Age 0-4)

CO, Public Transport Strikes Difference in Differences

Halliday et al.
(2019)

Hawaii, USA ER Admission for Pulmonary Outcomes PM2.5, SO2 Emissions From Kilauea Volcano and Wind
Direction (IV)

Instrumental Variable

He et al. (2016) 34 Urban Districts,
China

Monthly Standardized Mortality Rate PM10, Regulation and Traffic Control Status (IV) Instrumental Variable

He et al. (2020) China Monthly Number of Deaths for All-Causes PM2.5, Straw Burning (IV) Instrumental Variable
Isphording and Pes-
tel (2021)

Counties, Germany Mortality of Covid-19 Positive Male Patients (Age 80+) PM10, Wind direction (IV) Instrumental Variable

Jans et al. (2018) Sweden Children Health Care Visits for Respiratory Illness PM10, Thermal Inversion (IV) Reduced-Form
Jia and Ku (2019) South Korea Mortality Rates for Respiratory and Cardiovascular Dis-

eases
Dusty Days Times China’s AQI Reduced-Form

Kim et al. (2013) South Korea Hospital Admissions for Respiratory Illnesses PM10 (air pollutant), Average PM10 Level By Date (IV) Instrumental Variable
Knittel et al. (2016) California, USA Infant Mortality PM10, Road Traffic Flow and Weather variables (IV) Instrumental Variable
Moretti and Neidell
(2011)

South California, USA Hospital Admissions for Respiratory Illnesses O3, Vessel Traffic (IV) Instrumental Variable

Mullins and
Bharadwaj (2015)

Santiago Metropole,
Chile

Cumulative Deaths (age >64) PM10, Air quality Alerts Matching + Difference in Differ-
ences

Schlenker and
Walker (2016)

California, USA Acute Respiratory Hospitalization CO, Planes Taxi Time (IV) Instrumental Variable

Schwartz et al.
(2015)a

Boston, USA Non-Accidental Mortality PM2.5, Back Trajectories of PM2.5 (IV) Instrumental Variable

Schwartz et al.
(2017)

Boston, USA Non-Accidental Mortality PM2.5, Height Of Planetary Boundary Layer and Wind
Speed (IV)

Instrumental Variable

Schwartz et al.
(2018)

135 Cities, USA Non-Accidental Mortality PM2.5, Planetary Boundary Layer, Wind Speed, and Air
Pressure (IV)

Instrumental Variable

Sheldon and
Sankaran (2017)

Singapore Acute Upper Respiratory Tract Infections Pollutant Index, Indonesian Fire Radiative Power (IV) Instrumental Variable

Williams et al.
(2019)

USA Asthma Rescue Event PM2.5 Poisson fixed-effects models

Zhong et al. (2017) Beijing, China Ambulance Call Rate for Coronary Heart Problem NO2, Number 4 Day (IV) Instrumental Variable

Notes: For each study, we report its location, one of the health outcome analyzed, the independent variables (the air pollutant and in the case of an instrumental variable strategy, the instrument) and the
study design.

Figure 20: Our Corpus of Pa-
pers from the Causal Inference
Literature.

To evaluate potential statistical power issues in this literature, we
first proceed exactly as for the standard epidemiology literature. We

https://scholar.google.com/
https://pubmed.ncbi.nlm.nih.gov/
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compute the statistical power, the exaggeration factor and the prob-
ability to get an estimate of the wrong sign for all studies based on
hypothetical true effect sizes expressed as decreasing fraction of ob-
served estimates. In Figure 21, each gray line represent the statistical
power and average type M error curves of an article. The blue lines
represent the average power and exaggeration factor of all causal
inference studies.
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Figure 21: Statistical Power and
Type M Error of Causal Infer-
ence Studies. Notes: For each
causal inference paper, we com-
pute its statistical power and
the average type M error for de-
creasing effect sizes expressed
as percentage reduction in ob-
served estimates. Each gray
line represents a specific causal
inference paper. The blue lines
are the average of a metric for
all causal inference papers.

If the true effect size of each study was equal to 75% of the esti-
mate, the median statistical power would be about to 60% and the
median Type M error would be 1.3. In the causal inference literature,
at least half of studies have enough statistical power so that statis-
tically significant estimates are not inflated. In Figure 21, we can
however see that there is a wide heterogeneity in the robustness of
studies to statistical power issues—some of them are relatively well
powered while others run quickly into Type M error. A large share
of studies in the literature would not have designs with enough sta-
tistical power to detect effects of half the size of their observed esti-
mates. In that scenario, the median statistical power would be about
40% and the median type M error would be 1.8. Overall, this com-
prehensive retrospective analysis of the literature reveals that some
studies are under-powered and could run into type M error. It may
help explain why there is a large heterogeneity in effect sizes across
articles.

Again, expressing true effect sizes as decreasing fraction of ob-
served estimates is arbitrary. We also carry out another retrospective
analysis where we take as true effect sizes the estimates that would
be predicted using non-causal inference methods. We do so for the
subset of the 9 instrumental variables that also display estimates in
the case when the air pollutant concentration is not instrumented.
Two reasons are often advanced in the causal literature to explain the
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discrepancy between instrumented and non-instrumented estimates:
(i) instrumental variables help overcoming omitted variable bias and
(ii) if the air pollution is measured with classical error, instrumental
variables also reduce the resulting attenuation bias. We think that,
for some studies, statistical power issues could also partly explain
the observed difference between causal and non-causal methods. In
Table 4, we display the statistical power, the average type M error
and the probability to make a type S error for instrumental variable
studies. For some studies, the statistical power of the instrumen-
tal variable strategy could be extremely low. This results in large
type M errors, which magnitude partially close the gap between in-
strumented and non-instrumented estimates. Given this possibility,
future research should carry out quantitative bias analysis to explore
the trade-off between using an instrumental variable strategy to over-
come omitted variable and attenuation biases and running into a
type M error due to low statistical power (Rosenbaum 2010, Dorie
et al. 2016, VanderWeele and Ding 2017, Cinelli and Hazlett 2020).

Paper Power (%) Type S Error (%) Type M Error

Giaccherini et al. (2021) 5 43.3 40.7
Halliday et al. (2019) 6 16.6 6.9
Schlenker and Walker (2016) 7 13.8 6.1
Moretti and Neidell (2011) 11 3.7 3.5
Arceo et al. (2016) 12 2.4 3.1
Barwick et al. (2018) 23 0.3 2.1
Deryugina et al. (2019) 34 0.1 1.7
Ebenstein et al. (2015) 52 0 1.4
Schwartz et al. (2018) 64 0 1.3

Notes: For each study based on an instrumental variable strategy, we computed the statistical power,
the average type M error and the probability to make a type S error using the non-instrumented
estimate as a guess for the true effect size.

Table 4: Retrospective Analy-
sis of Instrumental Variable Pa-
pers Where Naive OLS Esti-
mates are Assumed to be True
Effect Sizes.

Prospective Analysis of Causal In-
ference Methods
The review of the standard epidemiology and causal literatures shows
that some articles could have produced inflated estimates on the
short-term health effects of air pollution. This analysis however does
not allow us to clearly identify which parameters of a study influence
its statistical power. We therefore implement a prospective analysis
to overcome this limitation (Gelman and Carlin 2014, Altoè et al.
2020). We run simulations based on real-data to emulate the main
empirical strategies found in the literature. Using real data frees us
from the difficult task to model the long-term and seasonal variations
in health outcomes but also the specific effects of weather variables
such as temperature. In this section, we describe how we imple-



low power issues in air pollution studies 93

ment these simulations. We start by presenting the research designs
we wish to simulate, then briefly describe the data we rely on and
finally detail how we actually simulate the research designs.

Research Designs Simulated

Several empirical strategies have been implemented to estimate the
short-term health effects of air pollution. In our simulations, we
try to simulate the main ones found in the literature. We assume
below that we are working with data consisting in daily time series
of various health outcomes, air pollutant concentrations and weather
parameters for a sample of cities.

Standard regression approach. The standard strategy consists in di-
rectly estimating the dose-response between an air pollutant and an
health outcome. In the epidemiology literature, researchers often
rely on Poisson generalize additive models where the daily count of
an health outcome is regressed on the concentration of an air pollu-
tant, while flexibly adjusting for weather parameters, seasonal and
long-term variations. Because most causal methods are estimated
with linear regression, our simulations are instead based on ordinary
least square estimation to approximate the warhorse model used by
epidemiologists. We can summarize this approach with the follow-
ing model:

Yc,t = α + βPc,t + Wc,tϕ + Cc,tγ + ϵc,t

where c is the city index and t the daily time index. Yc,t is the daily
count of cases of an health outcome and Pc,t the average daily concen-
tration of an air pollutant. The coefficient β measures the short-term
effect of an increase in the air pollutant concentration on the health
outcome. To address confounding issues, the model adjusts for a set
of weather covariates, Wc,t, and calendar indicators Cc,t. The error
term is denoted by ϵc,t.

Instrumental variable approach. The standard strategy could be prone
to omitted variable bias and measurement error. A growing num-
ber of articles therefore exploit exogenous variations in air pollution.
Most causal inference papers rely on instrumental variable designs
where the concentration of an air pollutant is instrumented by ther-
mal inversions (Arceo et al. 2016), wind patterns (Schwartz et al.
2017, Deryugina et al. 2019, Isphording and Pestel 2021), extreme nat-
ural events such as sandstorms or volcano eruptions (Ebenstein et al.
2015, Halliday et al. 2019), or variations in transport traffic (Moretti
and Neidell 2011, Knittel et al. 2016, Schlenker and Walker 2016).
This approach can be summarized with a two-stage model where
the first stage is:

Pc,t = δ + θZc,t + Wc,tϕ + Cc,tγ + ec,t

where Zc,t is the instrumental variable. The second stage is then:
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Yc,t = α + βP̂c,t + Wc,tψ + Cc,tλ + ϵc,t

where P̂c,t is the exogenous variation in an air pollutant predicted
by the instrument. The causal effect measured by this approach is a
weighted average of per-unit causal responses to an increase in the
concentration of an air pollutant (Angrist and Imbens 1995).

Reduced-form approach. A subset of articles however restrain from
instrumenting the concentrations of an air pollutant with exogenous
shocks, but instead choose to directly estimate the relationship be-
tween the health outcome and the shocks. This why we call this
approach a reduced-form analysis. The articles concerned by this ap-
proach focus on public transport strikes (Bauernschuster et al. 2017,
Godzinski et al. 2019, Giaccherini et al. 2021). Their empirical strat-
egy can be summarized with the following model:

Yc,t = α + βZc,t + Wc,tϕ + Cc,tγ + ϵc,t

The coefficient β captures a type of intention-to-treat effect.

Regression-discontinuity design approach. The final empirical strategy
found in the literature consists in measuring the effects of air quality
alerts with a regression-discontinuity design (Chen et al. 2018). The
approach is summarized with the model:

g{E(Yc,t)} = β0 + β1(Ic,t − l) + β2Ec,t + β3(Ic,t − l)× Ec,t + ϵc,t

where g(.) is a generic link function, Ic,t is the daily air quality index
of a city, Ec,t is the indicator for the eligibility to issue an air quality
alert whose threshold is l. This approach estimates the intention-to-
treat effect of air quality alerts. It is important to note that it can
capture both the effect due to a subsequent decrease in air pollution
due to traffic restriction policies and the effect caused by inhabitants’
avoidance behavior.

Data

Our simulation exercises are based on a subset of the US National
Morbidity, Mortality, and Air Pollution Study (NMMAPS). The dataset
has been exploited in several major studies of the early 2000s to mea-
sure the short-term effects of ambient air pollutants on mortality out-
comes (Peng and Dominici 2008). It is publicly available and allows
us to work with increasing sample sizes for our simulations. Specifi-
cally, we extracted daily data on 68 cities over the 1987-1997 period,
which represent 4,018 observations per city, for a total sample size
of 273,224 observations. For each city, the average temperature (C°),
the standardized concentration of carbon monoxide (CO), and mor-
tality counts for several causes are recorded. We choose to work with
CO as it is the air pollutant measured in most cities over the period.
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Less than 5% of carbon monoxide concentrations and average tem-
perature readings are missing in the initial data set and we impute
them using the chained random forest algorithm provided by the
missRanger package (Mayer 2019).

Simulations Set-Up

Simplifying assumptions. To only capture the specific issues arising
due to low statistical power, we make several simplifications to make
sure that all the assumption of empirical strategies are met. First, in
all research designs, there is no bias due to unmeasured confounders
or measurement errors. All models retrieve on average the true value
of the treatment effect we set in the data. Second, for instrumental
variable and reduced-form strategies, we only simulate exogenous
shocks that are binary (e.g. the occurrence of a thermal inversion or
not). They are randomly allocated. Third, for the regression discon-
tinuity approach, we only model sharp designs where an air quality
is always activated above a randomly chosen threshold.

Two approaches for simulating research designs. We take two different
approaches to simulate the research designs. For the reduced-form
and regression discontinuity designs, we follow the Neyman-Rubin
causal framework by creating a Science table (Rubin 1974). The
recorded value of a health outcome in the dataset represent the po-
tential outcome Yc,t(0) of that day t in city c when it is not exposed
to the treatment denoted by Wc,t. It is equal to 1 when a treatment
occurs and 0 otherwise. To create the counterfactuals Yc,t(1), we add
a treatment effect drawn from a Poisson distribution whose param-
eter correspond to the magnitude of the treatment. We then ran-
domly draw the treatment indicators Wt,c for exogenous shocks or
air quality alerts. For reduced-form strategies, the treatment status
of each day is drawn from a Bernoulli distribution with parameter
equal to the proportion of exogenous shocks desired. For air pollu-
tion alerts, we randomly draw a threshold from a uniform distribu-
tion and select a bandwidth such that it yields the correct proportion
of treated observations. We finally express the observed values Yobs

of potential outcomes according to the treatment assignment: Yobs
c,t =

(1-Wc,t)×Yc,t(0) + Wc,t×Yc,t(1).
For the standard regression and the instrument variable strategies,

we rely on a model-based approach. For the standard regression
strategy, we first estimate the following statistical model on our data:

Yc,t = α + βZc,t + Wc,tϕ + Cc,tγ + ϵc,t

We then predict new observations of a Yc,t using the estimated coef-
ficients of the model (β̂, ϕ̂, and γ̂) and by adding noise drawn from
the residuals distribution ϵ̂c,t (Peng et al. 2006). We modify the slope
of the dose-response relationship by changing the value of the air
pollution coefficient β. For the instrumental variable strategy, we use
the same method as for the standard regression approach but first
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modify observed air pollutant concentrations Pc,t according to the
desired effect size θ of the randomly allocated instrument:

Pc,t = Pc,t + θZc,t

The allocation of each day to an exogenous shock is drawn from a
Bernoulli distribution with parameter equal to the proportion of ex-
ogenous shocks desired. We then estimate a two-stage least squares
model, modify the coefficient for the effect of the air pollutant on
an health outcome, and finally generate the fake observations of
the health outcome using coefficients of the two-stage least squares
model and noise drawn from the residuals of the estimated model.

General procedure. Our simulation procedure therefore follows 7 main
steps:

1. Randomly draw a study period and a sample of cities.

2. For instrumental variable, reduced-form and regression-discontinuity
designs, randomly allocate days to binary exogenous shocks/air
quality alerts.

3. Add the treatment effect size of interest.

4. Run the model of the empirical strategy.

5. Store the point estimate of interest and its standard error.

6. Repeat the procedure 1000 times.

7. Finally compute the statistical power, the exaggeration ratio of
statistically significant estimates and the probability that they are
of the wrong sign.

Varying parameters. To understand which parameters affect statisti-
cal power issues, we can change one aspect the research design while
keeping other parameters values constant. We consider in our simu-
lations four main parameters. First, by drawing a different number
of cities and changing the length of the period, we vary the sample
size. Second, we change the effect size of air pollution or an exoge-
nous shock on an health outcome. Third, we also allocate increasing
proportions of exogenous shocks/air quality alters. Fourth, we can
run similar simulations but for different health outcomes with small
or large number of cases per day.

Simulating Flagship Studies.

Our simulations based on real data help explore the consequences of
varying each parameter on statistical power issues. We could how-
ever make the results of our simulations even more informative by
setting realistic values for the four parameters of a research design.
We therefore also try to reproduce three flagship studies using our
own dataset.
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Results
In this section, we first explore how statistical power is related to the
treatment effect size, the number of observations, the proportion of
treated units and the distribution of the health outcome. We then
try to replicate the design of flagship publications to highlight their
potential weaknesses with respect to low statistical power issues.

Evolution of Power, Type M and S Errors with Study Parame-
ters

First, we analyze how statistical power, type M and S errors are af-
fected by the value of different study parameters. To do so, we set
baseline values for these parameters and vary the value of each of
them one by one. This enables us to get a sense of the impact of
each parameter, other things being equal. The baseline parameters
are such that:

• The sample size is equal to 100,000 observations (2500 days × 40
cities).

• The effect size of air pollution or an exogenous shock is equal to a
1% relative increase in an health outcome.

• The proportion of exogenous shocks represents 50% of observa-
tions. For air pollution alerts analyzed with regression discon-
tinuity designs, we choose a smaller proportion of treated units:
10%.

• The health outcome is the total daily number of non-accidental
deaths. It is the health outcome with the largest average number
of counts—the average daily mean is equal to 23 cases.

For all statistical models, we adjust for temperature, temperature
squared, city and calendar (weekday, month, year, month×year) fixed
effects. We also repeat the simulations for a smaller sample size of
10,000 observations.

Sample Size As shown in Figure 22, we unsurprisingly find that,
for all identification methods, statistical power increases and type M
error decreases with the number of observations.
Yet, statistical power and type M error issues arise even for a large
number of observations. For a sample size of 40,000 observations, an
instrumental variable strategy would only have a statistical power of
54% and would overestimate the true effect by a factor of 1.4. On the
contrary, a standard regression strategy is much less prone to power
issues than the instrumental variable strategy. This is explained by
the fact that the variance of the two stage least-square estimator is
larger than the variance of the ordinary least square estimator. In our
simulations, we also note that, for all identification method, Type S
error is not a problem for any sample sizes.
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Standard Regression Reduced-Form Instrumental Variable
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Figure 22: Evolution of Type
M Error against Sample Size.
Notes: The true effect size is
a 1% relative increase in the
health outcome. The health
outcome used in the simula-
tions is the total number of non-
accidental deaths. The propor-
tion of exogenous units is 50%
for instrumental variable and
reduced-form designs.

Effect Size The second unsurprising result of our simulations is that
the larger the effect size, the larger the power and the lower type M
and S errors are. With our advantageous baseline parameters, statis-
tical power issues however start to appear in instrumental variable
and regression discontinuity designs for effect sizes below 1%. For
instance, for an effect of 0.5%, the average type M error is about 1.7.
Such effect sizes are similar to those sometimes found in the standard
epidemiology literature. As for results on sample sizes, standard re-
gression and reduced-form strategies suffer less from power issues,
even for small effects.

Discontinuity Design Reduced-Form Instrumental Variable
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Figure 23: Evolution of Statisti-
cal Power with the Proportion
of Exogenous Shocks. Notes:
The true effect size is a 1%
relative increase in the health
outcome. The health outcome
used in the simulations is the
total number of non-accidental
deaths.

Proportion of Exogenous Shocks The link between the proportion of
exogenous shocks and statistical power might be less known to re-
searchers. In Figure 23, we see that the statistical power increases
with larger proportions of treated units for instrumental variable, re-
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gression discontinuity and reduced-form designs. As in the case of
randomized controlled trials, the precision of studies will be maxi-
mized when half of the observations are exposed to the treatment of
interest.
Conversely, as shown in Figure 24, the average Type M error in-
creases as the proportion of exogenous shocks decreases.
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Figure 24: Evolution of Type
M Error with the Proportion of
Exogenous Shocks. Notes: The
true effect size is a 1% relative
increase in the health outcome.
The health outcome used in the
simulations is the total number
of non-accidental deaths.

Air pollution alerts, thermal inversion or transportation strikes are
however rare events. They can represent less than 5% of the obser-
vations in some studies. With a dataset of 10,000 observations, the
average type M error is 2.7 for reduced-form strategies. The causal
inference literature might therefore be particularly prone to type M
error due to a very low proportion of treated units, even though
sample sizes are often large.

Average Count of Cases of the Health Outcome Perhaps less known to
economists than the influence of sample and effect sizes, the average
count of cases also critically affects statistical power. For instance, a
1% increase in the number of deaths in a setting where there are only
2 deaths per day corresponds to rare additional deaths that might
therefore be more difficult to detect. To simulate situations with var-
ious number of cases, we consider three different outcome variables,
with different counts of cases: the total number of non-accidental
deaths (daily mean ≃ 23), the total number of respiratory deaths
(daily mean ≃ 2) and the number of chronic obstructive pulmonary
disease cases for people aged between 65 and 75 (daily mean ≃ 0.3).
Using baseline parameters and in the case of the large dataset, we
find that statistical power is close to 100% when empirical strategies
target a 1% increase in the total number of non-accidental deaths.
However, statistical power quickly drops when the average count of
cases decreases. For instance, an instrumental variable strategy has
only 16% of statistical power to detect an increase by 1% in respi-
ratory deaths. The average type M error is then equal to 2.4. For
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chronic obstructive pulmonary deaths, the situation is even worse,
with an average type M error of 5.9. Studies with a small count of
cases may therefore lead to extreme statistical power issues.

Issues Specific to the Instrumental Variable Design For instrumental
variable strategies, we also analyze how the statistical power is af-
fected by the strength of the instrument. In our simulations, we de-
fine the strength of the instrument as the standardized effect size on
the air pollutant concentration. A strength equals to 0.2 means that
the instrument increases the concentration by 0.2 standard deviation.

Statistical Power (%) F-Statistic Type M Error
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Figure 25: Evolution of Type M
Error with the Strength of the
Instrumental Variable. Notes:
The true effect size is a 1%
relative increase in the health
outcome. The health outcome
used in the simulations is the
total number of non-accidental
deaths. Half of the observa-
tions are exposed to exogenous
shocks. The strength of the in-
strumental variable is its effect
in standard deviation on the air
pollutant concentration.

As shown in Figure 25, we find that statistical power collapses and
type M error soars when the instrument’s strength decreases. Impor-
tantly, this issue arises for rather large instrument’s strengths. Even
in the case of the large data set with 100,000 observations, an instru-
mental variable’s strength of 0.2, and effect size of a 1% increase in
the health outcome, statistical power is only 23% and the average
type M error is 2. This statistical power issue arises for a F-statistics
of 1278! A large F-statistic could therefore hide a weak instrumental
variable that results in a low statistical power.

Simulating Flagship Studies

The simulation results of the previous section help build the intu-
ition for the parameters influencing the statistical power of studies.
Yet, they represent an ideal setting, with relatively large sample size,
proportion of treated units, outcome counts and instrumental vari-
able strength. These parameters may not perfectly represent actual
studies. For each causal inference method, we therefore consider a
realistic set of parameters based on examples from the literature. We
then vary the value of key parameters one by one in order to see
what could be changed in each study to avoid running into power
issues.
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Public Transport strikes Public transport strikes are unique but rare
exogenous events where air pollution increases. Even in a large data
set, with several cities and a long study period, the proportion of
treated days might be very small. For instance, Bauernschuster et al.
(2017) investigate the effect of public transport strikes on air pollu-
tion and emergency admission in the five biggest German cities over
a period of 6 years. The sample size of the study is equal to 11,000
observations but there are only 45 1-day strikes. This study could be
prone to statistical power issues since the proportion of treated units
is 0.4%. We thus try to simulate with our data a similar design. In
our baseline simulation, we set as the true effect size the point esti-
mate found by Bauernschuster et al. (2017): days with strikes see an
11% relative increase in the health outcome of interest. The average
count of cases for our health outcome—the total number of respi-
ratory deaths–is however 3 times larger than the one in their study,
which is equal to 0.69.

In the baseline scenario, we find that the statistical power is only
15% and the average type M error is 2.7. If the researchers had looked
at the effect for an health outcome with an average of 23 cases per
day, there would however be no statistical power issues. The effect
size found by the authors could nonetheless be argued to be a very
large increase in an health outcome. If the true effect was only 5%
and the average count of the health outcome was 23, there would still
be a substantial risk to overestimate statistically significant estimates
by a factor of 1.8. Estimating the effects of rare exogenous events on
health outcomes with few cases could be therefore difficult.

Air pollution Alerts Air pollution alerts are also rare events. Con-
trary to public transport strikes or thermal inversions, their effects
are estimated using regression discontinuity design. Only observa-
tions closed to the air quality threshold are included in the analysis.
As a consequence, the effective sample size may end up being par-
ticularly small. For instance, in Chen et al. (2018), while the initial
sample size is equal to 3652 observations, the effective sample size
is only of 143 (100 control observations and 43 treated ones). The
proportion of treated observation is 1.2%. With our data, we try to
approximate the setting of Chen et al. (2018). In the baseline scenario,
we sample one city with a time period of 3652 days and randomly
allocate the treatment to 1.2% of observations. We also consider a
true effect size of 12%, as found in the study. The average number of
cases of their health outcome is 26 cases per day. In our simulations,
we use the total number of non-accidental deaths as our outcome
variable since the daily mean is equal to 23 deaths.

In the baseline scenario, we find that the statistical power is only
10% and the average type M error is 4.6. If we consider smaller
true effect sizes, type M error shoots up and power collapses. As a
consequence, care must be taken when interpreting estimates from
studies with such a small sample size and few air quality alerts. Of
course, one could always argue that air quality alerts have large and
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protective effects on health outcomes if individuals adopt avoidance
behavior.

Instrumenting Air Pollution Finally, we investigate the most common
strategies used in the causal inference literature, which are based
on instrumental variables. These papers often rely on very large
datasets. For instance Schwartz et al. (2018) gathered 591,570 ob-
servations (135 cities with a length of study of approximately 4382
days). In this study, air pollution is instrumented with a complex mix
of variables and we cannot easily observe the proportion of treated
units. The effect size found by the authors is equal to a 1.5% rel-
ative increase in an health outcome with an average daily number
of cases equal to 23. In our simulations, we therefore assume that
half of the observations are exposed to exogenous shocks. We only
vary the strength of the instrument and use the total number of non-
accidental deaths as the outcome variable. Our data set being smaller
than the one used in the study, we only consider 2500 days and 40
cities.

If the instrumental variable increases air pollution concentration
by 0.5 standard deviation, we find a statistical power of nearly 100%
and an average type M error of 1. Yet, for smaller values of the
instrument’s strength, statistical power rapidly decreases. For an
instrument’s strength of 0.2, the statistical power is 48% and the av-
erage type M error is 1.4. For a strength of 0.1, power is only 16%
and the average type M error is 2.6. In these two scenarios, the val-
ues of the F-statistic remain extremely large, with respective values
equal to 1287 and 320. A large F-statistic could be a poor indicator
of statistical power issues.

Discussion

“I think that when we know that we actually do
live in uncertainty, then we ought to admit it."

— Richard P. Feynman

Our findings should make us worried about statistical power is-
sues when we are trying to estimate the acute health effects of air
pollution. Our retrospective analysis of the literature suggests that
under-powered studies with inflated effect sizes could be a real issue
both in the standard epidemiology and the causal inference litera-
tures. We thus recommend to adopt retrospective calculations since
they are very easy to implement and force us to reflect on the range
of plausible effect sizes we are trying to estimate.

Unfortunately, a retrospective analysis will not help us understand
which parameters of the research design that influence the statistical
power of our studies. Our prospective analysis, using simulations
based on real-data, fills this gap and leads to issue four warnings.
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First, sample size matters for all causal inference methods but espe-
cially for the regression-discontinuity design applied to air pollution
alerts. Given the sample size its entails, we advise researchers to
interpret findings with extra care as the inflation of statistically sig-
nificant estimates can be extremely large, even when we assume that
true effect sizes are large. Second, despite their large sample sizes,
when we exploit rare exogenous shocks such as transport strikes, we
should be aware that the small proportion of exogenous shocks ob-
served in our studies can lead to a dramatically low statistical power.
Third, although it is well-known that two-stage least square estimates
are inherently less precise than ordinary least square estimates, it
also makes instrumental variable strategies more prone to power is-
sues. If one thinks that omitted variable and attenuation biases are
small, the benefits of using an instrumental variable strategy could
be questioned. The trade-off between targeting an unbiased estimate
with causal inference methods and the risk of running into a type M
error could be a fruitful area of research for quantitative bias analy-
sis (Rosenbaum 2010, Dorie et al. 2016, VanderWeele and Ding 2017,
Cinelli and Hazlett 2020). Fourth, the power of all research designs
in the literature is driven by the average count of the health outcome.
Many articles investigate the acute effects of air pollution for specific
groups such as children and the elderly. In such settings, there is
potentially a huge risk to make a type M error, even with large sam-
ple sizes. While they are more involved than a retrospective analysis,
simulating the research design we want to implement is the best way
to assess if it could suffer from statistical power issues. Our simula-
tion codes in the replication material provide a template to run such
prospective analysis.

On top of these specific considerations, we think that the litera-
ture would benefit from adopting a different view towards statisti-
cally insignificant results (Ziliak and McCloskey 2008, Wasserstein
and Lazar 2016, Wasserstein et al. 2019, McShane et al. 2019). The
null hypothesis testing framework remains very strong in the field,
especially for causal inference papers, since nearly all of them di-
chotomize evidence using the 5% significance threshold (Greenland
2017). This statistical significance filter leads to publication bias and
is at the very heart of the inflation of statistically significant estimates
in under-powered studies (Amrhein et al. 2019, Gelman et al. 2020,
Romer 2020). Even if we could not improve the statistical power of
our studies, the distribution of the acute health effects of air pollu-
tion could be more accurate if statistically insignificant results were
not kept in the file drawer (Hernán and Robins 2020).

Finally, our results show that a credible identification strategy
does not necessarily lead to a correct estimation of the actual true ef-
fect (Young 2019). When we qualify estimates as "statistically signif-
icant", there is often much more uncertainty lying behind, an uncer-
tainty that should be computed and embraced to better help policy-
makers evaluate the adverse effects of air pollution. We are con-
vinced that prospective and retrospective power analyses can help
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us design better studies and improve the interpretation of their re-
sults.
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Convincing research designs make empirical economics credible. To avoid
confounding, quasi-experimental studies focus on specific sources of vari-
ation. This often leads to a reduction in statistical power. Yet, published
estimates can overestimate true effects sizes when power is low. Using fake
data simulations, we first show that for all causal inference methods, there
can be a trade-off between confounding and exaggerating true effect sizes
due to a loss in power. We then discuss how reporting statistical power
calculations could help address this issue.

website:
https://vincentbagilet.github.io/
causal_inflation/

Introduction
One of the main challenges in empirical economics is to reduce con-
founding to identify causal effects. Identifications strategies based
on Regression Discontinuity (RDD), Instrumental Variable (IV) and
Difference-in-Differences (DID) can help achieve this goal. To do
so, these strategies only use part of the variation in the data. They
exploit the exogenous variation in the treatment or decrease the sam-
ple size by only considering observations for which the as-if random
assumption is credible. By reducing variation, these methods could
however decrease statistical power, that is to say the probability of re-
jecting the null hypothesis of no effect when it is false. The resulting
tension between maintaining enough statistical power and reducing
confounding could be problematic for observational studies.

When statistical power is low, statistically significant estimates not
only become imprecise but also exaggerate the true effect size of
the treatment of interest (Ioannidis 2008, Gelman and Carlin 2014,
Lu et al. 2019, Zwet and Cator 2021). This is true even if all the
assumptions of a causal inference method are satisfied. Recall that
to be statistically significant at the 5% level, estimates must be at
least two standard errors away from zero. When statistical power is
high, most estimates will be two standard errors away from zero and
their distribution will be centered around the true value of the causal
estimand. As power decreases, statistically significant estimates start
being located in the tails of the distribution of all possible estimates
and automatically far away from the true value of the effect.

This counter-intuitive consequence of low statistical power would
not be problematic if a large literature had not underlined the ex-
istence of a publication bias favoring statistically significant results
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(Rosenthal 1979, Andrews and Kasy 2019, Abadie 2020, Brodeur et al.
2020). Published estimates from under-powered studies could make-
up a very biased sample of the true distributions of causal estimands
and greatly exaggerate their true effect sizes. This participates to the
current replication crisis affecting various fields such as economics,
epidemiology, medicine or psychology (Button et al. 2013, Open Sci-
ence Collaboration 2015, Camerer et al. 2016, Chang and Li 2022).
Even in experimental economics, with a high level of control and
an arguable absence of confounders, estimates published in top eco-
nomic journals have failed to replicate (Camerer et al. 2016). Quasi-
experimental studies could be more prone to this issue since statisti-
cal power is not central to the analysis in current practices. Despite
usually large sample sizes, Ioannidis et al. (2017) concernedly finds
that the median statistical power in a wide range of economic stud-
ies is no more than 18% and that nearly 80% of estimates may be
exaggerated by a factor of two. Understanding the determinants of
low power is key to avoid the inflation of published estimates.

In this paper, we show that design choices in quasi-experimental
studies can be seen as a trade-off between avoiding confounding and
overestimating true effect sizes due to a resulting loss in power. To
limit the threat of confounding, causal inference methods discard
variation in the treatment. It can lead to a reduction in statistical
power. Due to the statistical significance filter, the resulting pub-
lished estimates could be inflated and thus misleading.

In the first section of this paper, we illustrate the existence and
consequences of this trade-off using fake-data simulations based on
examples drawn from education, labor, environmental and politi-
cal economics. We consider separately the main causal inference
methods used in the economics literature: selection on observables
through matching, RDD, IV and. For each identification strategy
we discuss the key factors affecting the confounding / exaggeration
trade-off. When assuming that all confounders are measured, match-
ing prunes treated units that cannot be matched to untreated ones.
In RD designs, while the initial sample size may be large, we dis-
card part of the variation by only considering observations within
the bandwidth, decreasing the effective sample size. In an IV setting,
we only use the treatment variation explained by the instrument. In
DID event studies, the variation used to identify an effect sometimes
only comes from a limited number of treated observations.

In the second section of the article, we discuss solutions to assess
whether statistically significant estimates from observational studies
could be inflated. We advocate reporting power calculations. They
can be computed before and after the analysis is carried out. By
approximating the data generating process, prospective power simu-
lations help identify the design parameters affecting power (Gelman
et al. 2020, Black et al. 2021). Retrospective power calculations allow
to evaluate whether a study would have enough power to confidently
estimate a range of smaller but credible effect sizes (Gelman and Car-
lin 2014, Stommes et al. 2021). Our companion website describes in
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details how such solutions can be implemented.
Our paper contributes to three strands of the literature. First, the

idea that causal identification estimators, while unbiased, may be
imprecise is not new; this is the well-known bias/variance trade-
off (Imbens and Kalyanaraman 2012, Deaton and Cartwright 2018,
Hernán and Robins 2020, Ravallion 2020). In under-powered studies,
resulting estimates have large confidence intervals, suggesting that
a wide range of effects are consistent with the data. We approach
this literature from a different angle: through the prism of statistical
power and publication bias. Not only the limited precision resulting
from the use of causal methods could make it difficult to draw clear
conclusions regarding the exact magnitude of the effect but we argue
that it might also inherently lead to inflated published effect sizes.

Second, recent studies discussing the inflation of statistically sig-
nificant estimates due to low power focus on specific causal iden-
tification methods separately (Schell et al. 2018, Black et al. 2021,
Stommes et al. 2021, Young 2021). We show that using causal iden-
tification methods may in itself cause power issues. This connection
could be exacerbated by the fact that, as noted by Brodeur et al.
(2020), publication bias is more prevalent for some methods such as
the IV.

Third, our study contributes to the literature on reproducibility
in economics (Camerer et al. 2016, Ioannidis et al. 2017, Christensen
and Miguel 2018, Kasy 2021). The trade-off presented in this paper
may be an additional explanation for replication failures in empirical
economics, despite the widespread use of convincing causal identifi-
cation methods.

Simulations
To illustrate the trade-off between avoiding confounding and overes-
timating true effect sizes due to low statistical power, we rely on the
conceptual framework developed by Gelman and Carlin (2014) and
recently formalized by Lu et al. (2019) and Zwet and Cator (2021).
Based on the notation of Zwet and Cator (2021), imagine that we try-
ing to estimate a treatment effect β with a causal inference method.
We assume that we have a normally unbiased estimate b of β with a
standard error s. When carrying out our research project, we would
like first to be able to compare E( |b||β| |β, s, |b|/s > 1.96), the inflation

of statistically significant estimates, with E( |b||β| |β, s), the inflation of
all estimates regardless of their statistical significance. But we would
also want to understand how this comparison changes according to
our statistical power for rejecting the null hypothesis H0 : β = 0,
which is given by Φ(−1.96− β

s ) + 1−Φ(1.96− β
s ) where Φ is the cu-

mulative function of the standard normal distribution. Using these
three metrics, we could evaluate by how much statistically significant
estimates overestimate the true effect size depending on the statisti-
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cal power. Unfortunately, these two metrics can only be computed
if the true effect value of β is known, which is never the case in
real world settings without making guesses. Besides, we would also
like to be able to compare E( |b||β| |β, s, |b|/s > 1.96) to E( |b||β| |β, s) de-
pending on the parameter of causal inference allowign to overcome
confounding (e.g. the bandwidth size in RDD). Again, we cannot
measure the bias arising due to unobserved confounding in a study2. 2 We are currently working on extend-

ing the framework formalized by Lu
et al. (2019) and Zwet and Cator (2021)
for a causal inference setting by adding
the issue of bias arising due to con-
founding.

We therefore turn to fake data Monte-Carlo simulations for which we
know the true value of the causal estimand of interest.

For clarity, we split the analysis by identification strategy. While
the general idea that causal inference methods discard variation to
identify effects is shared across strategies, the confounding / exag-
geration trade-off is mediated through a distinctive channel for each
of them. We build simulations that reproduce real world examples
from labor economics for matching, economics of education for RDD,
political economy for IV and environmental economics for DID event
studies. Real world settings enable to clearly grasp the relationships
between the different variables and to set realistic parameter values.
Since our simulations have an illustrative purpose only, we inten-
tionally restrict our simulation exercise to settings in which statistical
power can be low. All our models are correctly specified and accu-
rately represent the data generating process, except for matching and
RDD where a bias arises due to unobserved confounding.

For each identification strategy, we start by laying out the intuition
behind the method and how it enables to estimate causal effects. It
naturally points to the key parameter through which the confound-
ing/exaggeration trade-off is mediated. We then briefly describe the
case-studies considered and our simulation assumptions. We finally
display the simulation outputs and discuss the implications of the
trade-off that are specific to the identification strategy considered.
Very detailed codes for simulation procedures are available on the
project’s website.

Matching

Intuition for the trade-off. We first focus on the ideal case for which
all confounders are assumed to be observed. Under this assump-
tion, one can use matching to estimate the causal effect specific to
matched treated units. Contrary to multivariate regression mod-
els, this method makes the common support of the data explicit,
avoids model extrapolation and non-parametrically adjusts for ob-
served confounders (Ho et al. 2007). In the case of propensity score
matching, observed confounders are adjusted for by predicting the
probability of units to take the treatment, which is often done with a
logistic model where the treatment indicator is regressed on relevant
covariates. Treated units are then matched to control units for which
their differences in propensity scores are less or equal than the value
of a distance metric called the caliper. It is expressed in standard de-
viation of the propensity score distribution. The smaller the caliper,

https://vincentbagilet.github.io/causal_inflation/
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the more comparable units are and therefore the lower the risk of
confounding is. Yet, with a stringent caliper, some units may not be
matched, decreasing the sample size. This could lead to a loss in
statistical power and procedure statistically significant estimates that
are inflated. In the case of matching, the confounding / exaggeration
trade-off is therefore mediated by the value of the caliper.

Figure 26: Directed Acyclic
Graph for Matching Simula-
tions. Notes: The representation
of the directed acyclic graph
for propensity score matching
comes from Huntington-Klein
(2021).

Case-study and simulation procedure. We illustrate this issue by simu-
lating a labor training program where the treatment is not randomly
allocated (Dehejia and Wahba 1999). As shown in the directed acylic
graph in Figure 26, individuals self-select into the training program
and may therefore have different characteristics from individuals
who do not choose to enroll. We simulate this type of studies by
taking a short-cut. Many simulations found in the applied statistics
literature test the performance on matching algorithms by first sim-
ulating covariates and then simulating the true but unknown prob-
ability of units to be treated. Our goal here is different as we do
not want to test the performance of various matching algorithms
but rather illustrate how a lack of common overlap in propensity
scores can result in a loss of statistical power. We therefore first
assign a fraction of individual to the treatment and then simulate
the true propensity score variable for treated and control units. For
treated units, we draw the propensity scores from a normal distri-
bution N(µT , σT) and for control units, from N(µC, σC). Once the
true propensity scores are created, we define the potential outcomes
of each individual. Here, potential outcomes represent the monthly
income (in euros) of the individuals if they undertake the training
program or not. The potential outcome of each individual i without
treatment adoption, Yi(0), is simulated using the following equation:
Yi(0) = Wage × PSi + N(µN, σN). Wage is the baseline wage, PSi

the propensity score of individual i and some noise is drawn from
N(µN, σN). This equation makes the potential outcomes Y(0) partly
different for treated and control units, creating the required com-
mon support issue. We then simulate the potential outcomes Yi(1)
by adding a constant treatment effect of the training program. The
constant treatment effect assumption is made to simplify the illustra-
tion of the issue we are interested in. In our simulations, when we
make the propensity score matching more stringent, not all treated
units can be matched to similar control units. The causal estimand
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would no longer be the average treatment on the treated if the causal
effect was not constant across units.

Based on this simulation framework, we generate 1000 datasets
for each propensity score matching procedure with caliper values
ranging from 0 to 1. Parameters values of the simulation are set to
make them realistic and can be found here. Once units are matched,
we simply regress the observed revenue on the treatment indicator.
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Estimates All Significant Figure 27: Evolution of Bias
with the Caliper in Propensity
Score Matching, Conditional on
Statistical Significance. Notes:
The blue line indicates the av-
erage bias for all estimates, re-
gardless of their statistical sig-
nificance. The orange line rep-
resents the inflation of statisti-
cally significant estimates at the
5% level. The caliper is ex-
pressed in standard deviation
of the propensity score distribu-
tion. Details on the simulation
are available at this link.

Results. Figure 27 indicates that the average bias of estimates, re-
gardless of their statistical significance, decreases with the value of
the caliper as units become more comparable. As the caliper de-
creases, statistically significant estimates start being more inflated
than the entire sample of estimates. For large caliper values, units
are not comparable enough and confounding bias the effect. For
small caliper values, the sample size becomes too small to be able
to precisely estimate the treatment effect and exaggeration arises. It
is well-known that matching procedure can result in imprecise es-
timates since it does not use information on outcomes but rather
focuses on reducing bias arising from covariates imbalance (Rubin
2001). Yet, in a context of publication bias favoring statistically signif-
icant estimates, it may make the method produce misleading claims
on treatment effect sizes.

Regression Discontinuity Design

Intuition for the trade-off. To identify a causal effect, a regression dis-
continuity approach relies on the assumption that for values close to
the threshold, treatment assignment is quasi-random. Under this as-
sumption, individuals just below and just above the threshold would
be comparable in terms of observed and unobserved covariates, and
only differ in their treatment status. To avoid confounding, the
RDD focuses on observations within a certain bandwidth around the
threshold and discards observations further away. The effective sam-
ple size where the identification of causal effect of the treatment is

https://vincentbagilet.github.io/causal_inflation/Matching.html
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the most credible differs from the total sample size. For this method,
the confounding / exaggeration trade-off is therefore mediated by
the size of the bandwidth.

Figure 28: Directed Acyclic
Graph for Regression Discon-
tinuity Design Simulations.
Notes: The representation of
the directed acyclic graph
for the RDD comes from
Huntington-Klein (2021).

Case-study and simulation procedure. To illustrate this trade-off, we
consider a standard application of the sharp RD design in economics
of education in which students are offered additional lessons based
on the score they obtained on a standardized test (Thistlethwaite and
Campbell 1960). As shown in the directed acyclic graph of Figure 28,
students with initial test scores below a given threshold follow ad-
ditional lessons while those above do not. Since students far above
and far below the threshold may differ along unobserved character-
istics such as ability, a RDD estimates the effect of the treatment on
final test scores by comparing outcomes of students whose initial test
scores are just below and just above this threshold.

Our simulation framework for RDD is as follows. We assume
that if a student i has an initial scores Quali below a cutoff C, she
must take additional lessons. The allocation of the treatment Ti is
sharp: Ti = I[Quali < C]. The final scores of students Finali are
correlated with their qualification score Quali. We further assume
that both qualification and final test scores are affected by students’
unobserved ability Ui in a non-linear (cubic) way. A large ability
has a strong positive impact on test scores. Similarly a particularly
low ability strongly impacts test scores negatively. An average abil-
ity does not have much impact on test scores. Such a functional
form seems realistic. The final test scores Finali are thus defined as
follows: Finali = α f + βTi + γQuali + δ f f (Ui) + ϵi, where α f is a
constant, f a non linear function and ϵi random noise drawn from
N (0, σe) noise. The causal parameter of interest is β.

To make our simulations realistic, we set the parameters of our
simulations based on our reading of Kraft (2020). They can be found
here. Given these parameters values, we then generate 1000 datasets
with 10,000 observations. For each dataset, we finally estimate the
treatment effect by regressing the final score on the treatment status
and the qualifying score for different bandwidth sizes.

Results. Figure 28 shows that, as the bandwidth around the thresh-
old decreases, the bias of all estimates decreases. This is due to
the fact that for large bandwidths, omitted variable arises, while for
small bandwidths, treated and control units are very similar in terms
of observed and unobserved covariates. However, we observe a U-

https://vincentbagilet.github.io/causal_inflation/RDD.html
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Figure 29: Evolution of Bias
with Bandwidth Size in Re-
gression Discontinuity Design,
Conditional on Statistical Sig-
nificance. Notes: The blue line
indicates the average bias for
all estimates, regardless of their
statistical significance. The or-
ange line represents the infla-
tion of statistically significant
estimates at the 5% level. In
this simulation, N = 10,000. The
bandwidth size is expressed as
the proportion of the total num-
ber of observations of the entire
sample. Details on the simula-
tion are available at this link.

shape relationship for statistically significant estimates as the band-
width decreases. For small values of the bandwidth, the statistical
power shrinks and statistically significant estimates become inflated.
The optimal bandwidth literature describes a similar trade-off but
from a different perspective (Imbens and Kalyanaraman 2012). They
consider a bias/precision trade-off while we consider a omitted vari-
able bias / exaggeration bias trade-off due to publication bias favor-
ing statistical significance.

Instrumental Variable Strategy

Intuition for the trade-off. Instrumental variable overcomes the issue
of unobserved confounding by only considering the exogenous vari-
ation in the treatment. When this exogenous fraction of the variation
is limited, the instrument can still successfully eliminate confound-
ing on average. However, the IV estimator will be imprecise and
statistical power low. In the case of the IV, the confounding / ex-
aggeration trade-off is therefore mediated by the strength of the in-
strument considered. The weaker the instrument, the more inflated
statistically significant estimates will be.

Figure 30: Directed Acyclic
Graph for Instrument Variable
Simulations.

Case-study and simulation procedure. To illustrate this trade-off, we
take as an example the studies estimating the impact of voter turnout
on election results (Gomez et al. 2007, Fujiwara et al. 2016, Cooper-

https://vincentbagilet.github.io/causal_inflation/RDD.html
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man 2017). As shown in Fig. 30, to avoid the threat of confounding,
researchers have taken advantage of exogenous factors that affect
voter turnout such as rainfall. In our simulations, we assume that
the vote share of a party in location i, Sharei, can defined such that:
Sharei = α + βTurnouti + δui + e(S)i , where α is a constant, u repre-
sents an unobserved variable and e(S) ∼ N (0, σeS) noise. The causal
parameter of interest is β. Turnout observations Turnouti are given
by the following model: Turnouti = γ + λRaini + ηui + e(T)i , where
Raini is either a continuous variable (amount of rain in location i on
the day of the election) or a dummy variable (whether it rained or
not) and e(T) is random noise drawn form N (0, σeT ). We refer to λ

as the strength of the instrumental variable.
We discuss in great details how we choose realistic parameters for

these two models here. For each value of the IV strength considered,
we create 1000 datasets. We run both a naive ordinary least squares
model and a two-stage least squares model to estimate the impact of
voter turnout on the vote share of a party.
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Model IV OLS Figure 31: Evolution of Bias
for Statistically Significant Es-
timates Against Intensity of
the Instrument in Instrumental
Variable Design. Notes: The
blue line indicates the aver-
age bias for statistically signif-
icant IV estimates at the 5%.
The orange line represents the
bias of statistically significant
OLS estimates at the 5% level.
The strength of the instrumen-
tal variable is expressed as the
value of the linear parameter
linking rainfall to turnout. In
this simulation, N = 10,000. De-
tails on the simulation are avail-
able at this link.

Results. Figure 31 displays, for different IV strengths, the average
of statistically significant estimates scaled by the true effect size for
both the IV and the naive regression model. When the instrument
is strong, the IV will recover the true effect, contrarily to the the
naive regression model. Yet, when the IV strength decreases, the ex-
aggeration of statistical significant estimates skyrockets. Even if the
intensity of the omitted variable bias is large, for limited IV strengths,
the exaggeration ratio can become larger than the omitted variable
bias. When the only available instrument is weak, using the naive
regression model would, on average, produce statistically significant
estimates that are closer to the true effect size than the IV. Of interest
for applied research, a large F-statistic does not necessarily attenuate
this problem. For the parameter values considered here, this phe-
nomenon arises even in cases for which the F-statistic is substantially
larger than the usually recommended threshold of 10, as illustrated

https://vincentbagilet.github.io/causal_inflation/IV.html
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in our supplementary materials.

Difference-in-Differences Event Study Design

Intuition for the trade-off. To avoid confounding, DID event studies
take advantage of situations for which we can adjust how the out-
come evolved before and after an intervention in a treated group by
using the same comparison for an untreated group. The credibil-
ity of the method rests on the assumption that the outcomes of the
two groups should have evolved similarly had the intervention not
occurred. In some cases, while the number of observations may be
large, the proportion of units affected by the intervention might be
limited. As a consequence, the number of treated observations is
small and the variation available to identify the treatment is limited.
In studies using discrete exogenous shocks, a confounding / exag-
geration trade-off is thus mediated by the number of observations
treated. It does not only concern DID event studies but is particu-
larly salient in this case.

Figure 32: Directed Acyclic
Graph for Difference in Dif-
ferences Simulations. Notes:
The representation of the di-
rected acyclic graph for the
RDD comes from (Huntington-
Klein 2021).

Case-study and simulation procedure. To illustrate this trade-off, we
simulate a study on the impact of air pollution reduction on new-
born weight of babies. To avoid confounding, one can exploit ex-
ogenous shocks to air pollution such as plant closures, creation of
a low emission zone or of an urban toll. We simulate our analy-
sis at the zip code and monthly levels and focus on the example of
toxic plant closures (Currie et al. 2015). We consider that the aver-
age birth weight in zip code z at time period t, bwzt, depends on
a zip code fixed effect ζz, a time fixed effect τt, and the treatment
status Tz,t, which is equal to one if a plant closed in this period and
0 otherwise. The average birth weights bwzt is defined as follows:
bwz,t = α + βTz,t + ζz + τt + ϵz,t. To simplify further the simulations,
we assume that the treatment allocation is not staggered and its ef-
fect is constant in time and homogeneous across zip codes. We vary
in the simulations the proportion of zip codes affected by toxic plant
closings.

The parameters values of our simulations are inspired by Currie
et al. (2015) and can be found here. For a fixed sample size of 120,000
observations, we generate 1000 datasets for an increasing number of
treated observations and run our two-way fixed effects model.

Results. Even though the actual sample size is extremely large in
our example, if the number of treated observations is small, the ex-

https://vincentbagilet.github.io/causal_inflation/IV.html#f-statistic-analysis
https://vincentbagilet.github.io/causal_inflation/DID.html


causal inflation 121

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

0 500 1000 1500 2000 2500

Number of treated observations

A
ve

ra
ge

  
Es

tim
at

e

Tr
ue

 E
ff

ec
t

Figure 33: Evolution of Bias
for Statistically Significant Es-
timates against the Number
of Treated Observations in
Difference-in-Differences Event
Study Design. Notes: The blue
line indicates the average bias
for statistically significant esti-
mates at the 5%. In this simu-
lation, N = 120,000. Details on
the simulation are available at
this link.

aggeration can be important, as shown in Figure 33. A very large
number of observations does not necessarily prevent the exagger-
ation issue to arise. The intuition behind this result can be com-
pared to the case of a complete randomized controlled trial where,
for fixed sample size, the statistical power is maximized when units
are equally allocated to treatment and control groups.

Practical Recommendations
Once we realize that causal methods can produce inflated estimates
when the study is under-powered, how can we address this prob-
lem? Even though it does not produce uninflated estimates, report-
ing power calculations enables to evaluate the risk of exaggeration
for a study. In this section, we present a workflow to evaluate and
report the power of a study before and after its implementation. We
then discuss how changing our attitude towards statistical signifi-
cance and replicating studies can help limit this issue.

Before Analyzing the Data

In randomized controlled trials, presenting statistical power calcula-
tions before running the experiment is not only an established prac-
tice but also a requirement (Duflo et al. 2007, McConnell and Vera-
Hernandez 2015, Athey and Imbens 2016). Power is however rarely
reported in observational studies, despite the availability of specific
power formulas for some causal inference methods (Freeman et al.
2013, Cattaneo et al. 2019). Two main reasons could explain this lim-
ited reporting of power calculations. First, we do not directly control
the data collection process in our research projects. Second, we may
fear that available power formulas are not flexible enough to capture
the complexity of their design. On top of these reasons, there is a
lack of guidance on how to design well-powered observational stud-

https://vincentbagilet.github.io/causal_inflation/DID.html
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ies. In causal inference textbooks, very few pages are devoted to the
topic (Angrist and Pischke 2008; 2014, Imbens and Rubin 2015, Cun-
ningham 2021). To the best of our knowledge, only two textbooks
discuss the matter in depth (Shadish et al. 2002, Huntington-Klein
2021).

Simulating the design of an observational study is a solution to
overcome these limits (Hill 2011, Gelman et al. 2020, Black et al.
2021). Similarly to what we did in the previous section, the goal
of this approach is to simulate the data generating process of the
study from scratch. It requires thinking about the distribution of the
variables and their relationships. External information found in pre-
vious studies can help guide the simulation process to make it more
realistic. If the relationships among covariates are too complex to
emulate, a second approach starts from an existing dataset to which
a simulated treatment and potential outcomes are added3. 3 In the future version of the paper, we

will explain how we can easily simulate
from scratch the study by Card (1993).
For now, examples of simple simula-
tions are available on our companion
website.

When simulations indicate that statistical power is low, additional
data could be collected or the statistical model could be expanded
to increase precision. In any case, it should not stop from carrying
out a research project. Simulation results rest on the way the data
generation process was modeled and it can be difficult to gauge the
amount of noise present in data before actually analyzing them. The
two actual benefits of a prospective simulation procedure are to think
about factors that affect power and not to be mislead by statistically
significant estimates if power is low.

Once the Main Analysis is Completed

Once we have obtained a statistically significant estimate for the
treatment of interest, we still need to think about the statistical power
of the study to check whether the magnitude of our estimate is trust-
worthy. A retrospective power analysis helps evaluate whether the
design of the study would produce uninflated statistically signifi-
cant estimates if the true effect was smaller than the observed esti-
mate (Gelman and Carlin 2014, Ioannidis et al. 2017, Stommes et al.
2021).

We illustrate how a retrospective analysis works by taking the ex-
ample of Card (1993) on the relationship between human capital and
income. He finds that an additional year of education, instrumented
by the distance of growing near a four-year college, causes a 13.2%
average increase in wage. The associated standard error is 5.5%.
As noted by the author himself, the estimate is very imprecise: if
the true causal effect was slightly smaller than the observed esti-
mate, the study would very likely be under-powered. For instance,
imagine that prior evidence suggests that the true effect could be to
closer a 10% increase in wage. Computing the statistical power of
the study only requires to draw many estimates from a normal dis-
tribution centered around the hypothesized true effect of 10% and
with a standard deviation equal to the 5.5% standard error obtained
in Card (1993). Concretely, one proceeds as if they were able to repli-

https://vincentbagilet.github.io/causal_inflation/
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cate the study many times under the assumption that the true effect
is different from the observed estimate. The proportion of sampled
estimates that are statistically significant at the 5% level, 44% in this
case, is the statistical power. The inflation of significant estimates is
then computed as the average ratio of the values of statistically sig-
nificant estimates over the assumed true effect size: these estimates
would be 1.5 times too large on average.

For a retrospective power analysis to be useful, it is therefore nec-
essary to make informed guesses about the range of plausible effect
sizes. Such guesses can be based on results from meta-analyses or
previous studies with a convincing design (e.g., a large randomized
controlled trial). When such information is not available, power cal-
culations can be run for a range of smaller but credible effect sizes4. 4 We are currently working on the adop-

tion of two existing approaches that
could help address the potential in-
flation of statistically significant esti-
mates. The first approach is based on
the work by Zwet and Gelman (2021),
who propose to use a Bayesian proce-
dure to shrink statistically significant
estimates based on a corpus of esti-
mates from prior studies. The sec-
ond approach consists in carrying out
quantitative bias analyses to evaluate
whether the threat of unobserved con-
founding requires a restrictive causal
approach. Rosenbaum (2002), Oster
(2019) and Cinelli and Hazlett (2020)
have developed different methods to
run sensitivity analyses. They could be
paired with power calculations to better
evaluate the hidden bias / power trade-
off of competing research designs. For
instance, if a sensitivity analysis reveals
that a simple selection on observables
strategy is very robust to omitted vari-
able bias, one may avoid using an IV
model since it has a higher chance to
produce inflated estimates.

Results from power and exaggeration calculations would not only
be highly informative but could also be reported very concisely in
the robustness section of articles. R and Stata packages have been
developed (Timm 2019, Linden 2019) to easily implement retrospec-
tive power analyses.

Attitude Towards Statistical Significance and Replication

General changes in scientific practices could also limit the inflation
of statistically significant estimates in under-powered studies. As
shown in our simulations, if estimates were not filtered by their sta-
tistical significance, even under-powered studies would on average
recover the true effect. The publication bias arising from dichotomiz-
ing evidence according to p-values has long been criticized in many
disciplines but has seen a revival with the recent replication crises
in psychology, medicine and social sciences. Many researchers ad-
vocate abandoning statistical significance as a measure of a study’s
quality (McShane et al. 2019). This would essentially eliminate the
trade-off described in this paper.

To be effective, this change in attitude towards statistical signif-
icance should be paired with an effort to replicate studies (Chris-
tensen and Miguel 2018). Replications, even of low powered studies,
would eventually enable to build the distribution of the causal esti-
mand of interest. Meta-analyzes would then reduce the uncertainty
around the true value of the causal estimand by pooling estimates
(Hernán 2021).

Finally, the inflation of statistically significant estimates can be
limited by considering confidence intervals as compatibility intervals
(Shadish et al. 2002, Amrhein et al. 2019, Romer 2020). The width
of these intervals gives a range of effect sizes compatible with the
data. Confidence intervals will be wide in under-powered studies
signaling that point estimates should not be taken at face value, even
if statistically significant.
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Conclusion
Causal identification strategies have undoubtedly participated in mak-
ing empirical analyses more credible (Angrist and Pischke 2010). To
avoid confounding, they only exploit the exogenous part of treatment
variation. In this paper, we argue that the same aspect that makes
causal identification strategies credible can create another type of
bias. Not only the lack of precision makes it more difficult to pre-
cisely get a sense of the magnitude of the actual effect but it also in-
creases the probability of published estimates to be inflated. The con-
founding / exaggeration trade-off we highlight in this paper mani-
fests itself along different dimensions for each identification strategy.
A systematic reporting of statistical power calculations in observa-
tional studies could help gauge the risk of falling into this low power
trap.
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Conclusion

The reading of the four chapters of this dissertation could rightly leave the
impression that improving the design of studies on the acute health effects
of air pollution is not easy. This is correct but some progress has been made
and new research questions have been raised.

Lessons learnt from Matching, Sensitivity Analysis and
Randomization-inference

The two initial chapters show that the common support in air pollu-
tion studies based on wind patterns and changes in maritime traffic
can be relatively small. Adjusting nonparametrically for observed
covariates with the constrained pair matching algorithm developed
in Sommer et al. (2021) is difficult. Should we therefore absolutely
focus on removing bias at the cost of obtaining very imprecise es-
timates? Future research could focus on testing different matching
algorithms like cardinality matching (Visconti and Zubizarreta 2018)
or near-far matching (Baiocchi et al. 2010; 2012), but also alternative
methods such bayesian additive regressions trees (Hill 2011, Hill and
Su 2013). Based on recent works in statistics (Bojinov and Shephard
2019, Menchetti et al. 2021), it is also necessary to better define the
STUVA in this type of time series studies and understand how this
assumption could be made more credible. It remains that matching
and the visual inspections that go with it are a principled approach to
check the balance of observed covariates. Future research is however
needed to strengthen the design of more continuous instrumental
variables with the relevant matching methods (Lopez and Gutman
2017, Fong et al. 2018, Bennett et al. 2020, Forastiere et al. 2020).

These two chapters were also the occasion to implement under-
used techniques in the literature. First, the sensitivity analysis frame-
work developed by Rosenbaum (1987) and extended to average causal
effects by Fogarty (2020) effectively complements informal arguments
on the issue of unmeasured confounding. A comprehensive investi-
gation of the sensitivity of the literature to unmeasured confounding
could bring interesting results. The sensitivity analysis method re-
cently developed by Cinelli and Hazlett (2020a;b) in a multivariate
regression framework should make this task more easy to carry out.
Second, it is often not easy to quantify the source of uncertainty of
estimates in observational studies. Once a balanced sample is ob-
tained, it is relatively intuitive to analyse the data as an hypothetical
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experiment. Fisherian inference and Neymaniam inference are two
elegant modes of inference to understand how the range of effect
sizes consistent with the data is computed (Rubin 1991, Rosenbaum
2010, Imbens and Rubin 2015). If randomization inference avoids
large-sample approximation and is distribution free, it relies on the
very unrealistic assumption that unit-level causal effects are constant.
Yet, in the context of the first two chapters, Neyman’s intervals were
similar to those found with randomization-based inference proce-
dure. Besides, the recent studentized test statistic proposed by Wu
and Ding (2021) for making randomization inference conservative
for weak nulls also lead to similar intervals. In future research, ran-
domization inference procedures could be useful to better quantify
the uncertainty due to the spatial auto-correlation of observations
since conventional standard errors have been found to underestimate
the sampling variability (Barrios et al. 2012, Cooperman 2017, Kelly
2021). Compared to the early literature based on few city-level data,
this issue is now more important because many studies rely on zip-
code or county levels data where the air pollution exposure is corre-
lated across spatial units. Randomization inference procedure could
be also used an additional robustness check when instrumental vari-
ables are feared to be weak (Imbens and Rosenbaum 2005).

Better Designs and Attitudes for Under-Powered Studies

The last two chapters of the dissertation take seriously the issue of
working with under-powered studies when there is a publication
bias favoring statistical significance. Both in the standard epidemiol-
ogy literature and the causal inference literature, a large fraction of
studies are arguably under-powered and could produce statistically
significant estimates that are too large. Two easy solutions exist for
practitioners to not be misled when this is issue could arise. The
simplest solution is to avoid focusing on statistical significance (Mc-
Shane et al. 2019, Amrhein et al. 2019) and to start interpreting 95%
confidence intervals. They indicate the full range of effect sizes con-
sistent with the data: if a study has a low power, the interval will
be large. It brings more scientific information to fully display the
uncertainty of the results than putting all trust in a single point es-
timate that could be very inflated. The second solution is to carry
out a retrospective power analysis (Gelman and Carlin 2014, Gelman
et al. 2020, Stommes et al. 2021). This type of analysis is very easy
to run and can help evaluate the robustness of a study to low power
issues. There exists a third solution but it is more difficult to im-
plement. Running a prospective power analysis is a very powerful
way to evaluate, in advance, the parameters of a research design that
are likely to affect the power. The third chapter of the thesis show
several parameters (e.g. the number of exogenous shocks or the av-
erage daily count of cases of an health outcome) that are important
for observational studies on the acute health effects of air pollution.
Yet, researchers might fear that it is too cumbersome and time con-
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suming to set up an entire simulation procedure. The codes available
on the website of the project should decrease this cost but, to be re-
ally useful to the research community, a dedicated R package may
be required.

The last and fourth chapter tries to generalize some of the find-
ings from all the chapter of the dissertation. For each causal in-
ference method, there is a trade-off between maintaining statistical
power to avoid producing statistically significant estimates that are
inflated and reducing the confounding bias. This trade-off is not only
valid for studies on the acute health effects of air pollution but all re-
search questions. Showing that this trade-off exists with simulations
is arguably not sufficient to better take it into account: its statistical
formalization should be derived and strategies to evaluate when its
pernicious consequences could happen should be developed. This
thesis ends therefore on much needed but exciting methodological
questions.
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