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Résume

Cette these porte sur I’étude des phénomenes d’interaction fluide-structure induits par
une rupture de gaine d'un crayon de combustible dans un réacteur nucléaire. L'objectif
principal est d’explorer les possibilités des méthodes acoustiques et vibratoires pour
I'observation de cet événement. La détection, la localisation et la caractérisation d'une
rupture de gaine présentent un intérét dans le cadre d’études sur le comportement du
combustible menées dans les réacteurs de recherche, ainsi que pour I'optimisation du
fonctionnement de réacteurs industriels. La rupture générant des ondes de pression
dans le fluide entourant le crayon combustible et des vibrations dans le crayon et les
structures environnantes, des méthodes acoustiques et vibratoires peuvent donc étre
utilisées pour I'étude de ce phénomene. De plus, la propagation de ces ondes a travers le
systeme constitue un avantage de ces méthodes. Elle permet en effet des mesures avec
des capteurs relativement éloignés de la source située dans le coeur du réacteur, ou les
possibilités d'instrumentation sont limitées (en raison du flux neutronique, des radiations,
des hautes températures et de contraintes de place). Cependant, ces méthodes nécessitent
des informations préalables sur les phénomenes de propagation des ondes dans le systéme
et des potentielles autres sources qui peuvent exister. Ainsi, un premier objectif de cette
these est d’améliorer la compréhension des phénomenes d’interaction fluide-structure
induits par la rupture et le fluide autour du crayon. Un second objectif est d’identifier
les méthodes les plus adaptées a I’étude de ces phénomenes avec une instrumentation
acoustique ou vibratoire usuelle, telle que des accéléromeétres, des jauges de déformation,
des capteurs d’Emission Acoustique, ou des capteurs de pression. Le premier objectif
est principalement atteint a 'aide de simulations numériques (réalisées avec le code
EUROPLEXUS), tandis que le second objectif fait appel a des tests sur des dispositifs
expérimentaux sur lesquels les phénomenes étudiés (rupture de gaine et écoulement du
fluide environnant) sont reproduits sur un crayon combustible factice. Les résultats des
simulations et des expériences sont comparés avec la théorie régissant les phénomenes
étudiés. En plus de ces études numériques et expérimentales, le travail inclut également
'activité de conception des dispositifs expérimentaux et des chaines de mesure.

Mots clés: Acoustique, Vibrations, Interaction fluide structure, Structural Health Monitor-
ing
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Abstract

This PhD consists of studying fluid-structure interaction phenomena related to fuel clad-
ding failures in nuclear reactors. The primary aim is to explore the possibilities of acoustic
and vibration methods for the observation of such events. Detection, localization and
characterization of cladding failures are of interest for studies about fuel behavior in
research reactors, as well as for optimizing the operation of industrial power plants. As
cladding failures produce fuel rod vibrations and pressure waves in the fluid surrounding
the rod, acoustic and vibration methods can be used to study such phenomena. Moreover,
such waves can propagate over a relatively long distance. Therefore, an advantage of such
methods is that the waves produced by the failure can be detected by sensors mounted
relatively far from the source. This is beneficial since the fuel rods are located inside the
reactor core, where instrumentation possibilities are restricted (because of neutron flux,
radiation, high temperature, and available space). However, these methods require prior
information about wave propagation phenomena and the different sources existing in the
system. Thus, the first objective of the thesis is to better understand the fluid-structure
interaction phenomena induced by the failure and the fluid around the rod. The second
objective is to find suitable methods for the study of those effects with standard acous-
tic and vibration measurement devices such as pressure sensors, accelerometers, strain
gauges, and acoustic emission sensors. The first objective is mainly achieved by numerical
simulations (using the EUROPLEXUS code) and the second objective by tests on expe-
rimental mockups, where the phenomena of interest (cladding failure and surrounding
fluid flow) are reproduced on a fake fuel rod. Both numerical and experimental results
are compared to the underlying theory (using, for instance, an analytical water-hammer
model). In addition to these numerical and experimental studies, the work also includes
the design process of the experimental devices and of the instrumentation system.

Keywords: Acoustics, Vibration, Fluid Structure Interaction, Structural Health Monitoring,
piping system
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Introduction

Acoustic and vibration phenomena are widely used, in various ways, for the monitoring
and inspection of industrial systems. They can provide information about different struc-
tural flaws, damage mechanisms, malfunctions, or other unwanted events. One class of
acoustic and vibration methods, defined as passive methods, consists of recording the
waves that are generated by the event to study. For another class of methods, referred
as active methods, waves are artificially generated by the measurement apparatus. The
response of the tested system to these artificial excitations is then analyzed to identify
anomalies that affect the response.

Acoustic and vibration methods have several advantages compared to other testing meth-
ods, such as visual inspection, eddy current, and radiography. Some acoustic and vibra-
tion waves, especially guided waves, can propagate over long distances, through complex
geometries, and multiple media. Thus, they can provide information from physically
inaccessible areas. Moreover, when designed for passive methods, measuring devices
can be relatively simple, robust, and small. Passive methods also offer great versatility,
as they can provide information about various phenomena, depending on the choice of
measuring devices and signal processing methods. For those reasons, passive acoustic and
vibration methods are of particular interest for the monitoring of nuclear power plants.
Indeed, some systems inside nuclear reactors are partially or totally inaccessible, due to
safety confinement, radiation, and high temperatures. When installed on such systems,
sensors are subjected to harsh conditions (high temperature and pressure, radiation that
can damage materials, aggressive fluids leading to corrosion of metals), and radioactive
contamination complicates their manipulation and maintenance. In addition, the place
dedicated to such sensors in the reactor core is limited by the narrow available space, and
by the need to avoid disturbing the neutron flux and coolant fluid flow. Furthermore, dif-
ferent phenomena having acoustic or vibration effects can occur in a reactor and, thus, can
be observed by such measuring devices. This implies versatility, which can be considered
as an advantage of passive methods, but also a drawback, as some a priori information is
necessary to properly interpret the measurements from such complex environments.

Acoustic and vibration monitoring methods are commonly used for the monitoring and
testing of different components of the fluid systems of nuclear power plants (such as
pipes, heat exchangers, valves, and pumps or other rotating machinery), as shown in
reviews like [1] or [2]. It seems that an application of such methods to the detection and
localization of fuel rod cladding failures was seldom studied in the literature, although this
would be of interest for the optimization of power plant operation, and the understanding
of fuel behavior. Such an application is possible and suitable for the observation of a
cladding failure, as this event generates different types of mechanical waves. Firstly,
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damage mechanisms in the cladding generate structural waves. This phenomenon, as
well as the testing and monitoring methods using it, are known collectively as "Acoustic
Emission" (AE). Secondly, failures can result in a significant release of the inner-rod
pressure, thus resulting in a pressure surge in the coolant fluid surrounding the rod. These
pressure changes and the associated fluid-structure interaction (FSI) induce pressure
waves propagating through the fluid and structural waves propagating through the rod
and outer structures. Such waves allow the use of methods based on structural vibration
and fluid pressure measurements.

From a practical perspective, regarding AE methods, a correct understanding of the mea-
surements requires accurate knowledge about material properties and fracture mecha-
nisms at a micro-structural scale. Vibration and FSI phenomena also depend on material
properties, but at a coarser scale. Thus, unlike AE, fluid and structural dynamic phenom-
ena, with associated FSI, can be reproduced with some differences in the materials and the
experimental conditions, without losing too much correlation to real in-reactor phenom-
ena. Additionally, low frequency pressure and vibration measurements can be interpreted
despite some uncertainties about material properties and experimental conditions. As a
consequence, it was decided to focus the current work on the latter methods rather than
AE methods. Nevertheless, it remains possible, as it will be shown, to use measurement
tools initially designed for AE applications.

The methods that were ultimately chosen can provide information about different phe-
nomena related to the dynamics of the rod and outer structure, as well as the dynamics
of the fluid surrounding the rod. However, nuclear environments imply significant con-
straints, because of harsh conditions and safety rules. Some measurements are therefore
impossible in real nuclear facilities. This results in a lack of information to fully under-
stand the phenomenology associated to a cladding failure and improve measurement
tools and methods. Furthermore, few references dealing with acoustic and vibration
passive methods for rod cladding monitoring were found in the literature, and they fo-
cus on the application of AE methods only. In addition, no exhaustive study about the
phenomenology that could generally affect fluid and structural dynamic measurements
could be found. As a consequence, at a first stage, it is necessary to determine the ways
the needed information can be obtained. This constitutes the main objective of this PhD,
carried out at the French Commission for Atomic and Alternative Energies (Commissariat
aux Energies Atomiques et alternatives, CEA).

To achieve this objective, it was decided to use both experimental and numerical methods,
and to focus on the study of the phenomena induced by the failure and involving interac-
tion between the coolant fluid and the structure. This PhD can be therefore considered as
an exploratory work about the phenomenology and methods related to FSI, acoustic and
vibration phenomena following cladding failure in a nuclear reactor.

The context and objectives of the current study are described in more depth in Chap. I. In
this chapter, after brief descriptions of fuel rod and a cladding failure, the acoustic and
vibration passive monitoring methods that have been used, or can be used, are introduced.
It shows that, although such methods are widely used for various components of nuclear
reactor piping systems, possible applications to the monitoring of fuel rod claddings have
been seldom studied. This results in a lack of knowledge about the FSI, acoustic and



vibration phenomenology, and about the possibilities of the identified methods. This
allows the objectives of the current work to be clearly defined.

The theories that underlie the studied phenomena are described in Chap. II. The theoreti-
cal concepts related to structural waves (high frequency guided waves and low frequency
structural vibrations) which allow for the interpretation of Acoustic Emission (AE) and
vibration measurements are presented. Then, one-dimensional models designed for the
study of water-hammer in piping systems are introduced. Such models allow a clear
understanding of FSI phenomena occurring in the system after a cladding failure. In
addition to water-hammer models, a different description of the fluid behavior and FSI
using Euler equations is introduced, as it is the basis of the three-dimensional numerical
simulations carried out in the current study.

Chap. III relays the analysis of the results of the numerical approach, using the EURO-
PLEXUS code for FSI simulations by Finite-Element-Methods (FEM). EUROPLEXUS was
chosen because it is especially suitable for transient phenomena with FSI, such as a
cladding failure. Moreover, as it is partially developed by CEA, human and software re-
sources were easily available. The code already includes all the necessary features to
simulate the studied phenomena. Thus, it was simply used without further development.
Analyses of the results of these numerical simulations provide qualitative and quantitative
information about the propagation of the failure-induced pressure surge. Qualitative
information is useful for the phenomenological understanding, and quantitative informa-
tion can help with the preparation and the interpretation of the experiments carried out
in the experimental devices used in this PhD as well as in actual reactors. Moreover, the
results also show that such three-dimensional simulations and classical one-dimensional
water-hammer models can complement each other.

The experimental approach is described in Chap. IV. For this approach, the initial plan was
to design, produce, and use a mockup that makes the reproduction of the cladding failure
and the coolant fluid flow possible without radioactivity, to avoid the constraints inherent
to nuclear facilities. Thus, its was intended to allow all the fluid pressure and structural
vibration (both low frequency vibrations and high frequency guided waves) measurements
that are necessary to understand the related phenomenology. However, it appeared that
preliminary experiments on a simpler device were necessary to assess the feasibility of the
initially proposed mockup and to define the safety obligations to consider. A preliminary
device, called RUPTUBE (RUPtures de TUBEs, "tubes failures") was therefore designed.
This device made it possible to validate a technical solution designed to produce failures
in fake rod claddings, and to test tools and methods intended for structural measurements.
This finally allowed for the design of the final mockup, MAQAC (MAQuette pour l'étude
du comportement Acoustique d’'un Crayon combustible, "Mockup for the study of the
acoustical behavior of a fuel rod"). This device includes the reproduction of the fluid
flow around the rod and the associated pressure measurement possibilities, in addition
to the cladding failure and structural measurements. The relevant chapter presents the
objectives of the experiments, the design of both devices, and the analysis of RUPTUBE
experimental results, involving tests of different signal processing methods. As MAQAC
was eventually delivered later than expected, the associated experiments are currently in
progress. Hence, their results can not be included in this document.



|. Background and objectives

In the current chapter, the general context of the project is introduced. Previous works re-
lated to monitoring methods based on acoustics, vibration, or fluid-structure-interaction
and applied to a similar context are briefly presented. Such a presentation allows the
identification of a lack in the knowledge that is needed for the application of such methods
to the monitoring of fuel rod cladding failure. The identification of this lack finally leads
to the definition of the objectives of this PhD.

I.1. The cladding failure phenomenon

This work focuses on the monitoring of nuclear fuel rods and especially on the cladding
failure phenomenon. The current section describes, firstly, the fuel rod and its environ-
ment. Secondly, causes and effects of a cladding failure are explained. Thirdly, previous
works about the monitoring of fuel rods or similar elements are introduced.

I.1.1. Description of a fuel rod

The context of the current work is related to french industrial Pressurized Water Reactors
(PWR). In such reactors, the fuel material consists of small pellets (about 8 mm diameter
and 10 mm long) that are stacked in metallic tubes (about 4 m long, an outer diameter
of 9.5 mm and a thickness of 0.57 mm). The tube is called "cladding", and the element
constituted by the cladding and the pellets inside is called "fuel rod". The cladding is
made of either Zircaloy-4 or M5 (both are zirconium-based alloys). Rods are gathered in
assemblies (264 rods per assembly), that are vertically inserted in the core (see Fig. 1.1). In
total there are thousands of fuel rods in the core of an industrial reactor.

Around the rods, water flows from the bottom to the top at a velocity of 3.4 m.s™!, with a
pressure of 155 bar and a temperature of 280°C. This fluid has two purposes. The first one is
related to the neutron moderation and does not need to be detailed for the understanding
of the current work. The second one is to carry the heat out of the core, in order to transfer
its energy, and to cool down the rods to prevent them to meld. For this reason, the water is
usually referred to as the "coolant fluid".
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Figure I.1. Explanatory drawings of the composition of PWR fuel elements.

Some experiments dedicated to the study of fuel rod behavior are carried out in research
reactors. In such cases (like in the REP-Na tests [3], the ISABELLE tests [4] or the forth-
coming ADELINE tests [5]), the studied element consists most often of a single rod, of
the same kind as industrial rods. This studied rod is often a sample extracted from a rod
already used in an industrial reactor and cut into several pieces for research purpose.
Hence, its length, about 60 cm, is smaller than a complete industrial rod. In such research
reactors, the studied rod is subjected to various conditions that can be encountered in
an industrial PWR. These conditions include accidental situations’ ones. To reproduce
both the desired neutronic and hydraulic conditions in a safe way and without damaging
the whole core, the studied rod is placed in a closed device, which is placed in the reactor
core and connected to a water loop independent from the coolant system of the core. The
independent water loop reproduces the desired hydraulic conditions around the studied
rod and the core generates the required neutron flux. The geometry of the test device, as
described in Sec. III.1, forms an outer tube around the rod. The annular gap between the
outer wall of the cladding and the inner wall of the outer tube is filled with the flowing
water supplied by the water loop.
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1.1.2. Causes and effects of a cladding failure

Because of combined effects of high temperature, radiation, chemical reaction between
the cladding and the fission products, oxidation due to the coolant fluid, the cladding
material is weakened during its use in a reactor. In addition to that, the cladding is
subjected to various mechanical loads that can cause its failure. Different types of failures
can be distinguished, depending on their causes. As explained in [6], some failures happen
after a gradual wear (often because of fretting on the supports of the rod). Some other
failures are more sudden and can be considered as bursts. Such failures can be generated
by a phenomenon called Pellet-Cladding Mechanical Interaction (PCMI). This is caused
by the swelling of the pellets that is generated by the nuclear reaction and can lead to
important loads on the inner surface of the cladding. Sudden failures can also be due
to an increase in the inner pressure due to fission gas (released by the pellets during the
nuclear reaction) or the vaporization of water inside the rod because of an initial leakage
that enables water to enter the rod [7].

Depending on causes and characteristics of the failure, various vibration or acoustic ef-
fects can be induced. The current work focuses on significant fluid-structure interaction
phenomena related to the release of the initial pressure inside the rod and the generation
of a pressure surge in the fluid surrounding the rod. The pressure surge in the surrounding
fluid can be induced by the inner rod pressure release, a steam explosion (caused by a
thermal interaction between ejected fuel particles and the coolant fluid), or both. Such
phenomena are representative of either failures of waterlogged rods or failures in acci-
dental situations, such as a Reactivity Initiated Accident (RIA). As shown in [8] and [9],
because of the fast increase in temperature, failures during such accidents imply more
likely a pressure surge than failures occurring in nominal operation, that are usually due
to slow increase in the PCMI or gradual wear phenomena. Moreover, [7] explains that the
release of high pressure steam or fission gas tends to eject fuel particles out of the rod,
which increases the probability of fuel-coolant interaction leading to a steam explosion.

1.2. Cladding monitoring and failure detection

Possibilities to monitor rod claddings, and especially to detect and locate failures, have
two main interests. The first one is an economical interest: when achieved in an industrial
power plant, such a monitoring would be a way to optimize the reactor’s operation, as
failed rods reduce its efficiency. It would allow the operators to assess how many rods
have to be changed and their position in the core. The second interest is the help it could
provide with the understanding of fuel behavior. Position and time of occurrence of the
failure can provide information about its causes and the state of the cladding or the fuel.

However the conditions inside a nuclear reactor (high temperature, radioactivity, narrow
available space) imply some constraints on the sensors that can be mounted in the facility
to use monitoring methods. The closer to the rod the sensor is, the higher temperature and
neutron flux it has to withstand. Moreover, neither the neutron flux nor the coolant flow
should be disturbed by the sensors. It is consequently practically impossible to mount
sensors directly on, or around, the fissile part of the rod (which is the major part of the
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rod), where the neutron flux is generated and the heat is produced. Thus, sensors can be
mounted either on the ends of a rod or on the outer structure. For this reason, acoustic
and vibration methods are of interest. As a sudden cladding failure generates mechanical
waves in the coolant fluid and in the cladding, and as such waves propagate along the
system and can be transmitted to the outer structure, it is possible to measure them with
sensors that are mounted relatively far from the failure. In addition to that, the required
instrumentation for acoustics and vibration is relatively simple. Most common sensors are
piezoelectric and piezoresistive sensors (those types of sensors are presented in Chap. IV).
Those technologies are rather simple, commonly used in many fields and can withstand
high temperatures and radioactivity. Their associated conditioning systems consist of
simple analog amplifiers and filters (if needed) in addition to a Wheatstone bridge' for
piezoresistive sensors.

Despite those interests, such methods require a prioriinformation about the phenomenon
to study, and the other phenomena that could disturb the measurements. It is necessary
to know the effects of a failure regarding fluid dynamics, structural dynamics and fluid-
structure interaction phenomena. For such methods, disturbances can be induced by
the coolant fluid flow (which creates pressure fluctuations in the fluid and structural
vibrations) or the noise from different components of the system (for instance, pumps of
the water loop, or falls of the core’s control rods 2). The current work deals only with the
first source (coolant fluid flow), which is similar in every system involving PWR hydraulic
conditions and whose effects are relatively uniform along the whole system. The second
one (external components’ noise) should be addressed in studies specific to each case of
application, as its characteristics depends on the configuration of the system. A second
need for the application of such methods is the information about wave propagation.
From the source to the sensors, waves travel through the system, in both fluid and solid
media. This propagation can result in significant distortions of the signal, especially when
dispersion is important. Generally, consequences of the propagation between the source
and the sensors depend on the geometry and material characteristics of the fluid and the
structure, and differ according to the frequency (for instance, dispersion is more significant
at high frequency, when the wavelength is small compared to the characteristic transverse
dimension of the system) and to the type of waves that are considered (propagation
phenomena are not the same for fluid pressure wave and the different kinds of structural
waves). In addition to distortions, reflections and attenuations, an important parameter
to consider is the wave velocity. It firstly depends on the propagation medium and of
the type of waves. When dispersion is considered, it depends therefore on the frequency,
too. Knowing the wave velocity is essential for the localization of the source, and provides
information about propagation phenomena.

1A Wheatstone bridge is an electrical circuit made of resistors. Its purpose is to measure the value of one
of its constitutive resistors (the values of the other resistors are supposed to be known) and is therefore
commonly used with resistive sensors, such as piezoresistive sensors, potentiometers, thermistors, etc.

2Control rods are rods made of a neutron-absorber material and are inserted in the core when a reduction
of the nuclear reaction is needed. In accidental situations, control rods fall brutally in the core to stop
the reaction as fast as possible. This may produce a shock sound.
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.2.1. General methods

In the current work, only passive acoustic or vibration methods are treated. Passive
methods refer to methods that consist in recording the waves generated by either the
evolution of the damages in the studied structure, or the response of the structure due
to external environmental loads. The equipment associated to such methods does not
include any source of excitation. On the other hand, active methods consist in recording
the response of the studied structure to an excitation generated by the control apparatus.
Most common sources are ultrasonic emitter and vibration shaker.

Passive methods have specific interests: by definition, they are not intrusive at all (except
the presence of the sensor that may disturb the flow or the neutronic flux, depending on its
position). Although some active methods, such as ultrasonic methods, can be considered
as non-intrusive (the generated ultrasonic stresses or pressures are negligible regarding
reactor’s operation) and are able to detect and localize a failure, passive methods offer
more versatility. Ultrasonic methods need a prior choice of the phenomenon to study,
which determines the type of probes to use, their settings, their positions, etc. Passive
methods that are described below can provide information about various phenomena
with sensors of a single type. However, each passive method is more or less suited to the
study of some phenomena, as it is explained below.

Ultrasonic methods are not treated in the current work. General information about
such methods can be found in [10], and examples of application to nuclear reactors are
presented in [2].

.2.1.1. Acoustic Emission

Acoustic Emission refers to phenomena defined in ASTM E1316 standard [11] or in [12]
as: "The class of phenomena whereby transient elastic waves are generated by the rapid
release of energy from a localized source or sources within a material, or the transient
wave(s) so generated." Similar definitions can be found in [13], [14], [15]. The term is
extended to the non-destructive testing methods that use such phenomena, introduced
in [16]. As explained in the latter reference, AE phenomena and the associated testing
methods are closely related to fracture mechanisms in the microstructure of the material.

AE methods were mainly developed since the 1970’s. They are used nowadays in various
industrial fields for testing and monitoring a wide range of structures (pipes, pressure
vessels, civil engineering structures, wires, bearings, vehicles, etc) and materials (metals,
composite materials, polymers, wood) [12], [17]. They are also used in research because
they provide a non-intrusive way to study the behavior of materials under loading.

1.2.1.2. Structural vibration methods

The frontier between vibration-based methods and AE methods is not clearly defined.
From a purely physical point of view, AE waves are vibrations. However, in the context of
engineering methods for structure testing or monitoring, AE and vibrations usually refer to
two different classes of phenomena associated to specific methods and instrumentation.
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AE is classically related to the waves that are generated inside the structure material, by
internal damage mechanisms. Most often, such waves have relatively low amplitude
and high frequency (typically, from 10 kHz to 1 MHz, depending on the material and the
structure’s geometry). Therefore, acoustic-emission sensors have to be very sensitive at
high frequency. Vibrations usually refer to structural motion induced by external sources,
for instance: flow around the structure, mechanical transmission in a motorized system,
contact with another structure, etc. A structure has a specific response to the considered
excitation, and this response can be affected by the state of the structure. For instance,
cracks can change modal parameters, such as the natural frequencies, of a structure
[18]. It is therefore possible to detect such cracks by comparing the results of modal
analyses (either experimental modal analysis, with a controlled excitation source, or
operational modal analysis with an excitation induced by operating conditions) carried
out at different stages of the structure’s life. Passive vibration methods are widely used for
defect detection in rotating machinery. In such cases, the excitation is simply the normal
operation of the machine. Its rotation characteristics implies strong periodic features in
the induced vibrations, which are affected by shaft’s imbalance or gear’s and bearing’s
damages. This makes cyclostationary analyses methods (introduced for instance in [19])
especially suitable for rotating machinery monitoring.

Vibration methods focus on a lower frequency range than AE, typically from 0.1 Hz to
10 kHz. Such a frequency range includes the first modes of most of the structures to
study, and modal identification is technically easier on lower modes than higher ones.
The larger and heavier the structure is, the lower its natural frequencies are. Very large
structures, such as bridges or buildings may have first natural frequencies around 1 or
0.1 Hz (for instance, the first mode of a 76-story tower occurs at 0.16 Hz [20]), while the
smallest structures commonly controlled (for instance, computer hard-drive parts [21])
have first natural frequencies of the order of 1 kHz. In addition to that, as piezoelectric and
piezoresistive accelerometers (which are the most common type of sensors for vibration
analyses) are used below their resonance frequency, as explained in Chap. IV, the frequency
range of the devices recording the studied vibrations is limited. According to [22], 20 kHz
is a commonly accepted upper limit.

.2.1.3. Pressure measurements methods

In the field of damage detection in industrial fluid systems, two types of methods using
fluid pressure measurement can be considered and are commonly used. The first type is
ultrasound and AE methods carried out with sensors in fluid media ([23], [24]). In such
methods, the pressure changes of interest are of the acoustic pressure’s order of magnitude,
i.e. very low compared to the pressure changes related to the system’s operation. It requires
therefore suitable pressure sensors (with high sensitivity and, usually, high frequency
range), that are referred to "hydrophones". Hydrophones have to be placed in the fluid and,
hence, their positioning has to be taken into account in the initial design of the system. An
underlying aim of the current work is to identify methods that can be easily implemented
in existing research and industrial reactors. Therefore, the methods requiring hydrophones
will not be further considered.
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The second type is the methods consisting of detecting leakages from the induced pressure
changes. For such methods, the pressure changes of interest are usually in the same range
as the operation-related pressure changes. Measurements can be therefore carried out
with field instrumentation (i.e. sensors that can be used for general system condition
monitoring). In such cases, no additional and specific sensor is required, which is an
advantage compared to the methods using hydrophones. Most often, the aim of such
methods is a simple leakage detection, using the fact that a leakage induces a global
pressure drop in the system. In some applications, pressure measurements are also
used to localize the leakage. A first method is to detect the pressure transient generated
when the leakage occurs. Such a method is used in pipeline monitoring applications
and is described in [25]. Another method is to analyze the response of the system when
subjected to a water hammer, whatever the cause of the event. An anomaly in the system
may result in a modification of the response to a water hammer and this modification
can be analyzed to get information about the anomaly [26]. Such methods are known as
"transient-based leak detection methods" and are used, for instance, to detect leaks and
illegal connections in water supply networks [27], [28]. Despite those possibilities and
advantages, it seems that pressure-measurement-based methods are not commonly used
for nuclear fuel element monitoring, although coolant systems are always equipped with
pressure sensors to monitor thermo-hydraulic conditions.

1.2.2. State of the art regarding monitoring of fuel rods

Regarding in-service monitoring of nuclear fuel rods, the most commonly used passive
methods are AE methods. Exemples of the use of AE for failure detection are presented in
[29], [3] and [30]. The first two references present actual in-service monitoring of rods in
research reactors, while the latter is about out-of-pile hydraulic tests without external fluid.
Those references are the only ones that precisely describe AE applications related to a
cladding failure and that could be found in the literature. As shown in [31], AE can also be
used to detect water boiling on the cladding surface. Besides AE, some other applications
of acoustic methods to fuel rod monitoring may provide useful information for the current
work. [32] and [33] show that guided waves can be used to detect damages in the cladding,
and introduce therefore the topic of guided waves in relation to fuel rod cladding. In [34],
a method to analyze the inner gas composition to identify fission products is presented,
as well as the associated instrumentation. [35] presents a way to detect cavitation around
fuel elements in sodium-cooled reactors. [36] proposes a method to detect Pellet-Cladding
Mechanical Interaction (PCMI) based on the identification of structural vibration mode,
assuming that PCMI has a significant influence on modal parameters.

Although the results of those works are not directly applicable to the current work, they
provide a useful overview about the possibilities of instrumenting fuel rods with acoustic
or vibration sensors.

As explained in [16], or as shown by the various studies presented in [17], AE phenomena
strongly depends on the material properties and the damage mechanisms at a microstruc-
tural scale. Therefore, to obtain meaningful conclusions about AE related to a cladding
failure, the micro-structural phenomena that generate AE during real cladding failures
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in reactors should be accurately known, and the experimental conditions and material
properties of the test samples should be perfectly controlled. This would require a sub-
stantial work about fracture mechanics, and heavy experimental resources to be able to
reproduce the right conditions (material, loads, temperature, etc). Furthermore, validated
numerical tools to model AE phenomena are not available yet. Design of such tools is still
at a research stage (see for instance, [37]). Analysis of past tests in real reactors showed
that Fluid-Structure Interaction (FSI) phenomena induced by the pressure surge in the
coolant fluid has more significant effects on both fluid and structural measurements than
proper AE phenomena. Such FSI phenomena are associated to low frequency (compared
to typical AE frequency range) structural dynamics, and depend rather on macroscopic
material properties. Such properties are easier to handle, or at least to estimate, dur-
ing experiments. Generally, low frequency structural dynamics is less sensitive to small
discrepancies in material properties and the effects of such discrepancies can be easily
assessed by the theory or numerical computations.

Both topics - high-frequency AE with fracture mechanics issues and low frequency struc-
tural dynamics with FSI - should be taken into account. However, in the frame of this PhD,
by considering constraints of the project (available time, human and material resources,
safety obligations), it was decided to focus on FSI and structural dynamics. Such a choice
made it possible to take advantage of the expertise in FSI, fluid dynamics and structural
dynamics that is present in CEA, and of the various existing works and numerical tools
related to such phenomena in nuclear reactors or similar systems.

1.3. Objectives of the work

The analyses of the context, the initial needs in cladding failure monitoring, the state of the
art of suitable passive methods, and the available resources (human or material) enable
the definition of objectives that are relevant, and achievable in the frame of this PhD. Those
analyses show that passive acoustic and vibration methods can be of interest for the study
of fuel behavior in nuclear environment, as they offer a rather simple and non-intrusive
way to observe not only the cladding failure but some other phenomena related to the
coolant fluid. Three types of passive methods were identified: AE, structural vibration
measurements and pressure measurements. However, the necessary information to
properly apply each of those methods and take advantage of all their possibilities is
currently missing. While the application of AE methods requires an exhaustive study in
material science and fracture mechanics, the missing information for structural vibration
and pressure methods is mainly related to fluid-structure interaction issues. It was decided
to focus the current PhD on such fluid-structure interaction issues. Thus, the following
phenomena must be taken into account: the dynamic response of the structure due to
the failure-induced shock, the propagation of the failure-induced pressure surge in the
coolant fluid, and, more generally, the wave propagation in the fluid and the structure and
the transmissions between the two media.

Before being able to obtain the necessary information, the ways to obtain it must be
identified and the theoretical, numerical and experimental means must be implemented.

11
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As several methods are already identified, and several phenomena have to be considered,
it is necessary to evaluate which methods are the most efficient to get information about
the failure, and how each phenomenon affects the results of the different methods. Those
issues constitute the primary objective of the current work, which can be stated as the
following question: What is the information provided by each of the identified methods,
and how the different fluid-structure interaction and wave propagation phenomena can
affect the quality of this information ? The work will therefore consist in exploring the
possibilities of acoustic and vibration methods in the phenomenological understanding
of a cladding failure in a nuclear reactor.

To reach this objective, the global phenomenology of the event must be understood. A
clear understanding of each studied phenomenon will allow reliable assessment of the
feasibility of the different methods and accurate conclusions concerning their respective
advantages and limits.

Firstly, the phenomena that can be studied by all the methods, or that may influence their
results, have to be identified. Secondly, those phenomena are studied by analytical and
numerical models. Those studies aim to understand the global phenomenology, to help
the design of future experimental approaches (either in real reactors or on experimental
mockups), and to provide qualitative and quantitative information that will be useful
for the interpretation of future experimental data. Thirdly, experimental studies can be
carried out on a mockup, to definitely validate the methods before their applications in
a real reactor. An experimental approach seems essential, as analytical and numerical
models are necessarily simplified.

A secondary objective, which is more application-oriented, is to determine what infor-
mation can be provided by the different kinds of sensors, and to find the best methods
to process the measurements. For each type of sensor, the aims are to identify what phe-
nomena can be observed by each sensor, and assess how the sensor positions affect the
observation. Then, the set of sensors, their positions and the way to analyze the measure-
ments that are the most suitable for failure detection and localization could be identified.
Such practical issues can be solved by the same approaches as the main objective. Actually,
choosing the right sensors, the right positions and the processing methods is included in
the implementation of the experiments and the analyses of the results that are necessary
to achieve the main objective about general phenomenology.

12
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The phenomena that are concerned can be divided into three categories: elastic guided
waves, structural vibrations and fluid-structure interaction (FSI). Elastic guided waves are
propagating elastic waves whose wavelength is relatively small compared to the typical
transverse dimension of the structure (for instance, for the cladding, the typical transverse
dimension is its thickness). As a consequence, longitudinal and transversal waves combine
with each other and create specific propagation modes that are characterized by a specific
displacement profile in the transverse plane (i.e. in the thickness) and a specific frequency-
velocity relation (described by dispersion curves). Structural vibrations refer, in the current
document, to waves of lower frequencies than guided waves and whose wavelength’s order
of magnitude is larger than the transverse dimension of the structure. As explained
in Sec. I1.2, the beam theory is used to describe such vibrations. In this theory, the
displacement profile can be considered as uniform across the thickness of the structure.
Structural mode vibrations are related to structural resonances in the main directions,
that are, regarding beams, the longitudinal direction only’. Both elastic guided waves and
structural vibration theories are of interest to interpret the experimental results of tests on
tubes in the open air, presented in Chap. IV.

In the frame of the current work, the FSI category gathers all the phenomena involving
fluid and structures excited by the failure-induced pressure surge. They are therefore
useful for the numerical study, presented in Chap. III, which takes the coolant fluid into
account. Additionally, effects of the surrounding flow will be studied in the frame of the
experimental campaign with immersed tube and are also categorized in the FSI category.

The current chapter includes the description of four distinct theories. The first two in-
troduced theories, namely the guided wave theory and the beam theory, are used for
the interpretation of experimental results, presented in Chap. IV. Then, two different
descriptions of FSI phenomena are introduced: water-hammer models, and Euler equa-
tions applied to FSI. The purpose of water-hammer models is to give a clear and easy
understanding of the effects of a pressure surge, such as the one that can be generated
by some cladding failures. Such models allow significant qualitative consequences to
be understood, even without numerical resolutions. On the other-hand, Euler-equation
approach constitutes the basis of the numerical simulations presented in Chap. III.

IResonances are considered in the longitudinal direction, but the waves can be transversal (or flexural)
waves as well as longitudinal waves.
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II.1. Guided waves

In a solid medium, two fundamental types of waves can propagate: longitudinal waves
(particle motion parallel to the propagation direction) and transversal waves (particle
motion perpendicular to the propagation direction). Longitudinal waves are sometimes
referred as compression waves, extensional waves, or dilatational waves (because of the
induced Poisson effect), and transversal waves are sometimes referred as shear waves.
According to the anisotropy of the medium and boundary conditions, the waves associated
to the two fundamental types can combine in some specific ways and generate guided
waves. According to the geometry of the propagation domain, different types of guided
waves can be generated. In the current work, we focus on guided waves appearing in
annular cylinder geometries (such as tubes and rod claddings). Contrary to structural
vibrations, introduced in Sec. 1.2, for which the displacement field depends on one
dimension only, guided waves displacement fields are three-dimensional.

The current section introduces the theoretical background that is necessary to understand
the propagation of high frequency structural waves in the studied structures. This intro-
duction is based on [38], where the classical elastic wave theory is applied to the specific
case of guided waves along a hollow cylinder.

I.1.1. Wave equation

In an isotropic and elastic material, wave propagation is described by the following wave
equation (such an equation can be obtained from Newton’s second law applied to an
elementary particle of the material):

’q

SH2 (IL.1)

uV2(q) + (A + p) grad(divg) = p

with:

V2: vector Laplacian operator,

q: displacement vector, depending on the three spatial coordinates (x, y, z),

¢ and A: Lamé parameters,
* ps: material density,
* f: time.

This equation can be solved by using Helmholtz’s decomposition, which consists of
expressing g as a sum of a scalar potential ¢, associated to longitudinal waves, and a
vector potential, ¥, associated to transversal waves:

q = grad(¢p) + rot(y). (I1.2)

Such a decomposition allows Eq. (II.1) to be rewritten as two uncoupled equations related
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to longitudinal waves and transversal waves respectively:

1 6%¢p
di d¢) - —-— =0, 11.3
iv(grad¢) 2o (IL.3)
1 0%y
Vi - —— =0, 1.4
v c2. 0t (1L4)
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where ¢, = is the longitudinal wave velocity, and cr = ,/% is the transversal

wave velocity. Those velocities can be equivalently expressed with Young modulus E and

Poisson coefficient v:
E
cr=1/—, (IL.5)
Ps

cr = / L (I1.6)
205 (1+v)

I1.1.2. Solution for a hollow cylinder

The considered propagation domain is an elastic, isotropic cylinder, with an inner radius
R;y, athickness b and a length L. Cylindrical coordinates (r,0, x) (radial, orthoradial and
axial coordinates, respectively), depicted in Fig. II.1, are used. The displacement vector,
q, is constituted by three components (g, gy, gx), which are the radial displacement,
the orthoradial displacement and the axial displacement, respectively. Each component
depends on the three cylindrical coordinates.

yA

Figure Il.1. Propagation domain and cylindrical coordinates

A
b,

For such a configuration, components of the vector potential ¥ can be written as (¢, ¥y, ¥x)
and are respectively associated to particle motion in the radial direction, orthoradial di-
rection and axial direction. All the waves propagate in the axial direction.
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The solutions of the uncoupled Eq. (II.3) can be written in the following form:

¢ = f(r) cos(nf) cos(kx+wt), (I1.7)
Wy = hy(r) sin(nf) cos(kx+wt),
vy = h.(r) sin(n) sin(kx+wt), (I1.8)
vg = hg(r) cos(nf) sin(kx +wt),

where k is the axial wave number.

By substituting those solutions into Eq. (I1.3) and defining the operator A- = div(grad.), it
yields:

w?
A+ ?¢> =0, (I1.9)
L
wz
Ay, + zwx =0,
2 0
M=o+ 2y, ~ 5% =0 110

1 20
AWH_(ﬁ+(:_2T)w0_ﬁ 5 =0.

Solving such equations in cylindrical coordinates is a relatively long process, which is
presented in details in [38]. This article shows that the solutions in terms of gy, g,, gy are
combinations of modified Bessel functions, defined according to the ratios between the
frequency and wave number. Taking into acount the boundary conditions (free outer and
inner surface, in the article, as well as in the current work, implying null stresses on those
surfaces) yields a set of 18 equations, which depend on the frequency, the wave number
and the wave velocity. Those equations can be analytically solved in some particular
cases only, which are treated in [38]. The article also shows that, in any case, the waves
propagate as different types of modes, which are introduced in Sec. I1.1.3.

11.1.3. Guided wave modes classification

Different conventions for the classification of guided waves modes can be found in the
literature. In the current document, the convention used in [39] (among others) is adopted.
According to this convention, guided waves modes can be divided into three families:

* Longitudinal modes, referred as "L": They are associated to a combination of axial
and radial displacements forming an axi-symmetrical field,

* Flexural modes, referred as "F": They are associated to a combination of axial and
radial displacements forming a non-axi-symmetrical field,

* Torsional modes, referred as "T": They are associated to an orthoradial displacement.

Each of those three families contains several modes. Each mode is referred by its family’s
letter (L, F or T) and the number of azimutal and radial nodes (a node is a position where
the displacement is null). Thus, the modes are referred as L(0,m), F(n,m) or T(n,m), where
n and m are the number of azimutal and radial nodes, respectively. One may notice
that longitudinal modes do not have any azimutal node (the displacement field does not
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depend on 60), so n is always zero. This is specific to the adopted convention and may not
be the case in other conventions.

A physical understanding of the three families of modes can be provided by Fig. I1.2, which
shows examples of guided wave modes in a cylinder. Only the displacement profile on the
outer surface is shown, the number of radial nodes is therefore not visible.

Longitudinal

Flexural

Torsional

Figure I1.2. Drawings representing displacement profiles associated to the three families of guided
wave modes in a cylinder [40].

Il.1.4. Boundary conditions at the ends

The conditions at the ends of the tube do not influence the generation and the properties
of guided wave modes (they depend only on the conditions on the inner and outer surface
of the tube) but influence the reflections of the waves. For each motion direction (axial,
radial, orthoradial) and each fundamental type of waves (longitudinal or transversal),
two types of conditions are classically considered: free or blocked. The free condition is
expressed by:

a,-j(xb,r,H):O, (II.11)

and the blocked condition is expressed by:
qi(xp,1,0) =0, (I1.12)

where i and j refers to the direction (either x, r or 8) and x; =0 or L.

For the current work, the resolution of the problem described by Eq. (II.10) and by the
boundary conditions described in Chap. IV, Sec. IV.3.4, is done through the CIVA software.
The software is able to analytically compute the dispersion curves associated to every
possible mode in the modeled structure, and can simulate the propagation of a signal
generated by an emitter at a chosen position by Semi-Analytical-Finite-Element (SAFE)
method, as explained in [41].
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I.1.5. Additional information about guided waves

Longitudinal waves introduced in Sec. II.1.1, whose velocity is given by Eq. (IL.5), cor-
respond to tensile-compressive waves in a finite domain which is unrestrained at its
boundaries. Hence, a dilatation in the direction perpendicular to the tensile-compression
direction, known as "Poisson effect", is taken into account. This dilatation phenomenon
slightly slows the waves down. Therefore, the longitudinal wave velocity in a finite (in
lateral directions) and unrestrained solid domain is slightly lower than the velocity in an
infinite domain, or in a finite domain with restrained lateral boundaries. The velocity in
such a domain is given by:

E 1-v)
—_—— (I1.13)
ps 1+v)(1-2v)

The Poisson effect associated to tensile-compressive waves implies that such waves induce
a motion in the direction perpendicular to the propagation direction, in addition to the
main motion in the propagation direction. For that reason, such waves are sometimes
referred as "quasi-longitudinal waves". In the current work, the studied structures are im-
mersed in a fluid, so the outer-wall boundary can be considered as unrestrained. Moreover,
the thickness of the structure is not large enough compared to the considered wavelengths
to allow the structure domain to be considered as infinite. Therefore, Poisson effect can
not be neglected and tensile-compressive waves are considered as quasi-longitudinal
waves.

In semi-infinite solid domains, or, more practically, in structure whose thickness is large
compared to the considered wavelength, another type of waves may be encountered,
known as Rayleigh waves ([10]). Those waves are a combination of transverse and longitu-
dinal waves that appear near the surface of a structure. The surface has to be free, or very
lightly loaded, to allow Rayleigh waves to appear. The amplitude of such combined waves
decreases with the distance from the free surface. However, when two free surfaces are
close to each other (under a distance of the same order of magnitude as the wavelength),
the waves combine into guided-wave modes, such as the ones described in Sec. I1.1.3 for a
cylinder, rather than Rayleigh waves. In the systems studied in the current work, i.e. test
devices used in research reactors (described in Chap. III), Rayleigh waves can be found in
the outer tube only, for the upper part of the considered frequency range (typically, about
hundreds of kHz). In the considered frequency range, Rayleigh waves can not appear in
the rod cladding, which is thinner than the outer tube.

Different approximations of Rayleigh wave velocity can be found in the literature, such as
the following one, from [42], mentioned in [43]:
0.87+1.12v

cr—————. (I1.14)
1+v

CR
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II.2. Structural vibrations and beam theory

In structures whose transverse dimensions are small against the length, and when elastic
waves whose wavelength is long compared to the typical transverse dimension of the
structure are considered, the associated displacement profile can be assumed as constant
across the cross-section. Therefore, such waves can be considered along one dimension
only and the structure can be described by a beam model. Such a model is legitimate
for the studied fuel rods and the experimental tube samples (described in Chap. 1V,
Sec. IV.4), as their outer diameter R,,; (about 10 mm) is small compared to their length
(about 600 mm). Moreover, as the displacements are supposed to be small, the beam can
be modeled according to the Euler-Bernoulli theory. This theory, sometimes referred as
"classical" beam theory, was likely firstly introduced around 1750 [44]. Since then, it has
been extensively used, for both static and dynamic analyses, especially when powerful
numerical tools did not exist, and is still commonly used nowadays when simplified
models are necessary. Numerous books, lectures or articles present this theory and the
associated resolution methods, such as [45], [46], [47].

In the current section, the Cartesian coordinate system shown in Fig. II.1 is used. The
studied structure is a tubular beam of axis x, with a constant cross-sectional area S, a
length L, an area moment of inertia around the transverse axis (y or z indifferently, as
the cross section is circular), I. The constitutive material is isotropic and has a Young
modulus E and a Poisson coefficient v. The variables gy, g, and © represent the axial
displacement, the transversal displacement, and the angular displacement about the x
axis, respectively. External load distribution per unit length in the axial and transversal
directions are referred as f(x, r) and f,(x, 1), respectively. The distribution of the loading
moment around the x axis is referred as M;(x, ).

The Euler-Bernoulli theory consists of neglecting shear deformation and rotary inertia,
which implies the following assumptions: the cross-section along the beam remains plane
and perpendicular to the beam axis and is not distorted. Consequently, the beam is
considered as a one-dimensional system, and displacements depend only on the axial
position and the time.

Longitudinal, torsional and flexural vibrations are treated in the Sec. I1.2.1, Sec. 11.2.2,
Sec. 11.2.3. The resolution method is introduced for longitudinal vibrations only, but is
similar for torsional and flexural vibrations.

I1.2.1. Longitudinal vibrations

Longitudinal vibrations, or axial vibrations, are related to tensile-compressive stresses in
the axial direction. Thus, in the current section, only longitudinal stresses are taken into
account, and they are considered to be uniform over the cross-section. The resulting axial
motion g, is governed by the following wave equation:

0%q,

-ES
0x2

+ps S —= = felx, D). (I1.15)
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II. Theoretical descriptions of the underlying phenomena

The response of the system, g, which is the general solution of Eq. (II.15), is the super-
position of the solutions of the homogeneous equation (i.e. Eq. (I1.15) without the right
hand term) and a particular solution of the equation with the right hand term. Therefore,
the first step to find the response of the system is to solve the homogeneous equation.
It can be shown that the space-dependent term of its solutions, called "mode shapes",
are orthogonal with each other and can form a spatial basis, referred to as "modal basis".
Every response of the system, whatever the initial conditions and the excitation, can be
expressed on the modal basis. With a relevant truncation of the modal basis, it provides
an interesting way to decompose the motion of the system on a finite basis.

1.2.1.1. Free response

After introducing the longitudinal wave velocity ¢y = , /%, the homogeneous equation
reads:

02 1 82
Afree — Afree _ (IL.16)

2 2
0x c; Ot

This equation is written in terms of g¢., denoting its solution corresponds to the re-

sponse of the system without excitation, called the free response. A solution can be ob-

tained by the method of separation of the variables. It consists of expressing the solution
as a product of a space-dependent function and a time-dependent function:

dfree(x, 1) = X(x) T(1). (I1.17)

By substituting this form into Eq. (II.16), it yields:

FPX)T@) 1XxT()
-+ ———— =, 11.18
0x2 c% o0t? ( )
which can be re-written as follows:
?X(x) 1 16°T() 1
=— } (I1.19)
0x2 X(x) c% otz T(p)

Considering that X and T are not constant, a constant k can be defined so that:

?X(x) 1 10°T(0 1 )
== =- 1.2
ox* X(x) ¢ or2 T(1) o -2
k #0. (I.21)

k is referred to as the wave number. (The solution k = 0 is of no interest, as it would imply
that there is no vibration.)

As a consequence, Eq. (I1.16) yields two uncoupled equations:

02X (x)
0x?

+k*X(x) =0, (11.22)
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I1.2. Structural vibrations and beam theory

0%T(1)
or?

+Kk*cET(1) =0. (I1.23)

The equations have an infinity of harmonic solutions, referred to as modes, that can be
written as follows:

X, (x) = A, cos(k,x) + By sin(k, x), (I1.24)
T,(t) = apcos(w,t) + Bysin(wy,t), (I1.25)

where 7 is an integer, whose definition domain will be more precisely defined according
to the boundary conditions, and w,, is the circular natural frequency associated to the n'"

mode, defined as:

=—, I1.26
% (I1.26)

L

As the problem is linear, the free response of the structure can be written as a sum of those
solutions:

Gfree(x,1) =Y Xn(x) Tn(1). (11.27)
n=1

Coefficients A, By, and the constant k, are determined according to the boundary and
initial conditions. As it will be explained in Chap. IV, to accurately model the experimental
devices, the exact boundary conditions should be experimentally estimated. In the current
section, the example of a tube clamped at both ends is treated. The solutions for other
boundary conditions can be found in [48]. With "clamped-clamped" conditions, the
longitudinal motion on both ends is null, which yields:

Atx=0:

Xn(0) =0, (I1.28)
By substituting Eq. (II.24) into the last equation, it finally yields:
Ap=0. (I1.29)

Therefore,
X, (x) = B, sin(k,x), (I1.30)

Then, the condition at x = L is used to define k;,:
X, (L) =0. (I.31)
By using the last form of X, given by Eq. (I1.30), it yields:
sin(k,L) =0,
which is equivalent to:

T
ky = nz, n=1,2..+o0. (I1.32)
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AS a Consequence:
T
X,(x)=B, sin(nzx). (I1.33)

Then, mode shapes can be defined, based on the expression of X,
®,(x) = sin (n%x) . (IL.34)
It can be noticed that every mode shape is orthogonal to each other (this is referred as the

mode orthogonality):

L
/ D,®,,dx=0,V m#n. (I1.35)
0

By substitution the expression of k,, Eq. (I1.32), into Eq. (I1.26), the circular frequency of

the n'" mode can be written as: -

on=crng. (I1.36)

It is now possible to express the free response of the system, as the sum of all the solutions:

Afree(%, 1) = ) Bp®,(x) Ty (1) = > sin(n%x) (ancos(@nt) + Brsin(w,1)). (11.37)
n=1 n=1

Then, the left constants, a, and 8,, can be determined with the initial conditions and
the mode orthogonality principle. For the current work, the natural circular frequencies
and the mode shapes are the desired information, it is therefore not necessary to find the
forced response. Nevertheless, in order to clearly show how the introduced equations and
the information already obtained are related to the actual behavior of the tested rods or
tubes, the full resolution method is briefly summarized in what follows. Although it was
eventually not done in the frame of this work, the final solution can be used to build a
more complete model to describe the experiments presented in Chap. IV and to take into
account the effects of the flowing fluid on the structural response.

11.2.1.2. Modal damping

Before considering the initial conditions, damping can be added to the model, by intro-
ducing a modal damping term ¢, in the time-dependent Eq. (I1.23) which yields:

0% T, (1) 0T, (1)

Yo 28 0n +whTy(t) = 0. (11.38)

Therefore, the expression of T, given by Eq. (I1.25) can be replaced by:

a, cos(wn\/l—f,z1 t| + Bn sin(a)n\/l—&%, t)

The effects of the damping on the free response is showed by the presence of the damping
term in the sinusoidal components, and the addition of an exponential decay. The product

Tu(t) = e onnt (11.39)
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I1.2. Structural vibrations and beam theory

of the term /1 — 2 and the circular natural frequency w,, can be understood as a modified
natural frequency, called "damped circular frequency":

Win=wn\/1-&2. (I1.40)

The response of the experimental tube samples described in Chap. IV to a shock, such
as a failure, can be modeled by the free damped response obtained by substituting the
expression of T, given by Eq. (I1.39) into the expression of g, given by Eq. (I1.27), and
by defining appropriate initial conditions on the velocity (a shock is represented by an
initial imposed velocity at the source position).

1.2.1.3. Forced response

The general solution of Eq. (II.15), which corresponds to the forced response, is constituted
by the free response gy;e., previously determined, and a particular solution, gp:

qx(X, 1) = qfree(X, 1) + qp(x, 1). (I1.41)

qp can be expressed on the previously defined modal basis and be written in the following
form: -
dp(x, 1) = > @p(x)Qn(0). (I1.42)

n=1

By substituting this expression into the initial wave equation, Eq. (II.15), and by multi-
plying both terms of the equation by ®,,,, using the principle of mode orthogonality, and
integrating along the beam’s length, it yields a set of uncoupled equations of the form:

0%Qn (1) 0Qy (1)

32 +2wnén Fnlt)

20+ w2 Quin =20, (143

where:

* my is the modal mass, defined by: m, = fOL psSd)n(x)zdx, where S is the cross-
sectional area,

e [, is the excitation in modal coordinates: F;, = fOL fx(x, )P, (x)dx.

Analytical solutions of Eq. (I1.43) for different kinds of harmonic excitations can be found
in [48]. For modeling the Flow-Induced Vibrations (FIV) in the case of a steady flow,
harmonic solutions are appropriate. Otherwise, for arbitrary forces, a solution is provided
by a convolution integral, which is defined as the convolution of the excitation and the
impulse response h,, associated to the n'" mode ([48],[49]):

Qn(t) = hn(t) * F (1), (II.44)

where * denotes the convolution. The impulse response associated to the n‘" mode, h,, is
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II. Theoretical descriptions of the underlying phenomena

equivalent to a 1-degree-of-freedom system response and reads:

hn(t)zm ” e nl gin(w g, ). (I1.45)
n Wdn
Therefore:
e—g‘nwnt t .
Qn:m " /Fn(r)e+‘"‘”"Tsin(wdn(t—T)) dt (I1.46)
nWdn Jo

The previous expression is sometimes called Duhamel’s integral.

11.2.2. Torsional vibrations

Torsional vibrations are associated to the angular motion © about the beam axis and are
governed by the following wave equation:
0°0 0°0

@ + pS]_ _M[(x) t)) (11-47)

-G =
J 0r?

where M; is the external load moment about x, G is the shear modulus, G = , Jis the

moment of inertia about x.

L
2(1+v)

By introducing the torsional wave velocity cr = 4/ %, the equation can be rewritten as:

3’0 .\ 1 0°0  M;(x,1)
0x? czT a2 GJ

. (I1.48)

As the equation is of the same form as the longitudinal wave equation, Eq. (II.15), the
resolution method and the form of the solutions are the same.

11.2.3. Flexural vibrations

Flexural vibrations are associated to motions along the beam’s transverse axes, namely y
and z. The governing equations, and hence the solution, are the same for both axes. In the
current section, only the motion along y, gy, is treated, but the method can be similarly
applied to the motion along z.

Flexural (or bending) vibrations are described by a fourth-order partial differential equa-

tion: . )
0°q 0°q
EI—— +psS—— = fy(x,1). (11.49)

Although Eq. (I1.49) has a different form than the longitudinal wave equation, the same res-
olution method can be applied. The separation of variables applied to the homogeneous
equation provides mode shapes of the following form:

®,,(x) = Apsin(ks,x) + By cos(ks,x) + Cysinh(kp,x) + Dy, cosh(kppx). (I1.50)
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I1.2. Structural vibrations and beam theory

Relations between the constants A, By, Cy,, Dy, and the wave number k¢, are deter-
mined by the boundary and initial conditions. (The wavenumber k¢, associated to
flexural vibrations is different than the wavenumber k;, defined previously and associated
to longitudinal vibrations.) The different solutions associated to all the fundamental
boundary conditions can be found in [48]. For example, in the case of "pinned-pinned"
conditions?, the wave number is:

kin=n—, nz1, (I1.51)

and the mode shape is:
(T
@, = sm(nzx), (I1.52)

k ¢y is related to the eigen-circular-frequency w,, by the following expression:

EI
wn =k, s (I1.53)

It implies that the wave velocity depends on the frequency and is given by:

Wn (IL.54)

EI 1/4
CFr ) .

:‘/w_"(psS

kfn
Hence, unlikely to longitudinal and torsional vibration waves, flexural vibration waves are
dispersive.

Once mode shapes and eigenfrequencies are found, the resolution of the equation sub-
jected to initial conditions and an excitation term is achieved with the same method as
the one used for the longitudinal vibrations.

I1.2.4. Elastic supports

As it will be explained in Chap. IV, Sec. IV.3.5.2, the fundamental boundary conditions
(free, clamped and pinned conditions) did not accurately describe the real conditions
encountered in the experiments. Flexural vibration modes were therefore computed by
finite element methods in order to take into account elastic supports of the tube in a
simple way. Such supports are modeled by adding rotational stiffness to the moment
about the axis perpendicular to the longitudinal axis at both ends of the tube.

Those additional numerical computations were carried out on flexural vibrations only, as
it was noticed that the measurements on the experimental setup allow the observation of
the first flexural modes only.

The comparison between the results with elastic, clamped and pinned supports will be
presented in Chap. IV.

2"pinned-pinned" conditions mean that, at both ends, the transversal displacement is blocked, but the
rotation around the transversal axis is free.
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II. Theoretical descriptions of the underlying phenomena

11.3. Fluid-structure interaction

FSI related to the failure-induced pressure surge can be studied by two approaches. The
first approach, presented in Sec. I1.3.1, is based on the theory related to the phenomenon
of "water-hammer". Many works have been carried out to study this phenomenon and
resulted in several models. Some of those models offer an interesting and understandable
physical description of the phenomena of propagation and FSI induced by a pressure
surge in pipe-like structures. Moreover, thanks to one-dimensional approximation, some
of them are also a fast computation tool to study such phenomena. The second approach
is based on compressible Euler equation, which can be subjected to FSI conditions and
solved by finite-element and finite-volume methods in three dimensions (results of such
computations are presented in Chap. III). In such a case, the studied phenomena can be
reproduced with great realism and by taking into account some specific properties of the
system to consider.

1.3.1. Water-Hammer based approach

The water-hammer phenomenon can be understood as a pressure surge in a liquid con-
veying pipe. The surge is often induced by a sudden change in the velocity of the fluid
flow (caused by a valve closure, for instance), but some other causes, such as the steam
explosion or the high-pressure gas release associated to a fuel rod cladding failure, may
produce the same effect. As it can cause severe damage to a wide range of industrial
systems, the phenomenon was extensively studied. Therefore, different theories exist to
describe the propagation of the pressure surge along the system. A very comprehensive
review recounting the evolution of water-hammer theories from the 19" century up to
the late 20°" century is presented in [50]. Only the most significant references, relevant for
the current work, are mentioned in what follows.

The first scientific considerations about water-hammer seem to arise in the late 17"

and the early 18" centuries, with Montgolfier's work on hydraulic rams in 1803 [51], and
Young’s work on blood flow in 1808 [52]. First consistent theories of water-hammer are
defined around 1860-1880, for instance by Menabrea [53], by Michaud [54] or by Kries
[55]. In 1898, Joukowsky [56] proposed a relation between an instantaneous change in
flow velocity and the induced pressure surge. Even though such a relation was found
earlier by other authors, including Kries, it became known as the "Joukowksy equation".
Lamb proposed in 1898 a general model for wave propagation in fluid-filled tubes that
takes fluid-structure interaction into account (which was not the case in Joukowsky’s
work, where only the elasticity of the pipe is considered, without any inertia) [57]. In
1956, Skalak [58] proposes an extended model of Lamb’s one, in addition to exhaustive
physical considerations about Joukowsky’s model’s limits, the presence of precursor waves
in addition to the main pressure wave, the effects of wall inertia and bending stiffness, the
significance of dispersion. From the 1950s to the 1990s, numerous models have been either
extended or built to take into account or neglect various phenomena (Poisson coupling,
friction, radial inertia, etc) or consider specific conditions (pipe’s bends or T-branches, for
instance). Moreover, many works were also related to resolution methods, especially the
Method of Characteristic [59], or to experimental validations, such as Biirmann’s works
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I1.3. Fluid-structure interaction

mentioned in [50]. Recent works related to water-hammer focus rather on numerical
resolution methods ([60]) or on the combination of several particular features - such as
column separation, unsteady friction, viscoelasticity, anisotropic materials - in a single
water-hammer model ([61], [62], [63], [64], [65]).

In the past thirty years, Tijsseling provided many resources (research articles [66], [67],
discussions [68], [69], historical reviews [50], [55], [52]) about different topics related to
water-hammers (for instance, column separation, water-hammer model in thin-walled
pipes or thick-walled pipes, numerical resolution methods). The considerations about
water-hammers that are presented in the current work are mainly based on articles of this
author.

1.3.1.1. Four-equation model for a simple tube

The current paragraph summarizes the presentation of a water-hammer model given in
[67]. However, some preliminary details are added regarding the original equations from
which the final model stems. Those details can be found in the presentation of another
water-hammer model in [70].

The model is valid for a straight and thick-walled tube, made of elastic and isotropic
material, and with a constant circular cross-section. The inner fluid is a liquid considered
as Newtonian (here, water is considered). Effects of the outer fluid are neglected, which is
areasonable assumption for a tube surrounded by a gas (it is the case for most of the test
devices used in research reactor, where the tube containing the coolant fluid and the rod,
is surrounded by a gaseous gap, as explained in Chap. III).

In the structure, radial inertia, bending stiffness and shear deformation are neglected.
Damping is not considered, neither in the fluid nor the structure. Friction between the
fluid and the structure is considered in the axial direction only. A perfect slip condition
is assumed in the orthoradial direction. The model is valid when the flow velocity is
significantly lower than the wave velocity, which is the case of the coolant fluid flow of a
nuclear reactor. The flow-induced vibrations of the tube are not taken into account. Only
the FSI directly related to the water hammer phenomenon are considered. The interaction
can be caused by junction coupling, friction coupling and Poisson coupling, but friction
coupling is disregarded in the current study.

A water-filled tube of inner radius R;,, thickness b and length L is considered. The
inner fluid is governed by a continuity equation and a momentum equation. In [70],
the momentum equations describing the water-hammer are derived from Navier-Stokes
equations. For a fluid of density p ¢, dynamic viscosity 7 and bulk viscosity «, at a pressure
p and flowing at a velocity u, the basis equations read (in Eulerian form):

* Continuity equation:

0
% +div(p ru) = 0. (IL.55)
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* Momentum equation:
0
pfa—l: + div(pfuuT) = -Vp+ anu + (K + g) V(divu) + f. (I1.56)

The first right hand term, Vp, represents the pressure force, the second and third
terms, anu +(x + g)V(divu), are the viscous forces, and the last term f gathers all
the possible body forces.

Considering cylindrical coordinates (with the coordinate system already used in Sec. I1.1
and shown in Fig. I1.1), the flow velocity can be divided into axial, radial and orthoradial
components: u = (uy, Ur, ug). Thus, by neglecting orthoradial motion, as we consider the
motion as axi-symmetrical, and by separating the momentum equation according to the
radial and axial directions, the equations in cylindrical coordinates yield ([70]):

¢ Continuity equation:

opr opr opf Ouy, PfO(r uy)
+ + + +— =0. 11.57
or T “ox THer TPy (157

* Momentum equation in the axial direction:

pf%+pfux%+pfu,%+2—z =
5 e 5 ) e s
* Momentum equation in the radial direction:
pf%+pfux%+pfu,aal’;r +g—l: =
e R o A

Those equations have to be completed by an equation of state (EOS). The following EOS,
involving the bulk modulus K, is used:

a'ﬁ = ﬁ (I1.60)
op K

At this stage, several additional assumptions are made to simplify the equations. Firstly,
isothermal conditions are assumed, which allows us to consider K and p s as constant
in Eq. (I.60). Then, gravity effects are neglected, the body forces f are therefore null.
Moreover, convective and viscous terms in the right hand sides of Eq. (I1.58) and Eq. (I1.59)
can be neglected [67]. By substituting the EOS, Eq. (I1.60), into the continuity equation,
Eq. (I.57), and by linearizing Eq. (I1.57), Eq. (I1.58) and Eq. (I1.59) according to the men-
tioned assumptions, it finally yields:
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* Continuity equation:
10 0 10
1op ouy 1oGu) .

Kot o0x r or

* Momentum equation in the axial direction:

ou, Op
+—=0.
Pl " ox
* Momentum equation in the radial direction:
ou, Op
+—=0.
Pr%ar " ar

(I.61)

(I1.62)

(I1.63)

Equations are averaged over the cross section. The cross-section averaged velocity and
pressure are U, and P, respectively. It results in a one-dimensional model, which does not

depend on r:

* 1D continuity equation:

1ap+aux+2u(m_0
Kor ox R 7

¢ 1D momentum equation in axial direction:

oUx 9P _
PIar Tox

¢ 1D momentum equation in radial direction:

1 ou

—pfRin—|r=r. +plr=r, —P =0,
2.0f in"a% lr Rin plr Rin
with:
1 Rin
Uy, = 2/ uy(x,r,t) 2nr dr,
”Rin 0
1

Rin
= p(x,r,t) 2nr dr.
)

(I1.64)

(I1.65)

(I1.66)

(IL.67)

(I1.68)

As explained in the original paper, [67], the first term in the simplified 1D momentum
equation in radial direction, Eq. (I.66) is obtained by assuming that ru, = R;,u;|,=g;,-

The structure, whose displacement is referred to as q = (g, gg, gx) and whose constitutive
material has a density ps, a Young modulus E and a Poisson coefficient v, is governed by
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the following equation of motion:

2
q_ ..

psﬁ = d1vg+fs, (I1.69)

where o is the stress tensor in the tube wall and f; are the body forces exerting on the

tube, which are assumed to be null in what follows.

Like for the fluid, the motion can be split into the axial and the radial motion, yielding two
equations:
In the axial direction:

aqu aaxx
-y, I1.70
P52 ™ ox (1.70)
In the radial direction: X
0 10
ql‘ - rorr + Oo0 — 0, (1171)

Ps o> r or r
where 0y, 0, and oyg are axial, radial and hoop stresses, respectively.

Some simplifications, introduced in [70], are necessary to obtain Eq. (II.70) and (I1.71): the
effects of bending stiffness, rotary inertia and transverse shear deformation are neglected,
because of the long wavelength assumption, and deformations are considered to be
small. In addition to the simplifications considered in this reference, an additional one is
considered here; the shear stress induced by the fluid o4, on the inner wall (at r = R;;)
and the outer wall (at r = R;, + b) are null, because friction is disregarded.

Again, the equations can be averaged over the cross-section, it finally yields:
In the axial direction:

0°qy 00
——==0. I1.72
Ps"a2 ~ Tox (1.72)
In the radial direction:
aZE Rin +b Rin

— —R: + — —R:
Ps 312 (Rin+b/2)b0rr|r_R,n+b (Rin+b/2)b0rr|r—R,n

1 Ri,+b
+m/ O'Qer =0, (II.73)
in Rin

where

1 Rin+b
T = 2mbRiy + b12) /R
~ 1
" 27b(R;, + b12)

qx(x,r,t) 2nr dr,

qr

Rin+b
/ qr(x,r,t) 2nr dr,
Rin

Rin+b

1
7 2mb(Riy + b12) /R

Oxx(x,1,0) 217 dr.
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In addition to that, the cross-sectional averages for o, and ogg are introduced:

1 Rin+b
o, = o (x,1,t) 211 dr,
" 27b(Rip+bI2) /R %)

Op = ope(x,1,8) 2nr dr.

1 Rin+b
27b(Rip + b12) /R

As explained in details in [67], it is possible to relate stress components to velocity com-
ponents by using Hooke’s law (relation between stresses and strains) and the relation
between the strains and the spatial derivatives of displacement. It finally yields the fol-
lowing expressions combining each displacement component with the stresses in three
directions:

00% _ 00 | 955 00y

- ) II. 4
ar  “arax TV ar Vot (IL.74)
r
qr = I (0gg —Vv(Oxx+0rr)), (I1.75)
0dr _ L (5 (o +0p0)) (IL.76)
or E Orr—V(Oxxt0Ogg)). .

To simplify that set of equations and obtain the 4-equation model, boundary conditions
have to be defined. To model the contact between the tube walls and the inner and outer
fluids, the author imposes the equality between structural stress and fluid pressure and
between structural velocity and flow velocity in the radial direction, on inner and outer
walls:

Orrlr=Ri, =—Plr=Rin (I1.77)
Orrlr=Rin+b = —Pout, (I1.78)
0qr
——lr=pR;, = Urlr=R;, I1.79
ot ' Rin rlr Rip ( )
dq
a—t’lrzR,.n+b = Ur out- (I1.80)

P,yur and u, »y are respectively the pressure and the velocity in the outer fluid. The last
condition on the outer wall can not be used because u, ,,; is not supposed to be known.

At this stage, the previous equations can be simplified not only by substituting the bound-
ary conditions into them, but also by restricting the study to long wavelengths and as-
suming that, in such a case, radial inertia effects are negligible (which is also proposed by
other authors, such as [58]). The long wavelength assumption allows us to consider that
the hoop strain and, hence, the hoop stress, is only affected by a quasi-static relation with
the inner pressure (as it is proved by the author).

Finally, by using the mentioned assumptions to simplify the presented equations, a 4-
equation model is obtained. The model takes into account axial waves only. Such an
approximation is reasonable for long wavelength and is commonly used in various water-
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hammer studies ([58], [70], [65]). It must be noticed however that the quasi-static relation
between the radial stretching of the tube and the inner fluid pressure, and the Poisson
effect (inducing radial dilatation associated to axial waves in the structure) are taken into
account. In the current document, the structural axial waves generated by the water-
hammer are referred as the "dynamic response"” of the structure to the water-hammer,
and the radial stretching of the tube around the mean pressure wave in the fluid is referred

as the "quasi-static response".

The four equations are:

Uy , 1 9P _
ot Tprox =0
6&4_ l+g h+1+%+ op 2_Va(7x_0
ox T|XKTE(D 2+R_{7"ar E ot
3 " (I1.81)
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The set of equations can be written as a matrix equation:
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This equation has 4 eigenvalues ¢; :
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cr, is the wave velocity of axial waves in a beam, which can be expressed by ¢y =/ pﬁ (same
N

formula as Eq. (I1.5)). ¢y is the typical wave velocity in a compressible fluid contained in
an elastic pipeS. It is expressed by:

-1

_ 11.88

b
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—+= 1- ) + +v
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¢ can also be written as a combination of the wave velocity in an infinite volume of com-
pressible fluid, ¢,,0 = \/K/p, and the wave velocity in an incompressible fluid contained
in an elastic pipe,

b
R, 2 1+l
Cwob = _Z'f (—;n (1— b )+ Rl;n +V)
1+ IR 2+ .

Therefore, the expression reads (such an interpretation is given in [71] for a thin-walled
pipe):

(I1.89)

The values ¢; (i = a, b, c or d) correspond to the velocities of the actual water-hammer
related waves. As ¢, = —c, and ¢z = —c¢,, those eigenvalues show that the waves travel in
each direction at two different velocities. It can therefore be stated that two types of waves
are generated by the water-hammer. ¢, and c, are associated to the main pressure wave,
referred as the "primary wave", and are close to the typical wave velocity in fluid, c¢. ¢,
and ¢y are close to the axial wave velocity in a beam, ¢y, and are associated to axial waves,
or quasi-longitudinal waves, propagating in the structure and radiating in the fluid, called
"precursor waves". Such waves stem from the load exerted on the tube walls by the inner

3The variable ¢ + given by Eq. (11.88), unlike the variable c, given by Eq. (I1.84), does not include the effects
of pipe vibrations on the wave speed in the inner fluid. It only takes in account the quasi-static wall
stretching due to the pressure load, without any structural inertia.
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pressure surge. The coupling between the inner pressure and axial waves is due to Poisson
effect (ie. volume dilatation in the radial direction, induced by the axial compression of
the tube wall) and junction coupling, which explains how the pressure inside a tube can
generate axial waves and how axial waves can have an effect on the inner fluid pressure. In
what follows, regarding structural waves, the term "quasi-longitudinal" waves is preferred
to "axial" waves, as it emphasizes the Poisson effect (causing radial displacement), which
is essential regarding the precursor wave phenomenon.

As a result, in the inner fluid of a pipe subjected to a water-hammer, small pressure
disturbances induced by quasi-longitudinal structural waves travel ahead of the main
pressure wavefront. The small pressure disturbances are referred to as precursor waves,
and the main pressure wavefront is referred to as primary wave. In the current document,
the terms of precursor and primary waves are used for the fluid pressure waves, while the
structural waves are referred as the dynamic and the quasi-static responses, as previously
explained.

I1.3.1.2. Boundary and initial conditions

Boundary and initial conditions are presented with the aim of solving the matrix form
of the four equation model, given by Eq. (I1.82), by the method presented in [66]. In this
article, the author presents an exact resolution method, with comprehensive and clear
explanations, for the case of a thin-walled tube. It also provides an algorithm for the
implementation of the method (the algorithm is written in Mathcad, but can be easily
adjusted to other programming language, such as Python, Matlab, etc). With minor
modification, the algorithm is suitable for thick-walled tubes.

Boundary conditions

Here, the term "boundary conditions" refers to the conditions at the ends of the tube.
The conditions on the inner and outer walls of the tubes were previously introduced in
Eq. (I1.77-11.80).

End boundary conditions are defined by matrices Dy and Dy, of dimension 2x4, and the
excitation vectors fo and fi, of dimension 2x1. D matrices and f vectors are related by:

Dy, (1) p(xp, 1) = fr, (1), (11.90)

where xp =0or L.

Composition of Dy and Dy, depends on the configuration of the system (presence and
positions of junctions, valves, dashpots, reservoirs, etc), as shown, for various systems, in
[72] and [66].

Initial conditions
The initial state is given by ¢(x, ) at time ¢ = 0. It is supposed to be known for all x. For an
initial equilibrium state, all the components of ¢ are constant over the whole length of
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the tube. Otherwise, each component can take arbitrary values to describe any particular
situation, such as an initial localized over-pressure at a specific position.

1.3.1.3. Six-equation model for coaxial tubes

In [65], a six-equation model is proposed to describe a system consisting of two coaxial
tubes, both thin-walled and filled with a fluid, subjected to a water-hammer in the fluid
domain located between the two tubes.

Such a system is close to a typical test device used in research reactors, the inner tube
corresponding to the fuel rod. Some differences should be noticed, though. A real fuel
rod is not filled with fluid only, it also contains the fuel material, which consists of solid
pellets. Moreover, although the rod cladding can be considered as a thin-walled tube,
the outer tube of most test devices have thick walls (as shown in the description of the
studied system in Chap. III). Including the effects of pellet-cladding interaction would
be a complex task, as showed by some works especially related to such a topic [73], [74].
However, it could be easily attempted to adjust the model of [65] to make it valid for
a thick-walled outer tube. Although the case of a fluid-filled inner tube is not perfectly
representative of a real fuel rod, it is a realistic model of the experimental mockup designed
in the frame of the current work and introduced in Chap. IV.

This model shows that the same FSI phenomena are observed in such an annular system
than in the simple tube described by the 4-equation model. Like previously, the fluid
pressure history exhibits precursor waves propagating at a velocity close to the quasi-
longitudinal structural wave velocity and the primary wave propagating at a velocity close
to the wave velocity in an unconfined fluid volume. As well as in the simple tube model,
the structural response includes a dynamic part (quasi-longitudinal waves induced by
Poisson coupling effect, in addition to possible junction coupling) and a quasi-static part
which is the radial-stretching induced by the fluid primary wave. All types of waves reflect
at the ends according to the boundary conditions, in the same ways as in the 4-equation
model.

1.3.2. Euler equations approach

The current section introduces the theoretical basis of the numerical approach. Results
of three-dimensional simulations based on the equations introduced in this section are
presented in the Chap. III.

11.3.2.1. Fluid behavior

Here, a compressible, inviscid and adiabatic flow is considered. Such assumptions are rea-
sonable, as we are interested in a fast transient phenomenon in water, involving relatively
small displacements and a short duration (about some milliseconds). Therefore, there
is no need to consider viscosity and conduction effects. Firstly, the equations governing
the fluid motion are introduced. Then, the structure, consisting of isotropic and elastic
materials, and its interaction with the fluid are described.
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Considering a fluid corresponding to the mentioned assumptions, with a density py,
moving at a velocity u#, and with a pressure p, the conservation of mass, momentum and
energy yield the following equations, called Euler equations [75]. These equations are
given in Eulerian form, as it is the form used for the final numerical computation in the
fluid domain.

Continuity equation

0
OLl‘f +div(pru) = 0. (I1.91)

Momentum conservation equation

opru
ot

where flfo ll" is a vector containing the body forces. In that equation, the two first terms are
related to the momentum variation, the third term represents the pressure force and the
right hand term is the action of all the other forces (including gravity, which is however
neglected in the current work).

+div(pyuu') + Vp= Jlu (11.92)

vol ’

Energy conservation equation

aprm
ot

+div((orEn + p) u) =0, (11.93)

where E,, is the total energy per unit mass, consisting of the internal energy and the kinetic

energy:
lu|?

En=e+ 7 (I1.94)

where e is the internal energy, given by the EOS.

Stiffened-gas equation of state

The stiffened gas EOS is chosen, because of its suitability for a wide range of phenomena
(including propagation of high pressure wavefront in gas, liquid or two-phase flows)
combined with a mathematical simplicity, as explained in [76]. Such a simplicity implies
both an easy physical understanding and an efficient numerical computation.

The definition of the stiffened gas EOS from the Griineisen EOS is described in [77].
Practical applications of the equation are presented in [76], [78] or [75]. The stiffened gas
EOS reads:

p=(—-Dprle—ef) —yPw, (I1.95)
where y is an empirical constant (equal to heat capacity ratio for a perfect gas), ey is the
formation energy (we can simply take ey = 0 because no phase change is considered in
the current work, like in [76]), e is the internal energy, P, is a constant associated to the
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molecular attraction needed to represent liquids such as water. The term (y —1)p ¢ is thus
related, in this case, to the molecular repulsion effects, and y P, represents fluid cohesion.

11.3.2.2. Application to a FSI problem

Euler equations describe what happens in the fluid only. Defining the structure behavior
and the coupling conditions at the fluid-structure interface is necessary to take into
account the motion of the structure and its interaction with the fluid.

Like in the previous approaches, the structure material is considered as isotropic and
elastic. Neither plasticity nor fragmentation is taken into account. Therefore, the behavior
of the structure can be described by the following equilibrium equation (given in the
Lagrangian form, which is used for the numerical simulation in the structure):

2

0
p 56_1‘62] +div (2(9) = Fool> (I1.96)

where p; is the density of the structure material, o is the stress tensor, € is the strain tensor,

2
g—t? is the acceleration of the structure and f ;;‘; contains the body forces exerted on the
structure.

In the current work, a first condition at the fluid-structure interface can be referred to as a
slip, or friction-less, condition. It means that the velocities of the structure and the fluid
in the direction tangential to the interface are not related. However, another condition
imposes the velocities of the structure and the fluid in the direction normal to the interface
are imposed to be equal. Mathematically, it reads:

dqM)

uM)-ny= a7

ny, VMEe IF—S; (I1.97)

where % is the structure velocity, Ir_g is the interface between the fluid and the structure,
M is a point located on the surface Ir_g, and n; is the normal of the surface Ir_g at point
M.

Physically, it means that the fluid always stays connected to the structural wall, does not
penetrate it, and can slide along it. As a consequence, considering a cylindrical geometry,
such a condition implies that the orthoradial and axial motions of the structure have
no direct influence on the fluid and reciprocally, but forces and motions in the radial
directions can be transferred from one medium to the other. Actually, because of Poisson
effect and the complex geometry of the system, axial and radial motions are however
coupled and, hence, axial motions or forces of a medium can influence the other medium,
as it is the case in water-hammer models with junction coupling and Poisson coupling,
mentioned in Sec. I1.3.1.

With this set of equations and conditions, all the motions of an inviscid and compressible
flow together with an elastic structure can be described. However, the resolution of those
equations can be numerical only. It is achieved with the EUROPLEXUS code, introduced
in Chap. III, using Finite Element and Finite Volume methods associated to a time-explicit
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scheme. Finite element approach is used for the structural domain and for the momentum
conservation equation in the fluid domain, while finite volumes are used for the mass
and the energy conservation in the fluid domain. Chap. III focuses on the results of
the numerical simulations rather than the computation methodology, which was simply
used without further development in the frame of the current work. Details about this
methodology can be found in [79], [80] and [81].

I.4. Conclusions of the theoretical descriptions of the
underlying phenomena

The first two theoretical studies (about guided waves, in Sec. II.1, and structural vibrations,
in Sec. I1.2) aim at providing approximate quantitative information to help with the
interpretation of measurements on structures, which are presented in Chap. IV. They
are not intended to produce a model of the whole studied system. Indeed, they simply
describe the parameters governing the response of a tubular structure to an undefined
source, with a very partial description of the fluid effects (represented only as an added
mass).

On the other hand, the objective of the two other approaches is to provide a descrip-
tion of the whole problem, and especially regarding fluid-structure interactions. The
"water-hammer" approach (Sec. 11.3.1) has two advantages. Firstly, it allows a more
straightforward physical understanding of FSI and propagation phenomena (for instance,
the actual velocities of the different types of waves and the relation between them are
given by analytical expressions). Secondly, for simple systems, the equations can be solved
rather easily and without requiring specialized computation tools (suitable algorithms
can be easily implemented on classical programming tools such as Matlab or Python).
However, the Euler equations are more general and can describe a very wide range of sys-
tems and phenomena with great accuracy, contrary to the water-hammer models, which
focus on a specific phenomenon in pipe systems and require some approximation. Asso-
ciated to suitable computation tools (for instance, finite volume or finite element codes),
the Euler-equation based approach (Sec. I1.3.2) is very versatile. It can be easily applied
to accurate models of various complex systems with specific characteristics (materials,
geometry). The main limits are computation costs. Compared to the "water-hammer"
approach, the drawbacks are the need for suitable computation tools and resources, and a
loss in the phenomenological understanding of the problem.

As it will be shown in Chap. III, the 1-D "water-hammer" approach and the 3-D Euler-
equation-based approach can be made complementary. Some physical observations
resulting from the water-hammer model will be used to better interpret numerical results
obtained with a fluid-structure simulation involving a model described by the Euler
equations and coupling conditions introduced in Sec. 11.3.2.
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The current chapter presents the numerical approach, whose main objective is to provide
the information that is necessary to understand the phenomenology associated to the
propagation of waves generated by fuel rod cladding failures in test devices used in
research reactors or experimental mockups. The approach consists of using Finite Element
Method (FEM) to simulate the effects of a pressure surge generated in a three dimensional
model representing a typical test device. In addition to a physical analysis of the results,
failure localization methods are tested to prepare future applications in real reactors or
experimental mockups.

lll.1. Description of the studied system

The studied system is based on the typical geometry of experimental devices used in
French research reactors for the study of a single rod’s behavior (for instance, the REPNa
devices in the CABRI reactor [3], GRIFFONOS and ISABELLE devices in the OSIRIS reactor
[4], the forthcoming ADELINE device in the RJH [5]). Such a device contains a fluid
channel where the tested rod sample is placed. The device is inserted in the reactor
(usually a pool reactor) that generates a neutron flux representative of the one met by a
rod in an industrial reactor. The channel containing the tested rod is connected to an
independent water loop that recreates typical thermohydraulic conditions of industrial
pressurized water reactors (water at 280°C and 155 bar, flowing at 3.4 m.s™1).

Typical characteristics of such a device are:
 an overall length of several meters,

* acentral section of about one meter, containing a fuel rod sample of about 60 cm
and fixed to cylinder extensions,

* astructure mostly made of stainless steel and, in the central section, Zircaloy (be-
cause of its neutron-transparency property),

e various instrumentation downstream and upstream from the central section.

In the current study, only the central section and its inlet and outlet sections are considered.
Typically, this part can be described as an annular structure with several coaxial layers.
From the outside to the inside, these layers are: an external tube, an annular gap filled
with gas, a second tube made of Zircaloy (called “channel tube” in Fig. III.1), an annular
water channel, and the tested fuel rod. The gaseous gap is intended to mechanically
and acoustically separate the inner channel from outside events. In this chapter, we
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focus on what happens inside the test device only and neglect the effects of the external
layer. Thanks to the gaseous gap, these are realistic simplifications (it was verified in a
real device that the sensors are almost insensitive to outside events). Thus, we consider
only the part of the device including the channel tube, the water channel, and the fuel
rod. Only that part is presented in Fig. III.1, which shows a simplified drawing of the
studied part of the test device. In the following paragraphs, we refer to the channel tube
as the “outer structure”. From a longitudinal point of view, the section upstream from
the rod is called the “inlet section”, the section downstream the “outlet section”, and the
section containing the rod the “main section”. The main section is separated from the inlet
and outlet sections by short transition sections. In these transition sections, the channel
cross-section is reduced to enable mechanical connection between the outer structure
and the rod and extensions assembly. There, the channel cross section is not annular but
consists of several holes. For the sake of understanding, an example of such a transition
cross-section is shown in Fig. II1.2.

+— Water flow direction

®  Fluid pressure sensors

Outlet Inlet
transition Coolant fluid transition
Channel tube (water)
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Figure II1.1. Simplified drawing of the test device (fuel rod in red, other structural parts in grey and
fluid in blue). Dimensions are relative to the length of the main section, L ~ 1 m. The
most external tube and the gaseous gap are not represented.

Channel outer
. Through holes
diameter

Rod
diameter

Figure I11.2. Exemple of a transition geometry with channel cross-section reduction.

Several measurement points are considered in the system. Two of them, referred as P1
and P2, are located in the inlet and outlet sections and can be considered as realistic
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measurement points, as it is actually possible to place sensors at equivalent positions
in a real device (see Fig. I11.1). Therefore, they show the actual possibilities that can be
expected from acoustic measurements in a real reactor. The other points, defined in
Sec II1.3.1, are located in the central section, or very close to it. They are used to get
information for the understanding of the studied phenomena, but placing sensors on
these positions in a real device is not assumed to be possible.

As it is the case in real devices, geometrical singularities of the channel lie between main
section and the inlet and outlet sections, because of the mechanical supports of the rod
and its extensions. The geometry is not symmetrical between the inlet side and the outlet
side, which results in different wave paths between the source and the P1 and P2 sensors,
as it is also the case in real devices.

Real devices are actually vertically inserted in the core, and water flows from the bottom
to the top. In Fig. I11.1, the inlet is on the right and the outlet on the left.

Because of non-disclosure obligation, physical values cannot be explicitly shown. Thus,
length and pressure values are given in arbitrary units. The arbitrary unit of length, referred
as A.U.L,, is defined as the length of the main section of the device (see Fig. I1I.1). The
order of magnitude of the A.U.L. is one meter. The arbitrary unit of pressure, referred as
A.U.P, is defined as the maximum value measured by the pressure sensors. The order of
magnitude of the A.U.P. is 100 bar.

l1l.2. Presentation of the EUROPLEXUS code and the
model

A 3D model of the studied system was built. This model includes a partial description of
the outer structure, of the test rod with its extensions, and of the fluid domain between
them. It also includes a compressed gas bubble in a cavity inside the rod, expanding in
the surrounding fluid through a small hole in the cladding. Here, we consider still water,
because the actual flow speed (3.4 m.s™!) is very low compared to the characteristic pres-
sure wave speed (about 1100 m.s™! in water in the test conditions). However, simulating
initially flowing water is straightforward and might be attempted in further study if needed.
Numerical simulations are computed with EUROPLEXUS software (currently abbreviated
EPX, [82]). It is a simulation software using finite-element and finite-volume methods
for fluid-structure interaction problems. An explicit time integration algorithm makes
the software especially suitable for fast transient phenomena, such as a fuel rod cladding
failure. In the present study, computation in the structure and in the fluid domain are
respectively performed with Lagrangian and Arbitrary Lagrange Euler representations,
along with gas-water interface tracking in the fluid to produce sharp pressure loading
(see [75]). Simulation duration is 2.5 ms. It is enough to observe the propagation of the
relevant waves in both the structure and the fluid (assuming that the lowest wave speed
is about 1100 m.s~! as mentioned above, which is a reasonable approximation for the
wave speed in pressurized water at 280°C and confined in an elastic tube). Calculation
time step is adaptive but the results are stored every 107® s. The full computation for
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approximately 400 000 elements requires about 230 000 s CPU (two days and a half) on a
local workstation with limited parallel resources (see [79] for parallel framework in EPX).

I11.2.1. Fluid model

Both fluid components (high-pressure gas and water) are modeled with the stiffened gas
equation of state, introduced in Sec. I1.3.2, Eq. (11.95), and reminded here:

p=-Dprle—er) —yP. (II1.1)

Damping in the fluid due to shock waves after the initial expansion of the compressed
bubble is approximated by Neumann-Richtmyer artificial viscosity (introduced in [83]).

The average axial, radial and circumferential dimensions of a fluid element in the main
section are respectively about 3 mm, 0.5 mm and 1 mm. Around geometrical singularities,
the mesh is refined.

lll.2.2. Geometry and structure

Dimensions of the model are based on the characteristics mentioned in Sec. III.1 and
shown in Fig. III.1. Although real devices often contain some small asymmetrical parts,
they have been neglected here so that the structure of the model is purely axisymmetrical,
except at the transition sections, where the through holes are symmetrical with respect to
a longitudinal plane. Neglected asymmetrical parts (mostly supports and fastenings for
sensors and wires) are located on the outer surface of the structure. Therefore, they do
not influence the behavior of the inner fluid. Thus, in order to reduce computation cost,
and assuming the studied phenomena are axisymmetrical, only a half portion of the real
system was modeled (from 0° to 180°). Therefore, while the real system has a cylindrical
shape, the model has a semi-cylindrical shape. Symmetry conditions are applied on
the cutting plane (x — y plane, with x the longitudinal axis and y a transversal axis), by
imposing the displacements normal to the plane to be zero.

In real devices, the different parts of the outer structure are welded. In the model, welded
joints are modeled as simple planar interfaces with rigid connections. Connections be-
tween the rod and its extensions at both ends are rigid. Mechanical connections between
the rod extension and the outer structure in the model are representative of real ones. The
lower rod extension (on the right of Fig. III.1) is rigidly connected to the outer structure
at the inlet transition and the upper rod extension (on the left) is pinned to the outer
structure at the outlet transition.

The fuel model is simplified in a homogeneous solid volume instead of several stacked
pellets. The cladding is modeled with shell elements (four nodes shell elements, based on
[84], and referred as “Q4GS” in EPX, see [85]), the fuel cylinder and all the other structural
parts are modeled with cubic elements (“CUBE” elements in EPX). The average axial,
radial and circumferential dimensions of an element of the outer structure around the
main section are respectively about 2.3 mm, 1.5 mm and 2 mm. Around geometrical
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singularities, the mesh is finer. Fig. I11.3 shows views of the mesh around the inlet and the
outlet transitions, where there are the most significant geometrical singularities.

Every structural part is modeled with its respective material (Zircaloy, Stainless steel, fuel
material). Small pieces such as wires, screws or sensors are neglected.

OUTLET INLET

Figure II1.3. Cutaway views of the mesh around the inlet and the outlet transitions (stainless steel
parts in grey, Zircaloy parts in red, fluid in blue).

1ll.2.3. Material properties

Material properties used for the simulation are given in tables III.1 and II1.2. They are
approximated properties of the corresponding materials at 280°C and 155 bar, which
are the average pressure and temperature in the test device and in industrial PWR. No
damping is applied to the structure. Elastic deformation only is considered.

Density | Young’s | Poisson’s
Material | (kg.m %) | modulus ratio
(GPa)
Steel 7830 176 0.3
Zircaloy 6560 78 0.4
Fuel 10500 80 0.37

Table II1.1. Structure materials’ properties

In a fluid represented by the stiffened gas equation of state, Eq.(III.1), the classical sound
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Material Density | Py Y

(kgm™3) | (Pa)

Water (liquid) 764 4500 | 1.896
Water (gas) 1 0 1.4

Table I11.2. Fluid materials’ properties

speed ¢, in an infinite domain is given by ([76]):

Cwo = l(P + Poo) (I11.2)
Pf

Then, the sound speed in liquid water at 155 bar, 280°C, is ¢, = 1075 m.s~!. This value
refers to the speed of sound in an infinite volume of fluid, it does not take any structure
into account. Sound speed in the gaseous phase (coming from the high-pressure cavity
simulating the failure, as explained in Sec. I11.2.4) has no practical importance here. Since
no phase change is simulated, the volume of the gaseous phase remains very small com-
pared to the liquid volume and stays concentrated around its initial location during the
whole simulated time.

lll.2.4. Simulation of the cladding failure effects

The objective of this study is not to achieve an accurate simulation of the failure itself, but
to obtain information about wave propagation phenomena in the specific system corre-
sponding to the test device. Hence, cladding failure is modeled in a rather simplified way.
Neither material distortion nor fuel-coolant thermal interaction are simulated. We only
reproduce the over-pressure resulting from these phenomena and propagating through
the system. To reproduce this over-pressure, a cavity was created inside the rod. That
cavity is initially filled with pressurized gas, at a higher pressure than the surrounding
fluid pressure. That gas can represent pressurized fission gas, internal steam in case of a
water-logged rod, or the pressure surge induced by fuel-coolant interaction. The contact
area between the gas in the cavity and the surrounding fluid is obtained with an aperture
in the cladding. At the beginning of the simulation, pressurized gas is instantaneously
released in the surrounding fluid, creating a pressure wave that propagates along the
system, in both directions (downstream and upstream). The cavity inside the rod is ax-
isymmetrical but the aperture in the cladding stretches only over a reduced part of the
cladding circumference and is not axisymmetrical. Thus, it results in an asymmetrical
source and enables the observation of three-dimensional effects, which is necessary to
estimate the validity of the plane wave assumption.

In the axial direction, the cavity and the cladding aperture in the model have the same
length. The results that are presented in this chapter come from a simulation computed
with an arbitrary failure position, set at 135.3-1073 A.U.L. from the lower end of the rod.
In real experiments, the position of the failure depends on the initial state of the rod and
the experimental conditions. The influence of the failure length in the model is discussed
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in Sec. I11.3.1.1.

lIl.3. Analysis of the results and physical
considerations

The results provided by the simulations can be divided in fluid-related data and structure-
related data. Concerning the fluid, the useful data is the pressure in each volume of the
domain. Concerning the structure, various values are of interest: the displacement, the
velocity and the acceleration in each direction. All of them are available at each node of
the structure domain.

Those results are intended to depict the evolution of the pressure field in the fluid and
the vibration field (either displacement, velocity, or acceleration) in the structure, along
the part of the device containing the tested fuel rod, with the final aim to be compared
with future experimental results. However, unlike the simulation results, representing
raw physical values, experimental results are affected by sensors’ responses. While the
response of commercial pressure sensors can be assumed to be flat up to 25% of their
resonant frequency (usually given by the producer), and the output of such sensors
can reliably be considered as the actual pressure (which is a simple scalar value), the
interpretation of AE sensors’ signals leads to some issues, as it will be further explained in
Sec. IV.2. Firstly, most of AE sensors are intended to be used at their resonant frequency
and have consequently a non-flat response. Secondly, the actual physical value measured
by the sensor (displacement, velocity, acceleration) and the directivity are seldom known.
Estimating the response of AE sensors is a recurrent problem that has been studied several
times (for instance [86], [87], [88]). Results depend on the model of the sensor, and
there is currently no simple solution to accurately estimate an AE sensor response. As
a consequence, the interpretation of the raw physical values provided by the numerical
simulation is suitable for signals measured by any model of fluid pressure sensors, but it
might be unsuitable for AE sensors signals. Therefore, the current chapter focuses on the
results related to pressure in the fluid. Some considerations about the structure-related
data are nevertheless presented, although they will not be directly applicable to further
experimental results. That is why the failure localization methods are tested with pressure
results only.

l11.3.1. Fluid pressure waves
11.3.1.1. Effects of the failure length

Before analyzing numerical results in details, preliminary observations regarding the
length of the simulated failures are introduced.

It is assumed that the failure length influences the resulting pressure variation in the
fluid, in both simulations and real situations. When numerical results are compared to
experimental results from a failure test in a real reactor, the failure length in the model
should be actually compared to the size of the reaction area where the over-pressure is
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produced in the real test and to the pressure profile in this area. However, the estimation
of those characteristics is not simple. The most direct information that can be provided
by tests in a real reactor are pressure histories in the inlet and the outlet section, given by
sensors P1 and P2 (assuming that measurements closer to the failure are not possible).
Depending on the possibilities in other kinds of measurements, some characteristics can
be estimated afterwards. Visual examination of the rod after the experiment can give the
approximate location of the failure but will not provide reliable information about the
initial size of the reaction area, since we do not know the kinetics of the cladding failure
and fuel ejection. Approximation of these parameters might be deduced from temperature
and energy deposit, depending on the measurement possibilities, but it would require an
extensive work that is far beyond the scope of the present study. Moreover, as shown in [8]
and [9], these characteristics significantly depend on rod properties and are difficult to
predict.

Given the large variability in the lengths of real failures, and since the accurate estimation
of the actual over-pressure area might not be possible, the comparison between simula-
tion results and future experimental results will likely require several simulation iterations
with various failure lengths. To predict the effects of the failure length on the pressure
that could be measured in the device, simulations with three different failure lengths
(3 mm, 15 mm, and 30 mm) were performed. Fluid pressure histories in the outlet and
inlet sections (at the "realizable" measurement points) obtained with the different failure
lengths are presented in Fig. I11.4. For the sake of readability, pressure variations around
the initial pressure value of 155 bar are presented rather than absolute pressure values.
Unless otherwise stated, it is the case for all pressure values in the present chapter.
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Figure I11.4. Simulated pressure at P1 and P2 for different simulated failure lengths.

The effects of the differences in the failure length are clearly shown in Fig. II1.4. The longer
the failure is, the wider the first pressure peak on the signal is. In what follows, results
obtained with a 30 mm are used. The choice is arbitrary, but, despite the noticeable
difference in the signals, the analysis methodology and the physical interpretation is the
same for any failure length.

11.3.1.2. Numerical results: Pressure history at different points

Signals used in this part are the average pressure over the cross section at defined axial
positions. As the pressure field shows in Fig. I11.5, II1.6, and II1.7, pressure waves can
reasonably be considered as plane waves. It allows the use of the cross-section average
pressure instead of the value at a point with specific angular and radial coordinates.
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Figure I11.5. Representation of the fluid pressure field in the main section at different time steps.
Approximate distances are indicated to show the figure scale. For the sake of clarity, the
structure is not shown.
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pressure
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Figure I11.6. Representation of the fluid pressure field around the outlet transition at different time
steps when the main pressure wavefront crosses the transition. For the sake of clarity,
the structure is not shown.

48



I11.3. Analysis of the results and physical considerations

Time: 0,88 ms

1 Average over-pressure
9-103 A.U.L. : s press
over the cross section
(AU.R)
)
W
\
'\.\.
" |
| ||l
Over-pressure L |
(A.UP) . LYV,
0.85-  E— (VN®
0.8 — |
0.7 —.
0.6
05 (.28 Time {ms) 20 25

Figure IIL.7. Representation of the fluid pressure field, at a distance of9-10~3 A.U.L. downstream

from the center of the outlet transition, when the main wavefront reaches the section
(at 0.88 ms).

Fig. I11.8 shows the pressure history at five different axial positions in the main channel.
Fig. I11.9 shows these positions.
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Figure II1.9. Positions of pressure history extraction points in the main section.

Each signal in Fig. I11.8 can be divided in four parts:
1. an empty part before signal arrival,
2. low amplitude waves (hardly visible on figure II1.8, see figure II1.10),
3. main wave front followed by slow pressure decrease,

4. first reflection followed by additional resonances.
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The main wave front is assumed to be the primary wave (propagation of the pressure wave
in water) and low amplitude waves appearing before the main wavefront are assumed
to be precursor waves (structural waves induced by the fluid pressure load on the walls,
propagating in the structure and radiating back into the fluid). An explanation of primary
and precursor waves is given in Chap. II, Sec. I1.3.1. Precursor waves are hardly visible in
Fig. I11.8, but we can clearly see them with a time magnification such as the example in
Fig. I11.10. They are also slightly noticeable on some frames in Fig. I11.5 and III.6.

o
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& .
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Figure I11.10. Example of precursor waves: Magnification around the precursor waves on the pres-
sure history at point C5 (535.8 - 1072 A.U.L. from the failure).

To confirm that interpretation, velocities of the observed low amplitude waves and of
the main wavefront are estimated, to be compared with theoretical values of precursor

and primary waves. Considering a pair of signals i and j, the velocity is estimated by the
following equation:
Xi—Xj
c= , (ITL.3)
At

where x; and x; are the axial positions of the sensor measuring the signal j and the sensor
measuring the signal i respectively, and At is the Time Difference Of Arrival (TDOA)
between the signals. The same formula is used for both the precursor waves and the
primary wave. The velocities are estimated for each couple of signals (like the example in
Fig. I11.11), then the average value is computed. We obtain the following average values
(with 95% confidence interval):

e For the early low amplitude waves (precursor waves): 3550 m.s~! +132 m.s™!

’

e For the main wave front: 1052 m.s™1 +9 m.s L.
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Figure I11.11. Example of TDOA estimation between two signals.

These values are quite close to the values given by the simplified theoretical model
(Sec. I1.3.1) for precursor and primary waves, 3160 m.s™! and 1062 m.s ™!, respectively. Our
interpretation can therefore be confirmed.

The channel in the main section has a quasi-constant cross section (there is only a small
and gradual increase of 40% of the cross-sectional area, upstream from the rod, due to a
change in the upper extension’s diameter). In that area, distortion of propagating wave is
therefore very low, i.e. two pressure signals extracted at two different points in that section
look very similar. In Fig. I11.8, if we look at the first peak only, all the signals look quite
similar and differ almost exclusively by time shifts (after the first peak, more significant
differences arise because of reflections on channel ends). One may especially notice that
the amplitude of that first peak is nearly constant over the six positions. At the transitions
between the main section and the inlet or outlet sections however, there are strong and
steep cross-section reductions. These reductions are necessary to make a mechanical
connection between rod extensions and outer structure and thus to hold the rod, but
they disrupt wave propagation, especially fluid pressure wave’s one. Waves propagating
from a source around the rod (such as a cladding-failure-induced pressure surge) to P1
or P2 sensors cross either the inlet or the outlet transition. Signals that are measured by
these sensors are therefore affected by the perturbation due to these geometrical changes.
Fig. I11.13 shows pressure history at several positions around the outlet transition (the
positions are shown in Fig. I11.12). First peak amplitude on downstream positions is clearly
lower than on upstream positions. That difference is due to the strong reflection at the
upstream edge of the transition. Pressure histories at the two upstream positions clearly
exhibit a second pressure peak which is related to the reflected pressure wave. It shows
that, as the wave first travels through the system, a large part of its energy stays in the
main section and does not enter the outlet sections. This phenomenon is also noticeable
in Fig. II1.6.
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Figure I11.12. Positions of pressure history extraction positions around the outlet transition.

(%}
o

Pressure (A.U.P.)

o o
[ R
A m o,

o

7 8 9 10 11
timeins x107

C1 (55102 AU.L.

upstream from the outlet sec.)

C2 (27 *103 A UL
upstream from the outlet sec.)
C3 (middle of the outlet section)

C4 (27102 AUL.
downstream from the outlet sec.)

C5(5510 %A UL
downstream from the outlet sec.)

Figure I11.13. Pressure histories at several positions around the outlet transition.

ll1.3.1.3. Application of failure localization methods to the pressure results

The simulated pressure histories are used to test some failure localization methods. To
introduce the methods, we assume we know neither the failure position nor its occurrence
time. In such a case, several simple methods to find the position are available with the
current results:
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1. Based on the TDOA of the primary wave between two points in the main section,
one downstream and one upstream from the failure. Source position is estimated
with the following expression:

(x;+xi — cpmAl)
X = — 12 P (I11.4)

with x; and x; the axial positions of the two points from which pressure histories are
extracted, At the TDOA between the two points, ¢y, the primary wave speed.

2. Based on the TDOA of the primary wave between P1 and P2. Source position is given
by the previous expression.

3. Based on the time delay between precursor waves and the primary wave at a single
point (either a point in the main section, or P1, or P2). Assuming that precursor
waves and the primary wave are created at the same point and at the same time,
source position is deduced from:

c c
d = (tym — tpe) —L (I11.5)

Cpc - Cpm
with d the distance between the source and the point from which the pressure signal
is extracted, ¢y, the primary wave speed, ¢y, the precursor wave speed, t,,, the
arrival time of the primary wave and ¢, the arrival of the precursor waves.

These methods require either an assumption about wave velocities (we can use, for
instance, the analytical formulae (I1.84) and (I1.86) or the average values deduced from our
numerical results), or an additional point to estimate them by TDOA. In the latter case, the
first two methods would require two points on one side of the failure and a third point on
the other side. The third method would require two points on the same side of the failure.

Here, these methods are applied with assumed velocities (both with analytical ones and
with the ones previously deduced from the numerical results). Hence, the first two meth-
ods require two sensors, they are therefore referred as “multi-sensor methods”, and the
third requires a single sensor only and is called “single-sensor method”. Results obtained
with the different methods are presented below. All positions are relative to the lower end
of the rod.

Multi-sensor localization with points in the main section:

The TDOA is estimated between each of the points shown in Fig. I11.8, which are down-
stream from the failure, and the point CO which is upstream from the failure (the failure is
quite close to the main section lower end, so only one upstream point is considered), as
shown in Fig. I11.9. Then, the source position is estimated with the Eq. (II1.4). The average
value is eventually calculated. Results are shown in table III.3.
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Assumed Resulting
Points Points’ TDOA wave source
positions (us) speed position

(103A.U.L) m.s) | 103AUL)

Co;C1 44.0;2229 | -1.5+2 1062 134.2 +2.8
1052+9 134.2 +2.8

Co; C2 44.0;312.7 87 £2 1062 136.0 £2.8
1052+9 136.4 +3.5

Co0;C3 44.0;402.4 182 +2 1062 1345 £2.8
1052+9 1354 £3.9

Co; C4 44.0;592.1 275 £2 1062 134.1 £2.8
1052+9 1354 +4.3

Co;C5 44.0;581.8 369 +2 1062 133.4 +2.8
1052+9 135.1 +4.8

Average 1062 1345 £2.8
1052+9 135.3 £3.6

Table I11.3. Multi-sensor localization with points in the main section - results
(Actual source position: 135.3 - 1073 AUL)

Multi-sensor localization with P1 and P2:
The TDOA is estimated between P1 and P2 and source position is deduced with eq. (I11.4).
Results are given in Tab. I11.4.

Assumed Resulting

Points Points’ TDOA wave source
positions (us) speed position

(103 A.U.L) (m.s™h) | (107°AUL)

P1;P2 | -324.8;1490.0 | 919.6 +4 1062 134.7 £3.9

10529 138.8 +7.7

Table I11.4. Multi-sensor localization with P1 and P2 - results
(Actual source position: 135.3 - 103 AUL)

Single-sensor localization
Localization results with the pressure history at different points in the main section' are
given in Tab. IIL.5.

Localization results with the pressure history at P1 or P2 are given in Tab. III.6.

Fig. I11.14 shows the localization results with the different methods, except the inconsistent
value of the single-sensor localization with P2 and numerically estimated velocities (last
row of Tab. II1.6).

1C1is not used here because it is close to the failure and the time delay between precursor and primary
waves is therefore too short to yield an accurate result.
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Time delay Assumed Resulting
Point Point’s precursor- wave source

position primary speed (m.s™!) position
(1073 A.U.L) | waves (us) cpm | Cpe (103A.U.L)

Cc2 312.6 87 +£3 1062 | 3160 150.5+4.4
1052+9(3550+132 | 161.1+8.3

C3 402.4 182 +3 1062 | 3160 143.4+4.4
1052+9(3550+132 | 160.3+10.9

C4 492.1 275 £3 1062 | 3160 133.3+4.4
1052+9(3550+132 | 156.8+13.5

C5 581.8 369 +£3 1062 | 3160 122.5+4.4
1052+9(3550+132 | 152.5+16.1

Aver. 1062 | 3160 137.4+4.4
1052+9(3550+132 | 157.7+12.2

Table I11.5. Single-sensor localization with points in the main section - results
(Actual source position: 135.3-1073 A.U.L.)

Time delay Assumed Resulting
Point Point’s precursor- wave source
position primary speed (m.s™') position
(1073 A.U.L) | waves (us) cpm | Cpe (103 A.U.L)
P1 607.3 325 £3 1062 | 3160 152.2+7.3
1052+9|3550+132 | 121.0+£19.3
P2 1874 4000 +3 1062 | 3160 6.2+7.3
1052 +9|3550+132 | 103.2+45.5

Table I11.6. Single-sensor localization with P1 or P2 - results
(Actual source position: 135.3 - 1073 AUL)
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Figure I11.14. Results of the different methods for source localization (source position in arbitrary
unit of length, defined as the length of the device main section).
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Here, using analytical velocities provides smaller uncertainties than using values deduced
from TDOA on numerical results. Actually, there is no uncertainty on the analytical wave
speeds because we could use the exact same material properties for the determination
of analytical velocities and for the numerical computation. However, in an experimental
context, there are uncertainties on material properties and consequently on the analytical
estimation of the wave speed. Depending on these uncertainties, using analytical veloc-
ities may not be more reliable than estimating them by measurements with additional
Sensors.

l11.3.2. Additional results
11.3.2.1. Additional study with a rigid structure model

An additional simulation was carried out to confirm more reliably the precursor and
primary waves interpretation, the assumption about the influence of fluid-structure
interaction on the wave velocity, and to determine if the transmission loss through the
geometrical singularities is mainly due to reflections or to the transmission to the structure.
For this simulation, the elastic structure is replaced by a perfectly rigid one. Thus, the
model includes simply the fluid domain with perfectly rigid boundaries. Any effect of the
structure response, whether dynamic or quasi-static, is therefore canceled.

This model is actually derived from a preparatory version that was parameterized for a
temperature of 20°C, unlike the final model used in the previous sections (Sec. 111.3.1),
which reproduced PWR conditions, i.e. 280°C. Elastic structure model’s results presented
in the current section for comparisons are therefore those obtained with the preparatory
version, with a temperature of 20°C. For this temperature, the sound velocity was set at
1500 m.s~ 1.

Firstly, a pressure signal extracted from the rigid structure simulation is compared to the
one of the elastic structure model, at the same position (438 mm from the failure). The
superimposition of the signals is shown on Fig. II1.15. A magnification on the beginning of
event is shown in Fig. I11.16 and highlights the fact that precursor waves do not exist when
the structure is rigid. It proves that they are actually due to the structure response and are
not artifacts induced by the numerical computation.

57



II1. Numerical approach

T
— Elastic structure
150 - Rigid structure | |
S 100
o
S
2 50
1
&
> 0
>
(@)
-50
| | | | |
0 0.5 1 1.5 2 2.5
time (s) x1073

Figure I11.15. Comparison of pressure histories at 438 mm from the failure for an elastic structure
and a rigid structure.
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Figure I11.16. Comparison of pressure histories at 438 mm from the failure for an elastic structure
and a rigid structure - Time magnification on the precursor waves.

Secondly, the primary wave velocity is calculated (by the method introduced in Sec. I11.3.1.2)
for both the elastic and the rigid structure models. An average value of 1258 m.s™! is ob-
tained for the elastic structure model, and an average value of 1500 m.s! for the rigid

structure model. The first value is lower than the one obtained with Eq. (I11.84) (introduced

in SecI1.3.1), 1410 m.s~ !, with material properties corresponding to a temperature of 20°C.
The second value is equal to the theoretical sound velocity parameterized in the simula-
tion inputs?. Qualitatively, it also means that the primary wave velocity is lower with a

surrounding elastic structure than with rigid boundaries. This is consistent with the theory

presented in Sec I1.3.1. This qualitative observation is also shown by Fig. I11.16, where the

main wavefront arrives earlier in the rigid-structure simulation (in both simulations, the

source signal is generated at time ¢ = 0 and at the same position).

2More accurately, the inputs given to the Europlexus software are the parameters involved in the stiffened
gas EOS (introduced in Sec. I1.3.2). Since those parameters are directly related to the sound velocity by
the linear formula given by Eq. (III.2), the sound velocity can be considered as an input.
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Thirdly, the evolution of the pressure profile through the outlet transition is studied to
check the geometry-related effects of the propagation through this singularity. To this
aim, the spatial evolution of the pressure profile is analyzed. To depict this evolution, the
pressure field around the transition is shown in Fig. II1.17 and the pressure histories at
different positions in the area are shown in Fig. II1.18. The positions are the same as the
ones used in Sec. I11.3.1.2 and shown in Fig. I11.12.
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0 pressure

9> (bar)
-1.2

FigureIIl.17. Evolution of pressure field around the outlet transition (rigid structure).
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Figure I11.18. Pressure histories at different postions around the outlet transition.

Those representations show that the main wavefront tends to decrease throughout its
propagation (its amplitude decreases with the distance from the source), but the effect of
the geometrical singularity is not significant. To analyse it more accurately, the variations
in the signal energy between each section are calculated for the elastic structure and the
rigid structure and are plotted in Fig. II1.19. The signal energy is defined, for a numerical
signal x(n) of size N, as:

N
E=)Y |x(n)? (I1L.6)
n=1

3The definition of numerical signal energy does not exactly correspond to physical energy. However, here,
the comparison is simply performed on ratios between signals of the same size, of the same sampling
rate and related to the same physical data. Therefore, the comparison is physically meaningful.
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Figure I11.19. Evolution of signal energies between different points around the outlet transition, for
an elastic structure and a rigid structure.

In both cases, the energy significantly decreases with the distance from the source. How-
ever, while in case of the elastic structure the decrease seems to be induced by the transi-
tion, in the case of the rigid structure, the decrease starts before the transition and stops
downstream.

In addition to that, it can be noticed that for positions far enough from the source, the
pressure histories in the fluid with rigid boundaries tend to exhibit an oscillatory charac-
teristic, unlike the pressure histories from the elastic structure simulations that keep the
same characteristic all along the system (a high peak with exponential decay followed by
random-like resonances). This difference is due to the fact that rigid boundaries implies a
total reflection of the waves in the radial direction, which spread out all along the channel
as high frequency modes with relatively high energy. On the contrary, with the response
of the elastic structure, radial reflections are attenuated and most of the emitted energy
concentrates in the main wavefront that propagates in the axial direction as a plane wave.

In the case of the rigid boundaries, the oscillatory characteristic allows to study the effects
of the propagation through the geometrical singularity in the frequency domain. To this
aim, frequency transfer functions between each section were computed. The frequency
transfer function between two points, i and j is defined as:

_Si(f)

= , I11.7
TSi(f) (L7
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where S; and S; are the Fourier transforms of the signals measured at points i and j.
Fig. I11.20 shows the transfer function between sections 1 and 2, between sections 2 and
4, between sections 4 and 5, and between sections 1 and 5. They respectively depict the
distortion due to the propagation downstream from the transition geometry, the effects
of the propagation through the transition, the distortion upstream from the transition,
and the global distortion between a point upstream and a point downstream from the
transition. They are displayed on the frequency range of [0; 200] kHz, above which the
energy is very low. The most significant effect of the transition geometry is the attenuation
over 140 kHz. It can be considered that, in the ideal case of a perfectly rigid bounded fluid,
the transition geometry acts like a low-pass filter for the pressure waves.
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Figure I11.20. Transfer functions between different positions around the outlet transition, for a rigid
structure. H; j is the transfer function between position j and position i, with i and j
corresponding to the positions presented in Fig. II1.13.

The oscillations above 150 kHz, especially noticeable in the Hs 4 transfer function, are
due to the lack of energy of C4 and C5 signals in those frequency ranges, as shown by the
Energy Spectral Density (ESD) in Fig. II1.21. The figure also highlights the difference in the
signal energy over 150 kHz between C1 and C2 on one hand, and C4 and C5 on the other
hand.
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Figure I11.21. ESD of the pressure histories at different positions around the outlet transition.

Such a frequency analysis is unfortunately not possible on the elastic structure models’
results because of the absence of oscillations in the frequency range of interest, consider-
ing this range corresponds to the oscillations due to reflections of pressure waves on the
lateral walls.

As a partial conclusion of this additional study;, it can be stated that both the fluid bound-
aries’ geometry and the structure response have an effect on the propagation of pressure
waves through geometrical singularities in the channel. The most significant effect of the
geometry can be depicted as a low-pass-filter of the pressure waves, while the presence of
an elastic structure results in a significant transmission loss in the pressure waves between
the upstream and the downstream of the geometrical singularities. However, the propaga-
tion in an ideal rigidly bounded fluid domain results in signals of a different nature than
those obtained when the fluid is surrounded by an elastic structure. As a consequence,
accurately estimating the respective effects of the geometry and the structure interaction
would require further and extensive investigations.
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111.3.2.2. Results in the structure domain

For the reasons mentioned in the introduction of Sec. II1.3, the analysis of the numerical
results focuses on the fluid pressure data. Nevertheless, the results related to the elastic
waves in the structure are presented in the current section.

Firstly, histories of all the motion components (displacement, velocity and acceleration in
the three directions) at a point in the main section (772 mm from the failure) are shown in
Fig. I11.22, I11.23 and I11.24. All the histories are superimposed to the pressure at the same
position, in order to highlight the effects of fluid-structure interaction. The results at only
one point are presented, but several points in the main section were studied as well and
led to the same observations.
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Figure I11.22. Structural displacement on the outer surface of the outer structure, at 772 mm from
the failure.
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Figure I11.23. Structural velocity on the outer surface of the outer structure, at 772 mm from the
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Figure I11.24. Structural acceleration on the outer surface of the outer structure, at 772 mm from the
failure.
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The early oscillations exhibited by ortho-radial motion components are related to transver-
sal waves, and the ones exhibited by radial and axial motions components are related
to quasi-longitudinal (also called "dilatational waves"), according to the terminology
introduced in Sec. II.1. Those waves depict the dynamic response of the structure, which
includes the effects of structural inertia, as explained in Sec. I1.3.1. In the radial compo-
nents’ histories, the effects of the main fluid pressure wavefront (ie. primary wave), which
arrives after the quasi-longitudinal waves, is also noticeable. On the radial displacement
especially, a high amplitude peak correlates with the primary pressure wave and shows
how the tube is radially stretched by the inner pressure surge. This is referred as the
quasi-static response of the structure, which is related to the elastic distortion of the tube
induced by the pressure surge but is not influenced by the structure inertia, as explained in
Sec. I1.3.1. The quasi-static response is less significant in the velocity history, and even less
significant in the acceleration. This is explained by the fact that the quasi-static response
(radial stretching) has a lower frequency than the axial structural waves, and that time
differentiation tends to emphasize high frequency variations compared to low frequency
ones.

Secondly, the same analysis is carried out on results from a point on the outlet section
and a point on the inlet sections, considered as "realizable" measurement points. They
are also located on the outer wall of the outer structure, where sensors could be actually
mounted. Only the motion components in the radial direction are presented, because
they exhibit both the quasi-static and the dynamic response of the structure, and the
intended measurements on a real device are assumed to be especially related to radial
motions. Histories of the three components are shown in Fig. I11.25 and Fig. I11.26.
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Figure I11.25. Radial motion components at a point on the inlet section, on the outer structure.
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Figure I11.26. Radial motion components at a point on the outlet section, on the outer structure.

In velocity and acceleration in the external sections, the quasi-static response is hardly
visible. However, it can be detected in time-frequency representations, as shown by the
continuous wavelet transforms (CWT) of the velocity histories (the CWT is introduced in
Sec. IV.3.3.2 and detailed in App. B) in Fig. I11.27 and II1.28.
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Figure II1.27. CWT of the radial velocity of a point on the inlet section, on the outer structure.
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Figure I11.28. CWT of the radial velocity of a point on the outlet section, on the outer structure.
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II1.4. Conclusion of the numerical simulation results

Although the detection is not obvious, it should be reminded that no structural damping
was implemented in the presented simulations (adding Rayleigh damping was attempted
but it led to an excessive computational cost). Therefore, in real experiments, an attenu-
ation of the precursor waves according to the distance from the source is expected. On
the other hand, as fluid damping is already implemented in the presented model, the
primary wave amplitude is not expected to be significantly lower in the experiments. Thus,
the dynamic response at positions far from the source would likely be less significant,
compared to the quasi-static one, in experimental results than in the current numerical
results.

l11.4. Conclusion of the numerical simulation results

Numerical simulations were computed with the EUROPLEXUS code to improve the un-
derstanding of fluid-structure interaction phenomena related to fuel cladding failure in
a nuclear reactor and, thus, to design a failure localization method based on pressure
signals analysis. Different models were used to observe the influence of some parameters,
such as the failure length, the elasticity of the structure, and material properties.

These simulations allow for the confirmation of several phenomenological assumptions.
The observation of the spatial evolution of the pressure profile proves that the plane wave
assumption is valid. It also shows that a geometrical singularity in the channel leads
to reflections of the pressure waves and, consequently, transmission loss between the
two sides of the singularity. Moreover, the time evolution of the pressure at different
points of the system exhibits two kinds of waves, referred to as precursor and primary
waves, according to the terminology used in water-hammer studies. Histories of the
motion components (displacement, velocity and acceleration) in different directions
allow to observe two types of structural waves (quasi-longitudinal and transversal), which
compose the dynamic response of the structure due to the excitation induced by the fluid
pressure surge. The motion in the radial direction also exhibits the radial stretching of the
structure generated by the inner fluid pressure surge, referred as the quasi-static response
of the tube. As a consequence, in both the fluid and the structure, the propagation of
structural waves and the propagation of the pressure surge in the fluid can be observed.
This information also shows that the approach based on three-dimensional simulations
using EUROPLEXUS, and an approach based on classical one-dimensional water-hammer
models can be considered as complementary. Indeed, on the one hand, some information
provided by the water-hammer theory (appearance of precursor and primary waves, wave
velocity values, etc) can help with the interpretation of EUROPLEXUS results, on the other
hand, EUROPLEXUS results show which simplification inherent to water-hammer models,
such as the plane wave assumption, is acceptable.

These simulations also bring quantitative information about the velocities of precursor
and primary waves, which can be estimated from the simulated signals. They were
compared to analytically determinated values and proved to be consistent with them. This
quantitative information can be of interest for the analysis of experimental results, since
the measurements that are necessary to estimate wave velocities may not be possible in a
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real reactor.

From a practical perspective, simulations show that precursor and primary waves appear-
ing in pressure signals can be used to detect and locate the failure. Thus, detections and
localizations can be achieved with a single sensor, using the time difference of arrival
(TDOA) between the two kinds of waves, although using the TDOA between the primary
waves of two different sensors’ signals provides more accurate results. Moreover, precursor
waves have a small amplitude compared to the primary waves, and, although they are
detectable in noiseless simulated signals, they might be hidden by noise in experimental
signals.

Despite the useful information provided by the simulations, some limits of the current
numerical model have been identified:

* Simulated phenomena are simplified: only the transient over-pressure due to the
failure is simulated. Material failure or distortion, fuel pieces ejection are not simu-
lated, even though they might happen in reality. This simplification is related to the
reproduction of the excitation phenomenon, but is independent from the results
related to propagation phenomena,

* Coolant fluid vaporization is not reproduced, although it affects the wave propaga-
tion. Nevertheless, such a phenomenon does not occur at every failure,

* No structural damping is implemented, which can result in an over-estimation of
the amplitude of structural waves away from the failure.

Furthermore, the numerical model still needs to be validated by comparisons with experi-
mental results. To this aim, an experimental mockup was designed and experiments are
currently being carried out. This device is introduced in Sec. IV.5. In this mockup, failure
of fake fuel rods are reproduced and resulting fluid pressure waves and vibrations are
recorded at several positions of the system. Thus, the fluid pressure profile evolution along
the system will be compared to the numerical results to validate the model presented in
the current chapter. Measurements related to elastic waves in the structure, carried out
with AE sensors, strain gauges and accelerometers, will be compared to the numerical
results in order to estimate the bias induced by the response of those sensors.

After this validation, the numerical model can be used according to the presented method-
ology for the interpretation of experimental results from tests in a real reactor. In such
a case, it will be necessary to adjust some parameters, such as the failure length and
position, to make the simulation representative of the specific test being analyzed.
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The experimental approach is a major part of the work presented in this thesis. This
approach consists of reproducing in a mockup some mechanical phenomena of interest
in order to study their effects by using methods and tools that are not available in a
real nuclear reactor. Two different experimental devices were designed and used in the
frame of this work. The first device, named RUPTUBE, was intended to test solutions for
generating tube failures (representing fuel rod cladding failures) and measuring structural
vibration effects of the failures. Results brought by that device helped the design of the
second device, named MAQAC, in which surrounding fluid flow and measurements in the
fluid were added to the tube failure system and the structural measurements. Design of
the experiments and the instrumentation systems are presented in Sec. [V.1 and Sec. IV.2.
The RUPTUBE device and experimental results are presented in Sec. IV.3 and Sec. IV.4,
and the MAQAC device is introduced in Sec. IV.5.

IV.1. Objectives, constraints and technical solutions
related to the experimental approach

Performing tests in a real nuclear reactor implies a very expensive, long and complex
preparation. Moreover, high temperature and radioactivity, which are inherent conditions
in a working reactor, prevent the use of most acoustical and vibration sensors. As a
consequence, it was not possible to carry out the experimental work intended in this PhD
in a real reactor. Therefore, it was intended to make and use a mockup of the test device
used in a research reactor. The first purpose of this mockup is to reproduce the mechanical
phenomena of interest: the cladding failure, the coolant fluid flow, and the coolant fluid
boiling. The aim is to reproduce them in a controlled way, to be able to independently
study their respective effects and mutual interactions, and without radioactivity nor
high temperature, to minimize the restrictions on sensors that can be used and on their
positions in the mockup. The second purpose is to make all the necessary measurements
possible to study acoustic and vibration effects of a tube failure with accuracy. It should
be possible to measure structural waves (low frequency vibrations and high frequency
guided waves) directly on the surface of the tube with either optical devices, such as a laser
Doppler vibrometer or a high-speed camera, or contact sensors such as accelerometers,
strain gauges, and AE sensors. Structural waves measurements should also be possible on
the outer structure. Fluid pressure wave measurements in the flowing water have to be
available around the rod as well as downstream and upstream from the rod.

Those measurements are supposed to provide signals that are slightly distorted by the
propagation between the source and the measurement point. Then, by processing those
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signals, it should be possible to accurately and reliably localize the source, to estimate the
ratio of energy transmitted to the structure and to the fluid, and get information about
wave propagation through the cladding, the surrounding fluid, and the outer structure.
The desired information is the displacement and pressure fields, the wave velocities in the
different media, and the effects of the propagation through the mechanical connections
between the rod and the outer structure and through geometrical singularities in the fluid
channel.

In addition to those objectives, the device must be simple, intrinsically safe, and easy to
use, so that a person can design and use it alone and with limited safety obligations. It
must also comply with the European pressure equipment directive ([89]).

The current section introduces the global objectives and constraints of the experimental
approach.

IV.1.1. Reproduction of the coolant fluid flow

The coolant fluid flow around the rod has several effects. The most significant ones are
the added mass and added damping, which have an impact on the vibration, rod’s FIV
(structure vibrations due to the dynamic load of the fluid on the structure), and noise
produced by flow disturbances (eddies, cavitation, bubbles, pressure surges). Moreover,
the fluid is a propagation medium for the waves that are created either in the fluid itself,
or waves in the structure that radiate into the fluid.

The fluid is therefore a propagation media as well as an acoustic or vibration source, and a
parameter impacting structure vibrations. That is why it has to be taken into account in
our study and reproduced in the experimental mockup. Like in a real research reactor, the
mockup rod is coaxially inserted in a cylindrical channel, where water flows in the axial
direction. However, several important discrepancies in materials, geometry, and hydraulic
parameters are imposed, for the reasons explained below.

The coolant fluid flow is reproduced by installing the experimental device in a water
loop. A water loop is a water system consisting of a circulation pump, instrumentation to
monitor the system (such as flow-meters, pressure sensors, temperature sensors) and, if
necessary, a cooler. That loop provides a water flow to the experimental device, whose
properties depend on the loop’s characteristics and settings.

The test section intended for this work is installed in an existing water loop that was
initially designed for the work presented in [36]. This loop works in ambient temperature
and can provide a maximum flow rate of 5 m3.h~! at a pressure of 5 bar (the pressure is
imposed by the flow rate, otherwise, cavitation may occur). Temperature and pressure
conditions in a real system (i.e. typical french PWR), are respectively 280°C and 155 bar.
Water properties are therefore different in a real system and the mockup.

Geometry and constitutive materials of the mockup structure, which can influence some
FSI and vibration phenomena, are imposed by the various technical functions of the device.
Concerning the outer tube, a transparent material is required for optical measurements
and PMMA was chosen. Its inner diameter (i.e. the diameter of the channel) is imposed
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by the size of the sensors that should be mounted on the test tube, in order to prevent any
contact between sensors and the wall of the channel. This results in an inner diameter of 21
mm. Concerning the test tube representing the rod, using real Zircaloy-4 (Zr-4) claddings
in the mockup was not possible because of costs and difficulty to obtain. Material and
dimensions of that tube will be imposed by constraints related to the failure generation, as
it will be explained in Sec. IV.1.2, and the ease of supply. At the time of the mockup’s design
phase, neither the test tube diameter nor the test tube material was definitely settled on. A
8 mm or 10 mm diameter, and stainless steel or aluminium were the likeliest choices. The
tube thickness is 0.5 mm. Thus, four possible designs of the test section were considered
and analyzed. The different considered designs are:

¢ Case 1: channel diameter = 25 mm; tube outer diameter = 10 mm, stainless steel
tube,

¢ Case 2: channel diameter = 25 mm; tube outer diameter = 8 mm, stainless steel tube,
¢ Case 3: channel diameter = 25 mm; tube outer diameter = 10 mm, aluminium tube,
¢ Case 4: channel diameter = 25 mm; tube outer diameter = 8 mm, aluminium tube.

All those constraints result in the imposed variables regarding dimensions, material prop-
erties and water loop characteristics that are presented in Tab. IV.1, for the four design
cases. This table also presents the corresponding variables in a real system and shows the
differences between the reality and the mockup possibilities.
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Real case
(standard
PWR)

Case 1
(Stainless steel,
10 mm diameter)

Case 2
(Stainless steel,
8 mm diameter)

Case 3
(Aluminium,
10 mm diameter)

Case 4
(Aluminium,
8 mm diameter)

Pressure
P (bar)

155

upto5

uptoS

uptoS

uptos

Water

747 [90]

1000

1000

1000

1000

density p ¢
(kgm™3)
Water
dynamic
viscosity p
(Pa.s)
Speed of
sound in
water ¢
(m.s™!)
Characteristic Confidential 15 17 15 17
diameter
D (mm)
Channel
cross
section
(mm?)
Characteristic Confidential
length Ly
(mm)
Flow rate
(m3.h™1)
Aver. flow
velocity u
(m.s™1)

808-107° [91] 1.1-1073 1.1-1073 1.1-1073 1.1-1073

1075 1500 1500 1500 1500

Confidential 412 441 412 441

1047 1047 1047 1047

Confidential 5 5 5 5

5.0 3.37 3.15 3.37 3.15

Table 1V.1. Dimensional analysis: variables imposed by the systems.

In order to estimate the effects of such differences, a dimensional analysis of the studied
problem is necessary. Generally, a dimensional analysis helps designers of a mockup to
achieve the optimal similarity between the mockup and a real system. Here, because of the
mentioned constraints, the main purpose of the dimensional analysis is rather to predict
and understand the discrepancies that are expected between the experimental results and
the real situation in a PWR reactor. The theoretical background for dimensional analysis
can be found in [92] or [93]. The current application is inspired from the one presented in
[94].

The following dimensional analysis was related to flow parameters and flow-induced
vibrations. Phenomena related to acoustics, failure-induced waves and water-hammer
were not regarded in this analysis.

The studied flow is a closed-conduit flow. In the main section (i.e. the section containing
the rod), the flow is confined between the outer wall of the rod (including its extensions)
and the inner wall of the external tube. At the inlet and outlet of the main section, geo-
metric singularities induce flow disturbances. The following dimensional analysis is only
applied to the area of the main section where steady state can be assumed. In the inlet
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and outlet section, only the geometric similarity is considered.
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Fluid flow analysis
In a steady state closed-conduit flow, physical values to be considered are:

* fluid velocity at the point of interest: u,
e characteristic velocity: U,

e characteristic diameter: D,

e fluid density: py,

e characteristic pressure: P,

* dynamic viscosity: L,

e characteristic time: ¢,

* characteristic length: L.

Every value has to be considered at comparable points in the real system and in the
mockup. Density and dynamic viscosity are assumed to be constant in the whole system.
The characteristic velocity U and pressure P are respectively chosen as the mean flow
velocity and the mean static pressure at the inlet of the main section. Those values will be
estimated from flow rate and pressure settings of the circulation pump. The characteristic
length Ly is the main section’s length (distance between the two rod-external structure
connections) and the characteristic diameter is the hydraulic diameter in the main section.
For an annular channel, the hydraulic diameter is defined by: D = D, — D;, where D, and
D; are respectively the outer and the inner diameter. The characteristic time # is chosen
as the inverse of the vortex-shedding frequency (see Strouhal number’s definition below).

The dimensional analysis is carried out, using Buckingham’s theorem (also called Pi
theorem), defined in [92]. The system is described by eight values. All those values
can be expressed with three fundamental units (distance, time and mass). According to
Buckingham’s theorem, the system can be described by 8-3=5 independent parameters.
There are several possible parameter combinations, but, here, a very common one is
chosen. With this combination, it yields:

u P pUD D Ly

—=0 _— = V1
( T D (IV.1)

)

U pU?

The terms appearing in that expression are usual dimensionless parameters used in fluid
mechanics. They are described in the following paragraphs.

L.
pU**
pressure force (P) and inertia force (% pU?). Euler number can depict the pressure loss due
to friction in a duct when P is chosen as the pressure drop between two points in the duct.

Euler number, Eu = The Euler number can be considered as the ratio between

Reynolds number, Re = %: The Reynolds number is related to the ratio between
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viscous forces and inertial forces. It depicts the state of the flow. When Re > 5- 103, the
flow can be considered as fully turbulent.

Strouhal number, St = %: The Strouhal number gives information about oscillating
flow mechanisms induced by structure obstacles encountered by a flowing fluid. It can
be used to determine vortex-shedding frequency according to flow speed and geometry
of the obstacle. In such a case, the time t is equal to the period of a vortex and, since the
vortex frequency f = 1/¢, Strouhal number can be expressed as St = fTD. Strouhal number
depends on Reynolds number. It is close to 0.2 over a large range of Reynolds, but the limit
of that range and the relation between Strouhal and Reynolds numbers out of this range
depends on the system. An investigation of this relation in a system rather similar to the
studied one (axial flow in a pipe with inner obstacles) is presented in [95]. This article
gives an empirical formula to calculate Strouhal number as a function of geometry and

Reynolds number:

31.69 D
St=0.2420|1+ —0.0657——|, (Iv.2)
vRe D-d

where d is the dimension of an circular orifice placed in a channel of diameter D. This
formula is used in the current work to predict the Strouhal number and, hence, the vortex
shedding frequency, which will be experimentally verified afterward.

Geometry coefficient 3f: ratio between the characteristic length in the axial direction
(for instance, we can use the length of the main section) and the hydraulic diameter.

The following criterion is not part of the dimensional analysis, but it should be checked
beforehand, to ensure that the fluid can be considered as incompressible.

Mach number, M = %: The Mach number is the ratio between the flow velocity and the
speed of sound in the considered fluid, c. It indicates whether the flow is subsonic (M < 1),
sonic (M = 1), or supersonic (M > 1). When M is low enough, the flow can be considered
as incompressible!. It is commonly stated that compressibility can be neglected when
M < 0.3 (for instance, in [92]). Moreover, a low Mach number also implies that the flow
velocity is neglictible with respect to acoustical velocities [96].

Structure vibrations analysis
Structure vibrations are depicted by the following variables:

* resting position: xp,

 displacement about the resting position: x,

Young modulus of the material: E,

¢ Poisson coefficient of the material: vy,

material density: ps,

!Compressibility can be disregarded when analyzing the flow only. This approximation is not possible for
the analysis of pressure wave propagation or other acoustic phenomena.
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e gravitational acceleration: g,
e characteristic time: t,

e characteristic length: L,

e characteristic diameter: D.

For characteristic time and length, we use the same references as for the flow analysis. For
the characteristic diameter, we choose the rod’s outer diameter. Concerning the resting
position, we can simply decide that xy = 0.

Like for the flow analysis, Buckingham’s theorem is used to describe the system with
dimensionless parameters. Once again, commonly used dimensionless parameters are
preferred. At the end, it yields:

X Losg tvVElps  xo L

_:(D ) yVey 7>y <
L s E L Y'L'D

) (IV.3)

Those parameters are described below:

. p :£: ratio between volume forces (here, as we consider the structure only, the single

Volume force is the weight) and elastic forces. In the current case, gravity effects can
be neglected, so the whole term can be as well,

. t\/Elps

7 time similitude criterion, which is the ratio between the characteristic time
and the time for elastic waves to travel the length L,

* v, the Poisson coefficient, which is a property of the material. In the present study,
it is considered constant in time and space,

o %: initial distortion. Here, it is null because we consider the initial position x; as the

null position, i.e. xp =0,

. %: geometry coefficient, which depicts the slenderness of the structure.

Fluid-structure analysis

After separate dimensional analyses of the fluid flow and of the structure vibrations,
a coupled analysis is carried out. Now, the variables defined in both the flow and the
structure analyses are taken into account. Application of Buckingham’s theorem yields:

u I (prD D P v, Xo t\/E/ps pf
u ° u 'ur prZ DL L ps V4
t\/E/ps P, '

=®.(Re, St, Eu, v,
D ps
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2 can be removed. The previously defined

L
parameters are finally obtained, and an additional one, ’;—f called the "mass ratio" is

)
S
introduced.

Since the initial distortion is null, the term

Similarity of vibration amplitudes with Burgreen’s correlation
Other methods can be used to compare flow induced vibration phenomena. Some correla-
tions were especially defined for the study of axial flow induced vibrations (some of them
are discussed in [97]), such as Burgreen’s correlation (the original reference [98] could
not be obtained, but the expression can be found in other articles, such as [99]). That
correlation was defined, and is commonly used, to study nuclear fuel rod in turbulent
flow. The reference system to scale is a cylinder with a Young modulus Er and a mass
Mpg, subjected to an axial flow of velocity U, density pr and dynamic viscosity ug. The
mockup reproducing the reference system has Young modulus Ej; and a mass M), and
is subjected to a flow of velocity Uy, density p)s and dynamic viscosity uys. Vibration
amplitudes in the real system and in the mockup are the same if the following equation is
satisfied: Un poR.5 :“1_?,0'33 E}—?o.gs Mg.lGS
Un P05 17033 033 0,165

(IV.5)

In practice, that equation allows for instance to express the velocity in the mockup, Uy,
that is needed to get the same vibration amplitudes as in the real system, as a function of
the real velocity Ugr and all the mentioned parameters.

Tab. IV.2 presents the values of the dimensionless parameters for the real case and the
different mockup design cases. Concerning the mockup design cases, parameters are
calculated with the maximum flow rate of the pump (5m3.h™1).
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Case 1 Case 2 Case 3 Case 4
Real case (Stainless steel, (Stainless steel, (Aluminium, (Aluminium,
10 mm diameter) | 8 mm diameter) | 10 mm diameter) | 8 mm diameter)
Aver. flow 5.0 3.37 3.15 3.37 3.15
velocity
(m.s™H)
Mach 4.6-1073 2.2-1073 2.1-1073 221073 211073
Eu 830 35 40 35 40
Re 2,3-10° 5.1-10% 5.4-10* 5.1-10% 5.4-10%
St 0,24 0,22 0,21 0,22 0,21
Vortex 215 49 39 49 39
frequency,
from S
(Hz)
Character | 4.7-107° 2.1-1072 2.6-1072 2.1-1072 2.6-1072
-istic time
(s)
Geometry 148 54 48 54 48
coeffi-
cient
v 0,32 0,30 0,30 0,33 0,33
Mass ratio | 7-1072 10-1072 10-1072 10-1072 10-1072

Table IV.2. Dimensional analysis: dimensionless parameters.

Table IV.3 presents the targeted and the actual ratio between the flow velocity in the
mockup (Uyps) and the one in the real case (Ug). The targeted ratio is the ratio given by
Burgreen’s correlation. If this ratio was achieved, vibration amplitudes in the mockup
and in the real case would be similar. The actual ratio is the ratio obtained considering
technical constraints of the system, such as the flow rate limit of the pump or the required
25 mm diameter channel to install sensors on the test tube.

Targeted Uy /Ug
Case according to Actual Up;/Ug
Burgreen’s correlation
1 2,41 0,93
2 2,55 0,84
3 1,80 0,93
4 1,84 0,84

Table IV.3. Ratio between flow velocities in the mockup and in the real case.

Burgreen’s correlation is therefore not achieved. However, in such a phenomenological
study, Reynolds number can be considered as the most important parameter. If Reynolds
numbers are of the same order of magnitude, it means that flows are in similar states.
Here, all considered flows are turbulent, since Re > 5-10°% in every case (see Tab.IV.2).
Furthermore, those Reynolds numbers imply close Strouhal numbers as well. Oscillation
mechanisms are therefore comparable.

It would be better to have close Euler numbers, but the high pressure applied in the real
case makes it practically impossible, given safety restrictions. Regarding the mass ratio,
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it is important to have the same order of magnitude in the real system and the mockup,
which is achieved in the four design cases.

The analysis above allows to identify factors that induce most discrepancies between the
mockup and the reality: the flow velocity, which is too low, and the channel diameter,
which is too large. Increasing the velocity in the mockup would imply higher Reynolds
number and higher vortex frequencies (equivalently, smaller characteristic time). However,
increasing the velocity needs to increase the flow rate, thus, to change the pump currently
installed on the water loop. Reducing the channel diameter would increase the velocity
without necessity of a higher flow rate, as well as increasing geometry coefficient, but, as
previously stated, it would prevent to mount sensors on the test tube. Making a second
channel tube with a smaller diameter or changing the pump can be considered for further
experiments, although it is not possible for the first experimental campaign.

In addition to those analyses, some interesting orders of magnitude regarding flow-
induced vibrations’ amplitude or spectra can be found in the literature. In [97], it is
stated that the ratio between vibration amplitudes and structure diameter is "typically
less than 1073" and "rarely exceeds 1071". Those values can help to predict the amplitude
and frequency content of the noise we are supposed to measure during experiments with
flow. In the same article, the author says (by using several anterior works) that analytical
models of the excitation produced by axial flow do not provide reliable results, except
in the case of a perfectly quiet flow. He therefore recommends to characterize exciting
pressure field by real in sifu measurements. In [100], a dimensionless spectrum of the drag
force exerted on a rod by a turbulent axial flow is displayed, giving an order of magnitude
for the expected frequency range of FIV excitation. Based on that, an excitation up to 340
Hz is expected in the mockup.

In addition to those predicted FIV, it should be also noticed that the pump rotation may
induce some noise at a specific frequency. At the maximum flow rate of the circulation
pump, its rotation speed is 2800 rpm. Therefore, noise at 47 Hz and its harmonics may
appear in the measurements.

IV.1.2. Reproduction of the cladding failure

The objective is to generate the failure of the test tube with a pressure that remains below
100 bar, for safety reasons. Moreover, the test tube must have dimensions close to real fuel
cladding’s dimensions (i.e. 9.5 mm outer diameter and 0.6 mm thickness). The closest
dimensions that are easily available on the market are 10 mm outer diameter and 0.5 mm
thickness.

Several methods can be used to generate a tube failure. The failure can be obtained with a
constant inner relative pressure by heating the tube to decrease material strength until
it fails. The use of that method is presented in [101] (in french). Since high temperature
has to be avoided in our situation, such a method cannot be used. The failure can also be
obtained by increasing the mechanical load applied to the tube. It can be achieved by the
method called Expansion Due To Compression (EDC), described in [102], or by filling the
tested tube with water and freezing it to increase the volume ([103]), or by increasing the
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pressure of an inner fluid. The latter is the most commonly used technique (for instance,
[104], [105], [106]).

To reduce the failure pressure, an initial crack is machined on every test tube. The aim
is to generate a failure by crack growth, hence a pressure failure lower than the failure
pressure in case of a simple overload on a flawless tube (for an explanation, the reader
may refer to [107]). The initial crack also offers the possibility to choose and predict the
failure location, because the tube will fail where it is the weakest: at the crack position.

A method to analytically estimate the failure pressure of a cracked tube was found in [108]
and is presented in App. C. This method allows to estimate failure pressure as a function
of the material properties (fracture toughness, whose definition can be found in [109],
and Poisson coefficient), the dimensions of the tube and the dimensions of the initial
crack. The results show that a failure under 100 bar with stainless steel or aluminium is
possible only with specific dimensional configurations. For instance, for a 10 mm outer
diameter and 0.5 mm thickness tube, made of a standard stainless steel (the average
fracture toughness of common use stainless steel is 154 MPa), and an initial crack with a
depth of half the tube wall thickness, the calculated failure pressure is slightly more than
80 bar.

For safety reasons, it was decided to use water as pressurization fluid. Water is nearly
incompressible, thus, it limits energy release and whipping when the failure occurs com-
pared to a compressible fluid such as air. Moreover, water is easily available. It also makes
possible to use a pump intended for piping hydraulic tests, which is cheaper and simpler
to use and maintain than a gas pump. The chosen model is a manual pump providing a
maximum pressure of 110 bar.

IV.1.3. Reproduction of the coolant fluid boiling

To reproduce coolant fluid boiling that is realistic enough to obtain interesting results,
heating the rod cladding would be necessary. A feasibility study was carried out and is
presented in App. D. Combining a heating system with the cladding failure system and the
water loop would result in an exceedingly complex device. Moreover, it would imply safety
constraints because of hot water. Since the boiling crisis was only an incidental topic in
the frame of this work, it was finally decided not to study it.

IV.2. Description of the instrumentation systems

One of the objectives of the experimental approach is to identify the most suitable mea-
surement devices for the observation of vibration or acoustical phenomena induced by a
cladding failure. To this end, various sensors and instruments were tested. These sensors
and the associated instruments are described in the current section.
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IV.2.1. Accelerometers

Generality about accelerometers

Accelerometers provide a signal related to their own acceleration in a given direction. If
correctly mounted on the studied structure, their own acceleration is equivalent to the
acceleration of the structure at the sensor position. Single axis and multi axis accelerome-
ters exist. They respectively provide acceleration signal in a single direction and in several
directions.

Regarding the current study, accelerometers can be mounted on the test tube and on the
outer structure. They can therefore provide direct information about the vibrations of
the test tube and the outer structure induced either by the flow, the failure or the fluid
pressure wave following the failure. They can also be used to study vibration transmissions
between the rod and the outer structure. That phenomenon is of importance regarding
the use of such sensors in nuclear environment. Indeed common accelerometers cannot
be directly mounted on a real fuel rod in a working reactor, because of radioactivity and
high temperature.

There are several technologies of accelerometers, such as piezoelectric, piezoresistive,
capacitive or MEMS. The most commonly used is the piezoelectric type. Piezoelectric type
was chosen it this work because it offers the best compromise between size, bandwidth
and strength. Because the studied structure is small and light, and the available space is
narrow, the sensors should also be small and light (otherwise, they significantly influence
the response of the structure). The main phenomenon of interest, the failure, is a transient
phenomenon. Studying such a phenomenon requires high frequency measurements.
Failure tests are destructive tests. Therefore, sensors have to be removed from the failed
tube and mounted on the next one for every test. Thus, they have to be strong enough to
withstand the repeated dismountings.

Piezoelectric accelerometers consist of a piezoelectric material cell and a damped spring-
mass system, both housed in a casing, as depicted in Fig. IV.1. As a consequence, such
a sensor has a resonant frequency, which can be tuned by adjusting mass and spring
properties. The spring-mass system is designed in a way that the sensor is especially
sensitive to a chosen direction (multiaxis accelerometers contain several spring-mass
systems). Usually, it is considered that the response of such a sensor is nearly flat up to
20% of the resonant frequency. Over that limit, the effect of resonance on the sensor’s
response becomes too significant and causes measurement errors. Therefore, a low pass
filter should be used to cut the resonant part away and to keep the flat part only. It is
recommended to use an analog filter before the amplifier instead of a post-processing
numerical filter. Otherwise, amplifier’s gain is limited by the level at the resonant frequency,
which unnecessarily reduces the level over the frequency range of interest (i.e. the flat part
of the response) and may cause the Signal-to-Noise Ratio (SNR) to be too low.
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Figure IV.1. Schematic view of a piezoelectric accelerometer and picture of a A/128/V1 miniature
accelerometer by D]B Instruments.

Piezoelectric accelerometers can work either with Integrated Electronics Piezo-Electric
(IEPE), or in charge mode. IEPE sensors contains a charge to voltage converter, so that
the charge signal coming from the high impedance output of the piezoelectric cell is
transformed into a voltage signal coming from the low impedance output of the integrated
electronics. A voltage signal generated by a low impedance source is less distorted by
transmission over long and low quality wires, through dirty connectors, and in noisy envi-
ronment. The drawback of IEPE sensors, in addition to a more complex manufacturing, is
that the sensitivity and the full-scale are imposed by the integrated electronics. Another
drawback is the impossibility to use such sensors under high temperature, but it is not a
concern in the current work. Moreover, the integrated electronics needs power. Power
is supplied as constant current by the conditioner and is carried on the same wire as the
measured signal. Constant current results in a voltage offset (called "bias voltage"), and the
sensor output signal oscillates around this offset. IEPE conditioning instruments include
a coupling capacitor to remove the continuous component due to the bias voltage before
the amplification of the signal. As a consequence, IEPE instruments cannot measure
continuous signals, which cannot be differentiated from the bias voltage?. In charge mode,
the charge output of the piezoelectric cell is directly connected to the conditioning system.
The conversion to a voltage signal, which is necessary for the final acquisition, is achieved
by a charge amplifier included in the conditioner. The dynamics of the measurement is
limited by the charge amplifier, and not by an integrated electronics like in IEPE sensors.
An external charge amplifier usually offers an adjustable dynamics, which is not the case of
IEPE circuits. However, in addition to be more sensitive to electromagnetic noise, charge
mode amplifiers response depends on wire resistivity and can be distorted by long wires
or dirty connectors.

For more information about accelerometers, the reader may refer to [110].

2The impossibility to measure continuous signals with IEPE is actually not a major drawback. Indeed, a
static or nearly static load applied to a piezoelectric cell induces a drift in the output signal. Although
drift can be removed by a proper signal conditioning or processing, other types of sensors, such as
piezoresistive sensors, are usually preferred for quasi-static measurements.
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Details about the used system

In this work, miniature IEPE accelerometers (A/128/V1 from DjB Instruments [111]) were
chosen. Their bandwidth goes up to 10 kHz, which is the highest that could be found
on miniature accelerometers market. A four-channels analog IEPE conditioner was used
(LHP/4/10 from DjB Instruments), including programmable amplifiers, high- and low-
pass filters. This system has an overall bandwidth of 0.1 Hz to 98 kHz. The output of the
conditioner is analog signal. Thus, it was connected to the USB oscilloscope described in
Sec. IV.2.5.

1V.2.2. Acoustic Emission

Generality on AE sensors

Several types of sensors are available to measure AE waves ([112]). The most common
type, which is the one used in the present work, is piezoelectric sensors. Piezoelectric
AE sensors are relatively similar to accelerometers. The main difference is that, in AE
sensors, the piezoelectric cell is not fixed to a damped spring-mass system. There is only
an homogeneous material, called backing, fixed to the back of the cell and filling the cavity,
in order to damp resonances of the sensor’s cavity and of the cell (see Fig. IV.2).

Casing—— »

Output

signal
P

Backing

Piezoelectric cell

T RO R RO

Figure IV.2. Schematic view of an AE sensor and picture of a PICO sensor by Physical Acoustics.

Contrary to accelerometers, AE sensors are intended to be used in the resonant frequency
range. For some applications, when the objective is simply to detect a specific phe-
nomenon, resonance of the sensor is wanted because it can improve the sensor’s sen-
sitivity to that phenomenon (if the resonant frequency is chosen accordingly with the
spectrum of the phenomenon). In such cases, so-called "resonant sensors" are used. In
some other cases, the sensor response is wanted to be as flat and as wide as possible, to
obtain a signal representative of the waves that actually reached the sensor and to be
able to observe different phenomena with various spectra. For that purpose, so-called
"broadband sensors" have been designed so that their response is relatively flat even in
the resonant frequency range.

A significant drawback of AE sensors is the lack of accurate and meaningful calibration.
Even though standards related to calibration methods exist ([113]), it remains unclear what
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physical value an AE sensor actually measures (displacement, velocity, or acceleration)
and to which kind of waves (longitudinal or transverse) a given sensor model is sensitive.
Those problems were studied in [86], and some alternative calibration methods were
developed ([88], [87]). However, this topic is beyond the scope of this work and neither
material nor time resources necessary to attempt alternative calibration methods were
available.

Details about the used system

In this work, broadband sensors (Pico from Physical Acoustics - Mistras [114]) have been
mainly used. A resonant sensor (D9215 from Physical Acoustics - Mistras, [115]), similar
to the sensors used in a real research reactor was also used in some tests. The obtained
measurements were actually processed as high dynamic motion measurements rather
than proper AE signals. If we consider AE in its initial definition (i.e. small energy release
during micro-structural changes inside the material, as explained in Sec. 1.2.1.1), no AE
could be clearly observed during the tests. The main observed phenomena is related
to the dynamic response of the tube to external excitation, induced by the inner fluid
pressure release and inner fluid ejection when the failure occurred. AE waves might
be superimposed to external excitation response, but AE waves magnitude is very low
compared to the one of the waves induced by external excitation. Thus, signals from AE
sensors were processed with general methods (presented in the following section, IV.3.3).
Usual AE parameters, such as hit count rate, hit duration or rise time, were not used since
they are closely related to the source phenomena, i.e. micro-structural changes. However,
methods referred as "Modal Acoustic Emission methods" ([116]), using guided waves
specificity, are closer to the methods used in this work.

During the first experiments, only one amplifier specifically designed for AE measure-
ments was available. This amplifier (2/4/6 amplifier from Physical Acoustics - Mistras,
[117]) included a high pass filter and an anti-aliasing analog filter, with respective cutoff
frequencies of 20 kHz and 1 MHz. To perform measurements with four sensors, generic in-
strumentation amplifiers were used (USB-BP-S1 from Alligator Technology, [118]). Those
included a pass-band filter with an overall bandwidth of 1 Hz to 200 kHz. Gain and filter
were fully programmable. In this document, specific AE amplifiers are referred as High
Frequency (HF) amplifiers, and generic instrumentation amplifiers as Low Frequency (LF)
amplifiers, although 200 kHz is a rather high frequency compared to usual measurement
methods in the field of structural dynamics.

At the very end of the first experimental campaign, four additional HF amplifiers could
be purchased. Therefore, a single test was performed on the first experimental device
with several HF amplifiers, to compare it with the previous tests done with LF amplifiers.
Tests with the LF amplifiers showed that enough information is contained under 200 kHz.
However, HF amplifiers showed a significant amount of energy between 200 and 500 kHz.
Over 500 kHz, the energy is negligible. As shown in Sec. IV.4.3, HF amplifiers seem to offer
slightly better results in source localization.
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IV.2.3. Strain gauges

Generality about strain gauges

Strain gauges are used to measure strain on a surface, by using piezoresistive effects.
A strain gauge consists of a thin metallic foil, fixed on a flexible substrate. When the
foil is strained, its electrical resistivity varies. Thus, by connecting the foil to a system
that measures its resistivity, and by bonding the substrate to an object, it is possible to
measure strains on the object. To efficiently measure the resistivity value of the gauge, it is
connected to a Wheatstone bridge. One or several branches of the Wheatstone bridge can
consist in gauges, and the other are simple electrical resistors. While Wheatstone bridge
circuit is the most commonly used, other gauge measurement techniques exist. Further
details and explanations can be found in [119].

Although strain gauges were initially designed for static measurement, they are commonly
used for dynamic measurements ([65], [120], [121], [35]). The bandwidth of a strain gauge
depends on its grid length (the grid refers to the measuring area of the gauge). A strain
gauge can theoretically detect wavelength down to two times its grid length. Under that
limit, a part of the grid is compressed while the other is elongated and, as a consequence,
resistivity variation of the gauge does not provide reliable information anymore. Practically,
some additional phenomena occur and make the accurate estimation of a gauge response
more complex. This topic is investigated in [122]. An important conclusion of that work is
that a 3 mm grid gauge can be used up to 300 kHz.

Strain gauges have a lot of advantages: they are relatively cheap (compared to accelerome-
ters for instance), they are technologically simple, they have a wide bandwidth and a flat
response. If correctly applied, they can give reliable information about the measured phe-
nomena (direction of the strain or types of waves, for instance), they are flexible and can
therefore be applied on structures with particular shapes (such as small diameter tubes).
However, they also have drawbacks: they are very sensitive to temperature changes, they
are not as strong as metal-housed sensors, the measured signal is a differential voltage,
and the resistivity variation of the gauge and the voltage output of the Wheatstone bridge
are usually quite low (of the order of some mV). As a consequence, great care must be
provided to the instrumentation: the Wheatstone bridge should be regularly balanced
to compensate temperature effects, excitation voltage should be carefully adjusted be-
cause a too high voltage can heat the gauge and even make it melt, low-noise wires and
instruments should be used to protect the low voltage signal, instruments with differential
inputs are necessary. An additional drawback is that strain gauge bonding is a complex
operation, and, once bonded, a gauge cannot be removed and applied to another surface.
This drawback is of importance in the case of repeated destructive tests.

Details about the used system

Two sizes of strain gauges were tested: 6 mm and 0.8 mm. A homemade Wheatstone
bridge, with integrated power supply, was built and connected to analog filters and ampli-
fiers. Later, a full conditioner and ADC system with built-in Wheatstone bridge (SIRIUS
from DeweSoft) was purchased. The advantage of the homemade system was its band-
width up to 500 kHz. The commercial system reaches 100 kHz. However the resulting
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SNR with the homemade system was quite low compared to the one obtained with the full
commercial system. If necessary, some improvements of the homemade system may en-
able it to provide less noisy signals, such as the use of shielded and differential connectors
and wires (currently, BNC connectors are used), higher quality resistors, and a properly
manufactured printed-circuit board instead of a prototype printed board.

IV.2.4. Fluid pressure sensors

Most common types of pressure sensors, for the pressure range of interest in this work
(from 1 to 100 bar), are piezoelectric and piezoresistive. The main practical differences
between piezoelectric and piezoresistive pressure sensors are related to the bandwidth.
Generally, piezoelectric sensors have a wider bandwidth than piezoresistive. However,
piezoelectric sensors are less suitable than piezoresistive sensors for static or quasi-static
measurements, for the same reason as the one mentioned in Sec. IV.2.1 about accelerome-
ters. As a consequence, piezoelectric pressure sensors are rather used to study transient
or oscillating phenomena, and piezoresistive sensors are preferred when a constant or
slowly varying pressure has to be measured.

In the presented work, both types of sensors are used. Piezoelectric sensors are used
to measure pressure fluctuations in the surrounding flow and a piezoresistive is used to
measure the pressure inside the test tube.

An important aspect of pressure sensors mounting should be noticed. To measure the
wall pressure inside a pipe, pressure sensors are usually screwed to the outer wall of the
pipe, with the sensor head pointing toward the inner wall and the sensor body staying
outside (see Fig. IV.3). Recessed-mounting and flush-mounting are possible. In the first
case, the sensor head is placed in a cavity between the inner and the outer wall of the
pipe, it is recessed from the inner wall. A small orifice connects the sensor cavity to the
inner fluid. In the second case, the head reaches the inner wall and should be aligned
as perfectly as possible to avoid flow disturbance. Flush-mounting is more suitable for
dynamic measurements because recessed mounting induces resonance effects of the
orifice and the cavity, which form a Helmholtz resonator, as explained in [123].

Sensor body

Sensor head

Cavity
Orifice

Inner fluid——»

Recessed mounting Flush mounting

Figure IV.3. Pressure sensor mountings.

88



IV.2. Description of the instrumentation systems

Details on the used piezoelectric pressure sensors

The aim of these sensors are to analyse the transient effects of the cladding failure. It is
expected to detect precursor waves (this phenomenon is described in Sec I1.3.1), primary
waves and their reflections. Large dynamics is necessary to detect primary waves and
not to saturate at primary waves arrival. A wise choice would be to use a sensor whose
highest admissible pressure is the highest pressure that can be found in the whole system
(i.e. the failure pressure of the test tube). The absolute pressure limit is therefore 110
bar, considering a maximum relative failure pressure of 100 bar (estimation based on
RUPTUBE results, presented in Sec IV.4.1), surrounding water pressure at 5 bar and an
additional safety margin of 5 bar. That sensor should also have a good enough sensitivity
to detect precursor waves, and a wide bandwidth to have a good description of transient
phenomena. A simulation was performed using a model of the mockup and the computa-
tion code Europlexus (EPX) (with the method presented in Chap. III) to obtain spectra of
pressure signals at some points in the system and estimate the frequency range of interest.
It showed that a bandwidth from 0.1 to 100 kHz would be relevant. In addition to that,
the sensor head has to be small enough to be flush-mounted on the external tube of the
mockup without troubling the flow. Resulting specifications are presented in Tab. IV.4.

Full scale | Resolution | Bandwidth Max. head
(bar) (bar) (kHz) diameter (mm)
0-110 0.01 0-100 10

Table IVA4. Initial specifications of piezoelectric pressure sensors.

Six models from three different producers were identified. Although those models are the
closest to the specifications, they do not reach all of them. Their technical characteristics
are given in Tab. IV.5.

Producer Model ref. Full scale | Sensitivity Resolution Bandwidth Head diam-
(bar) (mV/bar) (equivalent (kHz) eter (mm)
electronic
noise in bar)
Dytran 2300V5 0-345 14 5-1073 100 9.6
Dytran 2300V4 0-70 71 1-1073 100 9.6
Kistler 603CBA00350 | 0-345 14 unknown 100 9.6
Kistler 603CBA00070 | 0-70 71 unknown 100 9.6
PCB 102B22 0-345 71 1.4-1073 100 9.6
Piezotron-
ics
PCB 102B04 0-70 71 1.4-1073 100 9.6
Piezotron-
ics

Table IV.5. Characteristics of the pressure sensors available on the market.

No producer offers a sensor with a full scale close to 0-110 bar. Appropriate available
ranges are either 0-70 bar or 0-345 bar. With a 0-345 bar full scale, there is obviously
no risk of saturation. However, 0-345 bar sensors resolution is not as good as 0-70 bar

89



IV. Experimental approach

sensors®. EPX simulation results were therefore used to determine with more accuracy the
expected pressure range at sensors’ positions. They showed that the order of magnitude
of precursor waves is 0.01 bar, and that the primary wave peak is between 50 and 60 bar
for the different sensor positions.

According to those results, sensitivity of the 0-345 bar sensors is too close to precursor
waves amplitude. Measuring such waves might be impossible with those sensors. However,
the results also show no risk of crossing the 70 bar limit at the different sensors positions.
For those reasons, it was finally decided to use 0-70 bar full-scale sensors.

Details on the used piezoresistive pressure sensors

To measure the average pressure inside the test tube, high frequency response or high
sensitivity are not necessary. However, the sensor has to be able to correctly measure static
signals. The full scale of the sensor should be at least 0 to 110 bar. Common industrial
sensors with built-in electronics are suitable for those needs. For practical reasons, a
voltage mode transducer was preferred to a 4-20 mA loop (for explanation about 4-20 mA
loop, the reader may refer to [124]). The piezoresistive sensor XMEP3KOPT730 from
Schneider Electric was selected. It was powered by a ordinary AC-to-DC power supply.
Such an apparatus provides a rather noisy signal and a poor frequency response, but it is
enough to get wanted information about failure pressure.

IV.2.5. Choice of the acquisition system

The choice of the Analog-to-Digital Conversion (ADC) system depends on the number
and the characteristics of the different measurement devices (sensors and instruments),
summarized in Tab. IV.6.

3The resolution of the pressure sensors is considered as the smallest pressure fluctuation that can be
measured. It is deduced from the electrical noise and the sensitivity, which are given by the producer.
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Type of sen- | Bandwidth Output Output Needed res- | Number Specific
sors range of the | range of the | olution of chan- | needs
sensor analog con- nels
ditionner
AE 0-1 MHz +5V +12V 14 bit 5 External
constant
current
power
supply
for the
preampli-
fier
Accelerometers0-10 kHz +5V +12V 14 bit 4 IEPE in-
strument
Test tube in- | Not specici- | unknown 0-10V 8 bit 1 External
ner pressure | fied constant
sensor voltage
power
supply
Pressure 0-100 kHz + 5V for | £12V 16 bit 6 IEPE or
fluctuation IEPE  sen- charge in-
sensors sors, + strument
5000 pC
for charge
sensors
Strain 0-300 kHz ~10 mV +5V 16 bit 2 Differential
gauges voltage
measure-
ment

Table 1V.6. Acquisition needs

Two types of ADC were chosen. The first type is a general use oscilloscope (HS6 USB
oscilloscope from TiePie) and could be used with AE, accelerometers instruments and
the piezoresistive pressure sensors for the test tube inner pressure. This system was
selected for its great versatility, its relatively good resolution (14 bits) and sampling rate
(100 MHz), its low cost, and the possibility to synchronize several systems together. Since
this oscilloscope provides four measurement channels, two of them were necessary to get
an eight-channel system, which is necessary for the RUPTUBE campaign tests involving
AE sensors, accelerometers and the piezoresistive sensor for the test tube inner pressure.

To use strain gauges and piezoelectric pressure sensors, another system was necessary.
A full system, including an analog conditioner and an ADC, was chosen. This system
(SIRIUS, from DeweSoft) can be used with IEPE or charge mode piezoelectric sensors
and also includes built-in Wheatstone bridges for measurements with strain gauges and
piezoresistive sensors. It can measure simple voltage as well. Despite its versatility, its
bandwidth is limited to 100 kHz, which is smaller than the theoretical bandwidth of the
strain gauges, but still appropriate for the pressure sensors. The system has a resolution of
24 bits.
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IV.3. RUPTUBE: characterization of the setup

The RUPTUBE experimental device was designed prior to the final mockup, as a tool to
test and validate choices related to failure generation technique and instrumentation.
Experiments carried out on that device consisted basically in generating tube failure and
recording the vibration effects with several sensors installed on the device.

IV.3.1. Introduction

The first objective of the RUPTUBE (RUPtures de TUBEs, "tubes failures" in english)
experimental campaign is to check the feasibility of the technical solution for tube failure
generation, and experimentally estimate the failure pressure of tubes of various materials
(aluminium, stainless steel, PMMA) and dimensions. The considered technical solution
for failure generation is an inner pressurization of the tube. Details about this solution
were given in Sec IV.1.2.

A second objective is to test different acoustic or vibration instrumentation systems to
detect and localize the failure. The experimental campaign was also the occasion to record
vibration and AE signatures of failures on various tube samples, which can be useful in
the frame of the current study as well as in further works.

Two series of tests were carried out, the first one focused on the failure pressure estimation
objective and the second one on the instrumentation tests. The current section presents
the design of the RUPTUBE device, the experimental plans and protocols, and the results.

1V.3.2. The device

Technical specifications of the RUPTUBE device are to hold the tested tube and to allow
filling and pressurization of the fluid inside the tube. It has to enable the operator to
physically access the outer surface of the tube to install different kinds of sensors (before
or after the pressurization and the failure; the physical access during pressurization is
not necessary). Moreover, the surface must be visible to enable optical measurements
with a laser vibrometer and a high-speed camera. It also includes a protection of the
surrounding instruments and operators from water projection, tube pieces projection and
tube whipping.

The device consists in two flanges (made of stainless steel blocks), linked by four threaded
rods. The tested tube is mounted between the two flanges and connected to them by
various size adaptors. Different adaptors allow the use of tubes of different diameters and
ensure water tightness of the connections. On one flange, called "inlet flange", a fitting is
mounted to allow connection with the pump. A pressure sensor is placed between the
pump and the inlet flange to record the pressure in the pressurization system. A degassing
valve is mounted on the other flange, called "outlet flange". The flanges are designed so
that fluid can go from the pump into the tube and then to the degassing valve. That valve
is necessary to evacuate the air from the system before the pressurization and to avoid
the risk related to compressible fluids. The whole system is designed to be totally tight
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under an inner pressure up to 110 bar (assuming an outer pressure of 1 bar). The device’s
structure allows physical access to the tube, however, during pressurization, transparent
PMMA shields are placed around the device, making it physically inaccessible.

Fig. V.4 shows a global view of the device. Fig. IV.5 shows a cutaway view of the connections
between a flange, an adaptor and the tube. A picture of the setup with the device, the
pump and the assembled transparent shields is given in Fig. IV.6.

Degassing
valve

Pump
connection

Test tube
O-ring

Adaptor

Flange
O-ring

Inlet pipe

Figure IV.5. Cutaway view of a flange with an adaptor and an end of the tested tube
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Figure IV.6. Picture of the setup, from the foreground to the background: the device, the pump, the
transparent shields assembled by an aluminium structure.

Allowed dimensions for the tested tube are 6, 8, 10 or 12 mm external diameter, and a
length from 30 to 800 mm. There is no restriction on the inner diameter and the material.

Technical drawings of every part of the device can be found in App. K. A complete technical
description of the device is given in the specifications [125] (in french).

IV.3.3. Signal measurement, acquisition and processing
methodology

1V.3.3.1. Measurement and acquisition parameters

In order to get usable signals, measurement and acquisition parameters must be carefully
chosen. Before the acquisition, signals are processed by the analog conditioning system.
This system includes filter(s) and amplifier(s). Analog filters have two purposes: reducing
the signal level of unwanted frequency ranges (to remove noise or sensor resonance, for
instance), and reducing the signal above the so-called Nyquist frequency *. In the first case,
the filter can be a band-pass, high-pass or low-pass filter, depending on its actual purpose.
In the second case, it is generally a low-pass filter, although it can be a band-pass filter.
The purpose of an amplifier is mainly to enhance the SNR, by amplifying the measured
signal. The amplifier enhances the SNR only in regard to electronic, electromagnetic and
quantification noises that appear after the amplifier. The noise that is already present in
the signal as it reaches the amplifier will be amplified as well as the wanted part of the
signal. Another purpose of an amplifier is to provide an impedance adaptation between
the sensor output and the acquisition system input.

“The Nyquist frequency, fy is equal to the half of the sampling frequency, fs. It is the highest frequency of
a numerical signal sampled at the frequency f;. If an analog signal containing frequencies higher than
fn = fs/2is sampled at f;, it will result in an aliasing phenomenon, so a distortion of the signal.
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Resolution and sampling rate are the main parameters of the ADC system. Resolution is the
number of bits used to digitize the signal. The more bits are used, the larger the dynamic
range is (the dynamic range is the ratio between the highest and the smallest signal
amplitude). Several types of quantification method exist and exhibit specific relations
between resolution and dynamic range, but this topic is out of scope of the present
study. Especially when measuring shock phenomena, it is wise to use the best resolution
available. TiePie’s HS6 USB oscilloscope offers a maximum resolution of 14 bit. That
resolution was used for all the measurements performed with this ADC.

The sampling rate determines the highest frequency of the signal, as previously explained.
Therefore, the spectrum of the signal of interest must be predicted beforehand. If reliable
prediction is impossible, a too high sampling rate is better than a too low sampling rate. If
the initial sampling rate is too high, the signal can be down-sampled afterward. If it was
too low, lost information cannot be retrieved. However, a high sampling rate also implies
larger file size. In any case, the sampling frequency must be higher than twice the highest
frequency of the signal to acquire to satisfy the Nyquist-Shannon condition. To have an
accurate description of transient phenomena, a higher frequency is more appropriate.

Failure-induced signals are broadband and cover the whole bandwidth of the different
analog conditioners. That is why sampling frequencies are chosen according to the
conditioners’ bandwidths. The highest frequency of the AE amplifiers is 1 MHz, so the
sampling frequency should be of at least 2 MHz. A sampling frequency of 5 MHz is
finally chosen, because it is more appropriate to have an accurate description of the
studied transient phenomena. When accelerometers are used alone, without AE sensors,
the sampling frequency is reduced to 1 MHz (ten times the highest frequency of the
accelerometer conditioner, which is 100 kHz). Such a sampling frequency is very high
compared to the Nyquist-Shannon condition applied to the 100 kHz bandwidth of the
conditioner but, given the relative short length of the measurements, the size of the signals
sampled at that frequency still complies with the available memory space.

The high-speed camera has its own conditioner and ADC. Selecting its sampling rate
and resolution is a completely different process than with the ADC used for the sensors.
Regarding cameras, the term "resolution" refers to the number of pixels in the pictures.
Considering a constant size of the filmed area, increasing the resolution results in a better
spatial accuracy. Considering a constant spatial accuracy, increasing the resolution results
in a wider filmed area. With the used system, only predefined combinations of resolution-
sampling rate are available. In those combinations, the higher the sampling rate, the lower
the resolution. As a practical consequence, with the RUPTUBE setup, a sampling rate of
11 kHz allows a filmed area of approximately 1 cm? and a spatial accuracy of the order of

0.1 mm?.

IV.3.3.2. Post-processing methods

In this section, the different post-processing methods that are used are briefly introduced.
Details on their implementation and their results are presented in details in Sec. IV.4 and
in App. J.
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Time domain

In this work, time domain analyses are mainly used for the estimation of TDOA between
sensors, in order to localize the source of interest (such as the tube failure). Different
methods have been tried: the threshold crossing method and the time-domain cross-
correlation. Other methods were identified, but the needed time to implement them was
not available. Those methods are the semblance methods ([126]), the cumulative Shannon
entropy methods ([127]), and the Akaike Information Criterion (AIC, [128]).

Spectrum (frequency domain)

Since the studied events are transient, Energy Spectral Density (ESD) is used to analyze
their spectra, following the recommendations given in [129]. Fourier transforms, which are
necessary to compute the ESD, are computed by a Fast Fourier Transform (FFT) algorithm.

Time-frequency domain

Time-frequency visualization tools that have been used are Short-Time Fourier Transform
(STFT), smoothed Wigner-Ville distribution (classical Wigner-Ville was tried but exhibited
alot of interference when signals contained several transients) and wavelets scalogram. All
these tools are presented in [130]. STFT was used for quick previews of the signals, but not
for accurate analyses because it does not allow to have good resolutions in both frequency
and time domains, which is necessary for studying such non-stationary signals. Smoothed
Wigner-Ville distribution is computationally expensive and was therefore seldom used,
although it provided an accurate time-frequency representation of the signals. Finally,
wavelet transform was the main tool used for time-frequency visualization. Wavelets
scalograms were generated using the Continuous Wavelet Transform (CWT) implemented
in Matlab [131]. Because of redundancy of the CWT, it provides overcomplete data.
However, as it is used for visualization purpose only, that property is not a problem. To
separate specific signal components and denoise signals, Discrete Wavelet Transform
(DWT) is used.

Empirical Mode Decomposition (EMD) method (described in [132], briefly introduced in
App. A) is also used to extract signal components. This method decomposes a signal in a
set of independent functions, called Intrinsic Mode Function (IMF). In some cases, IMF
are related to different events or to different modes (structural vibration modes as well as
guided wave propagation modes) related to a single event. Here, it is expected that EMD
performed on AE sensor signals (in high frequency range) exhibit different guided wave
modes and EMD performed on accelerometer signals depict structural vibration modes,
both excited by the failure.

Prony analysis were also tried. This method can help to determine eigenfrequencies and
modal damping of structure vibration modes excited by a pulse-like source (i.e. when
the free response is measured). That method was tested with our results. It provided
modes that could be related to first flexural modes which were identified by both theory
and other experimental data processing methods (introduced in Sec. IV.3.5.2), but also
a large amount of other modes whose frequencies did match neither theoretical natural
frequencies nor peak frequencies observed in measured signal spectra. Thus, since results
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of that method have to be validated by a complementary method, it was finally not actually
used in this work. However, it could be useful for further studies (especially regarding
accelerometers measurements). It can be especially useful when it is necessary to know
damping and amplitudes of the excited modes in addition to their eigenfrequencies, or
when the system response has to be synthesized. Such objectives are nevertheless beyond
the scope of the current work.

IV.3.4. Preliminary guided wave simulations

Some simple simulations were carried out, with the CIVA software [133] (which solves the
guided-wave-related equations introduced in Sec. II.1), to get prior information about
guided waves propagation through the tested tubes. The objectives are mainly to check
some qualitative assumptions and to get dispersion curves giving wave velocities of the
different propagation modes according to the frequency. The first assumption to be
checked is that the fastest waves travel with a maximum velocity equal to the theoretical
quasi-longitudinal, given by Eq. (I.5) (introduced in Sec. II.1). The second assumption
is that dispersion effects imply important discrepancies between displacement histo-
ries of different points along the tube. Consequently, displacement histories (or any
displacement-related value, such as the velocity or the acceleration) at two different
points should not exhibit a similar pattern that is simply shifted in time.

Dispersion curves of a water-filled aluminium tube of 10 mm outer diameter and 0.5 mm
thickness are computed. Fig IV.7 shows the group velocities as a function of the frequency
of the first guided waves modes. Moreover, the non-dispersive first torsional mode is
clearly visible, with a constant velocity of 3100 m.s~!, which is the transversal wave velocity
according to Eq. (IL.5).
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Figure IV.7. Guided waves simulation: group velocities of the first guided wave modes as functions
of the frequency in a water-filled aluminium tube of 10 mm outer diameter and 0.5 mm
thickness. L(0,n), T(m,n) and F(m,n) refer respectively to the longitudinal, torsional and
flexural guided wave modes, following the terminology introduced in Sec. II.1.

To check the second assumption, a simulation of wave propagation was carried out,
considering a source at 180 mm from the end of the tube. To accurately model the
boundary conditions at the end of the tube, which have effects on the wave reflections in
the axial direction, as explained in Chap. II, Sec. II.1, it would be necessary to consider
the mechanical connections between the tube and the O-rings placed between the tube
and the adaptors (as shown in Fig. IV.5), with specific stiffness and damping according
to the directions. However, such characteristics are difficult to estimate. Compared to
classical conditions (blocked or free), it would add significant complexity to the model,
which could not be dealt with by CIVA. Therefore, the following assumptions are made:

* The O-rings are considered as perfectly rigid and the contact area between the O-
rings and the circumference of the tube is a line located at the very end of the tube.
Therefore, regarding radial direction, the tube can be considered as pinned at both
ends,

* The O-rings are greased enough to allow the tube to slide and rotate, therefore, the
condition in the axial and orthoradial directions can be considered as perfect sliding
connections.
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In terms of boundary conditions, those assumptions can defined as follows: V 0:

qr(xp, Rour,0) =0,
orr(0, Rinye) =0.

VOandV r:
aij(O, r,0) :O'ij(L, r0)=0,VY(i,]j) #(rr).

Since the real source signal induced by a failure is unknown, an arbitrary source signal
must be chosen. It was chosen in order to be a pulse-like signal. To this aim, a Hanning
shape was used, as shown in Fig. IV.8. The source is punctual and the mechanical load
applies in the radial direction only. Fig. IV.9 shows radial displacement histories at 160 mm
and 360 mm from the source. As assumed, the signals look different, although some
common patterns can be identified, such as the first wave group or the highest peak. The
traveling velocity of those two patterns were found to be respectively about 2600 m.s™!
and 1410 m.s~!, which indicates that the first one is related to the first torsional mode and
the second one is related to the first flexural mode F(1,1).

Figure IV.8. Guided waves simulation: shape of the source signal (CIVA software screenshot).
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Figure IV.9. Guided waves simulation: radial displacement histories at 160 mm and 360 mm from
the source.

While the dispersion curve is inherent to the tube’s geometry and material and does
depend neither on the source properties nor the measurement point, the simulated
displacement histories depend on the source signal, the source position and the measure-
ment points. Therefore, dispersion curve provides quantitative information that can be
used for the experimental results analysis (although the real tubes properties may differ
from the ideal ones considered for the calculations), but the simulated displacements
allow only qualitative conclusions, because neither the real source properties nor the
effects of the sensor response on the measured signals could be modeled.

IV.3.5. Preliminary tests
IV.3.5.1. Hsu-Nielsen (HN) source characterization

HN source is an artificial source commonly used to check the operation of AE sensors
or study AE waves propagation in a structure. It consists in a pencil lead break, with a
specific pencil whose shape is defined by standards (in France, the applicable standard
is NF EN 1330-9 [134]). As shown in Fig. IV.10, the lead is broken on the surface of the
studied structure and forms with that surface an angle determined by the shape of the
pencil’s end. Such a tool should result in a good repeatability. However, because using
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this tool on small diameter metal tubes is a delicate task (the lead tends to slip on the
tube surface), it was preferred to check the actual repeatability. To this end, several lead
breaks were successively done on the same tube, at the same position and recorded with
the same sensor, which was not dismounted between the different tests. These signals are
recorded with a broadband Pico sensor and a HF amplifier and sampled at 5 MHz.

Figure IV.10. A standardized HN source next to an AE sensor.

Time domain and time-frequency domain representations of four different recorded
signals are analyzed and respectively shown in Fig. IV.11 and IV.12. Here, STFT are used
for the frequency analysis, rather than Wavelet analysis, as it provides a clearer overview of
the global frequency content of the event and the good resolution provided by CWT is not
currently necessary. In addition to that, a comparison in frequency domain is performed
with the coherence function, which depicts the degree of linear relationship between the
spectra of two signals. One coherence can be computed for each pair of signals (so with
four signals, it yields six coherences). For the sake of clarity, only the average of the six
coherences is shown in Fig. IV.13.
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FigureIV.11. RUPTUBE - HN source repeatability: AE signals of four different tests.
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Figure IV.12. RUPTUBE - HN source repeatability: spectrogram of four different tests.
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Figure IV.13. RUPTUBE - HN source repeatability: average coherence between the AE sensor signal
of four different tests with the same HN source position.

Those analyses exhibit a great similarity between the different records. The average
coherence is close to 1 up to 500 kHz, decreases between 500 kHz and 1 MHz and becomes
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very low above 1 MHz. It shows that spectra of the different signals are relatively similar
to each other within the sensor bandwidth (up to 750 kHz). A low coherence outside the
sensor bandwidth is normal. As shown by the superposition of the signals in Fig. IV.14
(the signals are synchronized, using the maximum value of the cross-correlation between
Test 1 and every other test), time history of the signals are almost perfectly overlaid on each
other. For those reasons, HN on the test tubes source can be considered as repeatable.
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Figure IV.14. RUPTUBE - HN source repeatability: superimposition of signal histori