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Résumé

Depuis la fin des années 1970, les codes de mécanique des fluides numériques
sont devenus essentiels du fait de la montée en complexité de leurs applications. Les
petites échelles nécessaires pour les applications industrielles demandent souvent
des maillages fins ou de petits pas de temps. Ce qui augmente considérablement le
coût de calcul des simulations.

Pour obtenir un code de calcul plus rapide, une approche possible consiste à utili-
ser la méthode Lattice-Boltzmann. Provenant de la théorie cinétique des gaz, cette
méthode a largement gagnée en popularité parmis les mécaniciens des fluides du
fait de son faible coût et de la facilité d’implémentation de son algorithme collision &
transport. Cependant, les approximations utilisées par la méthode Lattice-Boltzmann
classique limitent son utilisation aux écoulement faiblement compressibles. Pour-
tant, quelques modèles compressibles ont été proposés. L’objectif de ce manuscrit
est d’améliorer la robustesse et la précision des méthodes Lattice-Boltzmann pour le
compressible.

Dans ce but, la méthode Lattice-Boltzmann est complètement réinterprétée comme
un schéma numérique. Ce qui permet une démonstration simple et parcimonieuse
des équations de Navier-Stokes-Fourier équivalentes en utilisant la seule hypothèse
que le pas de temps est suffisament petit. En utilisant ce formalisme, nous montrons
que l’ordre de précision ainsi que la loi de comportement mécanique du modèle
dépendent du noyau de collision utilisé. Plusieurs modèles sont étudiés et nous mon-
trons que le nombre de Knudsen n’est pas le seul paramètre à contrôler la consistance
avec le modèle de Navier-Stokes-Fourier. De plus, la capacité de l’équation d’entropie
à modéliser les écoulements faiblement supersoniques est expliquée avec des argu-
ments de la théorie des chocs classiques. Un schéma MUSCL-Hancock est ensuite
utilisé pour discrétiser l’équation d’entropie et augmenter la stabilité et la précision
par rapport aux schémas précédents.

Avec ce nouveau formalisme, un modèle basé sur la pression est proposé et validé
sur plusieurs cas tests. Ensuite, nous unifions tous les modèles compressibles précé-
demment proposés par notre groupe sous une seule formulation générale et nous
étudions les différences et choix optimaux pour les différents degrés de liberté de nos
modèles. Finalement, ce modèle unifié est validé sur des écoulements hautement
supersoniques sans chocs et faiblement supersoniques avec chocs.

Mots clés : Lattice-Boltzmann, Mécanique des Fluides Numérique, Écoulements
compressibles, Ondes de Chocs, Nombre de Mach, Analyse d’Équations modifiées,
Série de Taylor, Différences Finies, Équation d’entropie, Lois de comportement
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Abstract

Since the late 1970’s, computational fluid dynamics solvers became essentials due to
increasingly complex applications requiring fluid solutions. The small scales necessary
for industrial applications often need a very fine grid or very small timestep. This
dramatically increases the computational cost of nowadays simulations.

To design more computationally efficient solvers, a popular approach is to use
Lattice-Boltzmann methods. Originating from the kinetic theory of gases, this method
have gained a tremendous popularity among fluid dynamicists due to its cheap and
easily implemented collide & stream algorithm. However, its intrinsic assumptions
confines classical Lattice-Boltzmann solvers to weakly compressible flows. Yet, some
compressible models have been proposed. The purpose of this manuscript is to im-
prove the robustness as well as accuracy of compressible Lattice-Boltzmann models.

To this end, the Lattice-Boltzmann method is fully reinterpreted as a numerical
scheme. This allows a straightforward and parsimonious derivation of the equivalent
Navier-Stokes-Fourier system using the sole assumption of a negligible timestep.
Using this formalism, the order of accuracy is shown to depend on the collision
kernel, as well as the mechanical constitutive model. Various models are investigated
and we show that the Knudsen number is not the sole parameter controlling the
consistency with the Navier-Stokes-Fourier model. Additionally, capabilities of the
entropy equation to model low supersonic flows is explained through standard shock
wave theory arguments. A MUSCL-Hancock scheme is employed to discretize the
entropy equation and improve both stability and accuracy compared to previous
schemes.

Equipped with this new formalism, a compressible pressure-based model is pro-
posed and validated on various supersonic test cases. Then, we unify all compressible
models proposed by our group under a single formalism and investigate the differ-
ences and optimal choices for the various degrees of freedom of our family of models.
Finally, this unified model is validated on high supersonic smooth flows and low
supersonic shocked flows.

Mots clés: Lattice-Boltzmann, Computational Fluid Dynamics, Compressible Flows,
Shock waves, Mach Number, Modified Equation Analysis, Taylor Series Expansion,
Finite Differences, Entropy Equation, Constitutive Equations

5



Remerciements

Mes remerciements vont en premier lieu à ma prof de Physique-Chimie de termi-
nale, Nathalie Barde. Elle a cultivé ma curiosité pour la Physique et m’a incité à lire du
Feynman et de la vulgarisation scientifique. Je pense avec le recul que c’est un point
crucial de mon éducation parce que ce sont ces lectures qui m’ont donné goût au fait
d’apprendre et comprendre.

Je remercie aussi Pierre Boivin, Guillaume Chiavassa et Pierre Sagaut pour leur
soutien, la liberté et la confiance qui m’ont été offertes et qui ont fait que j’ai réussi à
bien m’amuser pendant ces quelques années de thèse.

De manière générale, je remercie tout le personnel et tous les doctorants du labo,
mais plus particulièrement les personnes m’ayant le plus tiré vers le haut : Song,
Thomas, Gauthier et Said.

Enfin, je remercie mes parents ainsi que Sarah de m’avoir supporté, écouté et con-
seillé lorsque j’en avais besoin.

Parce que je sais que ce manuscrit sera principalement lu par des doctorants, je
profite de la tribune qui m’est offerte pour rappeler qu’il y a un soleil au bout du
tunnel et que son éclat est d’avantage conditionné par votre combativité et votre
esprit critique durant votre thèse que par votre intelligence ou votre parcours.

De plus, il y a des priorités dans la vie, voici un peu de propagande littéraire,

— "Nous autres", Evgueni Ziamatine

— "Système 1 / Système 2 : Les deux vitesses de la pensée", Daniel Kahneman

— Tout le cycle "Hyperion-Endymion", Dan Simmons

— "La guerre des salamandres", Karel Čapek
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ṁ Arbitrary mass source

ρFα Arbitrary momentum source

ρq̇ Arbitrary energy source

e Internal energy

s Entropy

h Enthalpy

Cv , Cp Specific heats

γ Adiabatic exponent

cs Constant sound speed (for isothermal fluids)

c Sound speed

µ Dynamic viscosity

µb Bulk viscosity

λ Heat conductivity

Ma Mach number

Re Reynolds number

Pr Prandtl number

Kn Knudsen number

CFL Courant-Friedrichs-Lewy number

13



Nomenclature

∆t Timestep

∆x Spacestep

Continuous kinetic theory of gases :

cα, c Velocity coordinate

f Distribution, population

Ω Collision kernel

f eq Equilibrium distribution or Maxwellian distribution

f neq Non-equilibrium distribution

τ Relaxation time

ω Weight for Hermite polynomials

H (n) nth order Hermite polynomials

a(n) nth order Hermite moment

Π(n) nth order raw moment

Dummy variables :

φ Arbitrary variable

φ0 Initial φ

φa Analytical value of φ

φ∗ Nondimensionalized φ

∇∇∇nφ nth order tensor gradient of φ

O (φn) Of order φn , ∝φn

Lattice-Boltzmann variables

ciα αth component of the i th discrete velocity

ωi Discrete weights

fi Discrete distributions

f eq
i Discrete equilibrium distributions

f neq
i Discrete non-equilibrium distributions

Ωi Discrete collision kernels

Fi Force distributions

f i , f
neq
i Offset discrete distributions

f col
i Discrete post-collision distributions

a f ,(n)
α1...αn

nth order Hermite moment of distributions fi

Π
f ,(n)
α1...αn

nth order raw moment of distributions fi

D f ,(n)
α1...αn

nth order isotropy defect of distributions fi

θ Normalized temperature, ρθ = p/c2
s

14



Introduction

Computational Fluid Dynamics
In the history of the study and development of the discipline of fluid dynamics [1–3],

the two oldest approaches are the experimental and theoretical methods. The third
one, the computational method, is more recent. Due to increasingly fast and cheap
computations, it is nowadays possible to do numerical experiments. They consist
in reproducing fluid flows on computers using models. By doing so, it is possible to
measure and predicts the behavior of flows that are simply out of the scope of the-
oretical developments, experimental measurements, or simply financially not feasible.

This is the bright side of computational fluid dynamics (CFD). Of course, CFD comes
with a cost, modeling. Both experimental and theoretical approaches use models, but
CFD has the unique capability to provide predictions and accurate results for practical
and very complex applications based on a given set of models that were implemented
in the numerical solver. This means that one often does not have to understand the
underlying models and assumptions of a numerical code when using it. Hence, the
careful user of a numerical solver needs to keep in mind that the solution it provides
does not only comes with inevitable numerical errors, but also possibly with modeling
uncertainties. This means that CFD should remains in constant interaction with theo-
retical and experimental fluid dynamics in order to check that the assumptions and
models are consistent and that they approximate with a decent accuracy the desired
Physics.

Sometimes, multiple alternative models exist, with slightly different targeted validity.
It turns out to be the case in this manuscript, where compressible fluid dynamics is
modeled by the LBM [4] instead of the more classical Navier-Stokes-Fourier model
(NSF) [5, 6]. Indeed, the main objective of this manuscript is to explain and design
LB schemes that are able to produce robust and accurate solutions approaching the
traditional NSF fluid flow solutions. In this sense, our approach will be to bend the LB
solver in order to mimic NSF approach.

The lattice-Boltzmann Method
The LBM originates from the kinetic theory of gases. More specifically, it corre-

sponds to the space-time discretization of the Boltzmann equation [7] with discretized
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velocity space [4]. As a result, it inherited most of its theoretical background. For-
tunately, the kinetic theory of gases is a mesoscopic description of particles whose
averaging provides a macroscopic description somehow equivalent to the NSF system.
In this sense, the Boltzmann approach seems to encompass and even generalize the
NSF model to rarefied gases. In fact, the theoretical framework of the Boltzmann
equation is often used to bridge LB and NSF models. However, along the path of
doing so, we will show in this manuscript that some interpretations, assumptions
and models of the classical LB literature are not parsimonious enough and lead to
black-box models.

Yet, the LBM proved to be an efficient numerical solver for a wide variety of applica-
tions, even including non-fluid models such as the advection-diffusion equation [8,
9] which is neither a rarefied flow model nor a classical NSF model. Therefore, the
LBM originated from Boltzmann, but is now able to approximate other mathematical
models. To name just a few among surprising applications,

— Wave propagation in elastic solids [10],

— Schrödinger equation [11],

— Epidemics propagation [12],

— Finance [13],

This shows that the LB scheme have now emerged as a fully fledged numerical method
and that a gas kinetic theory interpretation of LB solver is not sufficiently inclusive.

However, one could legitimately ask : But, why is LB a research field ? Computa-
tional Science has at its disposal a vast panoply of numerical methods to solve a
given problem. However, LB, due to its algorithmic structure – linear transport with
non-linear terms evaluated locally – makes it an attractive candidate for complex
problems requiring high performance computing. In this manuscript, we only seek to
extend stability and accuracy of compressible LB solver with constraints of a relatively
compact stencil and O (1) CFL number [14]. Therefore, the actual computational cost
and other performance/efficiency considerations are completely ignored in what
follows. The interested reader about LB performances is referred to [15–20] and more
specifically to [21], where a model developed during this Ph.D was benchmarked in
the context of low Mach compressible combustion.

The lattice-Boltzmann scheme as a numerical
scheme

Our solution to the traditional black-box description of LB schemes is therefore to
ignore the kinetic description of LBM and to fully describe it as a numerical method.
We will show that this approach leads to a deductive description, saves a lot of neces-
sary a priori assumptions and allows to deduce a posteriori the range of consistency
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of a given LB scheme towards a given system of partial differential equations. To get a
new description of LB solvers, we use some classical concepts such as consistency of
numerical schemes [14, 22–24] and dimensional analysis [25–28]. In light of this de-
ductive interpretation of the LB scheme, different topics will be discussed : the choice
of discretization, the over/under-relaxation phenomenon, the mandatory conditions
for explicitness of LB schemes, Multiple Relaxation Time (MRT) kernels, their ties with
filtered/regularized kernels, boundary conditions, order of accuracy of complex LB
kernels, continuous limits, LB modeling of constitutive equations and consistency of
some nowadays LB compressible models are deduced then discussed. This represents
– to the best of the author’s knowledge – the first systematic deduction of what is
actually solved by complex LB schemes, what are the achievable NSF solutions in
term of nondimensional numbers and how higher "non-hydrodynamic" terms could
be directly tied to alternative fluid models. Note that all those deductions are based
on the sole assumption that ∆t is sufficiently small to neglect numerical errors. In
this sense, this manuscript only discusses the consistency of LB schemes, stability
being measured by numerical experiments later in the manuscript. Note that fully
numerical descriptions of LB schemes could be found in the literature prior to the
present work. However, we will show that all contributions we were able to find in the
literature fell – consciously or not – into the pitfall of a low Mach assumption and/or
into the pitfall of grid dependent nondimensional numbers.

Compressible simulations with ProLB :
"Pressure-based" and "Unified" models

Additionally to the critical review of the classical framework of LB schemes and the
proposal of its replacement by a more deductive description based on consistency
study and dimensional analysis, compressible simulations were performed on ProLB
[29]. This code is a LB code developed by a consortium of companies and laboratories
: CS Group [30], Airbus [31], Renault [32], Ecole Centrale Lyon (LMFA laboratory [33])
and Aix-Marseille University (M2P2 laboratory [34]), where the numerical scheme
design and modeling are carried out.

In order to create a fully compressible LB solver, thermal effects need to be de-
scribed. Which means that the acoustic scaling ∆x/∆t = cste is retained throughout
this manuscript instead of the diffusive scaling ∆t ∝∆x2 [4]. The thermal effects are
not naturally encompassed in classical athermal 1 LB models [4, 35–37]. To circumvent
this problem, 3 different strategies could be employed :

— Multi-speed. The first and straightforward strategy is to increase the size of
the stencil, which is also called lattice in LBM. By doing so, more points – and
equivalently more discrete velocities – are involved in the LB scheme. This allows
to encompass necessary higher order moments (energy fluxes and fluxes of the
energy fluxes) and to get an accurate total energy conservation. However, the

1. For what concerns us in this manuscript, athermal = isothermal.
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size of necessary lattices [4, 38] are of the order of more than 100 neighbors in
3D, which leads to an expensive solver.

— Double Distribution Function. The mass/momentum on one side and energy
on the other side are solved by two different sets of populations, fi and gi for
example, usually with the same lattice. This allows to keep a compact lattice but
lead to a very high number of locally defined fields, twice the number of discrete
velocities plus all macroscopic moments and transport coefficients.

— Hybrid lattice-Boltzmann. In this method, the mass/momentum on one side
are solved by a lattice-Boltzmann scheme while the energy – or any other ther-
modynamic variable – is solved as a single scalar by finite differences. This allows
to retain the low computational time of the low Mach lattice-Boltzmann method
with only one additional scalar energy solved by finite differences.

Our main target being a low computational time, the third option was retained. There-
fore throughout this manuscript, mass and momentum are solved by the set of pop-
ulations fi , and an additional thermodynamic variable – entropy or total energy – is
discretized by classical finite differences, leading to a 2 way coupled LB-FD hybrid
algorithm.

In this context, and using a numerical description of LBM, we designed a new
"pressure-based" lattice-Boltzmann scheme 2 which is able to solve mass and mo-
mentum equations coupled to an entropy equation in order to model thermal ef-
fects. This new model is then validated on academical simulations and it is shown
to be able to mimic NSF supersonic flows. A second model, named unified model,
is also designed in order to bridge between preexisting thermal LB models and the
present pressure-based model. We will see that the difference between preexisting
and pressure-based model only lie in the fourth order equilibrium moments. This
unified model is also validated on compressible test cases.

Outline of the manuscript
The detailed structure of this manuscript is as follows.

Chapter 1 : Navier-Stokes-Fourier model This Chapter is devoted to recalling
the classical NSF model used to describe the viscous compressible fluid dynamics. The
conservation of mass, momentum and energy are recalled in Sec. 1.1. The first and sec-
ond principles of Thermodynamics are provided in Sec. 1.1.1, they are used as guide-
lines to derive the additional necessary closures for the mass/momentum/energy
system. Then equations of state are discussed in Sec. 1.1.2.1 and mechanical/thermal
constitutive equations in Sec. 1.1.2.2. Using all these models leads to the closed NSF
system describing the dynamics of viscous compressible flows.

2. Pressure-based only refers to the 0th order term of the distribution. Not to be confused with the
traditional "pressure-based" naming in CFD, corresponding to some low-Mach solvers.
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Chapter 2 : From the kinetic theory of gases to the Lattice-Boltzmann
scheme This Chapter presents the usual tools to link the NSF system to the more
general Boltzmann equation. The Hilbert and Chapman-Enskog expansions are
recalled in Sec. 2.1.1, along with the less popular but equally important Grad moment
system in 2.1.2. The Gauss-Hermite quadrature is also explained in Sec. 2.2. Those are
the most important tools that allow to link the LB model to the NSF model. In Sec. 2.3,
we question and raise some concerns on the validity of the traditional LB framework.

Chapter 3 : Lattice-Boltzmann scheme In this Chapter, we discuss the LB dis-
cretization, collision kernels, boundary conditions and we also recall the necessary
step-by-step algorithm that we should follow when implementing a LB solver. First,
some properties of discretized relaxation equations are discussed in Sec. 3.1 using
a simplified 0 dimensional model. Then, the Discrete Velocity Boltzmann Equation
(DVBE) is discretized using the Crank-Nicolson (trapezoidal rule) in Sec. 3.2. The
discretization of more advanced collision kernels is discussed in Sec. 3.3. Most impor-
tant kernels for this manuscript are the MRT 3.3.1 and regularized models 3.3.2. The
classical and regularized boundary conditions for LB are explained in 3.4. The last
Sec. 3.5 is devoted to a reminder of the actual structure of a LB solver between time t
and t +∆t . Usual definitions are recalled in Sec. 3.5.1 and the step-by-step structure
in given in Sec. 3.5.2.

Chapter 4 : Taylor expansion based description of the Lattice-Boltzmann
scheme This Chapter contains the main novelty of this manuscript. In Sec. 4.1,
the Taylor expansion for a classical LB model is presented, proving the expected 2nd

order accuracy. In Sec. 4.2, the Taylor expansion procedure is applied to a generic
regularized model. The newly proposed Taylor expansion is applied to the classical
athermal LB model in Sec. 4.3, where we show that the low Knudsen assumption is not
the only necessary criterion to conclude that a given LB model is consistent to NSF. In
Sec. 4.4, the consistency of different collision kernels is discussed : BGK, regularized,
recursive regularized, hybrid recursive regularized, and traceless recursive regularized
kernels are discussed and compared to alternative constitutive models with time lag
effects mentioned in Sec. 4.4.1. The consistency of the classical thermal density-based
model is also analyzed in Sec. 4.5. Other Taylor expansions descriptions of the LB
scheme are compiled from the literature and compared to the present one in Sec. 4.6.
Lastly, some perspectives on the Taylor expansion view of LB schemes are presented
in Sec. 4.7, along with a discussion on the validity of the Taylor series truncation.

Chapter 5 : Thermal coupling with finite difference In this Chapter, we dis-
cuss how the mass/momentum LB solver is coupled to a finite difference solver in
order to restore thermal effects. Due to stability reasons, the entropy equation is
adopted, the validity of this choice is discussed in Sec. 5.1. Then the entropy scheme
is thoroughly discussed and explained in Sec. 5.2.
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Chapter 6 : Pressure-based lattice-Boltzmann model This Chapter is de-
voted to the first of the 2 models developed during this Ph.D. Its numerical scheme
is detailed in Sec. 6.1. Then, using our Taylor expansion, the formalism previously
proposed is used in Sec. 6.2 to get the continuous limit of the proposed numerical
scheme. Then, the scheme is validated in Sec. 6.3 on different test cases :

— Isentropic vortex advection in Sec. 6.3.1.

— Entropy spot advection 6.3.2.

— 1D acoustic wave propagation in Sec. 6.3.3.

— Thermal Couette flow in Sec. 6.3.4.

— Shock-wave inner structure in Sec. 6.3.5.

— One dimensional shock tube in Sec. 6.3.6.

— Shock-vortex interaction in Sec. 6.3.7.

Chapter 7 : Unified model, bridging between pressure-based and density-
based methods In this chapter, the previous density-based, pressure-based and
improved-density-based models are merged into a single formalism. In Sec. 7.1, these
previous models are extensively discussed and compared. In Secs.7.1.1-7.1.5 the
pressure-based and improved-density-based are recalled and then compared without
any force correction term. In Sec. 7.1.6, the two different yet very close strategies
employed in the density-based, p-based and improved-density-based for the force
term are explained. The unified model is proposed in Sec. 7.2, its numerical scheme
is detailed in Sec. 7.2.1, a link with fourth order Hermite polynomials is made in
Sec. 7.2.2 and the thermal coupling, shock sensor, collision kernel, and other details of
the solver are listed in Sec. 7.2.3. Lastly, this unified model is benchmarked in Sec. 7.3
on different compressible test cases :

— Isentropic vortex advection in Sec. 7.3.1.

— Entropy spot advection in Sec. 7.3.2.

— Thermal Couette flow in Sec. 7.3.3.

— 2D Riemann problems in Sec. 7.3.4.

— Double shear layer in Sec. 7.3.5.

— Shock-vortex interaction in Sec. 7.3.6.

— Shock-entropy spot interaction in Sec. 7.3.7.

Conclusion Conclusion and perspectives of what we believe should be done in
order to improve LB schemes for compressible flows.

Appendices Some additional content can be found in the appendices. The D3Q19
lattice used in this manuscript can be found in Appendix A, some details about an
attempt to discretize the total energy in conservative form are reported in Appendix
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B, initial conditions of the 2D Riemann problems can be found in Appendix C and
some details about the Linear Interaction Analysis can be found in Appendix D, a side
project carried out during this Ph.D alongside the main LB activity.
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1. Navier-Stokes-Fourier model
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In this chapter, we provide the basic equations, vocabulary and models that we
will try to discretize and approximate throughout this manuscript using the lattice-
Boltzmann method (LBM).
In Sec. 1.1, the continuous system of Navier-Stokes-Fourier (NSF) is recalled along with
related notions of Thermodynamics, equations of state and constitutive equations.
This merely serves as a reminder, for more extensive and thorough discussions, the
reader is referred to classical textbooks on fluid dynamics [5, 6, 39–41].
In Sec. 1.2, the important theorem of Vaschy Buckingham –Π theorem – is recalled.
It is a cornerstone of fluid mechanics as it formalizes the use of nondimensional
numbers. Since a lot of LB concepts and test cases are presented in nondimensional
units in this manuscript, recalling this theorem will be found to be useful.

1.1. Continuum mechanics for fluid dynamics
Mechanical engineering traditionally models the fluid by a set of partial differential

equations in conservative form, the NSF system. They correspond to physical princi-
ples of conservation of mass ρ, momentum ρuα and density total energy ρE , where
the total energy E = e +0.5u2

α is the sum of internal e and kinetic 0.5u2
α energies. In D
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1. Navier-Stokes-Fourier model – 1.1. Continuum mechanics for fluid dynamics

dimensions, the NSF system consists of D +2 equations,

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ , (1.1)

∂ρuα
∂t

+ ∂
[
ρuαuβ+pδαβ−Tαβ

]
∂xβ

= ρFα , (1.2)

∂ρE

∂t
+ ∂

[
(ρE +p)uβ+qβ−uαTαβ

]
∂xβ

= ρFγuγ+ρq̇ , (1.3)

where p is the thermodynamic pressure, Tαβ is the stress tensor and qβ is the heat
flux. Additionally, arbitrary source terms ṁ, ρFα and ρq̇ have been introduced in
order to account for coupled arbitrary models. This system of D + 2 equations is
open in the sense that there are more than 3 variables : ρ,uα,E , p,Tαβ, qα. Therefore,
additional constraints should be provided in order to close the system [42].

1.1.1. Thermodynamics principles
The first principle of thermodynamics [6, 43] states that internal energy e, entropy s

and volume v variations follow

de = T d s −pd v . (1.4)

Noting that the specific volume v is related to the density ρ by v = 1/ρ one can write
that

de = T d s + p

ρ2
dρ . (1.5)

Considering Eq. (1.5) as the definition of entropy s and using Eqs. (1.1-1.3) one can
prove that

ρT
(∂s

∂t
+uβ

∂s

∂xβ

)
+ ∂qγ
∂xγ

−Tαβ

∂uβ
∂xγ

= ρq̇ +ṁ(
u2
γ

2
−e − p

ρ
) . (1.6)

Using Eq. (1.6), the second principle could be replaced [5, 44] by the local inequality

Tαβ

∂uβ
∂xα

− qα
T

∂T

∂xα
≥ 0, (1.7)

Because either the first or second term of Eq. (1.7) could locally vanish, both should
be independently positive, which leads to some constraints on Tαβ and qα.

1.1.2. Closure models
Thanks to the first and second thermodynamic laws Eqs. (1.5,1.7), we can close

the system of equations (1.1-1.3). These closures are known as equations of state and
constitutive equations.
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1.1.2.1. Equations of state

Let us first notice that Eq. (1.5) provides a link between 3 thermodynamic variables
e, s and ρ, however, links with variables T and p are still missing. This gap is bridged
by employing the empirical caloric and thermal equations of state [43] that ties density
ρ and temperature T on one side and internal energy e and pressure p on the other
side. They are expressed by

e = e(ρ,T ) , (1.8)

p = p(ρ,T ) . (1.9)

Providing that those two functions p(ρ,T ) and e(ρ,T ) are known, using Eqs. (1.5,1.8,1.9)
one can compute e, s, ρ, T and p by only knowing 2 variables among them. Because
density ρ and internal energy e are already implicitly embedded in Eqs. (1.1-1.3), we
must only add Eqs. (1.5,1.8,1.9) to fully describe all links between thermodynamic
variables. Additionally, equations of state usually employ specific heats at constant
volume and pressure, Cv and Cp ,

Cv = ∂e

∂T
, Cp = ∂h

∂T
, (1.10)

where h = e+ p
ρ is the enthalpy [6]. The ratio of specific heats is known as the adiabatic

exponent γ and is defined by

γ= Cp

Cv
. (1.11)

Throughout this manuscript, 2 different equations of state will be mentioned.

Athermal/isothermal gas law. Because this model assumes a constant tempera-
ture T , the caloric equation of state is unnecessary, only pressure p is linked to density
ρ throughout

p = ρc2
s , (1.12)

where cs is the constant sound speed. This describes a barotropic fluid [44] and no
energy equation is necessary, the mass conservation Eq. (1.1) is sufficient to describe
the whole thermodynamic behavior. Note that the word athermal is extensively used
in the LB literature. In a context of CFD, it should be considered as equivalent to
isothermal.

Ideal gas law. This is the most widely known equation of state for compressible
flows. Pressure p is linked to the density ρ and temperature T throughout the ideal
gas law

p = ρr T , (1.13)
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where r = R/W is a gas dependent constant [5, 6, 39], R is the universal gas constant
and W the molecular weight. Internal energy e is computed as

e =
∫

Cv (T )dT +e0 , (1.14)

while the specific heats verifies

r =Cp (T )−Cv (T ) . (1.15)

This EOS is said to describe a perfect gas when Cp = const and an ideal gas when
Cp =Cp (T ). In this sense, all perfect gas are ideal ones.

1.1.2.2. Constitutive equations

With a complete description of the links between thermodynamic variables, we can
now address the last few variables we need to describe. These are the stress tensor
Tαβ and heat flux qα. Functions Tαβ =Tαβ(p,T,uα) and qα = qα(p,T,uα) are known
as mechanical and thermal constitutive equations. When those functions are set to 0,

Tαβ = 0, (1.16)

qα = 0, (1.17)

the system is closed and corresponds to the Euler system. Except for the Euler very
simple case, let us now restrict ourselves to isotropic fluids, i.e. fluids without any
preferred direction.

Stress tensor Tαβ. The internal frictions of a fluid is modeled by Tαβ. This phe-
nomenon only happens when velocity gradients are non-zero. Therefore, Tαβ could be
searched as a power series of velocity gradients. When those gradients are sufficiently
low, we can assume that higher order derivatives than first order ones are negligible
and that stress tensor Tαβ only depends linearly on those first order gradients.

One could argue that velocity gradients are not negligible in compressible flows and
especially in shocks. But one also have to remember that shocks are extremely thin
regions in which continuum mechanics assumptions underlied by Eqs. (1.1-1.3) are
no longer valid [45]. Moreover, the internal structure of a shock – its thickness being
of the order of the mean free path [46, 47] – is never numerically resolved. Therefore,
additional modeling of Tαβ for very high gradients seems unnecessary because it will
never be properly resolved in regions where it could make a difference.

Additionally, Tαβ should vanish while performing a solid rotation of the fluid with
constant angular speedΩr such that u =Ωr ×r . Which means that only some specific
combinations of velocity gradients are allowed [5, 6]. For a newtonian [40] fluid, the
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most general form that verifies all those assumptions is

Tαβ =µ
[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

3

∂uγ
∂xγ

]
+µbδαβ

∂uγ
∂xγ

, (1.18)

where the shear viscosity µ and bulk viscosity µb (sometimes called volume viscosity
[5, 41]) have been introduced. These coefficients respectively accounts for stresses due
to deformations without change of volume and isotropic expansions/compressions
[40]. In order to verify the second principle Eq. (1.7), both viscosities should be posi-
tive, µ≥ 0 and µb ≥ 0. Generally speaking, viscosities are instantaneous functions of p
and T [5, 6]. Note that while µwas extensively studied and modeled [6], physical mod-
els and measures of µb are often difficult to obtain [48]. Therefore, while the Stokes
hypothesis µb = 0 is known to be physically inaccurate for most non-monatomic
gases, it is practically used in numerical simulations and implicitly corresponds to the
ansatz of the coincidence between thermodynamic and mechanical pressures [41,
48].

Heat flux qα. Similarly to the stress tensor, because heat flux should be a function
of temperature gradients, we model qα by a power series of gradients of temperature.
For sufficiently low gradients, this sum can be truncated to its first term ∝ ∂T /∂xα.
Additionally, for an isotropic fluid, no preferred direction can be distinguished, which
means that the only possible heat flux qα verifying all our assumptions is

qα =−λ ∂T

∂xα
. (1.19)

In order to satisfy the second principle Eq. (1.7), the heat conductivity should verifies
λ≥ 0.

1.1.3. Closed Navier-Stokes-Fourier System
Collecting Eqs. (1.1-1.3) and Eqs. (1.8-1.19) we end up with a fully closed system of

evolution equations,

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ , (1.20)

∂ρuα
∂t

+ ∂
[
ρuαuβ+pδαβ−Tαβ

]
∂xβ

= ρFα . (1.21)

∂ρE

∂t
+ ∂

[
(ρE +p)uβ+qβ−uαTαβ

]
∂xβ

= ρFγuγ+ρq̇ , (1.22)
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with additional instantaneous equations

Tαβ =µ
[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

3

∂uγ
∂xγ

]
+µbδαβ

∂uγ
∂xγ

, (1.23)

qα =−λ ∂T

∂xα
, (1.24)

e = e(ρ,T ) , (1.25)

p = p(ρ,T ) . (1.26)

This system describes the evolution of density ρ, momentum ρuα and density total
energy ρE over time, all other variables (e.g. e, p, T , Tαβ and qα) are known functions
of the conservative variables ρ, ρuα and ρE . This system is our target, and we would
like to design LB schemes being able to discretize Eqs. (1.20-1.26).

1.2. Vaschy Buckingham Theorem, or Π Theorem
This section is devoted to a fundamental tool of both Physics and Mechanics, the

BuckinghamΠ Theorem [25–28, 49]. This tool allows to reduce the number of param-
eters to its bare minimum and to identify which parameters are really important in a
given situation. Due to its fundamental nature, this theorem and its consequences
will be used all along this manuscript without even mentioning it.

Assume a given problem, with an initial condition, its geometrical bodies, its bound-
ary conditions, its external forces, etc... This problem involves k fundamental units (m,
kg, s, ...) and is fully described by n dimensional parameters a1, ..., an (inlet velocity,
length of a body, wall temperature, ...) such that the system of equations that describes
the physical problem can be written as

f (a1, ..., an) = 0, (1.27)

Then, it is possible to define n−k non-dimensional parametersπ1, ...,πn−k by combin-
ing the n dimensional parameters a1, ..., an and Eq. (1.27) can be equivalently replaced
by a more simple system

g (π1, ...,πn−k ) = 0, (1.28)

whose solution now only depends on n−k parameters. Assuming two given problems
described by f (a1, ..., an) and f (a′

1, ..., a′
n), their solutions are said to be similar if their

non-dimensional numbers are identical, π1 = π′
1, ...,πn−k = π′

n−k . The Physics of a
problem should not depends on the employed system of units and is more easily
described by n −k parameters than by n. The non-dimensional system is the one that
allows to manipulate only n −k parameters. We will use it almost systematically in
this manuscript. Non-dimensional parameters being traditionally used in Mechanics,
most – if not all – of the test cases are preferably presented with classical adimensional
numbers – Mach, Reynolds, Prandtl or Knudsen – as primary parameters rather than
m.s−1 velocities or K temperatures.
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Another point that should be mentioned about the Π theorem is its implicit and
traditional use in a lot of the LB literature throughout the so-called lattice units ∆x = 1
and ∆t = 1. While theΠ theorem ensures that all systems of units are equivalent, some
of them are clearly preferable than others. Being humans, we are unfortunately subject
to making a lot of mistakes, while setting ∆x = 1 and ∆t = 1 may be convenient in
numerical codes, it may create misunderstandings about the fundamental equations
describing the LBM. By getting used to see a 1 instead of a∆t , one can easily forget that
an implicit∆t is actually here, instead of a 1, which could lead to basic misconceptions
about the method. In order to avoid those misconceptions, lattice units are not used
in this manuscript. Instead, an arbitrary system of units is selected where ∆x and ∆t
can have any desired values.

Note that in this manuscript, 4 nondimensional numbers will be regularly encoun-
tered ;

— The Mach number Ma = u/c , which corresponds to the ratio between the veloc-
ity and the sound speed [5, 6].

— The Reynolds number Re = ρuL/µ, which corresponds to the ratio of the viscous
and convective characteristic times [6, 40].

— The Prandtl number Pr =Cpµ/λ, which is the ratio between viscous and heat
diffusion effects [5, 6].

— The Knudsen number Kn = Lm f p /L, corresponding to the ratio between parti-
cles mean free path and macroscopic length [6, 7, 46, 50]. Knudsen, Mach and
Reynolds are also linked by the von Kármán relation Kn ∝ Ma/Re.

1.3. Recap
In this Chapter, the classical NSF system along with its usual closures were recalled.

In this manuscript, this system is considered as the target system we are trying to
approximate. Therefore, it was of utmost importance to detail and explain those
closures, in order to be able to compare it with LB models. In this sense, the NSF
system is considered as the reference and we try to design LB models approaching this
system of equations. Additionally, important notions of dimensional analysis were
recalled.
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The first ever reported LB model is due to [51]. It was interpreted by the authors as
“an alternative technique to the lattice-gas automata for the study of hydrodynamic
properties” and was simultaneously corresponding to a finite difference discretization
of a simplified Boltzmann equation [7, 45].

More than its similarities with lattice-gas automata it is its link with the Boltzmann
equation that was retained by the scientific community. Nowadays, the LBM emerged
as an independent CFD technique. Being intrinsically related to the Boltzmann equa-
tion, this research field inherited from viewpoints and interpretations stemming from
the kinetic theory of gases. This chapter is devoted to recalling the conventional
viewpoint presented in textbooks and meant to describe and understand the LBM.

To this end, the chapter is organized as follows: in Sec. 2.1, some concepts of the
kinetic theory of gases are recalled. The Hilbert and Chapman-Enskog expansions
along with the Grad moment system and the importance of Hermite polynomials
are also discussed. Secondly, velocity space is discretized in Sec. 2.2 leading to the
discrete velocity Boltzmann equation (DVBE). In the last part of this chapter, Sec. 2.3,
are emphasized some vulnerabilities of the classical LB framework presented here.
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2.1. Kinetic theory of gases and continuous
Boltzmann equation

A flow is usually modeled on a macroscopic scale using continuum mechanics and
more specifically the NSF system [5, 6, 40], Eqs. (1.20-1.26). This viewpoint was recalled
in Chapter 1. Another choice is to model on the molecular level by describing particles
trajectories, which is not affordable for simulations on contemporary computers
since the Avogadro constant [43] is of order 6.022×1023, which means that too many
particles and therefore trajectories should be simultaneously described. An affordable
choice is therefore to use a mesoscopic description in which is described the number
of particles rather than particles itself.
Defining the density ρ(t , x) as the mass per unit volume of particles at time t and
position x , a generalized mesoscopic density can be written as f (c , t , x). Traditionally
called distribution or population, it corresponds to the mass per unit volume at time t
and position x of particles moving with velocity c . Therefore, the total mass per unit
volume of particles at time t and position x is

ρ(t , x) =
∫

f (c , t , x)dc . (2.1)

Considering contributions c f from all velocities c to the momentum lead to

ρ(t , x)u(t , x) =
∫

c f (c , t , x)dc , (2.2)

where u(t , x) is the macroscopic velocity of the fluid, corresponding to the classical
velocity variable described by continuum mechanics in Chapter 1. Similarly, the total
density energy ρ(t , x)E(t , x) of the fluid can be recovered from distribution f (c , t , x),

ρ(t , x)E(t , x) =
∫

|c |2 f (c , t , x)dc . (2.3)

Total energy contains two contributions 1
2ρ|u|2 f and 1

2ρ|c −u|2 f that respectively
correspond to the kinetic energy (bulk motion of particles) and the internal energy e
(thermal random motion of particles).
Equations. (2.1-2.3) are called moments of the distribution f . Thanks to those mo-
ments, physical properties of the fluid are known at (t , x) as long as f (c , t , x) is also
known. Therefore, the evolution over time of moments ρ, ρu and ρE is entirely con-
tained in the evolution of f . The question is now to model properly the evolution
equation driving f . Particles and hence distributions f are subject to changes from
only two different physical phenomena,

— The first one is the free streaming of particles, describing the motion of particles

with velocity c , modeled by a linear advection operator ∂ f
∂t + cα

∂ f
∂xα

.

— The second one is the collision of particlesΩ( f ), which encompasses non-linear
phenomena such as collisions, hardness of particles and intermolecular forces
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acting remotely as a function of intermolecular distance [7, 45].

Equating these two terms into a single equation yields the Boltzmann equation,

∂ f

∂t
+ cα

∂ f

∂xα
=Ω( f ) , (2.4)

which is the equation describing the distribution evolution for a given type of particles
(hard spheres, soft spheres, Maxwell molecules, etc [45]) associated to a collision
kernelΩ( f ). It is important to note that all thermodynamic and hydrodynamic mod-
els serving to close the system of conservation equations in continuum mechanics,
namely the thermal p = p(ρ,T ) and caloric e = e(ρ,T ) equations of state, mechanical
T =T (∇u) and caloric q = q(∇T ) constitutive laws are emerging phenomena of the
choice of molecules and intermolecular potential, which are entirely modeled inΩ( f ).
For this reason, it is often said that all physical models (equations of state, constitutive
equations, see Sec. 1.1.2) are encompassed in the collision kernel Ω( f ). A crucial
specificity of the collision model Ω( f ) is that it should conserve mass, momentum
and energy, which is equivalent [45] to∫

Ωdc = 0,
∫

cΩdc = 0,
∫

|c |2Ωdc = 0. (2.5)

In the literature, 1, c and |c |2 play an important role and are referred to as collision
invariants. From those collision invariants, one can analytically [4, 7, 45] show that a
particular solution of the Boltzmann equation Eq. (2.4) is the equilibrium distribution
f eq , also known as Maxwellian, which is solution ofΩ( f eq ) = 0 and can be expressed
in 3D by

f eq = ρ

(2πr T )3/2
e−(|c−u|2)/2r T . (2.6)

When f = f eq , the fluid is said to be at equilibrium. Fig. 2.1 shows the Maxwellian
distributions for different Ma and sound speed

√
γr T , with ρ = 1 and γ= 1.4.
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Figure 2.1. – Maxwellian distributions for different sound speeds and Mach numbers.
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√
γr T = 0.75 ;

√
γr T = 0.9, ;
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Therefore, the non-equilibrium distribution f neq is defined as

f neq = f − f eq . (2.7)

Additionally, because of Eqs. (2.5), equilibrium distribution also verifies that

ρ =
∫

f eq dc , ρu =
∫

c f eq dc , ρE =
∫

|c |2 f eq dc . (2.8)

The first and historical collision modelΩwas obtained by Boltzmann himself [52] and
corresponds to a hard spheres gas with vanishing intermolecular potential. However,
a simpler yet satisfactory model is often used, the Bhatnagar-Gross-Krook (BGK) [53]
model,

ΩBGK = −1

τ
f neq . (2.9)

In which f relaxes towards f eq with a characteristic relaxation time τ. This approxi-
mation reasonably holds when f does not departs too much from f eq [50], regardless
of the value of the Knudsen number Kn.
Being theoretically able to describe rarefied [45] to continuum [6] gas flows, one
would expect the Boltzmann Eq. (2.4) to reproduce NSF solutions in the asymptotic
Kn ¿ 1 limit. This link between continuous NSF equations and continuous Boltzmann
equation is not straightforward and usually needs a perturbation analysis which is by
construction only valid for some specific cases [54–56]. We shall recall hereafter some
historical methods allowing to link the kinetic Boltzmann equation to the continuum
NSF system.
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2.1.1. Hilbert and Chapman-Enskog expansions
The question of a systematic derivation of the NSF system from kinetic theory is

owed to Hilbert [57, 58]. Its first attempt is based on the assumption that Kn ¿ 1 and
that the collision characteristic time can be expressed as τ= Kn τ̃ with τ̃=O (1). The
rescaled Boltzmann-BGK equation then reads

Kn

(
∂ f

∂t
+ cα

∂ f

∂xα

)
=−1

τ̃
( f − f eq ) . (2.10)

A singular perturbation procedure [59] is then performed by taking the limiting case
Kn → 0. Then, we can search for the solution f as an infinite expansion,

f =
∞∑

n=0
Knn f (n) = f (0) +Kn f (1) +Kn2 f (2) + ... , (2.11)

where all f (n) are O (1). Making the hypothesis that Eq. (2.11) is convergent we insert
it inside Eq. (2.10). Then by assuming a scale separation between orders in Kn and
collecting terms by orders we end up with an infinite hierarchy of equations

f (0) − f eq = 0, (2.12)

−1

τ̃
f (n) = ∂ f (n−1)

∂t
+ cα

∂ f (n−1)

∂xα
, (2.13)

with n > 0. This hierarchy of equations, called Hilbert expansion, exhibits some
remarkable properties. The first equation confirms that the zeroth order distribution
f (0) should match the equilibrium distribution f eq . The second equation shows that
the nth equation depends on the (n −1)th distribution only in a sequential manner.
Then, by truncating at any order n in the infinite expansion it is possible to get an
approximate solution of Eq. (2.10). It is reported by literature [7, 60] that the problem
of this procedure is that it fails to capture very steep gradients because a nth order
truncated Hilbert expansion would exhibit a (n +1)th order space derivative in its
leading error, indicating that a high degree of smoothness is necessary for Hilbert
expansion to converge. In other words, regions with high gradients such as boundary
layers or shocks [7, 37, 60] may not be properly described by Hilbert procedure, which
is ill-equipped to deal with such applications. A way to circumvent this problem is to
use the Chapman-Enskog expansion [7, 60] instead of the Hilbert expansion.
The only difference with the Hilbert expansion lies in the fact that the time derivative
is now also expanded,

∂ f

∂t
=

∞∑
n=0

Knn ∂ f

∂tn
= ∂ f

∂t0
+Kn1 ∂ f

∂t1
+Kn2 ∂ f

∂t2
+ ... , (2.14)

where ∂/∂tn denotes the contribution from the nth order to the physical time deriva-
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tive ∂/∂t . Plugging Eqs. (2.11, 2.14) inside Eq. (2.10) leads to

Kn

( ∞∑
n=0

Knn ∂

∂tn
+ cα

∂

∂xα

)[ ∞∑
m=0

Knm f (m)
]
=−1

τ̃

([ ∞∑
m=0

Knm f (m)
]
− f eq

)
. (2.15)

Assuming a scale separation between orders in Kn and collecting terms by orders we
end up with a new infinite hierarchy of equations. The 3 leading orders in Kn now read

f (0) − f eq = 0, (2.16)

−1

τ̃
f (1) = ∂ f (0)

∂t0
+ cα

∂ f (0)

∂xα
, (2.17)

−1

τ̃
f (2) = ∂ f (1)

∂t0
+ ∂ f (0)

∂t1
+ cα

∂ f (1)

∂xα
. (2.18)

Again, the zeroth order distribution satisfies f (0) = f eq , but a slight difference ap-
pears in higher orders, the nth equation now depending not only on the (n − 1)th

but also on any (n − m)th order with m < n. Similarly to the Hilbert expansion,
this recursive behavior means that Chapman-Enskog expansion only addresses low-
Knudsen solutions with f depending only implicitly on time via the macroscopic
variables appearing inside the Maxwellian Eq. (2.6). In other words, the Chapman-
Enskog expansion only describes solutions f (t) with autonomous time dependen-
cies f

(
ρ(t ),u(t ),T (t ),∇∇∇nρ(t ),∇∇∇nu(t ),∇∇∇nT (t )

)
with ∇∇∇n the 0th to nth order rank space

derivatives. More general solutions f are simply out of the scope of the Chapman-
Enskog expansion [61]. The next step is to take successive moments of this infinite
hierarchy. Integrating the first three order moments of Eq. (2.17) leads to the Euler
equations

∂ρ

∂t0
+ ∂ρuα

∂xα
=−1

τ̃

∫
f (1)dc , (2.19)

∂ρuα
∂t0

+ ∂
[
ρuαuβ+δαβp

]
∂xβ

=−1

τ̃

∫
cα f (1)dc , (2.20)

∂ρE

∂t0
+ ∂

[
ρuβ(E +RT )

]
∂xβ

=−1

τ̃

∫
cβcβ f (1)dc . (2.21)

Similarly, the first three order moments of Eq. (2.18) lead to

∂ρ

∂t1
+

∫ (
∂

∂t0
+ cβ

∂

∂xβ

)
f (1)dc =−1

τ̃

∫
f (2)dc , (2.22)

∂ρuα
∂t1

+
∫ (

∂

∂t0
+ cβ

∂

∂xβ

)
cα f (1)dc =−1

τ̃

∫
cα f (2)dc , (2.23)

∂ρE

∂t1
+

∫ (
∂

∂t0
+ cβ

∂

∂xβ

)
cαcα f (1)dc =−1

τ̃

∫
cβcβ f (2)dc , (2.24)

which can be interpreted as a correction to the Euler equations Eqs. (2.19–2.21),
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Boltzmann
Chapman Enskog−−−−−−−−−−−−→



• O (Kn1) : Euler
• O (Kn2) : Navier-Stokes-Fourier
• O (Kn3) : Burnett
• O (Kn4) : Super-Burnett
• ...

Table 2.1. – Schematic view of the hierarchy of models produced by different trun-
cations of the Chapman-Enskog expansion. O (Knn) means that nth and
higher orders are neglected.

leading to the NSF system of equations. Note that this system is not closed yet because
we do not know how to evaluate

∫
Ψ f (n)dc with n > 0 and Ψ = [1, cα, cαcα]. The

Chapman-Enskog expansion being a formal search of Boltzmann equation solution
any constraint can be used to close the system. Thus, solvability constraints [4, 37] are
applied, ∫

Ψ f (n)dc = 0, n > 0. (2.25)

This is an essential step of the Chapman-Enskog expansion because it allows to
close the system and prevents the infinite hierarchy to impact the orders of interest
n = 0, 1, 2 corresponding to mass, momentum and energy. Using the solvability
conditions, neglecting higher orders and collecting Eqs. (2.19–2.24) the NSF system
can be deduced,

∂ρ

∂t
+ ∂ρuβ

∂xβ
=O (Kn2) , (2.26)

∂ρuα
∂t

+ ∂
[
ρuαuβ+δαβp

]
∂xβ

+ ∂

∂xβ

∫
cβcα f (1)dc =O (Kn2) , (2.27)

∂ρE

∂t
+ ∂

[
ρuβ(E +RT )

]
∂xβ

+ ∂

∂xβ

∫
cβcαcα f (1)dc =O (Kn2) , (2.28)

this system being closed [4] by moments of Eq. (2.17) to obtain stress-tensor
∫

cβcα f (1)dc
and heat flux

∫
cβcαcα f (1)dc . To summarize, in order to perform this simple Chapman-

Enskog expansion the convergent nature of the f expansion Eq. (2.11) and its trun-
cation, the scale separation between orders in Kn, the BGK collision kernel and the
solvability conditions Eq. (2.25) were assumed to be valid. Note that by truncating
the Chapman-Enskog expansion, different macroscopic models can be obtained, as
summarized in Table 2.1.

2.1.2. Grad moment system
Aside the well known Chapman-Enskog expansion, another attempt to link the

Boltzmann equation to the continuum mechanics was performed by Grad [62]. It is
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of historical importance for LBMs as it introduced the use of Hermite polynomials
H (n) to analyze the Boltzmann equation. The main idea is to project the distribution
f onto the Hermite polynomials [63] basis composed by nth order rank symmetric
tensors H (n) of nth degree polynomials in c , leading to

f (c) =ω(c)
∞∑

n=0

1

n!
a(n) : H (n)(c) , (2.29)

where the weight ω(c), the nth order Hermite moment a(n) and Hermite polynomial
H (n) have been used,

a(n) =
∫

H (n) f dc , ω(c) = 1

(2π)3/2
e−c ·c/2 , H (n)(c) = (−1)n

ω(c)
∇∇∇nω(c) . (2.30)

Let us make the assumption that the relevant physical phenomena we are interested
in are sufficiently well modeled by a N th order truncation of f , Eq. (2.29),

f (N )(c) ≈ω(c)
N∑

n=0

1

n!
a(n) : H (n)(c) . (2.31)

Note that unlike the Hilbert and Chapman-Enskog methods, the Grad moment tech-
nique explores every possible Boltzmann equation solutions when N →∞ thanks to
the completeness of the Hermite basis. Now, let us consider any finite value N . It
means that f (N ) can be equivalently described by a finite set of independent moments
a(0), ..., a(N ). In other words, injecting Eq. (2.31) into the Boltzmann Eq. (2.4),

∂ f (N )

∂t
+ cα

∂ f (N )

∂xα
=Ω( fN ) , (2.32)

and taking moments of this system leads to a finite set of moments equations which is
completely equivalent to Eq. (2.32). This system describes the temporal evolution of
variables a(0), ..., a(N ). Equivalently, different moments could be introduced, known as
raw momentsΠ(n),

Π(n) =
∫

(c)n f dc . (2.33)

In which case, taking raw moments of Eq. (2.32) provides a system of evolution equa-
tions for variablesΠ(0), ...,Π(N ). This is exactly what has been done by Grad in 1949
to form the Grad-13 system of equations [37, 62]. This system is a set of 13 different
moments corresponding to massΠ(0), momentumΠ(1)

α , total energy/stress-tensorΠ(2)
αβ

and energy fluxΠ(3)
αββ

. Therefore, the Grad-13 system can be written in two equivalent

formats, the first one is
∂ fG13

∂t
+ cα

∂ fG13

∂xα
=Ω( fG13) , (2.34)
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and the second one,

∂Π fG13,(0)

∂t
+ ∂Π

fG13,(1)
α

∂xα
= 0, (2.35)

∂Π
fG13,(1)
α

∂t
+
∂Π

fG13,(2)
αβ

∂xβ
= 0, (2.36)

∂Π
fG13,(2)
αβ

∂t
+
∂Π

fG13,(3)
αβγ

∂xγ
=

∫
cαcβΩ( fG13)dc , (2.37)

∂Π
fG13,(3)
αββ

∂t
+
∂Π

fG13,(4)
αββγ

∂xγ
=

∫
cαcβcβΩ( fG13)dc . (2.38)

(2.39)

While a link between macroscopic equations and Boltzmann equation has already
been produced throughout the Hilbert or the Chapman-Enksog expansions presented
in Sec. 2.1.1, Grad’s interpretation using Hermite polynomials presents an undeniable
advantage : given a certain truncated expansion Eq. (2.29), it provides without any
assumptions the equivalent set of macroscopic equations, which is of course not
exactly the NSF system presented in Chapter 1.

2.2. Gauss-Hermite quadrature and velocity space
discretization

Now that a bridge has been established between macroscopic equations and the
Boltzmann equation, let us discuss discretization. Continuous solutions f (c , t , x)
are evolving in a 7-dimensional space made of t , x, y , z, cx , cy and cz . In order
to implement an efficient LB solver, one should discretize all of these 7 different
parameters. The first one we are interested in is the velocity space corresponding to
c = (cx ,cy ,cz ). Physically, velocity c appearing in Eq. (2.4) is the velocity of particles, or
molecular velocity. For most particles, c is expected to be of the order of u, the mean
velocity of the flow. Because of thermal random motion, some particles are going
faster or slower than u, nevertheless, the relevant physical information is physically
expected to be mainly localized around c ≈ u. An indication of the dispersion of
particle velocities around c ≈ u is the sound speed

√
γr T , as it can be seen on Fig. 2.1.

The sound speed is related to the energy embedded by random thermal motions [6,
43, 45, 46]. Assuming that physical information carried by extremely low and high
speeds c compared to u is negligible means that f can be assumed to be non-zero
only on a finite interval of velocities c whose the characteristic value is controlled by
u and characteristic width by

√
γr T .

However in order to keep the physical kinetic interpretation, the velocity space dis-
cretization would be expected to map with a sufficient amount of points at least the
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finite portion of the velocity space c "around" the particular value u. In practice,
this is not the kind of arguments that was retained to serve as guideline during the
discretization process of c . Instead, to mimic a lattice gas automaton [64], discretized
velocities ciα are taken as integer values of the characteristic numerical velocity ∆x

∆t .
In LB, the velocity space is usually poorly discretized, typically only using a 3 points
stencil in 1D. Indeed, the amount of discrete velocities ciα is kept as low as possible in
order to reduce computational costs. A comparison between the Maxwellian equi-
librium distribution and the LB D1Q3 equilibrium can be seen on Fig. 2.2, where we
clearly see that the discretized equilibrium is only captured by 3 points. In fact, these
lattice points are always chosen such that mass, momentum and total energy are the
same between the discretized and continuous equilibrium.
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Figure 2.2. – D1Q3 discretized versus continuous Maxwellian Eq. (2.6).
The discretized distribution is built such that its discrete 0th , 1st and
2nd order moments exactly match the equivalent continuous moments
of the continuous Maxwellian. For 0th order it means that areas of red
rectangles are identical to areas below the black curves.

Additionally, velocities are chosen such that the LB stencil made of q discrete veloc-

38



2. From the kinetic theory of gases to the lattice-Boltzmann scheme – 2.2.
Gauss-Hermite quadrature and velocity space discretization

ities verifies the following symmetry/isotropy properties [4, 63, 65],

q−1∑
i=0

ωi = 1, (2.40)

q−1∑
i=0

ωi ciα = 0, (2.41)

q−1∑
i=0

ωi ciαciβ = c2
s δαβ , (2.42)

q−1∑
i=0

ωi ciαciβciγ = 0, (2.43)

q−1∑
i=0

ωi ciαciβciγciδ = c4
s

(
δαβδγδ+δαγδβδ+δαδδβγ

)
, (2.44)

q−1∑
i=0

ωi ciαciβciγciδciδciε = 0, (2.45)

where cs =∆x/(
p

3∆t ) is the lattice sound speed, corresponding to the actual sound
speed for athermal models, ciα is the discretized velocity and ωi is the discretized
lattice weight that ensures that any N th order polynomial P (N )(ciα) exactly verifies∫

ω(c)P (N )(c)dc =
q−1∑
i=0

ωi P (N )(ci ) . (2.46)

The highest order N = M verifying Eq. (2.46) is said to be the quadrature order of the
lattice. Noting that computing the K th order moment of the Lth order distribution
function means that a (K +L)th order polynomial is involved, we see that K +L should
necessarily be smaller or equal to M – the quadrature order of the lattice – in order to
verify exactly

a f ,(n)
α1...αn

=
q−1∑
i=0

H (n)
iα1...αn

fi =
∫

H (n)
iα1...αn

fi dc , (2.47)

Π
f ,(n)
α1...αn

=
q−1∑
i=0

ciα1 ...ciαn fi =
∫

ciα1 ...ciαn fi dc . (2.48)

Which are consequences of Eq. (2.46) for the 2 particular casesωi P (N )(ci ) =H (n)
iα1...αn

fi

and ωi P (N )(ci ) = ciα1 ...ciαn fi (ci ). Note that the perfect matching between discrete
sums and continuous integrals in Eqs. (2.47,2.48) is mandatory for at least n = 0, 1, 2
in order for fi to still match mass/momentum/energy definitions Eqs. (2.1,2.3) on a
poorly discretized velocity space.

In lattice Boltzmann, a d dimensional lattice with q velocities is referred to as DdQq .
Most notorious lattices are D1Q3, D2Q9, D3Q19 and D3Q27. They are called standard
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lattices and only involve the first layer of neighboring points, which makes them
computationally cheap, which is why they are often used in LB simulations. However,
these lattices exhibit a low quadrature order of 5. This means that using a 3r d order
equilibrium distribution, only moments up to 2nd order are properly captured by the
lattice. Higher order moments, such as some 3r d order ones would not be accurately
computed. This is due to the fact that because a DdQq lattice only exhibits q degrees
of freedom, it also corresponds to only q Hermite polynomials and therefore only
q independent moments can be described by DdQq . Other moments are linear
functions of the q independent moments. A very simple example can be found in

[4]. Let us consider a D2Q9 lattice, then ciα ∈ {−1, 0, +1} ∆x
∆t such that c3

iα =
(
∆x
∆t

)2
ciα,

leading to

Π
eq
ααα =

8∑
i=0

c3
iα f 3,eq

i =
(
∆x

∆t

)2 8∑
i=0

ciα f 3,eq
i =

(
∆x

∆t

)2

Π
eq
α . (2.49)

This shows an example in which a 3r d order moment is linearly dependent on one
of the q independent lower order moments. This is not supposed to happen and
it introduces errors. For standard lattices it directly introduces an error in both the

energy equation and the stress tensor through D f ,(n)
α...αn

which is traditionally called
isotropy defect, see here the 3r d order isotropy defect,

D f ,(3)
αβγ

=
∫

cαcβcγ f dc −
q−1∑
i=0

cαcβcγ f 6= 0. (2.50)

Through the discretization of the velocity space and the projection of distributions
onto Hermite polynomials, the fully continuous variable f (c , t , x) is replaced by q
discrete variables fi (ci , x , t ) whose system of equations is summarized by the Discrete
Velocity Boltzmann Equation, or DVBE,

∂ fi

∂t
+ ciα

∂ fi

∂xα
=Ωi , (2.51)

which is a lattice dependent system made of q evolution equations numbered i =
0...q−1. An important conclusion which is usually not highlighted is that in LB solvers,
a change of lattice/stencil is also a change of the DVBE physical model, and equiva-
lently a change of the associated Grad-moment model (see Sec. 2.1.2) obtained from
the projection of distributions onto the truncated Hermite polynomial basis associ-
ated to a given DdQq lattice.

In this chapter, we have seen that the velocity space discretization follows an unusual
path. While a discretization process usually introduces errors proportional to a power
of the "spacing" between 2 discrete points, here the velocity space discretization was
chosen in order to perfectly match low order moments typically involved in a NSF
model. In other words on Fig. 2.2, red points – the discretized f eq – are chosen such
that their discrete 0th , 1st and 2nd order moments exactly match the continuous 0th ,
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1st and 2nd order moments of the Maxwellian distribution with a minimum amount
of points. This leads to an extremely poorly discretized equilibrium, as can be seen in
Fig. 2.2. For these reasons, we should recall that while the lattice Boltzmann method is
historically inherited from the Boltzmann equation (2.4), it is certainly not a classical
mesoscopic solver because the velocity space discretization was based on macroscopic
and computational costs considerations rather than mesoscopic Physics. Additionally,
we recall from Sec. 2.1 that macroscopic models – such as equations of state and
constitutive equations – are entirely hidden insideΩi , then different collisions would
lead to different macroscopic models, possibly different from the NSF one. Therefore,
while it is sometimes presented as such, it seems too simple to conclude in good faith
that LB describes more general Physics compared to NSF models by considering a
mesoscopic approach, and we believe that any similar statement should be welcomed
by skepticism. A more reasonable statement would be that when properly built, a
LB scheme could approximate a NSF model depending on its equilibrium f eq and
its collision termΩi . Another reasonable statement would be that when the size of
the lattice goes to infinity, the DVBE equation discretized by the LB scheme could
approximate the solution of the fully continuous Boltzmann model Eq. (2.4), given
that the collision model Ωi is compatible with kinetic theory of gases. Indeed, LB
corresponds to a lattice/equilibrium/collision dependent model and an efficient and
robust space-time discretization [66].

2.3. About the traditional interpretation of
lattice-Boltzmann schemes

Let us now summarize the main results of this chapter :

— First, a bridge was established between the Boltzmann equation (2.4) and the
NSF system in Sec. 2.1 using various methods, including the most common one,
the Chapman-Enskog method.

— Second, the discretization of velocity space was described in Sec. 2.2, allowing
to bridge between the Boltzmann Eq. (2.4) and the discrete velocity Boltzmann
equation (2.51).

However, while paving the path between NSF and LB scheme, some unusual premises
were necessary :

— I/ By performing an Hilbert or Chapman-Enskog expansion we are trying to
replace the kinetic Boltzmann Eq. (2.4) by an infinite expansion providing an
infinite number of terms : Euler, NSF, Burnett, etc, see Table 2.1. Then, this
expansion is arbitrarily truncated to the NSF level and higher order terms O (Kn2)
are simply ignored.

To the best of the authors’ knowledge the range of validity of such truncated
finite expansions is usually not questioned nor recalled in the LB literature. For
instance, the Chapman-Enskog expansion first assumes that the time derivative
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Eq. (2.14) and populations f Eq. (2.11) can be expanded, but none of these as-
sumptions seems to be explicable, particularly when we also remark that this
leads to a singular perturbation analysis, meaning that the smallness parameter
Kn appears in front of the highest order derivative in the equation. Such sin-
gular perturbation expansion is known to exhibit unexpected behaviors when
truncated [59], i.e. the Chapman-Enskog expansion is asymptotic rather than
convergent [4, 37, 61, 67, 68]. Therefore, for a given physical application there is
an optimal number of terms to keep in the infinite Chapman-Enskog expansion
because higher-order terms may introduce unphysical behaviors. For example,
higher order approximations than NSF, namely the Burnett and Super-Burnett
equations – see Table 2.1– can be derived from the Boltzmann equation using
Chapman-Enskog. However, negative viscosity for high gradients and short wave
instabilities of the Burnett and Super-Burnett equations [56] are reported in the
literature. This phenomenon was first observed by Bobylev [69, 70]. This means
that higher order approximations in the Chapman-Enskog expansion may lead
to less stable and less physical results [56, 71], endorsing a case-dependent
convergence of a clipped infinite expansion such as the Chapman-Enskog ex-
pansion. In standard LB theory, the expansion is truncated and higher order
contributions are assumed negligible, but no argument is provided to support
this simplification.

— II/ We have seen in Sec. 2.1.1 that a separation between orders in Kn and some
solvability constraints Eq. (2.25) were necessary. The validity of these premises
can be reasonably questioned by the absence of general arguments to support
them for an arbitrary model. It can also be highlighted that the Chapman-Enskog
expansion is often performed with a very simple BGK collision operator, which is
now hardly used in practical applications for its behavior in shear flows [72] and
porous flows [73]. Although the formal Chapman-Enskog expansion is possible
with the quadratic Boltzmann collision operator [7, 60], or the MRT kernel [4], a
rigorous extension to complex collision kernels such as Regularized [74–76] or
Entropic [77–79] remains unknown, at least to the authors’ knowledge. In those
kernels at least a part of the non-equilibrium population is systematically filtered
out and replaced by a reconstructed population, similarly to Eq. (4.17). This
filtering is out of the scope of the formal Chapman-Enskog expansion because
finding an explicit solution f (n) as a function of f (n−1), f (n−2), ... as simply as in
Eqs. (2.16–2.18) would require to invert a complex collision kernel.

— III/ The velocity space was discretized in order to exactly enforce macroscopic
constraints and reduce the computational cost of the algorithm. By doing so,
nothing proves that the physical mesoscopic properties of the Boltzmann model
were retained.

— IV/ The Chapman-Enskog expansion is not unified and often does not even
corresponds to what is actually called Chapman-Enskog expansion in the Boltz-
mann equation literature [7, 60]. Chapman-Enskog expansions presented by 4 of
the most classical LB textbooks [4, 35–37] are reported in Table 2.2, showing that
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Textbooks :

f =
∞∑

n=0
εn f (n)

∞∑
n=0

εn f (n)
∞∑

n=0
εn f (n)

∞∑
n=0

εn f (n)

∂

∂t
= ε

∂

∂t1
+ε2 ∂

∂t2
ε
∂

∂t1
+ε2 ∂

∂t2

∞∑
n=1

εn ∂

∂tn

∞∑
n=1

εn ∂

∂tn

∂

∂x
= ε

∂

∂x1
ε
∂

∂x1
ε
∂

∂x1

∞∑
n=1

εn ∂

∂xn

Table 2.2. – Comparison of different Chapman-Enskog expansions presented by clas-
sical LB textbooks [4, 35–37].

only [35, 36] agree with each other. They chose to expand the time derivative
not as an infinite expansion but as a linear composition of a fast convective time
t1 and a slow diffusive time t2, in contrast to [4, 37] that merely considers – as
the historical Chapman-Enskog – ∂/∂tn as mathematical derivatives and insists
that they should not be physically interpreted. Under the assumption that each
physical scales are important, space derivative is almost never expanded, except
by [37]. It is worth noting that only [4] is actually equivalent to the historical
Chapman-Enskog expansion [7, 60] while [35, 36] presented a simplified version
and [37] a different one. All these versions provided the exact same results up
to O (Kn1) terms, however, higher order differences in error terms O (Kn2) arise
from these different expansions [4, 35–37].

To summarize this chapter, a theoretical framework does exist in the LB literature.
A consensus seems absent and differences between versions of this framework are
usually not explained. These frameworks are not fully deductive, need costly premises
and are known to produce unphysical models when more terms are kept in the infinite
expansion. When carefully thinking about it, the Chapman-Enskog expansion itself
seems superfluous because the equivalence between a continuous macroscopic sys-
tem and the LB equation can be readily obtained throughout the Hermite polynomials,
see Sec. 2.1.2. Therefore, while the classical LB theoretical framework has already been
presented in this chapter, it does not seems parsimonious enough to us because it is a
black-box description. This problem will be addressed in the next two chapters, where
we will show that absolutely none of the aforementioned unexplained premises are
actually necessary to understand, design and use the LBM. Now, let us present and
explain the LB space-time discretization, it’s capabilities and its drawbacks.
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2.4. Recap
In this Chapter, we recalled the traditional notions and tools that are commonly

met in the LBM theoretical foundations. However, we believe that the amount of
dark-corners and shortcuts used in this traditional approach is sufficient to shed some
reasonable doubts on the predictive capacity of the usual interpretation of LBM. Our
main two concerns are :

— We do not know how the extremely coarse velocity discretization allows to rea-
sonably maintain the mesoscopic kinetic theory interpretation of LB models.

— The Chapman-Enskog expansion is not sufficiently well backed up by actual
arguments. Indeed, except the comfortable link with NSF, most actual arguments
pleads against its use, see Sec. 2.3.

The classical LB framework is a convenient tool to bridge between LBM and NSF.
However, it is an inductive demonstration and its range of validity is not clear enough.
In the next two Chapters, we will propose a deductive bridge between LBM and NSF.
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In this Section, we provide a thorough discussion on the space-time discretization
of the DVBE, which is the set of advection-relaxation equations actually solved by a
LB solver. In Sec. 3.1, advection is discarded and we focus on a simple discretized
relaxation equation for a scalar φ. Then we highlight some typical behaviors observed
when such equation is discretized. In Sec. 3.2, we discretize the DVBE equipped with
an arbitrary collision termΩi and an arbitrary forcing term Fi ,

∂ fi

∂t
+ ciα

∂ fi

∂xα
=Ωi +Fi . (3.1)

The classical change of variables fi → f i is discussed along with its meaning. In
Sec. 3.3, different collision kernels are discussed, in particular BGK, MRT and regular-
ized kernels. The LB boundary conditions are discussed in Sec. 3.4. In Sec. 3.5, the
content of this chapter is summarized. We show – using a generic LBM – what are the
4 mandatory basic steps to get the updated t +∆t solution from of the initial solution
t . This Section also provides necessary notations that will be used throughout this
manuscript.
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3.1. Relaxation equation
The LBM involves a relaxation term. It can be stiff and it is not as widespreaded

in CFD as advection and diffusion models, therefore we think it is better to discuss a
simple relaxation model first in order to understand how those models are working
and what are the typical numerical errors encountered when discretized. Therefore,
we consider the relaxation equation

dφ

d t
=−1

τ

(
φ−φeq)

. (3.2)

with constant coefficients τ and φeq , the analytical solution is

φa(t ) = (φ0 −φeq )e−t/τ+φeq , (3.3)

where φ0 is the initial solution,
φ0 =φ(t = 0) . (3.4)

Starting from the initialization φ0, the solution φ will relax towards φeq with a charac-
teristic time τ. The relaxation term is therefore a stabilizing term, and tends to damp
the initial solution φ0 over time as long as τ is positive. Now, let us see what happens
when we discretize Eq. (3.2),

φ(t +∆t )−φ(t ) =−
∫ ∆t

0

[
1

τ

(
φ−φeq)]

(t + s)d s . (3.5)

To evaluate the integral in the right-hand-side, let us use 3 different schemes,

φ(t +∆t )−φ(t ) =∆t

[
−1

τ

(
φ−φeq)]

(t ) , (3.6)

φ(t +∆t )−φ(t ) =∆t

[
−1

τ

(
φ−φeq)]

(t +∆t ) , (3.7)

φ(t +∆t )−φ(t ) = ∆t

2

[
−1

τ

(
φ−φeq)]

(t +∆t )+ ∆t

2

[
−1

τ

(
φ−φeq)]

(t ) , (3.8)

namely the backward rectangle explicit Eq. (3.6), forward rectangle implicit Eq. (3.7)
and trapezoidal semi-implicit Eq. (3.8) numerical schemes. Note that the semi-implicit
scheme is also known as the Crank-Nicolson scheme. The explicit scheme Eq. (3.6)
belongs to the family of explicit methods, while the Crank-Nicolson Eq. (3.8) and
implicit Eq. (3.7) are apparently implicit methods because t +∆t appears in both
the left and right-hand-sides. Note that the Crank-Nicolson scheme is the scheme
employed by most recent LB models. Because of this, it is of utmost importance
[4] to understand and describe this scheme and its numerical properties. Using the
traditional change of variable

φ=φ+ ∆t

2τ

(
φ−φeq)

, (3.9)
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and injecting it inside Eq. (3.8) leads to

φ(t +∆t ) =
[
φ− ∆t

τ

(
φ−φeq)]

(t ) , (3.10)

which is not a satisfactory expression because both φ and φ appears at the same time.
Using Eq. (3.9) provides

φ= 2τ

2τ+∆t
φ+ ∆t

2τ+∆t
φeq , (3.11)

which can be directly injected inside Eq. (3.10), finally leading to

φ(t +∆t ) =
[
φ− ∆t

τ+ ∆t
2

(
φ−φeq

)]
(t ) . (3.12)

Note that while we assumed constant τ and φeq coefficients this demonstration still
stands for variable coefficients. While the scheme Eq. (3.8) was identified as implicit,
the algorithm is now explicit for the numerical variable φ, but remember that φ is the
variable of interest. Using the inverse change of variable Eq. (3.11) leads to

φ(t +∆t ) =
[

2τ

2τ+∆t

]
(t +∆t )

[
φ− ∆t

τ+ ∆t
2

(
φ−φeq

)]
(t )+

[
∆t

2τ+∆t
φeq

]
(t +∆t ) ,

(3.13)
which combined with change of variable Eq. (3.9) allows to rewrite the Crank-Nicolson
scheme as

φ(t +∆t ) =
[

2τ

2τ+∆t

]
(t +∆t )

[
φeq + 2τ−∆t

2τ

(
φ−φeq)]

(t )+
[

∆t

2τ+∆t
φeq

]
(t +∆t ) ,

(3.14)
whose remarkable property is that it remains explicit as long as (t+∆t ) updated values
of τ and φeq are known prior to φ. This property is also shared by the implicit scheme,
which can be written as

φ(t +∆t ) =
[ τ

τ+∆t

]
(t +∆t )

[
φ(t )+

(
∆t

τ
φeq

)
(t +∆t )

]
, (3.15)

by using Eq. (3.7). In order to compare explicit, Crank-Nicolson and implicit schemes
Eqs. (3.6,3.14,3.15), they are used to obtain numerical solutions of Eq. (3.2). The
numerical setup is as follows, the initial solution is φ0 = 1, the target relaxed value is
φeq = 0 and N = 20/∆t timesteps are simulated.

Results are reported on Figure 3.1, we are mainly interested by the effect of the sole
non dimensional parameter, ∆t/τ. In order to get deeper knowledge about those
schemes, a similar test case but with N = 104/∆t is performed, where only the total
error over the complete simulation

∑ |φ−φa |/N is reported on Figure 3.2 as a function
of ∆t/τ. The characteristic time is τ, therefore, one would expect that ∆t should be
much smaller than τ in order to properly discretize Eq. (3.2).

It is seen on Figure 3.1 that all numerical schemes Eqs. (3.6,3.14,3.15) leads to accu-
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Figure 3.1. – Solutions of the relaxation Eq. (3.2) by different schemes.
is analytical Eq. (3.3); is explicit Eq. (3.6);
is Crank-Nicolson Eq. (3.14); is implicit Eq. (3.15).

rate solution when ∆t/τ¿ 1, however, for higher values of this parameter, interesting
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Figure 3.2. – Convergence study of the relaxation test case as a function of ∆t/τ. is
explicit Eq. (3.6); is Crank-Nicolson Eq. (3.14); is implicit Eq. (3.15).

tendencies can be reported. First, it seems that the Crank-Nicolson scheme is more
accurate than the explicit and implicit schemes for ∆t/τ ≤ 1, this is confirmed by
Figure 3.2 where it is seen that Crank-Nicolson is 2nd order accurate while explicit and
implicit schemes are only 1st order accurate.

The explicit and Crank-Nicolson instantly and exactly relaxed towardφeq in one time
step for respectively ∆t = τ and ∆t = 2τ. For ∆t = 2τ, the explicit scheme oscillates
around φeq , the solution is said to be over-relaxed. More specifically, it infinitely
oscillates with an amplitude 2φ0 centered around φeq , switching from ±φ0 to ±

φ0

between each timestep. For larger values ∆t > 2τ, the explicit scheme is unstable as
it is over-relaxed but with an amplification over time, as can be seen on Figure 3.2,
however, the Crank-Nicolson scheme remains unconditionally stable for all ∆t/τ. For
∆t > 2τ, Crank-Nicolson solution is also over relaxed with a slow damping rate of the
oscillations, an higher ∆t leading to a slower damping rate.

The implicit scheme, on the other hand, is unconditionally stable and is free of
the over-relaxation phenomenon, however, it is seen that it leads to under-relaxed
solution, φ always converges slower than expected, this delay increases as ∆t/τ→∞,
as can be seen on Figure 3.1.

3.2. Space and time discretization
Now that the relaxation toy model was discretized, we understand concepts such as

over and under relaxation associated to discretized relaxation equations. By making
full use of the constant velocity advection ciα, it is possible to integrate Eq. (2.51) along
the characteristic line d x

d t = ciα and to use the Crank-Nicolson rule. Integration over
the characteristic line of Eq. (3.1) with an additional arbitrary force term Fi in the
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right-hand-side exactly leads to

fi (t +∆t , x +ci ∆t ) = fi (t , x)+
∫ ∆t

0
[Ωi +Fi ](t + s, x +ci s)d s . (3.16)

The integral of the right-hand-side of Eq. (3.16) should be evaluated. Using the trape-
zoidal rule – Crank-Nicolson scheme [4, 24, 80], the same as in Sec. 3.1 – one finds
that

fi (t+∆t , x+ci ∆t ) = fi (t , x)+∆t

2

{
[Ωi +Fi ](t , x)+[Ωi +Fi ](t+∆t , x+ci ∆t )

}+O
(
∆t 3) .

(3.17)
Which is an implicit second order accurate O (∆t 2) scheme. Neglecting O (·) for com-
pactness and defining the intermediate variable f i = fi − ∆t

2 [Ωi +Fi ] one gets that

f i (t +∆t , x +ci ∆t ) =
{

f i +∆t [Ωi +Fi ]
}

(t , x) (3.18)

which is now an explicit scheme for the numerical variable f i . Now shifting Eq. (3.18)
by a distance −ci ∆t , we are led to an equivalent expression

f i (t +∆t , x) =
{

f i +∆t [Ωi +Fi ]
}

(t , x −ci ∆t ) . (3.19)

From this, it is clear that knowing the last time step variables [ f i ,Ωi , Fi ](t , x) allows
to know the updated variable f i (t +∆t , x). Recalling that f i is merely a numerical
variable – similarly to φ in Sec. 3.1 – we should rather try to obtain fi (t +∆t , x).
Alternatively, fi could be split into its equilibrium and non-equilibrium components,

f neq
i = fi − f eq

i . (3.20)

Using the definition of f i ,

[ f eq
i + f neq

i ](t +∆t , x)− ∆t

2
[Ωi +Fi ](t +∆t , x) = f i (t +∆t , x) , (3.21)

in which the right-hand-side is known from the last time step solution thanks to
Eq. (3.19). Then, we compute 0th , 1st and 2nd order moments of Eq. (3.21) and since
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Eq. (2.5) these moments applied toΩi are identically 0 we can find

Π f eq ,(0)(t +∆t , x) =Π f ,(0)(t +∆t , x) = ρ(t +∆t , x) =
[
Π f ,(0) + ∆t

2
ΠF,(0)

]
(t +∆t , x) ,

(3.22)

Π
f eq ,(1)
α (t +∆t , x) =Π f ,(1)

α (t +∆t , x) = [
ρuα

]
(t +∆t , x) =

[
Π

f ,(1)
α + ∆t

2
ΠF,(1)
α

]
(t +∆t , x) ,

(3.23)

Π
f eq ,(2)
αα (t +∆t , x) =Π f ,(2)

αα (t +∆t , x) = [
ρE

]
(t +∆t , x) =

[
Π

f ,(2)
αα + ∆t

2
ΠF,(2)
αα

]
(t +∆t , x , t ) .

(3.24)

At this stageΠ f ,(n)
α1...αn

is known because it was updated from the knowledge of the last
time step solution through the streaming, Eq. (3.19). An intermediary conclusion can

be drawn here, if the nth order raw force moment ΠF,(n)
α1...αn

depends on Π f ,(n)
α1...αn

, then

the numerical scheme may become implicit. If it depends on gradients ofΠ f ,(n)
α1...αn

, it
can even become implicit and non-local. A very simple way to overcome the possible
high numerical cost of solving implicit and/or non-local problems is simply to replace
ΠF,(n)
α1...αn

(t +∆t , x) byΠF,(n)
α1...αn

(t , x), which formally introduces a O (∆t ) error in the usu-
ally O (∆t 2) order accurate LB scheme.

Now, by noticing that f eq is only a function of macroscopic variables ρ, uα and E , it
is possible to reconstruct the updated equilibrium f eq

i (t +∆t , x) by solving Eqs. (3.22-
3.24). Going back to Eq. (3.21) and moving to the right-hand-side all known quantities
one gets

f neq
i (t +∆t , x)− ∆t

2
Ωi (t +∆t , x) =

[
f i − f eq

i + ∆t

2
Fi

]
(t +∆t , x) . (3.25)

Using the change of variable f i = fi − ∆t
2 [Ωi +Fi ], we can similarly define

f
neq
i = f i − f eq

i + ∆t

2
Fi , (3.26)

= f neq
i − ∆t

2
Ωi , (3.27)

which leads to the non-equilibrium numerical scheme,

f neq
i (t +∆t , x)− ∆t

2
Ωi (t +∆t , x) = f

neq
i (t +∆t , x) . (3.28)

In order to compute the updated non-equilibrium distribution, we need to solve an
implicit equation becauseΩi is a function of f neq

i . However, the BGK collision kernel
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Ωi =−1
τ

f neq
i allows a simple explicit evaluation,[(

1+ ∆t

2τ

)
f neq

i

]
(t +∆t , x) = f

neq
i (t +∆t , x) . (3.29)

From Eq. (3.29) and assuming that Eqs. (3.22-3.24) have been solved with a O (∆t 2)
accuracy, one could obtain a fully explicit scheme by getting f neq

i from Eq. (3.29).
Now, going back to Eq. (3.19) and rearranging it using Eq. (3.26), this yields

f i (t +∆t , x) =
{

f eq
i + f

neq
i +∆t

[
Ωi + 1

2
Fi

]}
(t , x −ci ∆t ) . (3.30)

For the BGK collision kernel the link between f
neq
i ,BGK and f neq

i ,BGK non-equilibriums –
Eq. (3.27) – then reduces to

f
neq
i ,BGK =

(
1+ ∆t

2τ

)
f neq

i . (3.31)

Therefore, the BGK collision kernel Ωi ,BGK = −1
τ

f neq
i can also be written in a fully

equivalent way

Ωi ,BGK =− 1

τ+ ∆t
2

f
neq
i . (3.32)

Introducing the classical notation, we define the numerical relaxation time τ by

τ= τ+ ∆t

2
. (3.33)

Finally, collecting Eqs. (3.30,3.32,3.33) leads to the classical O (∆t 2) LB-BGK numerical
scheme that is found in many classical textbooks [4, 35–37],

f i (t +∆t , x) =
[

f eq
i +

(
1− ∆t

τ

)
f

neq
i + ∆t

2
Fi

]
(t , x −ci ∆t ) , (3.34)

where the non equilibrium is computed through Eq. (3.26). Note that when we are not

interested by computing the stress tensorΠneq
αβ

, the computation of f neq
i from f

neq
i is

unnecessary. Here, we have only presented the classical Crank-Nicolson discretization,
but higher multistep schemes could also be used [66]. The very simple algorithm
described here was obtained through a rigorous discretization of Eq. (2.51) using
the assumption of a BGK collision kernel Eq. (3.32). However, while the procedure
we have just described here is a rigorous and well-paved deduction, an equivalent
demonstration from the continuous equations is sometimes not possible for other
collision kernelsΩi . We shall now discuss this topic.
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3.3. Lattice-Boltzmann collision kernels
The need for sophisticated collision kernels lies in the lack of stability of the BGK

collision model [81, 82]. Noticing that f eq
i only depends on a few number of vari-

ables (ρ, uα and E which means 5 variables for a 3D solver) all the other q-5 non-

hydrodynamic variables hidden in a DdQq LB solver are actually hidden inside f
neq
i .

Therefore, the vast majority of variables solved by a LB solver are not physically mean-
ingful for macroscopic Physics. The common strategy to increase numerical stability
is to change the collision modelΩi . A change of collision kernel only impacts non-
hydrodynamic moments, therefore, a lot of different strategies could be employed to
designΩi .

3.3.1. Multiple Relaxation Time kernels
A straightforward generalization of the single relaxation collision Eq. (3.32) is ob-

tained by choosing to relax with different characteristic times each of the q inde-
pendent variables during the collision. This is achieved using an MRT model [4,
83],

Ωi = Mi j f neq
j , (3.35)

where Mi j is a matrix depending on several relaxations times τ1,τ2, ...,τq . Equipped
with this new collision, we are now solving a numerical scheme consistent in the sense
of Lax [14, 22, 23] to the following DVBE-MRT continuous equation,

∂ fi

∂t
+ ciα

∂ fi

∂xα
= Mi j f neq

j +Fi , (3.36)

Now, let us try to see what is the actual link between f
neq
i and f neq

i . Using both
Eq. (3.27) and Eq. (3.35) leads to

f
neq
i = f neq

i − ∆t

2
Mi j f neq

j . (3.37)

f
neq
i =

(
δi j − ∆t

2
Mi j

)
f neq

j . (3.38)

Making the ansatz that
(
δi j − ∆t

2 Mi j

)
is invertible we could obtain f neq

i as a function

of f
neq
i ,

f neq
i =

[(
δ− ∆t

2
M

)−1]
i j

f
neq
j . (3.39)

Then, injecting Eq. (3.39) inside Eq. (3.27) we obtain for an arbitrary MRT model the

collision kernelΩi as a function of f
neq
j and Mi j only,

∆tΩi = 2

{[(
δ− ∆t

2
M

)−1]
i j
−δi j

}
f

neq
j . (3.40)
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Before going further, let us highlight a particular choice of MRT model where all
relaxation times are identical, Mi j = τ−1δi j [4], which is nothing but the BGK kernel.
In this case Eq. (3.40) reduces to the classical BGK model,

∆tΩi ,BGK =−∆t

τ
f

neq
i =−∆t

τ
f neq

i . (3.41)

where we used the classical shorthand τ = τ+∆t/2. Having identified that MRT
models are nothing but a generalization of BGK, let us try to understand further what
we means by "multiple relaxation time". To allow for a simple understanding, the LB
scheme for arbitrary collisionΩi and force term Fi , Eq. (3.30), needs to be split into 2
different steps, the so-called collide,

f col
i (t , x) =

{
f eq

i + f
neq
i +∆t

[
Ωi + 1

2
Fi

]}
(t , x) , (3.42)

and stream,
f i (t +∆t , x) = f col

i (t , x −ci ∆t ) . (3.43)

Now, collision step can be obtained for an arbitrary MRT model using Eqs. (3.40,3.42),

f col
i (t , x) =

{
f eq

i + f
neq
i +

{[(
δ− ∆t

2
M

)−1]
i j
−δi j

}
f

neq
j + ∆t

2
Fi

}
(t , x) . (3.44)

Depending on matrix Mi j , different quantities can be relaxed [84]. For exemple, with
the BGK kernel, all non-equilibrium moments are relaxed with the same characteristic
time τ. For the TRT model [4], even and odd non-equilibrium moments are relaxed
with different characteristic times τ+ and τ−. For the raw-moment MRT [84] raw
moments are relaxed, for the central-moment MRT [84] central moments are relaxed.
In essence, a MRT model is a model that relaxes different moments with different
relaxation rates. To make things as simple as possible, we do not specify which
moments are relaxed, let us simply note that the collision Eq. (3.42) could be recast
from the distribution space to the moment space. In which case we denote by M the
vector of the relaxed moments M j , they correspond to even/odd moments for TRT,
raw moments for raw-MRT, and central moments for central-MRT/cascaded [85, 86].
Then, the q fi -relaxations summarized by Eq. (3.42) could be replaced by q equivalent
M j -relaxations,

M
f col

j (t , x) =
[
M

f
eq

i
j +

(
1− ∆t

∆t
2 +τM j

)
M

f
neq

j + ∆t

2
M

Fi
j

]
(t , x) , (3.45)

where τM j is the relaxation rate associated to moment M j . A very special value of τM j

should be mentioned, when

τM j =
∆t

2
, (3.46)
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the post-collision moment M
f col

j reduces to

M
f col

j (t , x) =M
f

eq
i

j (t , x) , (3.47)

which corresponds to the filtration of moment M
f

neq

j . In other words, the rank of
the system is reduced because the next time step solution t +∆t does not depends

anymore on M
f

neq

j . Comparing to the relaxation toy-model presented in Sec. 3.1,

this corresponds to a forced instantaneous relaxation of M
f neq

j – remember that

M
f neq

j ∝M
f

neq

j – to 0. Moment M
f neq

j is said to be filtered or regularized.
Note that other MRT models sometimes use

τM j = cste∆t , cste 6= 1

2
, (3.48)

in which case moment M
f neq

j is not anymore filtered. However, this means that
the a priori physical relaxation time τM j , which is a continuous parameter, is now
enslaved to ∆t , necessarily leading to a O (∆t ) accurate scheme. Comparing with the
relaxation toy model behavior presented in Sec. 3.1, this means that the relaxation of

M
f
j toward M

f eq

j is faster for lower ∆t . This is another example where a LB practice
cannot be reasonably explained by a kinetic theory approach. Rather than that, both
choices Eqs. (3.46,3.48) can be seen as numerical tricks to enhance the accuracy
and/or stability of the overall scheme.

3.3.2. Regularized kernels
Regularized kernels are a class of collision models in which some of the non-

equilibrium moments are filtered Eq. (3.46). As we have just mentioned it, they could
be understood as specific MRT models [84]. Here, we generalize the filtered/regularized
kernel. The collision is slightly changed and now reads

M
f col

j (t , x) =
[
M

f
eq

i
j +

(
1− ∆t

∆t
2 +τM j

)
M̃ j +

∆t

2
M

Fi
j

]
(t , x) , (3.49)

where we consider that M̃ j is a tunable field that we use to replace M
f

neq

j . When

M̃ j = 0, the regularized kernel previously defined is recovered. In Sec. 4.2 we will show

how the continuous model is changed by M̃ j and in Sec. 4.4, we will show that its
tuning allows to recover different mechanical constitutive models.

In practice, by filtering most of the non-equilibrium undesired moments, regu-
larized kernels drastically reduce the number of possible free parameters in a LB
model. When a fully general LB scheme is used, equilibrium, collision kernel, re-
laxation rates, force terms and boundary conditions should be modeled for each of
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the q independent moments. However, when a regularized kernel is employed, the
amount of tunable degrees of freedom is drastically reduced because most of the
non-equilibrium moments are filtered out. Additionally, regularized kernels have
already been implemented in industrial codes such as PowerFLOW [87] and ProLB
[29].

In this manuscript, we chose to use regularized kernels because,

— The concept is easy to grasp and the interpretation of the implementation is crys-
tal clear : they filter/replace some non-hydrodynamic modes at the beginning of
each timestep and therefore reduce the rank of the solver.

— They are already well-validated.

3.3.3. Other kernels
For the sake of completeness, let us quickly comment on alternative collision ker-

nels.

3.3.3.1. Entropic kernels

The main idea of this method is to compute the non-equilibrium distribution such
that it verifies a numerical H -theorem [88], which can be considered equivalent to
the 2nd thermodynamic law [4, 7, 45]. While some promising results were obtained
for compressible flows [88–91], we feel that using the continuous H -theorem in a
discontinuous context, with a discretized velocity space and only using it locally in
order to modify the collision – therefore ignoring the streaming – is debatable.

3.3.3.2. Cumulant kernels

In cumulant LBM [92–95] instead of relaxing moments (linear functions of fi ), other
quantities are relaxed, the cumulants [96] (non-linear functions of fi ). The collision
describes the relaxation of q independent variables, and cumulant LB simply chose to
write this relaxation process in a different space than moment space or distribution
space.

3.4. Boundary conditions in the lattice-Boltzmann
method

While the bounce-back boundary is usually presented as the typical LB boundary
condition, we would like to stretch that bounce back has its own underlying assump-
tions. The bounce back of distributions on a wall implicitly assumes that particles
with the associated velocity will, during a time interval tbounce , bounce back, in other
words,

fi (t + tbounce , x) = fi (t , x) , (3.50)
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where fi denotes the distribution associated to velocity ci =−ci . The distributions are
reflected back between time t and t + tbounce . Note that two different classical bounce
back exists, namely the fullway tbounce =∆t and halfway tbounce =∆t/2 [4]. On the
vast majority of lattices, ||ci || = ||ci || and the boundary condition is assumed to be
located at a distance tbounce ||ci || [4] such that distributions spent the same amount of
time tbounce /2 for both outward and return. It means that no interchange occurs be-
tween translational (kinetic) and internal energies during the wall/particles collision.
Implicitly, this means that bounce-back assumed elastic collisions of particles, which
in turn means hard-sphere particles. Note that this discussion also applies to the
specular reflection boundary condition [45, 50], which is equivalent to a symmetry or
free-slip boundary [4], where only the wall-normal velocity components are reversed.
Additionally, let us mention that other classical LB boundary conditions – such as
the wet-node approach [4] – only use macroscopic considerations in order to impose
constraints to reconstruct distributions near boundaries.

Which means that we don’t know what is imposed on higher order moments than
mass, momentum and energy when classical LB boundary conditions are used. We
would like to avoid this uncertainty.

Fortunately, a particular boundary condition exists in the context of regularized
models [97]. The basic principle is to reconstruct the collide population on the bound-
ary condition located at xb :

— i) We use classical NSF boundary conditions (Dirichlet, Neumann, etc) to com-
pute macroscopic values on the boundary

[
ρ(xb)uα(xb),T (xb)

]
.

— ii) We use finite difference schemes to compute approximated gradients on the
boundary nodes ∇F Dρ(xb), ∇F D uα(xb) and ∇F D T (xb).

— iii) We reconstruct an approximated f col
i using i) for equilibrium, i) and ii) for

non-equilibrium and force term following

f col
i (xb) = f eq

i

[
ρ(xb),uα(xb),T (xb)

]
(3.51)

+
{(

1− ∆t

τ

)
f

neq
i + ∆t

2
Fi

}[
ρ(xb),uα(xb),T (xb),∇F Dρ(xb),∇F D uα(xb),∇F D T (xb)

]
,

In the context of regularized kernels, the expression of f
neq
i as a function of macro-

scopic gradients is particularly simple – see Sections 4.1 and 4.4 – and effectively only
depends on the stress-tensor.

3.5. The Lattice-Boltzmann Scheme, from time t to
t +∆t

Now, everything was set in place, intrinsic details of the discretization of the DVBE
Eq. (3.1) have been provided. In what follows, we simply provide the step by step
procedure for implementation of a LB scheme without all the discussion and expla-
nations previously mentioned. Therefore, the aim of this Section is to answer to the
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following question :
How to get the updated t +∆t solution out of the last time step t solution with a LB
solver ?

3.5.1. Lattice-Boltzmann definitions
To facilitate the reading, let us now recall the variables that appear in a LB solver.

For future reference, important quantities in this Section are summarized in Table 3.1.
Details can be found about Hermite polynomials and the D3Q19 lattice in Appendix A.
However, for the sake of clarity, let us remind here the first few Hermite polynomials.
The 0th to 3r d order Hermite polynomials read

H (0)
i = 1, H (1)

iα = ciα , H (2)
iαβ = ciαciβ− c2

s δαβ , (3.52)

H (3)
iαβγ = ciαciβciγ− c2

s [ciαδβγ+ ciβδγα+ ciγδαβ] , (3.53)

where the lattice sound speed is cs =∆x/(
p

3∆t) for standard lattices. Higher order
polynomials do not generally belong to the Hermite basis of standard lattices or are
unnecessary at this point of the manuscript. For a given Hermite basis and an arbitrary

population f we recall that discrete Hermite moments a f ,(n)
α1...αn

and macroscopic (raw)

momentsΠ f ,(n)
α1...αn

are expressed as

a f ,(n)
α1...αn

=
q−1∑
i=0

H (n)
iα1...αn

fi , (3.54)

Π
f ,(n)
α1...αn

=
q−1∑
i=0

ciα1 ...ciαn fi . (3.55)

Since the number of discrete velocities is finite, there always exists an order n involving
a non-zero isotropy defect D (n)

α1...αn
between continuous and discrete moments,

D f ,(n)
α1...αn

=
∫

cα1 ...cαn f dc −Π f ,(n)
α1...αn

. (3.56)

For D3Q19 – and nearest-neighbors lattices – this isotropy defect appears from the
third order (n = 3), see for example Eq. (2.49). Next, it is convenient to recall several
populations besides f , appearing at different stages of a LB algorithm :

— f : The total population is the most important population because mass, mo-
mentum, etc are macroscopic moments of this population,

ρ =Π f ,(0) , ρuα =Π f ,(1)
α . (3.57)

— f eq : The equilibrium population, easily obtained from Eq. (2.31) when all
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equilibrium Hermite moments a f eq ,(n)
α1...αn

are known,

f eq
i =ωi

{
H (0)a f eq ,(0) + H (1)

iα

c2
s

a f eq ,(1)
α +

H (2)
iαβ

2c4
s

a f eq ,(2)
αβ

+ ...
}

, (3.58)

which is traditionally obtained by projecting the Maxwellian distribution –
Eq. (2.6) – onto the truncated Hermite basis [65], similarly to the Grad approach
presented in Sec. 2.1.2.

— f neq : The non-equilibrium population.

f neq
i = fi − f eq

i . (3.59)

Additionally to those physical distributions, some numerical distribution should be
defined. They ensure the 2nd order accuracy of the scheme, see Sec. 3.2.

— f : The offset distribution, defined by

f i = fi −
∆t

2
(Ωi +Fi ) , (3.60)

= f eq
i + f

neq
i − ∆t

2
Fi , (3.61)

with Fi a correction force term defined as

Fi =ωi

{
H (0)aF,(0) + H (1)

iα

c2
s

aF,(1)
α +

H (2)
iαβ

2c4
s

aF,(2)
αβ

+ ...
}

. (3.62)

Note that the forcing scheme considered both here and in Sec. 3.2 is known as the
Guo forcing [98]. It is, to the author’s knowledge, the only known forcing scheme
to ensure a second order accuracy O (∆t 2) and corresponds to a trapezoidal rule,
see Sec. 3.2.

— f
neq

: The offset non-equilibrium distribution, readily obtained from Eqs. (3.60-
3.61),

f
neq
i = f neq

i − ∆t

2
Ωi = f i − f eq

i + ∆t

2
Fi . (3.63)

— f col : The population at the end of a collision step, sometimes called as pre-
streaming population. It can be expressed in different but equivalent ways,

f col
i = fi +

∆t

2
(Ωi +Fi ) , (3.64)

f col
i = f i +∆t (Ωi +Fi ) , (3.65)

f col
i = f eq

i + f
neq
i +∆tΩi + ∆t

2
Fi , (3.66)

the last one being probably the most popular one.
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Notation Representation Equation

fi Distribution f eq
i + f neq

i

f eq
i Equilibrium distribution 3.58

f neq
i Non-equilibrium distribution 3.59

f , f
neq

Offset distributions 3.60, 3.63

f col
i Population after collision 3.64

Fi Forcing term 3.62

H (k) Hermite polynomials 3.52, 3.53

a f ,(n)
α1...αn

Hermite moments 3.54

Π
f ,(n)
α1...αn

Raw moments 3.55

D f ,(n)
α1...αn

Lattice isotropy defects 3.56

Table 3.1. – Main LB notations used throughout the manuscript

Indeed, in actual LB solvers, f neq is never actually computed, only f
neq

is explicitly
computed. Therefore, it is important to give some more details on the link between

Ωi and the offset non-equilibrium distribution f
neq

. While most of these definitions,

f eq
i , fi , f neq

i , f
neq
i , f col

i already exist in the literature, it is often unclear which one is
derived from which. As it was shown in Sec. 3.2, each of these specific distributions has
its specific place in the LB scheme ensuring a O (∆t 2) error discretization of the DVBE
Eq. (2.51). One should be extremely careful when manipulating all those distributions.
For example, the difference between f and f is sometimes unclear. Even worse, most
of the time, the overline of f is simply dropped without mentioning it, which leads to
numerous misinterpretations in the literature. In the next Section, we provide the step
by step explanation of the LB algorithm which is followed to get the updated t +∆t
solution from the initial t solution.

3.5.2. Structure of a generic lattice-Boltzmann scheme
The LB scheme encompasses both time and space integration. However, it is often

referred to as "stream & collide" and presented as a very simple scheme. Combined
with the coating due to distributions, Hermite polynomials and vague mesoscopic
interpretations, it often makes the LB algorithm opaque.

Thanks to the equivalence between distributions and moments provided by the
Gauss-Hermite quadrature – see Sec. 2.1.2 –, we can choose to describe the LB solution
by the knowledge of either fi (t , x) or its raw momentsΠ(n)(t , x). Being already used
for fluid dynamics, moments are more easily understood by fluid dynamicists than
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distributions. Therefore, more emphasis will be put on moments than distributions,
contrarily to more traditional descriptions of the LBM. The LB algorithm reads as
follows :

Step 1, initialization. The algorithm starts at time t . Full knowledge of raw mo-
mentsΠ(n)(t , x) – or equivalently Hermite moments a(n)(t , x) – is assumed. Through-
out the equivalence between moments and distributions, we also know the force,
equilibrium and non-equilibrium distributions, Fi , f eq

i and f neq
i ,

Fi (t , x) =ωi

{
H (0)aF,(0) + H (1)

iα

c2
s

aF,(1)
α +

H (2)
iαβ

2c4
s

aF,(2)
αβ

+ ...
}

(t , x) , (3.67)

f eq
i (t , x) =ωi

{
H (0)a f eq ,(0) + H (1)

iα

c2
s

a f eq ,(1)
α +

H (2)
iαβ

2c4
s

a f eq ,(2)
αβ

+ ...
}

(t , x) , (3.68)

f neq
i (t , x) =ωi

{
H (0)a f neq ,(0) + H (1)

iα

c2
s

a f neq ,(1)
α +

H (2)
iαβ

2c4
s

a f neq ,(2)
αβ

+ ...
}

(t , x) . (3.69)

Step 2, collision. The collision is considered as one of the 2 main steps of LB
schemes. For classical models it looks quite simple. However, a more general descrip-
tion of this step for an arbitrary collision model should be presented hereafter. First,
the collision operatorΩi is obtained as a function ofΠ(n)(t , x) and f neq

i ,

Ωi (t , x) =Ωi
[

f neq
i (t , x),Π(n)(t , x)

]
, (3.70)

then the collide population is defined as

f col
i (t , x) =

[
fi +

∆t

2
(Ωi +Fi )

]
(t , x) . (3.71)

Sometimes, it is easier to defineΩi and f col
i as a function of the temporary variable

f
neq
i ,

f
neq
i (t , x) =

[
f neq

i − ∆t

2
Ωi

]
(t , x) . (3.72)

or equivalently as a function of f i , f eq
i and Fi ,

f
neq
i (t , x) =

[
f i − f eq

i + ∆t

2
Fi

]
(t , x) , (3.73)

in which case one would define the collision operatorΩi as

Ωi (t , x) =Ωi

[
f i (t , x), f eq

i (t , x),Fi (t , x),Π(n)(t , x)
]

. (3.74)
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t +∆t

Eq. (3.40) is an example of such expression for the MRT model. The collided population
is then obtained

f col
i = fi +

∆t

2
(Ωi +Fi ) , (3.75)

f col
i = f i +∆t (Ωi +Fi ) , (3.76)

f col
i = f eq

i + f
neq
i +∆tΩi + ∆t

2
Fi . (3.77)

Note here that f col
i should not be considered as the "population after collision" in

a physical sense, but only in a numerical one. Indeed, fi +∆tΩi could be roughly
interpreted in absence of streaming as the physical distribution having undergone all
collisions. But ∆t/Ωi /2 is missing to be allowed to attribute this meaning to f col

i .

Step 3, streaming. The advantage of the LB scheme partly lies in the simplicity
of the following step. It is known as streaming and corresponds to the shifting of all
populations on the cartesian grid,

f i (t +∆t , x) = f col
i (t , x −ci ∆t ) . (3.78)

At this moment of the algorithm, the temporary variable f i was updated, it is known
everywhere at time t +∆t . A very common pitfall is to consider that f i has some
kind of physical meaning. However, it should be clear now from previous discussions
and Sec. 3.2 that f i (t +∆t , x) should not be interpreted as a distribution carrying a
physical meaning but rather as a temporary numerical variable meant to simplify the
overall algorithm whose final goal is to get fi (t +∆t , x), or equivalently its moments

Π f ,(n)(t +∆t , x).
Therefore, we should not conclude that the timestep is finished because f i (t+∆t , x)

was updated. We must now compute the actual variable of interest, either fi (t +∆t , x)
orΠ(n)(t +∆t , x).

Step 4, reconstruction. In order to get the updated distributions fi (t +∆t , x), let
us combine Eqs. (3.72-3.73,3.78), this leads to,

fi (t +∆t , x) = f col
i (t , x −ci ∆t )+ ∆t

2
(Ωi +Fi ) (t +∆t , x) , (3.79)

which is potentially an implicit equation depending on the functional dependencies
between fi , Fi andΩi . Now that distributions fi have been updated, it is possible to

get the updated momentsΠ f ,(n)
α1...αn

(t +∆t , x) using Eqs. (3.55, 3.79) as

Π
f ,(n)
α1...αn

(t +∆t , x) =Π f col
i (t ,x−ci ∆t ),(n)
α1...αn

+ ∆t

2

(
ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

)
(t +∆t , x) . (3.80)
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Now, and only now, we can safely say that the updated solution was obtained. Us-
ing 4 distinct steps – initialization, collision, streaming and reconstruction – it was

possible to get the updated solutionΠ f ,(n)
α1...αn

(t +∆t , x) as a function of the initial solu-

tionΠ f ,(n)
α1...αn

(t , x). Equivalently, the updated distributions fi (t +∆t , x) were obtained
as a function of the initial ones, fi (t , x). Therefore, we can consider the timstep
(t , x) → (t +∆t , x) to be finished. It can be recursively performed mth time in order to
get the solution at time t +m∆t .

These steps are the main ingredients responsible for the method’s computing effi-
ciency [18, 21, 99], and low dissipation [100]. While sometimes presented differently
[4, 35–37] this structure is shared by most LB schemes using Hermite polynomials and
on-lattice discretizations (i.e. ||ci ||∆t =∆x).

In this chapter we deduced the complete path from the continuous equations to
the numerical scheme. In the next Chapter, we will retrace our steps in the opposite
direction, going from the numerical scheme to the continuous equations.

LB solvers are often coupled to finite difference schemes. This coupling being a
numerical coupling, it goes out of the scope of the DVBE discretization. Therefore, it
is safer to learn how to retrace our steps back in order to make sure that a coupled LB
schemes is still consistent – in the sense of Lax [14, 22, 23] – to the expected continuous
model.

3.6. Recap
In this Chapter, we first illustrated how a discretized relaxation equation behaves

for different numerical schemes. We highlighted the phenomena of under and over
relaxation and identified the main properties of the Crank-Nicolson scheme. Then,
we used it to discretize the DVBE, leading to the scheme actually implemented in a
LBM solver. We shown how MRT and regularized kernels were linked, explained the
boundary conditions we use and provided a step-by-step summarize of the algorithm
to update the solution from time t to t +∆t . While the content of this Chapter does
not presents anything new, the ambiguous distinction between ( f i , τ) and ( fi , τ) often
makes the origin of the LB scheme blurry. This Chapter aims to show unequivocally
how the LBM is deduced from the DVBE and the Crank-Nicolson scheme and how
collision kernels and force terms are implemented.
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4. Taylor expansion based
description of the
lattice-Boltzmann scheme

This Chapter mainly follows the content of :

G. Farag, S. Zhao, G. Chiavassa, P. Boivin. Consistency study of Lattice-Boltzmann
schemes macroscopic limit. Physics of Fluids, 2021.
https://doi.org/10.1063/5.0039490
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4. Taylor expansion based description of the lattice-Boltzmann scheme – 4.1. Taylor
expansion

premises. We know from the beginning that the LB scheme is not fully equivalent to a
NSF model. Instead of relying on unexplained premises that conveniently hide these
differences, we propose to emphasize them and to deduce a posteriori what are the
actual conditions for a LB scheme to provide an approximate NSF solution. Through
the use of classical numerical tools,

— The consistency analysis, see [14, 22–24]

— The dimensional analysis, see Sec. 1.2

— The Taylor series expansion, see Eq. (4.1)

we will show that a satisfactory description of the LBM could be obtained from cheaper
assumptions than what the literature is used to. This chapter is organized as follows.

Using the Taylor series expansion, the equivalent modified equations are obtained
and discussed for classical BGK/MRT kernels in Sec. 4.1 and for filtered/regularized
models in Sec. 4.2. In Sec. 4.3, this methodology is coupled to a dimensional analysis
study and is applied to the classical athermal LB scheme in order to identify a posteriori
what are the actual consistency conditions. In Sec. 4.4, selected collision kernels are
presented and their meaning in term of macroscopic models is deduced. In Sec. 4.5,
the classical ρ-based thermal LB model is analyzed throughout the scope of this newly
proposed framework. The last part, Sec. 4.6, is dedicated to a discussion of Taylor
expansions for LB, more specifically those using the Crank-Nicolson scheme.

4.1. Taylor expansion
In this Section, we propose to show the opposite to what was presented in Sec. 3.2.

Using the well known Taylor expansion, we will go back from the discretized scheme
to the continuous equations by assuming that both ∆t and ∆x can be made arbitrarily
small in order to ensure the convergence of the Taylor series.

Starting from the basic LB algorithm presented in Sec. 3.5.2, we first introduce the
distribution’s Taylor Expansion in space of any smooth distribution f at (t , x −c ∆t )
around (t , x). Its Taylor series then reads

f (t , x −c ∆t ) = f (t , x)+
∞∑

k=1

(−∆t )k

k !

(
cα j

∂

∂xα j

)k

f (t , x) , (4.1)

where α j is a dummy index such that cα j ∂/∂xα j = cx∂/∂x + cy∂/∂y + cz∂/∂z. Taking

the nth order macroscopic moment of the streaming Eq. (3.78) leads to the moment
streaming equation

Π
f (t+∆t ,x),(n)
α1...αn

=Π f col (t ,x−ci ∆t ),(n)
α1...αn

. (4.2)

Similarly, Eq. (3.60) can be recast into a moment equation

Π
f (t+∆t ,x),(n)
α1...αn

=Π f ,(n)
α1...αn

(t +∆t , x)− ∆t

2

(
ΠΩ(t+∆t ,x),(n)
α1...αn

+ΠF (t+∆t ,x),(n)
α1...αn

)
. (4.3)
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Combining Eqs. (4.2-4.3) finally leads to

Π
f ,(n)
α1...αn

(t +∆t , x) =Π f col (t ,x−ci ∆t ),(n)
α1...αn

+ ∆t

2

(
ΠΩ(t+∆t ,x),(n)
α1...αn

+ΠF (t+∆t ,x),(n)
α1...αn

)
. (4.4)

This equation is the update rule for (t +∆t ) moments. It is nothing but the LB numer-

ical scheme written explicitly for the nth order moment Π f (t+∆t ,x),(n)
α1...αn

. We shall now

Taylor expandΠ f col (t ,x−ci ∆t ),(n)
α1...αn

, using Eq. (4.1),

Π
f col (t ,x−ci ∆t ),(n)
α1...αn

=
q−1∑
i=0

ciα1 ...ciαn

{
1+

∞∑
k=1

(−∆t )k

k !

(
ciαn+ j

∂

∂xαn+ j

)k }
f col

i (t , x) . (4.5)

Using the fact that the discrete velocities ciαn are constant leads to

Π
f col (t ,x−ci ∆t ),(n)
α1...αn

=Π f col (t ,x),(n)
α1...αn

+
∞∑

k=1

(−∆t )k

k !

(
∂

∂xαn+ j

)k

Π
f col (t ,x),(n+k)
α1...αn+ j

. (4.6)

Let us use Eq. (4.6) evaluated for the (n +1)-order moment along with Eq. (4.2) to get

∆t
∂Π

f col (t ,x),(n+2)
α1...αn+2

∂xαn+2

=Π f col (t ,x),(n+1)
α1...αn+1

−Π f (t+∆t ,x),(n+1)
α1...αn+1

+O (∆t 2) , (4.7)

which can be injected back into Eq. (4.6), then using Eq. (4.2) yields

Π
f (t+∆t ,x),(n)
α1...αn

−Π f col (t ,x),(n)
α1...αn

=−∆t

2

∂

∂xαn+1

[
Π

f col (t ,x),(n+1)
α1...αn+1

+Π f (t+∆t ,x),(n+1)
α1...αn+1

]
+O (∆t 3) .

(4.8)
On the other hand, Eqs. (3.62,3.64,3.60) lead to

Π
f col (t ,x),(n)
α1...αn

=
[
Π

f ,(n)
α1...αn

+ ∆t

2

(
ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

)]
(t , x) , (4.9)

Π
f (t+∆t ,x),(n)
α1...αn

=
[
Π

f ,(n)
α1...αn

− ∆t

2

(
ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

)]
(t +∆t , x) . (4.10)

At this point it is curious to note that the collision forcing ΠΩ,(n)
α1...αn

and the external

forcing ΠF,(n)
α1...αn

have the exact same treatment in the algorithm. From a numerical
scheme point of view, the discretization of the collision termΩi and the discretization
of the forcing term Fi are identical. Thanks to these two last equations note that

Π
f col (t ,x),(n)
α1...αn

+Π f (t+∆t ,x),(n)
α1...αn

=Π f (t ,x),(n)
α1...αn

+Π f (t+∆t ,x),(n)
α1...αn

+O (∆t 2) . (4.11)

Injecting Eq. (4.11) and Eq. (4.10) respectively in the right hand side and left hand side
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of Eq. (4.8) leads to the general second order numerical scheme :

Π
f (t+∆t ,x),(n)
α1...αn

−Π f (t ,x),(n)
α1...αn

=−∆t

2

∂

∂xαn+1

[
Π

f ,(n+1)
α1...αn+1

(t , x)+Π f ,(n+1)
α1...αn+1

(t +∆t , x)
]

+∆t

2

[(
ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

)
(t , x)+ (

ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

)
(t +∆t , x)

]
+O (∆t 3) , (4.12)

or equivalently

Π
f (t+∆t ,x),(n)
α1...αn

−Π f (t ,x),(n)
α1...αn

∆t
= 1

2

{
S (t +∆t , x)+S (t , x)

}
+O (∆t 2) , (4.13)

where S is the source term defined by

S =−∂Π
f ,(n+1)
α1...αn+1

∂xαn+1

+ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

. (4.14)

As already highlighted in the literature on the f equation itself [80] we recognize in
Eqs. (4.13,4.14) a second order accurate Crank-Nicolson scheme whose continuous
limit ∆t → 0 is

∂Π
f ,(n)
α1...αn

∂t
+ ∂Π

f ,(n+1)
α1...αn+1

∂xαn+1

=ΠΩ,(n)
α1...αn

+ΠF,(n)
α1...αn

+O (∆t 2) . (4.15)

Which is nothing but the discrete velocity Boltzmann Eq. (3.1). Note that for the

BGK collision kernel,ΠΩ,(n)
α1...αn

=−1

τ
Π

f neq ,(n)
α1...αn

. This layered structure between moments

Π
f ,(n)
α1...αn

andΠ f ,(n+1)
α1...αn+1

shows that non-equilibrium moments follow their own evolution
equation, they are not algebraically enslaved to lower order moments as suggested by
the Chapman-Enskog expansion through the scale separation hypothesis. Mandatory
conditions for a LB solution to approximate a NSF solution will be discussed later in
this manuscript for some specific models.

For now, let us say that LBM can be seen as a smart change of variables from macro-
scopic moments to distribution functions. First the macroscopic information is stored
inside the Hermite basis through f col (first change of variable fromΠ(n) to f ). Then the
transport is performed in the distribution space during the streaming, followed by the
macroscopic reconstruction that filters only the relevant information for each macro-
scopic momentΠ(n) (second change or variable from f toΠ(n)), prompting us to draw
a parallel between classical CFD and LBM, which is now only seen as a macroscopic
model – Eq. (4.15) – discretized by a Crank-Nicolson scheme, Eqs. (4.13,4.14). More
specifically, each lattice model is consistent to a specific Grad-q system Eq. (4.15), see
Sec. 2.1.2.

In the following we will illustrate the proposed formalism on the athermal LB model,
on several collision kernels and on the ρ-based recursive regularized model. We
shall also demonstrate that although Eq. (4.15) could have been easily guessed from
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Eq. (3.1), spurious terms will appear during the numerical coupling between a LB algo-
rithm and other numerical schemes. Because these terms are purely stemming from a
numerical coupling, they can not be described by the Chapman-Enskog expansion
alone.

4.2. Taylor expansion for filtered kernels
We have just proved that the DVBE discretized by Crank-Nicolson scheme (in other

words, the LB scheme) is second order accurate and consistent to Eq. (4.15), which is
also equivalent to Eq. (3.1) due to the equivalence between distributions and moments.
When using a classical BGK/MRT kernel, relaxations times τ j are independent from
the time step ∆t . However, when using a filtered or regularized kernel – see Sec. 3.3.2
– we have seen that it was somehow equivalent to a specific MRT model where some
relaxation terms were set to ∆t/2. In which case some moments are filtered, therefore
reducing the rank of the system, and the link with Eqs. (4.15,3.1) is blurred. Because
those kernels filtered moments, it is easier to describe what happens on moments
than on distributions. In order to be as consistent as possible with the literature and
following Sections of the manuscript, let us assume that the only non-equilibrium
moments that we do not filter are the 2nd order ones,

Π
f col ,(2)
αβ

(t , x) =
[
Π

f eq ,(2)
αβ

+
(

1− ∆t
∆t
2 +τ

)
Π

f
neq

,(2)
αβ

+ ∆t

2
ΠF,(2)
αβ

]
(t , x) . (4.16)

Higher order have their corresponding relaxation times equal to ∆t/2 such that they
are filtered, see Sec. 3.3.2. We make an exception for the 3r d order one, that we take as

Π
f col ,(3)
αβγ

(t , x) =
[
Π

f eq ,(3)
αβγ

+
(

1− ∆t
∆t
2 +τ

)
Π̃(3)
αβγ

+ ∆t

2
ΠF,(3)
αβγ

]
(t , x) , (4.17)

where Π̃(3)
αβγ

is a tunable tensor. Clearly, when it is not a function of Π f
neq

,(3)
αβγ

, all the

information coming from the last time step throughout Π f
neq

,(3)
αβγ

are lost. We say

that Π f
neq

,(3)
αβγ

was filtered. We are now interested in the effect of this filtering on the

numerical scheme of the LB stress tensorΠ f neq ,(2)
αβ

. Following the same procedure as

in the last Section, we write the LB stress tensor numerical scheme as

Π
f ,(2)
αβ

(t +∆t , x) =Π f col (t ,x−ci ∆t ),(2)
αβ

+ ∆t

2

(
ΠΩ(t+∆t ,x),(2)
αβ

+ΠF (t+∆t ,x),(2)
αβ

)
, (4.18)

with

Π
f col (t ,x−ci ∆t ),(2)
αβ

=Π f col (t ,x),(2)
αβ

−∆t
∂Π

f col (t ,x),(3)
αβγ

∂xγ
+∆t 2

2

∂2Π
f col (t ,x),(4)
αβγδ

∂xγ∂xδ
+O (∆t 3) . (4.19)
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Note that the following

Π
f col (t ,x−ci ∆t ),(3)
αβγ

=Π f col (t ,x),(3)
αβγ

−∆t
∂Π

f col (t ,x),(4)
αβγδ

∂xδ
+O (∆t 2) , (4.20)

is also true. Using Eqs. (4.19,4.20),

Π
f col (t ,x−ci ∆t ),(2)
αβ

−Π f col (t ,x),(2)
αβ

=−∆t

2

∂

∂xγ

[
Π

f col (t ,x),(3)
αβγ

+Π f col (t ,x−ci ∆t ),(3)
αβγ

]
+O (∆t 3) .

(4.21)
Now, because we are filtering the 3r d order moment, the 3r d order projection of the
streaming is not anymore valid, in other words,

Π
f (t+∆t ,x),(3)
αβγ

6 6 6===Π f col (t ,x−ci ∆t ),(3)
αβγ

, (4.22)

due to the filtering, the updated 3r d order moment that will be used as initial condition
for the next time step is

Π
f (t+∆t ,x),(3)
αβγ

=Π f eq (t+∆t ,x),(3)
αβγ

+ Π̃(3)
αβγ

(t +∆t , x)− ∆t

2
ΠF (t+∆t ,x),(3)
αβγ

. (4.23)

If this last equation is not clear enough, remember that in Eq. (4.17), Π̃(3)
αβγ

replaced

Π
f

neq
,(3)

αβγ
. Similarly, in Eq. (4.23), which is obtained from 3r d order projection of

Eq. (3.73), the moment Π̃(3)
αβγ

replaced Π f
neq

,(3)
αβγ

. As a consequence, Eq. (4.21) could

only be written as

Π
f col (t ,x−ci ∆t ),(2)
αβ

−Π f col (t ,x),(2)
αβ

=− ∆t

2

∂

∂xγ

[
Π

f col (t ,x),(3)
αβγ

+Π f (t+∆t ,x),(3)
αβγ

]
(4.24)

− ∆t

2

∂

∂xγ

[
Π

f col (t ,x−ci ∆t ),(3)
αβγ

−Π f (t+∆t ,x),(3)
αβγ

]
+O (∆t 3) .

=− ∆t

2

∂

∂xγ

[
Π

f col (t ,x),(3)
αβγ

+Π f (t+∆t ,x),(3)
αβγ

]
+∆tO (3)

r eg +O (∆t 3) ,

(4.25)

where O (3)
r eg is the error introduced by the replacement ofΠ f

neq
,(3)

αβγ
by Π̃(3)

αβγ
in Eq. (4.17).

The rest of the demonstration is identical to the last Section, except that Eqs. (4.17,4.23)
should be used and that O (3)

r eg is kept until the end, finally yielding,

∂Π
f ,(2)
αβ

∂t
+
∂Π

f ,(3)
αβγ

∂xγ
=−1

τ
Π

f neq ,(2)
αβ

+ΠF,(2)
αβ

+O (3)
r eg +O (∆t 2) , (4.26)
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with Π
f ,(3)
αβγ

obtained by identification of Eq. (4.23) with 3r d order projections of
Eqs. (3.72,3.73),

Π
f ,(3)
αβγ

=Π f eq ,(3)
αβγ

+ 2τ

2τ+∆t
Π̃(3)
αβγ

. (4.27)

Tuning Π̃(3)
αβγ

allows to freely modify the flux ofΠ f ,(2)
αβ

. However, there is a cost, which

is that we created an error, O (3)
r eg . Using Eqs. (4.17,4.23), we immediately find,

O (3)
r eg =−1

2

∂

∂xγ

[
Π

f col (t ,x−ci ∆t ),(3)
αβγ

−Π f (t+∆t ,x),(3)
αβγ

]
=O (∆t ) . (4.28)

When Π̃(3)
αβγ

=Π f
neq

,(3)
αβγ

, then O (3)
r eg is 0 and we recover the classical case presented in

the last Section. We can directly modify the fluxΠ f ,(3)
αβγ

by tuning Π̃(3)
αβγ

, but it reduces

the order of accuracy of the scheme used to discretizeΠ f ,(2)
αβ

equation to O (∆t ). Note

here that we did not specified anything about the LB model we used, except that the
3r d order moment was filtered.
In this respect, we can draw a general conclusion, when (n +1)th order moment is
overwritten by an arbitrary value, it deteriorates the order of accuracy of the nth order
moment scheme to O (∆t ). This has already been observed on the projected regular-
ized collision kernel [81]. In this Section, we deduced that this O (∆t) error appears
inside the discretization of the gradients of 3r d order non-equilibrium moments inside
the stress-tensor evolution equation. While this error is presumably small, it should
be observed during a careful grid convergence analysis. Instead, a 2nd order accuracy
was observed with regularized kernels [74, 76, 101]. A schematic argument to explain
why a 1st order accuracy was not observed is to consider that the numerical error of a
regularized LB model could be written as

∆t A(t , x)+∆t 2B(t , x)+O (∆t 3) . (4.29)

With A and B two unknown functions. If A(t , x) is extremely small, A(t , x) ¿∆tB(t , x),
the dominant error measured by an empirical grid convergence is O (∆t 2). However,
as ∆t goes to 0, A(t , x) >∆tB(t , x) and the actual order of accuracy, O (∆t ), should be
measured. Empirical measurements of a O (∆t 2) accuracy of regularized kernels only
means that the grid convergence study was not conducted with a sufficiently fine grid
such that A(t , x) ¿∆tB(t , x).

Generally speaking, all collision kernel where Eq. (4.22) is verified are also O (∆t)
accurate. Which means that a non-negligible part of the LB literature is using O (∆t )
schemes. From a practical point of view, a low value of the overall numerical error
is more important than the order – O (∆t) or O (∆t 2) – of the error. In this aspect,
regularized LB models are able to produce solutions with low numerical dissipation
and dispersion, even with a O (∆t ) error. This will be checked empirically later in this
manuscript.

70



4. Taylor expansion based description of the lattice-Boltzmann scheme – 4.3.
Application : Athermal Lattice-Boltzmann Method

4.3. Application : Athermal Lattice-Boltzmann
Method

The last 2 Sections showed that each macroscopic moment follows its own evolution
equation Eq. (4.15), advocating a change of paradigm. Instead of considering LB as
a kinetic solver let us consider it as a kind of Grad-q solver for an extended set of
thermo-hydrodynamic equations. Some of them are desired conservation laws such
as mass and momentum conservations, others corresponds to higher order equations
in the finite hierarchy of q equations related to the lattice DdQq . Therefore, f and all
other populations previously defined lose their kinetic meaning and are now merely
considered as temporary numerical variables in the macroscopic CFD solver known
as "lattice-Boltzmann".

4.3.1. Numerical scheme
For the sake of clarity we first apply the proposed Taylor expansion on the classical

athermal LB model on standard lattices [4] with a force term specifically designed to
get rid of the classical O (Ma3) error of standard lattices [4]. This model, traditionally
said to be athermal in the LB literature, is used in practice to solve isothermal flows.
Following the proposed Taylor expansion formalism we define the initial solution
simply by initial macroscopic fields ρ(t , x), uα(t , x). From this initial condition we
would like to find a LB algorithm that predicts ρ(t +∆t , x) and uα(t +∆t , x) following
an approximate Navier-Stokes system, hopefully matching mass and momentum
conservation Eqs. (1.20,1.21). Let us now detail step-by-step the algorithm that defines
the classical athermal LB scheme.

— Step 1 : Equilibrium construction Because we restrict ourselves to standard lat-
tices, some third-order Hermite polynomials H (3)

i do not belong to the Hermite
basis. For this reason we do not expand further than the third order, isotropy
defects being corrected by an appropriate force term. The equilibrium reads

f eq
i =ωi

{
H (0)ρ+ H (1)

iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[ρuαuβ]+
H (3r )

iγ

6c6
s

a(3r )
γ

}
. (4.30)

where a(3r )
γ is only a function of a(3)

αβγ
= ρuαuβuγ, as can be seen in Appendix A.

— Step 2 : Force construction The forcing population is extended to second order,

Fi ≡ωi

{
H (0)aF,(0) + H (1)

iα

c2
s

aF,(1)
α +

H (2)
iαβ

2c4
s

aF,(2)
αβ

}
, (4.31)

with its Hermite moments defined in order to properly encompass the mass and
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momentum sources ṁ and ρFα, see Eqs. (1.20-1.21). Those force moments are

aF,(2)
αβ

=−
∂D f eq ,(3)

αβγ

∂xγ
+ρc2

s
2

3

∂uγ
∂xγ

δαβ+ρFαuβ+ρFβuα−ṁuαuβ , (4.32)

aF,(1)
α = ρFα , (4.33)

aF,(0) = ṁ , (4.34)

with D f eq ,(3)
αβγ

the isotropy defect of the equilibrium population, related to the

lattice and the equilibrium function and ṁ and Fα the mass and momentum
arbitrary forcing terms, see Eqs. (1.1-1.2).

— Step 3 : Non-equilibrium construction The non-equilibrium population is ob-
tained as

f
neq
i = f i − f eq

i + ∆t

2
Fi . (4.35)

— Step 4 : Collision With f eq
i , Fi and f

neq
i built in the previous steps, compute the

collided population f col
i as

f col
i (t , x) = f eq

i (t , x)+ f
neq
i (t , x)+2

{[(
δ− ∆t

2
M

)−1]
i j
−δi j

}
f

neq
j +∆t

2
Fi (t , x) .

(4.36)
Where M is the collision matrix associated to a collision kernel written as
Eq. (3.35). For the BGK kernel it would become

f col
i (t , x) = f eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x)+ ∆t

2
Fi (t , x) . (4.37)

— Step 5 : Streaming Shift the populations according to

f i (t +∆t , x) = f col
i (t , x −ci ∆t ) . (4.38)

— Step 6 : Update macroscopic variables Using the macroscopic update rule
Eq. (4.4) for n = 0,1,2 respectively leads to

ρ(t +∆t , x) =
q−1∑
i=0

f i (t +∆t , x)+ ∆t

2
ṁ(t +∆t , x) , (4.39)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f i (t +∆t , x)+ ∆t

2
[ρFα](t +∆t , x) , (4.40)

Π
f ,(2)
αβ

(t +∆t , x) =Π f (t+∆t ,x),(2)
αβ

+ ∆t

2

(
ΠΩ(t+∆t ,x),(2)
αβ

+ΠF (t+∆t ,x),(2)
αβ

)
. (4.41)

By splittingΠ f ,(2)
αβ

(t +∆t , x) into its equilibrium and non-equilibrium parts and

using the MRT definition of the collision kernel Eq. (3.35), the above leads to the
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stress-tensor scheme,(
1+ ∆t

2τ

)
Π

f neq (t+∆t ,x),(2)
αβ

=Π f (t+∆t ,x),(2)
αβ

−Π f eq (t+∆t ,x),(2)
αβ

+ ∆t

2
ΠF (t+∆t ,x),(2)
αβ

,

(4.42)
where we assumed that Ωi is an arbitrary MRT model Eq. (3.40), and τ is the
relaxation time – hidden inside Mi j – associated to the second order moments

Π
f ,(2)
αβ

. The difference between MRT and BGK can not be seen when we are only

looking at second order moments, τ is simply the relaxation time associated
to second order moments, independently of the collision kernel. However,
differences would appear between those 2 kernels when looking at higher order
moments.

4.3.2. Continuous equivalent equations
Now that macroscopic quantities, namely mass, velocity and stress-tensor ρ(t +

∆t , x), uα(t +∆t , x) andΠ f neq ,(2)
αβ

(t +∆t , x) have been explicitly updated let us analyze

the equivalent continuous equations of System (4.39, 4.40, 4.42) and compare it with
the target set of equations Eqs. (1.20,1.21,1.23). Using the continuous limit Eq. (4.15)
of the LB scheme and neglecting O

(
∆t 2

)
terms leads to an extended Grad-q system

whose first equations are :

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ (4.43)

∂ρuα
∂t

+
∂
[
ρuαuβ+ρc2

s δαβ+Π f neq ,(2)
αβ

]
∂xβ

= ρFα , (4.44)

∂Π
f ,(2)
αβ

∂t
+
∂Π

f ,(3)
αβγ

∂xγ
=−1

τ
Π

f neq ,(2)
αβ

+ΠF,(2)
αβ

. (4.45)

Identification procedure immediately tells us that the equation of state and stress ten-

sor in this model are p = ρc2
s and −Π f neq ,(2)

αβ
. We also see that contrary to the usual NSF

model this system has an evolution equation for the stress-tensor, Eq. (4.45), whereas
only its trace (total energy) is included in the NSF model. This evolution equation

involvesΠ f neq ,(3)
αβγ

throughΠ f ,(3)
αβγ

, which shows how higher order non-hydrodynamic

moments are coupled to low order moments ρ, ρuα andΠ f neq ,(2)
αβ

. The term

∂Π
f eq ,(2)
αβ

∂t
= ∂

(
ρuαuβ+ρc2

s δαβ
)

∂t
, (4.46)
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hidden inside Eq. (4.45) can be replaced using Eq. (4.43,4.44), combining those two
equations one can obtain the kinetic tensor ρuαuβ equation

∂ρuαuβ
∂t

+∂ρuαuβuγ

∂xγ
+uα

∂
[

pδγβ+Π f neq ,(2)
γβ

]
∂xγ

+uβ
∂
[

pδαγ+Π f neq ,(2)
αγ

]
∂xγ

= ρFαuβ+ρFβuα−ṁuαuβ ,

(4.47)
not to be confused with the kinetic energy evolution equation, corresponding to half
the trace of the tensor evolution Eq. (4.47). Using the second order raw moment of
the equilibrium population (4.32,4.34) in Eq. (4.45) and the athermal equation of state
p = ρc2

s finally leads to

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

3

∂uγ
∂xγ

]

+τ
[∂Π f neq ,(2)

αβ

∂t
+
∂Π

f neq ,(3)
αβγ

∂xγ

]
−τ

[
uα

∂Π
f neq ,(2)
βγ

∂xγ
+uβ

∂Π
f neq ,(2)
αγ

∂xγ

]
(4.48)

with τρc2
s =µ obtained by identification with the usual definition of the stress tensor

Eq. (1.18). Note that the effect of the collision kernel is entirely hidden insideΠ f neq ,(3)
αβγ

.

Again, it is important to note that this last equation is not algebraic as the truncated
Chapman-Enskog expansion asserts but rather an evolution equation for the un-

known Π f neq ,(2)
αβ

. Note that from a macroscopic point of view, a change of collision

kernel can be interpreted as a change of stress tensor evolution model throughout the

modification ofΠ f neq ,(3)
αβγ

.

4.3.3. Domain of validity in term of dimensionless numbers
It seems that mass and momentum are correctly recovered by the LB scheme, see

Eq. (4.43,4.44). The next step is to demonstrate in which cases the Lattice Boltzmann
stress-tensor Eq. (1.18) could approximate the Navier-Stokes algebraic stress tensor,
Eq. (1.18). In other words,

−Π f neq ,(2)
αβ

≈Tαβ =µ
[
∂uα
∂xβ

+ ∂uβ
∂xα

− 2δαβ
3

∂uγ
∂xγ

]
. (4.49)

To that end, let us nondimensionalize Eq. (4.48). First we need to identify what is the
shortest physical time scale ts , corresponding to the fastest and dominant physical
phenomenon. Depending on the situation, mainly two relevant candidates exist: the
viscous timescale tµ = ρL2

0/µ and the convective timescale tc = L0/U0. If the shortest
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timescale is ts , then the appropriate nondimensionalization reads

∂

∂t
= 1

ts

∂

∂t∗
,

∂

∂x
= 1

L0

∂

∂x∗ , (4.50)

Π
f neq ,(2)
αβ

=Π0Π
∗, f neq ,(2)
αβ

, Π
f neq ,(3)
αβγ

=Q0Π
∗, f neq ,(3)
αβγ

, (4.51)

u =U0u∗ , ρ = ρ0ρ
∗ , T = T0T ∗ . (4.52)

where ∗ superscript quantities are O (1) and non-dimensional. Applying this change
of variable we are left with

−Π∗, f neq ,(2)
αβ

=T ∗
αβ+

µQ0

ρ0c2
s L0Π0

1

ρ∗
∂Π

∗, f neq ,(3)
αβγ

∂x∗
γ

+ M̃a
2

Re

1

ρ∗

[
u∗
α

∂Π
∗, f neq ,(2)
βγ

∂x∗
γ

+u∗
β

∂Π
∗, f neq ,(2)
αγ

∂x∗
γ

]
+ µ

ρ0c2
s ts

1

ρ∗
∂Π

∗, f neq ,(2)
αβ

∂t∗
, (4.53)

where the Reynolds number Re = tµ/tc and athermal Mach number

M̃a =U0/cs , (4.54)

have been used. Note that in the athermal case M̃a is enslaved to the CFL number [14]
because cs =∆x/(

p
3∆t ), leading to

CFL = U0 + cs

∆x/∆t
= M̃a+1p

3
. (4.55)

The stability criterion CFL ≤ 1 boils down to the usual athermal Mach limit M̃a ≤p
3−1 ≈ 0.732, which is consistent with previous studies [81, 82]. If the convective

scaling is chosen the stress-tensor becomes

−Π∗, f neq ,(2)
αβ

=T ∗
αβ+O

(
µQ0

ρ0c2
s L0Π0

)
+O

(
M̃a

2

Re

)
. (4.56)

To verify our initial ansatz Eq. (4.49), a sufficient condition is that O (·) should be

negligible. For non-zero gradients, O (·) could only vanish because M̃a
2
/Re and

(µQ0)/(ρ0c2
s L0Π0) are much smaller than 1. Therefore, M̃a

2
/Re ¿ 1 and (µQ0)/(ρ0c2

s L0Π0) ¿
1 are necessary conditions for ansatz Eq. (4.49) to be valid for non trivial flows.

The last term of O (·) can be neglected for the diffusive and convective timescale

respectively if M̃a
2
/Re2 and M̃a

2
/Re are small enough. On the other hand the factor

µQ0/ρ0c2
s L0Π0 corresponding to the ratio between scalings of third and second order

non-equilibrium moments is lattice and collision kernel dependent. Because the
isotropy defect completely modifies the convective term in the evolution equation

ofΠ f neq ,(3)
αβγ

, it leads to an evolution equation whose meaning is unclear for standard
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lattices. However, when the recursive regularized kernel [72] is used we get Q0 =U0Π0

and the stress-tensor becomes

−Π∗, f neq ,(2)
αβ

=T ∗
αβ+O

(
M̃a

2

Re

)
. (4.57)

One sees here that the usual "small Knudsen" assumption is not even sufficient
because more complicated terms appeared in the scaling analysis. To get back the
proper Navier-Stokes stress-tensor one has to carefully analyze one by one each of
these spurious terms. Additionally in LB the 3r d order non-equilibrium moment is
related to the heat-flux, suggesting that the Prandtl number Pr may also intervene
inside Q0 when the energy equation is also solved by LB.

The Taylor expansion showed that the consistency condition was not as simple as the
Chapman-Enskog expansion suggests. The small Knudsen assumption is not enough
and both the choice of the lattice and the collision kernel changes the consistency
defect in Eq. (4.57). More discrete velocities means that the isotropy defect is pushed
away from the Navier-Stokes and the stress-tensor equation, but it also means that
more moments equations are also solved. Those equations are likely to modify or
even undermine the validity of the solution because they are completely uncontrolled
and do not even correspond to a physical/kinetic modeling due to the isotropy defect

D f ,(n)
α...αn

.

4.4. Application : Interpretation of collision
models

Now that we analyzed a simple athermal BGK LB scheme let us discuss the collision
kernel by reviewing a sample of techniques that can be used to increase robustness of
LB schemes. From the Taylor expansion we’ve seen that mass and momentum conser-
vation equations were correctly discretized up to O (∆t 2) errors by the LB scheme. On
the other hand, the system is not closed through an algebraic constitutive equation as
in usual CFD solvers. Instead we inherit Eq. (4.48) from the hierarchy of moments.
Rearranging its terms leads to

∂Π
f neq ,(2)
αβ

∂t
+
∂Π

f neq ,(3)
αβγ

∂xγ
−uα

∂Π
f neq ,(2)
βγ

∂xγ
−uβ

∂Π
f neq ,(2)
αγ

∂xγ
=−1

τ

(
Π

f neq ,(2)
αβ

+Tαβ

)
, (4.58)

where Tαβ is the NSF stress tensor. Higher order contributions Π f neq ,(3)
αβγ

, as already

discussed, do not necessarily match a meaningful behavior, especially for standard lat-
tices because of isotropy defects. Therefore, a question that could drive us towards the
use of a particular kernel is a correct modeling of the stress tensor by Eq. (4.58). Being
the only moment that does not appear in the hydrodynamic equations Eqs. (4.43-4.44)

the non-equilibrium tensorΠ f neq ,(3)
αβγ

is our only degree of freedom to modify the mod-
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eling of Eq. (4.58) towards a physically meaningful stress tensor transport equation.
But first, let us rewrite Eq. (4.58) schematically as

∂Π
f neq ,(2)
αβ

∂t
+Kαβ =−1

τ

(
Π

f neq ,(2)
αβ

+Tαβ

)
. (4.59)

Nondimensionalization and multiplication by −1 leads to

∂−Π∗, f neq ,(2)
αβ

∂t∗
− ts

Π0
Kαβ =− ts

τ

(
−Π∗, f neq ,(2)

αβ
−T ∗

αβ

)
. (4.60)

For example for convective flows with the athermal LB model,

ts

τ
= ρc2

s L0

µU0
= Re

M̃a
2 . (4.61)

We already rigorously demonstrated in Sec. 4.3.3 for the athermal model what are the
necessary conditions for Kαβ to be neglected. However, let us note that Eq. (4.60)
looks very similar to the relaxation equation Eq. (3.2) we discussed in Sec. 3.1. In
the analytical solution, Eq. (3.3), we see that the convergence of φ towards φeq is
faster for lower values of τ. In the same way, we could conclude that the convergence

of −Π∗, f neq ,(2)
αβ

towards T ∗
αβ

is faster for lower values of M̃a
2
/Re. For sufficiently low

M̃a or sufficiently high Re the convergence of −Π∗, f neq ,(2)
αβ

towards T ∗
αβ

modeled by

Eq. (4.60) seems to mimic −Π∗, f neq ,(2)
αβ

≈T ∗
αβ

. In other words, the LB equation is not

only a relaxation equation for f neq
i , it also provides a consistent relaxation model

of −Π∗, f neq ,(2)
αβ

towards its NSF value T ∗
αβ

. For athermal lattice-Boltzman, because

cs = ∆x/(
p

3∆t), lower Mach means lower timestep, such that Eq. (4.60) is more

efficient in approximating −Π∗, f neq ,(2)
αβ

≈T ∗
αβ

as the CFL is reduced.

4.4.1. Modeling of lag effects in constitutive equations
We have just highlighted that LB mechanical constitutive equation encompasses a

lag effect due to ∂/∂t . Neglecting Kαβ, what LB is doing for the treatment of viscous
terms is to replace a diffusion equation by another model. To get a better understand-
ing, let us consider the following heat equation [102, 103],

∂T

∂t
= κ∂

2T

∂x2
α

. (4.62)

Mimicking the LB strategy, it could be replaced by

∂T

∂t
=−∂qα

∂xα
,

∂qα
∂t

=−1

τ

(
qα+κ ∂T

∂xα

)
. (4.63)
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Note that this modeling alleviates the paradox of infinite velocity propagation of
diffusion [104, 105] in parabolic models such as Eq. (4.62). This choice of modeling of
heat flux qα is either called hyperbolic diffusion [106], hyperbolic heat equation [104,
107] or Maxwell-Cattaneo model [105]. Rewriting the last equation we get,(

1+τ ∂
∂t

)
qα =−κ ∂T

∂xα
, (4.64)

where the additional τ ∂
∂t term to the Fourier law [5, 43] accounts for the required lag to

reach steady heat conduction [108, 109]. While not as common as the parabolic [102]
model Eq. (4.62), the – very small – values of τ have been experimentally measured
for some materials, as mentioned in [105]. Eq. (4.64) is therefore a relevant model
in some heat conduction applications. However, this new model is not reference
frame invariant. Considering 2 reference frames (xα, t) and (x ′

α, t ′) translated from
one another with velocity vα, they are related by

xα = x ′
α+ vαt ′ , (4.65)

t = t ′ , (4.66)

uα = u′
α+ vα , (4.67)

then we can write that

∂

∂t ′
= ∂t

∂t ′
∂

∂t
+ ∂xα
∂t ′

∂

∂xα
= ∂

∂t
+ vα

∂

∂xα
, (4.68)

∂

∂x ′
α

= ∂t

∂x ′
α

∂

∂t
+ ∂xα
∂x ′

α

∂

∂xα
= ∂

∂xα
, (4.69)

which shows that the functional form of Eq. (4.64) is not the same in both reference
frames. A solution to this problem is to replace the time derivative ∂/∂t by other
derivatives. For example, using the material derivative [5, 40] D/Dt ,

Dφ

Dt
= ∂φ

∂t
+uγ

∂φ

∂xγ
= ∂φ

∂t ′
+u′

γ

∂φ

∂x ′
γ

= Dφ

Dt ′
, (4.70)

leads to reference frame invariant functional form of the Maxwell-Cattaneo model.
The material derivative is not the only derivative enforcing reference frame invariance.
For a symmetric tensor Παβ, the upper convected derivative [110–112] δup /δt , also
called Lie-Oldroyd derivative, could be used. In continuum mechanics it corresponds
to the rate of change of a tensor property of a small parcel of fluid that is written in the
coordinate system rotating and stretching with the fluid velocity uα. Additionally, the
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lower convected derivative δlow /δt is also defined,

δupΠαβ

δt
= DΠαβ

Dt
−Παγ

∂uβ
∂xγ

−Πγβ
∂uγ
∂xα

, (4.71)

δl owΠαβ

δt
= DΠαβ

Dt
+Παγ

∂uβ
∂xγ

+Πγβ
∂uγ
∂xα

. (4.72)

Using these derivatives to replace the time derivative inside Eq. (4.64) lead to an
invariant functional form between coordinates (xα, t) and (x ′

α, t ′). The choice of
frame-invariant time derivative seems to be a research topic on its own [113, 114] in
the field of advanced constitutive equations modeling.

To conclude this small discussion, let simply note that other derivatives – e.g. mate-
rial, upper convected, lower convected – do exist in the literature in order to model lag
effects with

(1+τ∇t ) qα =−κ ∂T

∂xα
, (4.73)

where ∇t is preferably a frame-invariant – galilean invariant – derivative.

4.4.2. BGK kernel
With a BGK collision operator,Π f neq ,(3)

αβγ
purely stems from higher order non-hydrodynamic

equations. In this case, assuming that the lattice is large enough such that D f neq ,(3)
αβγ

= 0

– this property is only enforced on some non-diagonal components of tensorΠ(3)
αβγ

for

standard lattices – we can write for example theΠ f neq ,(2)
xx evolution equation,

∂Π
f neq ,(2)
xx

∂t
−2ux

∂Π
f neq ,(2)
xγ

∂xγ
=−1

τ

(
Π

f neq ,(2)
xx +Txx

)
− ∂Π

f neq ,(3)
xxγ

∂xγ
. (4.74)

In the left hand side we recognize a transport term in the x direction with an un-
expected backward propagation −2ux while the first term in the right hand side

is a relaxation term that steers the variable Π f neq ,(2)
xx towards the expected Txx , see

Sec. 3.1. The second term in the right hand side is the coupling with higher-order non-

hydrodynamic moments. BecauseΠ f neq ,(3)
αβγ

depends on a very complicated cascade of

higher order equations, we can not conclude anything on the modeling of the stress
tensor by BGK kernel.

4.4.3. Regularized kernels
A particularly efficient way to control the time evolution of the stress tensor was

identified in the regularized and recursive regularized collision kernels. The regular-

ization [115, 116] simply discards Π f
neq

,(3)
αβγ

during the collision, leading to a filtered
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non-equilibrium population

f
neq
i =ωi

H (2)
iαβ

2c4
s
Π

f
neq

,(2)
αβ

, (4.75)

Π
f

neq
,(2)

αβ
=

q−1∑
i=0

ciαciβ

(
f i − f eq

i + ∆t

2
Fi

)
, (4.76)

allowing those filtered moments to be compartmentalized from the hydrodynamic
moments, and effectively cancelling the last term of Eq. (4.74).

4.4.4. Recursive Regularized kernels

Recursive regularization [72] does not simply removesΠ f
neq

,(3)
αβγ

but replaces it by an

approximated value obtained from the CE expansion,

f
neq
i =ωi

{H (2)
iαβ

2c4
s
Π

f
neq

,(2)
αβ

+
H (3r )

iγ

6c6
s
Π

f
neq

,(3r )
γ

}
, (4.77)

with Π f
neq

,(3)
αβγ

= uαΠ
f

neq
,(2)

βγ
+uβΠ

f
neq

,(2)
γα +uγΠ

f
neq

,(2)
αβ

serving to define Π f
neq

,(3r )
γ as in

Appendix A. This leads to a new evolution equation,

δlowΠ
f neq ,(2)
αβ

δt
+Π f neq ,(2)

αβ

∂uγ
∂xγ

=−1

τ

(
Π

f neq ,(2)
αβ

+Tαβ

)
, (4.78)

where δlow /δt is the lower convected derivative defined in Eq. (4.72). A careful ex-
amination of Eq. (4.78) shows that it is a galilean invariant equation [87, 117, 118].
Which is a highly desirable property for any physical model. However, note that the
galilean invariance of the model does not mean that the numerical solution is also
galilean invariant. Due to numerical errors, a reference frame dependent numerical
error occurs.

4.4.5. Hybrid Recursive Regularization kernels
Jacob et al [119] developed an extension of the recursive regularization by introduc-

ing σ ∈ [0,1] into the non-equilibrium reconstruction Eq. (4.77) as

Π
f

neq
,(2)

αβ
=σ

q−1∑
i=0

ciαciβ

(
f i − f eq

i + ∆t

2
Fi

)
− (1−σ)ρc2

s τ

[
∂uα
∂xβ

+ ∂uβ
∂xα

− 2δαβ
3

∂uγ
∂xγ

]
F D

,

(4.79)

where the last term is evaluated from a finite difference scheme. It has been shown
[119] that this modification leads, for σ< 1, to the introduction of a numerical hyper-
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viscosity in the momentum equation. In light of the previous Section, an alternative

explanation for the enhanced stability is that Π f neq,(2)
αβ

may deviate from its target

relaxed value Tαβ. Using 0 <σ< 1 (resp. σ= 0) as a weighting parameter is equivalent

to a partial (resp. total) reset ofΠ f neq,(2)
αβ

to its fully relaxed value Tαβ at the end of each

time step, leading to a stronger steering of Π f neq,(2)
αβ

towards Tαβ by the resulting LB

scheme.

4.4.6. Traceless Recursive Regularized kernels
The pressure work is of paramount importance in compressible flows and was

already emphasized as a major source of instabilities for thermal LB solutions [82].

Because the non-equilibrium momentΠ f neq,(2)
αβ

is the effective stress tensor in LBMs,

any spurious term appearing on its trace will act as a spurious pressure in momen-
tum equation. Therefore, artificially enforcing a traceless stress tensor [76] in a d
dimensional physical space,

Π
f

neq
,(2)

αβ
=

q−1∑
i=0

[
ciαciβ−

δαβ

d
ciγciγ

](
f i − f eq

i + ∆t

2
Fi

)
, (4.80)

during the collision allows to get rid of this spurious pressure. We have already seen

in this Section that a choice of collision kernel impacts the closure for the Π f neq,(2)
αβ

equation, which does not necessarily lead to a traceless stress tensor. Additionally,
it was demonstrated in [120] that the traceless stress tensor can be seen as an addi-
tional regularization because it filters the non-equilibrium momentΠ f neq,(2)

αα , which is
supposed to be 0 when the Stokes hypothesis is verified [48]. Using this kernel, and
interpreting it as a MRT model – M j =Π(2)

αα in Eq. (3.45) –, this leads to

Π
f col ,(2)
αα (t , x) =

Π f eq ,(2)
αα +

1− ∆t
∆t
2 +τ

Π(2)
αα

Π f
neq

,(2)
αα + ∆t

2
ΠF,(2)
αα

 (t , x) . (4.81)

Enforcing a traceless Π f
neq

,(2)
αβ

means that it was reconstructed following Eq. (4.80)

such thatΠ f
neq

,(2)
αα = 0. For the numerical scheme, which only carries non-equilibrium

datas throughout the collision, it is equivalent to puttingΠ(2)
αα =∆t/2. When using a

recursive regularization, the remnants non filtered variables were ρ, ρuα, along with

all components ofΠ f
neq

,(2)
αα . Now, using the traceless collision, one additional variable

was filtered, the trace of the second order non-equilibrium moment,Π f
neq

,(2)
αα .
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4.5. Application : Thermal Lattice-Boltzmann
Method, ρ-based model

As a matter of fact, a fully compressible LBM method can be obtained in a straight-
forward way by expanding the analytical Maxwellian up to the necessary order and to
use the associated required number of distribution function. Unfortunately, such an
approach is not tractable for practical flow simulations since it involves at least a 9-th
order expansion of the Maxwellian along with the use of 121 distribution functions
for 3D computations [38]. In such an approach, mass, momentum and energy con-
servation are recovered at the same time using a single set of distribution functions,
corresponding to the coupled approach for NSF system, in which all equations are
solved in monolithic way.

To solve this problem, a commonly used approach is to decouple the energy equa-
tion from the mass and momentum conservation equation, leading to a segregated
approach, according to the classical nomenclature for CFD methods based on NSF
equations. The expected gain here is to be able to keep using a reduced-order ex-
pansion of the Maxwellian (compared to the monolithic approach) and a reasonable
number of distribution functions, while recovering the full compressible NSF equa-
tions dynamics. Within the framework of LBM, this leads to the definition of Double
Distribution Function (DDF) methods and Hybrid methods [121]. In the former,
the energy equation is solved as the zero-th order of a second set of distribution
functions, while in the latter, it is solved using a classical Finite Volume/Finite Dif-
ference method for the scalar quantity. Segregated methods raise the issue of the
coupling between the block of mass and momentum conservation and the energy
equation. Since a restricted Maxwellian expansion is used for the mass/momentum
equations, compressibility and thermodynamic effects must be explicitly reintroduced
in the associated LB equations[4]. Considering existing DDF and Hybrid methods for
high-speed compressible flows, the main coupling ways are [122]: i) to keep using
a low-Mach athermal collision model and to enforce the physical pressure gradient
as a forcing term, or ii) to use a low-Mach thermal collision model supplemented by
some forcing correction terms. These choices are observed to have a deep impact on
the features of the resulting numerical method in terms of accuracy and robustness.
The first approach leads to some numerical stability problems near discontinuities,
while the second is more robust but still necessitates some additional stabilization
techniques [74].

In [74, 75, 97, 123–125] a Hybrid ρ-based LBM based on the second approach has
been proposed, with successful application to thermal compressible flows in both
subsonic and supersonic regimes on a regular D3Q19 lattice. The key features of this
method are i) the use of a recursive regularized collision model supplemented by
ad hoc correction terms and ii) solving an evolution equation for entropy written in
non-conservative form, Eq. (1.6). In this Section, we study this thermal LB scheme
throughout the scope of our Taylor expansion formalism.
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4.5.1. Recursive Regularized-ρ numerical scheme
This scheme encompasses the thermal effects coming from the FD energy equation

inside the 2nd and 3rd order equilibrium moments, leading to a complex equilibrium
distribution function compared to the athermal case. This model can be summarized
by the following steps :

— Step 1 : Equilibrium construction The equilibrium is expanded as

f eq
i =ωi

{
H (0)ρ+ H (1)

iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[ρuαuβ+ρc2
s (θ−1)δαβ]+

H (3r )
iγ

6c6
s

a(3r )
γ

}
,

(4.82)
where θ is the normalized temperature,

ρθ = p/c2
s , (4.83)

and with a(3)
αβγ

= ρuαuβuγ+ρc2
s (θ−1)[uγδαβ+uβδγα+uαδβγ] serving to define

a(3r )
γ as in Appendix A.

— Step 2 : Force construction The forcing population is simply extended to second
order,

Fi ≡ωi

{
H (0)aF,(0) + H (1)

iα

c2
s

aF,(1)
α +

H (2)
iαβ

2c4
s

aF,(2)
αβ

}
, (4.84)

with its Hermite moments defined as

aF,(2)
αβ

=−
∂D f eq ,(3)

αβγ

∂xγ
+p(

2

3
− r

Cv
)
∂uγ
∂xγ

δαβ (4.85)

+ rδαβ
Cv

(ρq̇ +ṁ
u2
γ

2
)+ρFαuβ+ρFβuα−ṁ(uαuβ+ c2

s δαβ) ,

aF,(1)
α = ρFα , (4.86)

aF,(0) = ṁ . (4.87)

— Step 3 : Non-equilibrium construction The offset non-equilibrium population

f
neq
i is built using the recursive regularized collision kernel, Eq. (4.77).

— Step 4 : Collision Thanks to previous steps f eq
i , Fi and f

neq
i have been built,

compute the collided population f col
i such that

f col
i (t , x) = f eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x)+ ∆t

2
Fi (t , x) . (4.88)

— Step 5 : Streaming Shift the populations according to

f i (t +∆t , x) = f col
i (t , x −ci ∆t ) . (4.89)

83



4. Taylor expansion based description of the lattice-Boltzmann scheme – 4.5.
Application : Thermal Lattice-Boltzmann Method, ρ-based model

— Step 6 : Coupling update Discretize a thermodynamic equation – e.g among
Eqs. (1.22,5.1,5.2). Let us arbitrarily choose the total energy, therefore, we use a
consistent and convergent explicit scheme that can be written as

[ρE ](t +∆t , x) = [ρE ](t , x)+∆t�ρE (t , x)+O (∆t m)+O (∆xn) , (4.90)

with m ≥ 1, n ≥ 1 and�ρE an operator that represents discretized spatial opera-
tors in Eq. (1.22).

— Step 7 : Update macroscopic variables Using the macroscopic update rule
Eq. (4.3) for n = 0,1,2 respectively leads to

ρ(t +∆t , x) =
q−1∑
i=0

f i (t +∆t , x)+ ∆t

2
ṁ(t +∆t , x) , (4.91)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f i (t +∆t , x)+ ∆t

2
[ρFα](t +∆t , x) , (4.92)(

1+ ∆t

2τ

)
Π

f neq (t+∆t ,x),(2)
αβ

=Π f (t+∆t ,x),(2)
αβ

−Π f eq (t+∆t ,x),(2)
αβ

+ ∆t

2
ΠF (t+∆t ,x),(2)
αβ

.

(4.93)

Then every other macroscopic variables could be obtained from the knowledge
of ρ(t +∆t , x), uα(t +∆t , x) and [ρE ](t +∆t , x). For example, T (t +∆t , x) can
be obtained as T (t +∆t , x) = T

(
ρ(t +∆t , x), s(t +∆t , x)

)
. Note that the coupling

between finite difference solved energy and LB mainly happens in the term

Π
f (t+∆t ,x),(2)
αα −Π f eq (t+∆t ,x),(2)

αα , because here the second order equilibrium ρu2
α+p,

updated from both LB and finite differences, meets with Π f (t+∆t ,x),(2)
αα , which

only comes from LB. Therefore, the quantity Π f (t+∆t ,x),(2)
αα −Π f eq (t+∆t ,x),(2)

αα acts
as a kind of garbage collector (there is no better word to describe this) for the
errors appearing due to the coupling between finite difference and LB. In this
case, the traceless collision – see Sec. 4.4.6 – seems mandatory to prevent the

accumulation of coupling errors insideΠ f neq ,(2)
αα .

4.5.2. Continuous equivalent equations
Now that macroscopic quantities, namely mass, velocity, stress-tensor and temper-

ature, ρ(t+∆t , x), uα(t+∆t , x),Π f neq ,(2)
αβ

(t+∆t , x) and T (t+∆t , x) have been explicitly

updated let us consider the equivalent continuous equations of the system Eqs. (4.90-
4.93) and compare it with the target set of equations Eqs. (1.20-1.23). Continuous limit
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of the recursive regularized ρ scheme is

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ , (4.94)

∂ρuα
∂t

+
∂
[
ρuαuβ+pδαβ+Π f neq ,(2)

αβ

]
∂xβ

= ρFα , (4.95)

∂Π
f ,(2)
αβ

∂t
+
∂Π

f ,(3)
αβγ

∂xγ
=−1

τ
Π

f neq ,(n)
αβ

+ΠF,(n)
αβ

, (4.96)

∂ρE

∂t
+
∂
[

(ρE +p)uβ+qβ+uαΠ
f neq ,(2)
αβ

]
∂xβ

= ρFγuγ+ρq̇ , (4.97)

where p = ρθc2
s = ρr T . We shall now deduce the stress tensor evolution equa-

tion. First, using Eqs. (4.94,4.95) to isolate the pressure time derivative ∂p/∂t in-
side Eq. (4.97) and assuming that the adiabatic exponent γ is a constant leads to the
pressure equation,

Cv

r
(
∂p

∂t
+ ∂puβ

∂xβ
)+p

∂uγ
∂xγ

+ ∂qγ
∂xγ

+Π f neq ,(2)
βγ

∂uβ
∂xγ

= ρq̇ +ṁ
u2
γ

2
. (4.98)

with Cv /r = 1/(γ−1). Then injecting Eqs. (4.47,4.98,4.85-4.87) into Eqs. (4.96) finally
leads to

−Π f neq ,(2)
αβ

= τp

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

3

∂uγ
∂xγ

]
+τ

{∂Π f neq ,(2)
αβ

∂t
+
∂Π

f neq ,(3)
αβγ

∂xγ

}

−τ
[

uα
∂Π

f neq ,(2)
βγ

∂xγ
+uβ

∂Π
f neq ,(2)
αγ

∂xγ

]
+τrδαβ

Cv

[
− ∂qγ
∂xγ

−Π f neq ,(2)
βγ

∂uβ
∂xγ

]
(4.99)

where we identify that τp = µ. Here we end up with a slightly different evolution
equation for the stress tensor when compared to the pressure-based and athermal

cases. The higher order non-equilibrium moments are filtered out becauseΠ f neq ,(3)
αβγ

was reconstructed following the recursive regularized kernel Eq. (4.77). We use the
previously defined nondimensionalization, Eqs. (4.50-4.52), with the additional con-
straint Q0 =U0Π0 obtained from Eq. (4.77). Also, for thermal models, cs is not anymore
related to the physical sound speed, therefore changing the definition of the Mach,

Ma = U0√
γr T0

, (4.100)
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which can used in the nondiensionalization,

−Π∗, f neq ,(2)
αβ

=Π∗,N S
αβ

+ γMa2

Re

1

ρ∗T ∗

{∂Π∗, f neq ,(3)
αβγ

∂x∗
γ

−u∗
α

∂Π
∗, f neq ,(2)
βγ

∂x∗
γ

−u∗
β

∂Π
∗, f neq ,(2)
αγ

∂x∗
γ

}

+ µ

ρ0RT0ts

1

ρ∗T ∗
∂Π

∗, f neq ,(2)
αβ

∂t∗
+ γ

PrRe

δαβ

ρ∗T ∗

[
∂2T ∗

∂x∗
γ∂x∗

γ

]
− γMa2(γ−1)

Re

δαβ

ρ∗T ∗

[
Π

∗, f neq ,(2)
βγ

∂u∗
β

∂x∗
γ

]
,

(4.101)

where the Mach number Ma is defined as Ma =U0/
√
γp/ρ. Assuming that convection

is dominant, ts = L0/U0, Eq. (4.101) can be recast into

−Π∗, f neq ,(2)
αβ

=Π∗,N S
αβ

+O

(
Ma2

Re

)
+O

(
1

RePr

)
. (4.102)

The second error term O
( 1

RePr

)
does not scale with the Kn number and is not predicted

by the Chapman-Enskog expansion because it is purely stemming from the numerical
coupling between the LB scheme and the finite difference scheme Eq. (4.90).

4.6. Comparison with other Taylor expansions
In this Chapter, we demonstrated that a parsimonious bridge between the LBM and

the macroscopic equations was accessible. It relies on well known numerical tools.
First, the LB scheme is studied in the continuous limit, showing that LB solves an
extended Grad-q system, Eq. (4.15). Then, a nondimensional analysis is performed
in order to measure the scaling of the inconsistent terms when compared to the
NSF system. This fully deductive formalism only needs a single premise, that ∆t is
sufficiently small in order for the Taylor series to converge. Then, the consistency
conditions in term of nondimensional numbers are deduced, showing that Kn is not
the only parameter driving the consistency towards a NSF model.

4.6.1. Previous Taylor expansions for lattice-Boltzmann
While the Taylor series expansion was presented as a novelty here, other similar

analysis have been performed in the literature. Here, we review all contributions the
author is aware of.

— In [126], additionally to the Taylor expansion, a simplified Chapman-Enskog
expansion [35, 36] is simultaneously performed.

— In [127–129], a diffusive scaling x → x/Kn and t → t/Kn2 is employed, where
∆t ∝ Kn2, ∆x ∝ Kn, therefore restricting this analysis to low Mach and low
Knudsen. Additionally, only the first order explicit discretization of the LBM
is considered, contrarily to the widely used semi-implicit Crank-Nicolson [4,
35–37], employed in this manuscript.

86



4. Taylor expansion based description of the lattice-Boltzmann scheme – 4.6.
Comparison with other Taylor expansions

— In [130], following [131], the choice Kn ∝∆t is made. Then, both Taylor and
Chapman-Enskog expansions are performed with this unique parameter.

— In [92, 93, 95], cumulant LB is discussed. A Taylor expansion is performed with
a diffusive scaling ∆t ∝ Kn2, ∆x ∝ Kn, therefore reducing the validity to low
Mach and low Knudsen.

— In [132] a diffusive scaling ∆t ∝ Kn2, ∆x ∝ Kn is used, therefore reducing the
validity to low Mach and low Knudsen flows.

— In [133], a Taylor expansion with arbitrary scaling ∆x ∝ ε, ∆t ∝ εm , with m ≥ 1
and ε a tiny scaling parameter is performed on a LB model for Burgers, Ko-
rteweg–de Vries, and Kuramoto–Sivashinsky equations.

— In [134–136], an acoustic scaling is employed, ∆t ∝∆x. Additionally, the ratio
between the timestep and the relaxation ∆t/τ – or ∆t/τwhen an explicit scheme
is employed – is assumed constant.

It is worth mentioning that the diffusive scaling – used by most LB models – leads to
∆t ∝∆x2, which allows to get the relaxation time τ as a free parameter. In exchange,
we voluntarily ignore the Mach number similitude [4]. Therefore, in diffusive scaling,
the Mach number is uncontrolled, but as long as it is sufficiently small, its value is not
relevant for the considered incompressible flows. This trick allows to get τ as a tunable
free parameter for low Mach simulations. More specifically, for most LB models the
relaxation time τ reads

τ= µ

ρc2
s
+ ∆t

2
. (4.103)

The diffusive scaling can be written with a fixed parameter K as

∆t = K ∆x2 . (4.104)

Since the sound speed for standard lattices is cs =∆x/(∆t
p

3) [4] (the general case
being cs = cste∆x/∆t ) we can write

τ

∆t
= 3µK

ρ
+ 1

2
. (4.105)

In other words, neglecting force term Fi and using a diffusive scaling and a BGK kernel,
the collision is made independent of ∆t ,

f col
i (t , x) = f eq

i (t , x)+
1− 1

3µK
ρ

+ 1
2

 f
neq
i (t , x) . (4.106)

Therefore, tuning K allows to arbitrarily choose τ and keeps (1−∆t/τ) independent
of ∆t , which is the assumption employed by many authors of Taylor expansion based
descriptions of the LB scheme. However, the diffusive scaling has some drawbacks,
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because the sound speed becomes grid refinement sensitive,

cs = 1p
3K ∆x

, (4.107)

such that both Mach and CFL are also grid dependent,

Ma =p
3uK ∆x , (4.108)

CFL = uK ∆x + 1p
3

. (4.109)

However, as long as Ma is sufficiently small, its value is irrelevant. Of course, as
the physical Mach number is increased, grid-dependent Ma is not anymore ac-
ceptable and diffusive scaling should be dropped and replaced by acoustic scaling,
∆x/∆t = cste which leads to a proper similitude relations for Ma and CFL when a grid
refinement is performed, as it was implicitly demonstrated in this manuscript.

When both the acoustic scaling ∆x/∆t = cste and the ∆t/τ= cste hypothesis are
used altogether [134–136], something interesting can be highlighted. Again, let us
consider the classical LB scheme on standard lattice [4]. Then using cs =∆x/(∆t

p
3)

the offset relaxation time reads

τ= 3µ

ρ∆x2

∆t 2

+ ∆t

2
. (4.110)

Using the acoustic scaling ∆x/∆t = A = cste, this implies

τ

∆t
= 3µ

ρA∆x
+ 1

2
. (4.111)

Following premises A = cste and ∆t/τ= cste, this leads to µ/(ρ∆x) = B = cste. The
Reynolds number is therefore expressed as

Re = uL

B ∆x
. (4.112)

Which is a grid dependent Reynolds number with non-grid dependent Mach,

Ma =
p

3u

A
. (4.113)

Alternatively, the Reynolds can be made non-grid dependent by using Ma ∝∆x, which
sacrifices the similitude of the Mach number during a grid refinement. Therefore,
the acoustic scaling ∆x/∆t = cste combined with hypothesis ∆t/τ = cste does not
allow the similitude of all nondimensional numbers, one of them is necessarily grid
dependent.

The grid-dependency observed in many Taylor expansions analysis arises from the
fact that a physical parameter – τ, already present in Eq. (2.51) even before the space-
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time discretization – is assumed to be a function of a numerical parameter, ∆t or ∆x.
Using notions discussed in Sec. 1.2, this formally reduces the rank n of the dimensional
problem Eq. (1.27) to n −1, effectively removing one of the n −k nondimensional
numbers available to describe the system. With hypothesis ∆t/τ= cste, only n −k −1
nondimensional parameters are available. To approximate the full compressible and
viscous NSF system, a LB scheme and its theoretical description must consider τ – or
equivalently τ – and ∆t as independent parameters in order to maintain similitude for
all n−k nondimensional numbers when a grid refinement is performed. Additionally,
an acoustic scaling is necessary in order to properly tackle the Mach similitude.

4.6.2. Taylor expansion proposed by Wissocq and Sagaut,
2021

Very few months after the publication of our Taylor expansion analysis, another
contribution was proposed by Wissocq et al [120]. As its author mentioned, our Taylor
analysis could only be truncated for a vanishing ∆t or a "sufficiently small" ∆t , in
the sense that ∆t is completely negligible compared to all characteristic times of
our model, including τ. Considering results presented in Sec. 3.1, it seems that the
Crank-Nicolson scheme employed to derive the LB scheme – see Sec. 3.2 – roughly
leads to accurate solutions as long as ∆t/τ≤ 2. However, as it was rightly mentioned in
[120], many LB simulations are performed with extremely high values of ∆t/τ. Indeed
τ∝µ, so in order to mimic Euler solvers, high values of coefficient ∆t/τ are necessary,
leading to an over-relaxation with damped amplitude over time, see Sec. 3.1.

Rigorously, because the timestep ∆t can be much larger than τ in real compress-
ible applications, it is extremely important to understand that the convergence of
the Taylor series expansion presented in this manuscript is not necessarily ensured.
Therefore, truncation and numerical errors analysis with our Taylor expansion is
questionable. However, our formalism is still able to predict the exact continuous limit
∆t → 0 – in other words, the consistency – which makes it a suitable tool to design
new lattice Boltzmann models in a very parsimonious fashion because ∆t → 0 was
our sole ansatz. In order to allow for numerical error analysis, [120] made different
choices, let us compare these choices to our present formalism

— First, while we a posteriori nondimensionalized our equations and stressed that
different timescales would lead to a different scaling of error terms, they chose
to a priori nondimensionalize it from kinetic theory principles, using L/(∆x/∆t )
as the characteristic timescale, with L defined as a characteristic length of the
flow also serving to nondimensionalize space. By doing so, note that only one
nondimensional number Kn appears in the continuous equation,

∂ fi

∂t∗
+ c∗iα

∂ fi

∂x∗
α

=− 1

Kn

(
fi − f eq

i

)
, (4.114)

where Kn = τ∆x/(L∆t ). To be as general as possible, a second nondimensional
parameter – Strouhal Sh – should have been evidenced [83]. This additional
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number is known to be important for some low Knudsen viscous phenomena
[7].

— Second, for some applications, ∆t/τ is sometimes high. A classical ∆t expansion
as we performed in the present manuscript

f (t +∆t ) = f (t )+∆t
∂ f

∂t
+O (∆t 2) , (4.115)

does not necessarily converges. It is therefore questionable to truncate it. Au-
thors of [120] claimed to circumvent this problem with the following trick, which
is to nondimensionalize as

f (t +∆t ) = f

(
L

∆x/∆t

[
t∗+Kn

∆t

τ

])
, (4.116)

= f (t∗)+Kn
∆t

τ

∂ f

∂t∗
+O (Kn2∆t 2

τ2
) . (4.117)

Note that this is formally identical to Eq. (4.115), the expansion presented in
this manuscript. It is only written in a different system of units. Now, instead
of considering ∆t → 0, they considered a fixed coefficient ∆t/τ= cste and as-
sumed that Kn → 0. Expansion Eq. (4.117) is viewed as a Kn expansion while
our expansion is viewed as a ∆t expansion. However, when it comes to actually
truncating these expansions to analyze their leading errors, both ∆t and Kn are
fixed by the simulation. Which means that both expansions lead to the same
results because Eqs. (4.115,4.117) are similar, see Sec. 1.2, they are only written
in different units system. Therefore, for an actual application with fixed ∆t and
fixed Kn, both expansions converge – or not – identically.

— Third, using Eq. (4.114), it is possible to express f neq
i as an infinite sum only

involving f eq
i by re-injecting successively Eq. (4.114) in itself,

f neq
i =−Kn

(
∂

∂t∗
+ c∗iα

∂

∂x∗
α

)
fi , (4.118)

=−Kn

(
∂

∂t∗
+ c∗iα

∂

∂x∗
α

)
f eq

i +Kn2
(
∂

∂t∗
+ c∗iα

∂

∂x∗
α

)2

f eq
i +O (Kn3) . (4.119)

With this choice, time derivatives of every non equilibrium moments – e.g.

∂Π
neq,(2)
αβ

/∂t – are expressed as a function of successive derivatives of f eq
i , which

effectively hides all numerical schemes encompassed in the LBM but the mass
and momentum ones.

These assumptions do allow to try to understand more easily how numerical errors
could alter the numerical solution. However, note that by doing so, Taylor expansions
presented in [137] and [120] achieved different goals. Our Taylor expansion provides
a consistency analysis, classical in numerical schemes analysis – see [14, 22, 23] –
which corresponds to an "iso-Physics" expansion because physical nondimensional
numbers are kept frozen with vanishing timestep ∆t → 0. Their Taylor expansion
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presented an hydrodynamic limit study, which assumed a fixed ratio ∆t/τ, which
corresponds to an expansion with "iso-discretization" of the relaxation and non-
constant Physics because Knudsen Kn ∝ Ma/Re → 0.

Additionally, using Eq. (4.119) allows an easy interpretation because the stress-
tensor numerical scheme evidenced by our formalism is now hidden. On the other
hand, there is a stress-tensor scheme and the collision kernel is also a constitutive
equation modeling, see Sec. 4.4. This modeling could be unphysical or the non-
hydrodynamic modes hidden inside it could be unstable, in which case the study of
numerical errors made in [120] could be unable to tackle it. A more rigorous way would
be to study the numerical scheme and continuous limits of all equations involved in a
LB solver, which is practically difficult. Therefore, while the assumptions employed
by [120] allow an elegant expansion, we prefer to stick with our description of the LB
scheme, simply because it is more deductive and closer to what is usually done in a
numerical scheme analysis.

4.7. Limits of the proposed Taylor expansion
Now, we would like to finish this chapter by reminding the main contributions and

drawbacks of our formalism.

Unlike any other expansions of the LB scheme we found in the literature, our contri-
bution is able to deduce from the sole assumption ∆t → 0 the full equivalent set of
moment equations solved by a LB scheme for arbitrary values of similar parameters
Ma, Re, Kn, etc. To this day, every expansion we are aware of missed some terms or
the similitude of either the Mach or Reynolds number, both crucial to compressible
viscous flows.

This expansion is nothing but a very classical tool in the CFD literature and would
not be considered as a novelty if applied to any other numerical scheme. However,
the near monopoly of the kinetic interpretation of the LB scheme seems to have
overshadowed its numerical straightforward interpretation.

Even if ∆t is not necessarily smaller than all characteristic times, it is still useful to
build our LB schemes with the continuous limit assumption ∆t → 0 in order to check
that the target nondimensional numbers of a simulation does not lead to dominant
consistency errors. Typically, from the Crank-Nicolson discretization presented in
Sec. 3.1 we could roughly estimate that ∆t/τ< 2 is probably necessary for the con-
vergence of our Taylor series. However, note that most compressible simulations are
actually performed with ∆t/τÀ 2 and still provide good results. This means that
numerical errors could – at least sometimes – be neglected even for ∆t/τÀ 2. This is
puzzling and we do not have any rigorous argument to advocate for this assumption.
However let us mention that this unexpected convergence of relaxation models dis-
cretized by Crank-Nicolson is known from the literature, see [107], where they used
∆t/τ≈ 102.

To illustrate that Crank-Nicolson convergence with highly under-resolved relaxation
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is far from being a completely wrong ansatz, let us go back to a simpler toy model.
We have seen from the previous Section that the relaxation only applies to non-
equilibrium moments. Therefore, in a LB model, Eq. (4.59) discretized by a Crank-
Nicolson scheme with a timestep ∆t/τÀ 1 describes the under-resolved relaxation of
the effective stress-tensor toward the target NSF stress-tensor.

To reproduce this situation, a very simple toy-model is also discretized by Crank-
Nicolson,

dφ

d t
=−1

τ

[
φ− sin

(
2πt

λeq

)]
. (4.120)

It is very close to Sec. 3.1 except that now the relaxation target is a time dependent
function sin

(2πt
λeq

)
. We previously mentioned that in LB simulations, ∆t is generally

too high compared to τ. However, note that other characteristic times of the flow are
usually sufficiently large to be properly discretized by ∆t . Which means that the sole
characteristic time much shorter than ∆t is τ, the relaxation time.

One could argue that tµ the characteristic diffusive time is also related to relaxation
via τ∝ µ. Indeed, tµ ∝ µ−1, such that in a LB solver, low viscosity means slow vis-
cous effects but fast relaxation. Two characteristic times τ and λeq can be found in
Eq. (4.120). Here λeq is the characteristic time of the equilibrium and τ the character-
istic time of relaxation, which means that τ/λeq could be interpreted as the Knudsen
number of this model. When τ/λeq ¿ 1, the system is close to equilibrium and the
relaxation is expected to be almost instantaneous, when τ/λeq ≥ 1, both equilibrium
and relaxation acts on the same timescale and the solution is expected to depart from
equilibrium.

In what follow, we chose a small ∆t/λeq = 0.025 coefficient because we are only
interested by the effects of under-resolved relaxation near equilibrium. To illustrate
it, an extreme value ∆t/τ= 106 was chosen, corresponding to τ/λeq = 2.5×10−8. The
simulation is 40 iterations long, corresponding to tend =λeq = 40∆t . Analytical and
numerical solutions can be found in Figure 4.1 for two different initial conditions.

Because the timestep ∆t is much larger than the characteristic relaxation time,
the red analytical solution is relaxed to φeq = sin

(2πt
λeq

)
long before the first timestep

t =∆t . On the top plot the initial solution φ0 = φ(t = 0) is taken far away from the
initial equilibrium solution φeq

0 =φeq (t = 0), then the solution keeps memory of this
initial error throughout the complete simulation.

This error can be reduced simply by initializing the simulation to the initial equilib-
rium value φ0 =φeq

0 , as it can be seen on the bottom plot. Additionally, we checked for
different timesteps (not shown), and spurious oscillations seem to be almost timestep
invariant between t = 0 and t = λeq as long as ∆t/τ À 1000. For lower values, a
damping of spurious oscillations over time can be observed, we hypothesize that the
damping is also present when ∆t/τ= 106 but that its characteristic time is too high
to be observed. Figure 4.1 teaches us that for LB solvers, the non-equilibrium stress-
tensor should be initialized as close as possible from the NSF target stress-tensor.

In Sec. 4.4.5, theσparameter introduced by Jacob et al [119] was explained as an help
for the relaxation process to reach its target equilibrium value. Now, we illustrate this
behavior with our simple toy model. After each iteration, the solution φC N produced
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Figure 4.1. – Over-relaxation with ∆t/τ= 106 as a function of φ0 =φ(t = 0).
Analytical solution is , Crank-Nicolson is .

by the Crank-Nicolson scheme Eq. (3.14) is weighted with its equilibrium value,

φ(t +∆t ) =σφC N (t +∆t )+ (1−σ)φeq (t +∆t ) . (4.121)

When σ = 1, nothing new would happen, the updated solution φ(t +∆t) entirely
comes from the Crank-Nicolson scheme, and results of Figure 4.1 are reproduced.
However, when σ< 1, the solution is guided to equilibrium. Simulation with previous
parameters and σ= 0.9 can be found on Figure 4.2.

We see thatσ< 1 allows to damp the spurious oscillations due to the over-relaxation.
By doing so, the scheme made of Eqs. (3.14,4.121) is not anymore consistent to
Eq. (4.120). However, we know that except for the very beginning of the simula-
tion, we should obtain φ=φeq , therefore, σ< 1 helps the Crank-Nicolson solution to
remain closer to the expected relaxed solution. Therefore, we hypothesize that in a LB
scheme, σ< 1 helps the non-equilibrium stress tensor to remain near its equilibrium
NSF value. In other words, σ < 1 damps non-hydrodynamic modes [138, 139] and
helps to filter numerical errors of under-resolved relaxation which are now seen as
2 sides of the same coin. From this toy model, it seems that with a Crank-Nicolson
scheme, sometimes, the convergence of the Taylor expansion with ∆t/τÀ 1 is valid,
depending on the initial condition. More work should be done to understand the over-
relaxation of the stress-tensor, but note that the fact that the LB community seems to
be able to mimic so many different NSF solutions with LB is by itself and argument to
support that over-relaxation leads to negligible errors or that another mechanism is
responsible for the damping of spurious oscillations due to over-relaxation.
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Figure 4.2. – Over-relaxation with∆t/τ= 106 andσ= 0.9 as a function ofφ0 =φ(t = 0).
Analytical solution is , Crank-Nicolson is .

4.8. Recap
In this Chapter, we presented a deductive description of LB schemes. The Taylor ex-

pansion of the LB scheme is presented and shows how to go back from the discretized
LB scheme to the continuous DVBE. This is particularly useful because most of the
improvements of the LB scheme are done on the numerical scheme itself, therefore,
the link with the continuous model is not as trivial as usually presented.

Our formalism is generalized to collision kernels in which some information is
filtered, such as regularized kernels. We formally show that regularized kernels are
O (∆t ) accurate, this is an example of non trivial effect of a LB discrete model.

Then we apply our Taylor series expansion to the classical athermal LB model,
we show that the consistency condition is indeed more complicated than the low
Knudsen assumption of the classical LB framework.

We interpret different collision kernels based on the continuous limit of the LB
scheme. The collision kernel is seen to correspond to an implicit choice of unusual
mechanical constitutive model. The BGK, regularized, recursive regularized, hybrid
recursive regularized along with a new collision kernel known as "traceless" regular-
ization are discussed in light of the new formalism. The recursive regularized kernel
is seen to lead to a Galilean invariant continuous model extremely close to other
constitutive equations that can be found in the literature of constitutive equations
with lag effects.

The newly proposed formalism is then applied to the classical thermal ρ-based
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LB model. We show that the low Knudsen assumption is not sufficient to ensure
consistency towards NSF. Indeed, Mach, Reynolds and Prandtl are identified to drive
different terms in the consistency error of this model.

Our Taylor expansion is also compared to other Taylor series for LBM. We show that
other works are indeed restricted to the diffusive scaling – ∆t ∝∆x2 – and/or lead
to grid dependent Reynolds or Mach. However, a viscous compressible flow needs
similitude of both Mach and Reynolds.

In the last part of this Chapter, we discuss our sole assumption, that ∆t is sufficiently
small for our series to be safely truncated and we show how the Crank-Nicolson is able
to produce accurate solution even for extremely low relaxation times when compared
to the timestep ∆t .
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The mass and momentum conservations are solved by the lattice-Boltzmann algo-
rithm. Simultaneously, an additional thermodynamic variable should also be solved
in order to approximate Navier-Stokes-Fourier system. On small lattices, this ad-
ditional variable, the total energy, could not be solved along mass/moment by the
lattice-Boltzmann scheme. This is due to the inaccuracy of 3r d and 4th order mo-
ments coming from the defect of isotropy Eq. (3.56). Here, different strategies could
be employed. We could increase the size of the lattice in order to get back the accurate
energy flux. To maintain the stencil as small as possible and avoid a too large amount
of fields, we solve the additional thermodynamic variable with a different algorithm. It
can be either the Double-Distribution-Function, where a second set of lattice popula-
tion is used to recover energy conservation, or a more simple finite difference scheme.
Here, out of simplicity, we chose the second option.

The usual choice in CFD is to discretize the total energy equation [6, 24] in conser-
vative form. However, from trial and errors, we find that the total energy equation,
when coupled to the lattice-Boltzmann mass and momentum conservation, leads to
particularly unstable results for a wide range of classical finite difference schemes.
We believe it to be due to the interactions of lattice-Boltzmann and finite difference
numerical errors. Indeed, remember that 2 independently stable schemes are not
necessarily stable once coupled. More specifically, the numerical instabilities we
observed are linear instabilities, they are triggered by any supersonic mean flow with
superimposed fluctuations.

Nevertheless, an attempt to find a solution was proposed by Zhao et al [140], where a

96



5. Thermal coupling with finite difference – 5.1. Is the entropy equation viable for
compressible flows ?

new numerical scheme allows to bring more from the lattice-Boltzmann part into the
total energy scheme. However, it is shown in Appendix B that those scheme introduce
numerical viscosity.

Regarding what was actually used in this manuscript, in Sec. 5.1, we identify that
entropy equation in non-conservative form is a viable candidate to replace total energy
in conservative form because,

— Entropy is an eigenmode of the linearized Euler system [141, 142]. In other words
for linear flows, the entropy equation in the Euler limit is uncoupled from the LB
scheme, which leads to an overall algorithm where numerical errors of the LB
and entropy scheme are only weakly coupled.

— For moderately supersonic flows, contact and shock discontinuities are still
accurately captured by the entropy equation.

In Sec. 5.2, we mention and justify our different choices in the discretization of the
entropy equation.

5.1. Is the entropy equation viable for
compressible flows ?

Up to now we have been unable to find a sufficiently robust and accurate numerical
scheme for the conservative total energy equation. Hence, we need to resort on other
thermodynamic variables than total energy. When the flow is smooth – without any
discontinuities – the chain rule can be used to replace Eq. (1.22) by combinations of
Eqs. (1.20-1.26). However, not all variables have to be smooth, for example, ∂ρuβ/∂xβ
is still properly defined when ρ and uβ both exhibit discontinuities such that ρuβ
remains smooth. In this case, the chain rule ∂ρuβ/∂xβ = ρ∂uβ/∂xβ+uβ∂ρ/∂xβ should
not be used. Unfortunately, the chain rule is used for any non trivial combinations
of Eqs. (1.20-1.26). Therefore, while for smooth flows many combinations of these
equations can be performed without affecting the solution, weak solutions [102] –
i.e. with discontinuities – will be affected. To the best of our knowledge, the Navier-
Stokes-Fourier system Eqs. (1.20-1.26) with the total energy equation in conservative
form is the unique system whose weak solutions are physical.

Nevertheless, let us check a very specific combination. The Lattice-Boltzmann
scheme provide a single algorithm for both mass and momentum Eqs. (1.20,1.21), let
us then try to replace the total energy Eq. (1.22). Ordinary replacements are

∂ρe

∂t
+ ∂ρeuβ

∂xβ
+p

∂uγ
∂xγ

+ ∂qγ
∂xγ

−Πneq
αβ

∂uβ
∂xα

= ρq̇ +ṁ
u2
γ

2
, (5.1)

ρT
(∂s

∂t
+uβ

∂s

∂xβ

)
+ ∂qγ
∂xγ

−Πneq
αβ

∂uβ
∂xγ

= ρq̇ +ṁ(
u2
γ

2
−e − p

ρ
) . (5.2)

In the case of a weak solution, Eqs. (5.1-5.2) are expected to produce unphysical jumps
across discontinuities. Let us try to quantify the error introduced by the use of the
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entropy Eq. (5.2) instead of the total energy Eq. (1.22). Across a shock in a perfect gas
Eq. (1.13), the Rankine-Hugoniot jump conditions [6, 39, 44] can be obtained from
Eqs. (1.20-1.26) by assuming vanishing µ and κ. Let us now discuss about the entropy
jumps across shocks and contact surfaces.

5.1.1. Shocks with non-conservative entropy equation
— For weak shocks, the Mach number is extremely close to 1, we assume Ma =

1+ ε with ε¿ 1, which leads [5] to jump conditions between upstream and
downstream states 1 and 2 written as

s2 − s1

Cp
=O (ε3) , (5.3)

p2 −p1

p1
=O (ε) , (5.4)

ρ2 −ρ1

ρ1
=O (ε) , (5.5)

u2 −u1

u1
=O (ε) . (5.6)

Which means that the entropy discontinuity, compared to other variables, is
extremely small for weak shocks.

— Non conservative entropy Eq. (5.2) under the Euler assumption and written in
the reference frame of the shock reduces to

uβ
∂s

∂xβ
= 0, (5.7)

which only admits solutions s = cste or uβ = 0. Note that the initial (Rankine-
Hugoniot) solution does not satisfies any of those solutions. Therefore, the
Rankine-Hugoniot solution is not a steady solution of the entropy equation, and
the weak entropy jump will dissociates from the initial discontinuity and will
be advected away by the flow. Because the entropy jump is extremely small, the
remnants discontinuity near the initial Rankine-Hugoniot jump looks very close
to a weak shock solution of the total energy equation, except that it is not exactly
stationary and that it is an isentropic discontinuity.

This explains how weak shock-like isentropic discontinuities could happen when
using the entropy equation with sufficiently low supersonic Mach. Indeed, those
"isentropic weak shocks" are numerically observed in simulations when using the
entropy equation. In order to see if the isentropic assumption could be considered
valid at least for some specific Mach and γ, let us determine how the entropy jump
behaves as a function of those parameters. The Rankine-Hugoniot jump solution for
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entropy [6, 39, 44] is

f
(
γ,Ma

)= e
s2−s1

r =
[

1+ 2γ

γ+1

(
Ma2 −1

)] 1
γ−1

[
(γ+1)Ma2

(γ−1)Ma2 +2

] −γ
γ−1

, (5.8)

where Ma is the Mach number of a stationary shock. We use f
(
γ,Ma

)
because s2−s1

r is
defined up to an arbitrary reference constant, hence, to define a % error, we needed a
different function. Because the entropy is typically involved throughout p = e s/Cvργ,
exponential function seemed well indicated. Isentropic discontinuities means that
s1 = s2 such that

fs1=s2

(
γ,Ma

)= 1. (5.9)

On Figure 5.1 is reported εs the percent error between the Rankine-Hugoniot solution
Eq. (5.8) and the isentropic solution Eq. (5.9). This error is defined by

εs = 100
f
(
γ,Ma

)− fs1=s2

f
(
γ,Ma

) . (5.10)

Figure 5.1 shows that for a reasonable range of adiabatic exponents the error in-
troduced by the isentropic approximation on a shock remains below an acceptable
margin of 5% as long as Ma < 1.4, showing that the entropy Eq. (5.2) could potentially
lead to an acceptable accuracy for low supersonic flows. However, for higher values of
Ma, the error rapidly increases to unacceptable values, around 25% at Ma = 2.
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Figure 5.1. – Percent error εs between Rankine-Hugoniot and adiabatic functions

e
s2−s1

r between supersonic state 1 and subsonic state 2 as a function of the Ma
number. γ= 1.2 is ; γ= 1.4 is ; γ= 1.6 is and γ= 1.8 is .
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5.1.2. Contact surfaces with non-conservative entropy
equation

When crossing a contact surface from state 1 to state 2, both normal velocity and
pressure are constant, such that mass, momentum and total energy conservation
written in the frame reference of the discontinuity (u1 = u2 = 0) respectively lead to
0 = 0, p1 = p2 and 0 = 0. Similarly, non conservative entropy Eq. (5.2) under the Euler
assumptions and written in the reference frame of the contact surface also reduces to
0 = 0. Therefore, contact surfaces are solutions of both the conservative total energy
and non-conservative entropy equations.

5.2. Discretization of the entropy equation
The total energy Eq. (1.22) is the only one providing accurate weak solutions [102].

However, for sufficiently low compressible flows such as Ma < 1.4, the entropy equa-
tion seems to be an acceptable candidate to replace the total energy equation. This
discussion was merely a rationalization and should not be considered as a rigorous
demonstration. Its conclusion will be empirically validated by compressible simula-
tions in Chapters 6-7. Of course, here, we only discussed about the vanishing viscosity
µ and heat conductivity λ case. For smooth fully resolved solutions, both entropy and
total energy equation would lead to identical solutions.

In order to discretize accurately Eq. (5.2), we need to discretize its most important
term, the convective one, uβ∂s/∂xβ.

5.2.1. Passive scalar advection
In order to properly discretize the convective part of the entropy equation, let us

first take a look at a very simple toy-model, the passive scalar φ advection by constant
velocity a,

∂φ

∂t
+a

∂φ

∂x
= 0, (5.11)

whose analytical solution φ(t , x) is nothing but the initial solution φ0(x) shifted by
velocity a,

φ0(x) =φ(t = 0, x) , φ(t , x) =φ0(x −at ) . (5.12)

Assuming a positive (resp. negative) velocity a means that information travels only
from x = −∞ (resp. x = +∞) to x = +∞ (resp. x = −∞). This serves as a guideline
to find suitable numerical schemes. No matter the sign of a, more points should be
used from the upwind direction because no information comes from the downwind
direction, indicating that decentered schemes in the upwind direction should be used
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in order to discretize Eq. (5.11). For a > 0, the easiest choice is

φ(t +∆t )−φ(t )

∆t
= ∂φ

∂t
+O (∆t ) , (5.13)

φ(t , x)−φ(t , x −∆x)

∆x
= ∂φ

∂x
+O (∆x) , (5.14)

which is only first order accurate in both space O (∆x) and time O (∆t). Now, let us
see what is the effect of these low order errors. Using schemes Eqs. (5.13-5.14) the
discretized counterpart of Eq. (5.11) is

φ(t +∆t , x) =φ(t , x)− a∆t

∆x

[
φ(t , x)−φ(t , x −∆x)

]
. (5.15)

Injecting Taylor-series in Eq. (5.15) allows to obtain a modified equation [14, 24, 143,
144],

∂φ

∂t
+a

∂φ

∂x
=−1

2

[
∆t

∂2φ

∂t 2
+a∆x

∂2φ

∂x2

]
+O (∆t 2,∆x2) . (5.16)

On the left side we recognize Eq. (5.11), our target equation, on the right size we
see here truncation errors O (·) introduced by discretization, in which we recognize a

spurious diffusion term ∂2φ

∂x2 . This means that numerical scheme Eq. (5.15) is expected
to create additional unintended diffusion. Additionally, a second order time derivative
∂2φ

∂t 2 was also introduced through numerical errors, in order to interpret it let us notice
that we are allowed to rewrite Eq. (5.16) as

∂φ

∂t
+a

∂φ

∂x
=O (∆t ,∆x) . (5.17)

Taking its first order time or space derivative respectively leads to

∂2φ

∂t 2
+a

∂2φ

∂x∂t
=O (∆t ,∆x) . (5.18)

∂2φ

∂t∂x
+a

∂2φ

∂x2
=O (∆t ,∆x) , (5.19)

then injecting Eq. (5.19) into Eq. (5.18),

∂2φ

∂t 2
= a2∂

2φ

∂x2
+O (∆t ,∆x) , (5.20)

which can be reused in Eq. (5.16) to obtain an interpretable modified equation

∂φ

∂t
+a

∂φ

∂x
= a∆x

2
(1−CFL)

∂2φ

∂x2
+O (∆t 2,∆x2) , (5.21)

which is an advection-diffusion equation, whose diffusion coefficient is a∆x
2 (1−CFL),
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where the CFL is

CFL = a∆t

∆x
. (5.22)

This spurious diffusion coefficient vanishes for a fixed CFL when ∆x → 0 or for a fixed
gridsize ∆x when CFL → 1. Because the analytical solution Eq. (5.12) is a frozen pat-
tern moving with velocity a, the spurious diffusion term stemming from the scheme
Eq. (5.15) will introduce an additional damping of the solution. For a negative advec-
tion velocity a, Eq. (5.15) even leads to a negative diffusion coefficient : gradients are
sharpened over time, in other words, this numerical solution is unstable for a < 0.
Because transport is often the most important phenomenon in compressible flows,
extreme care should be taken when choosing an advection numerical scheme. In order
to further illustrate that stable and accurate numerical transport is not easily satisfied,
Eq. (5.11) is discretized by different numerical schemes and results are presented for a
wide range of numerical parameters.

The numerical setup is as follows. First, the periodic domain is of length N , the
gridsize is taken as ∆x = 1. Using Eq. (5.22) the advection velocity a = 1 along with the
tunable CFL is used to define the timestep,

∆t = CFL∆x

a
. (5.23)

The initial solution is defined as follows,

φ0(x) = e

−200(x −N /4)2

N 2 + tanh
[
(x + N

12 − 3N
4 )∗105

]− tanh
[
(x − N

12 − 3N
4 )∗105

]
2

,

(5.24)
which corresponds to a Gaussian profile centered around N /4 and a crenel function
of half-width N /12 centered around 3N /4, both with amplitude 1, superimposed on a
constant value 0. Then, this initial solution is advected for 10 periods in the numerical
domain, corresponding to a distance 10N for a total of 10N /CFL iterations. Last
time step solutions are then plotted. It is expected that the red numerical solutions
perfectly matches the black analytical one, as suggested by Eq. (5.12), which just
means that the initial solution is advected as a frozen pattern. And after 10 periods the
solution exactly went back to its initial position. However, defects between analytical
and numerical solutions appears due to truncation errors O (·). An absence of red
numerical solution means that the corresponding numerical scheme returned an
unstable solution. Results are presented for a set of 12 different numerical schemes,

— RK1, 30% upwind + 70% centered [145]

— Beam & Warming [14, 24]

— Lax Wendroff [14, 24]

— Fromm [14, 24]

— RK1, MUSCL [146]

— RK2, MUSCL [146]
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— RK4, centered [82]

— MUSCL Hancock [24]

These algorithms were chosen because they are either traditional in finite differ-
ence lectures or because they were used in the Lattice-Boltzmann literature. Chosen
numerical parameters are,

— CFL = 0.5, N = 200

— CFL = 0.5, N = 100

— CFL = 0.9, N = 200

A careful examination of figures 5.2 shows that very little of these numerical schemes
were able to simultaneously provide accurate on coarse grid (N = 100), high CFL
(CFL = 0.9). Among these 8 schemes, the MUSCL Hancock method is selected as
being the best candidate to provide accurate and stable results on a wide range of
numerical parameters while only having a 5 points stencil, which makes it numerically
efficient as it only needs to gather datas from points i −2 to i +2 in order to update
point i from t to t +∆t . Lastly, let us quickly discuss about the units in this test case.
The problem could have been summarized by a series of parameters,

— Characteristic length of a perturbation x0, [x0] = m.

— Characteristic distance of advection L0, [L0] = m.

— Velocity advection a, [a] = m.s−1.

— Characteristic time of advection t0, [t0] = s. However, note that given the velocity
a and distance L0, t0 ∝ L0/a. This parameter is therefore redundant.

— The space step ∆x, [∆x] = m.

— The time step ∆t , [∆t ] = s.

— ε, the characteristic amplitude of our perturbation. However, note that the
problem we are trying to solve – both continuous and numerical – is linear,
therefore, the solution φ can be arbitrarily rescaled by any constant. Therefore, ε
is not a relevant parameter.

Finally, only x0, L0, a, ∆x and ∆t are dimensional meaningful parameters. Following
Sec. 1.2, 5−2 nondimensional numbers could be formed, and the system is better
described by a simplified expression,

g

(
x0

L0
,
∆x

x0
,CFL

)
= 0. (5.25)

Here let us explain a bit further the meaning of these ratios,

— x0/L0 corresponds to the ratio between the length of the fluctuation and the dis-
tance on which it is advected. x0 being fixed by the initial condition, another way
to describe this ratio is to say that it is equivalent to fixing the number of periods
of advection in the periodic box, arbitrarily chosen as 10 in our calculation.

— ∆x/x0 is related to the amount of discrete points per wavelengths of the pertur-
bation. This adimensional number drives the spatial resolution.
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— CFL is related to the amount of discrete points per characteristic time ∆x/a.
This adimensional number drives the temporal resolution.

This shows that while it would have been tempting to describe this problem by x0,
L0, a, ∆x and ∆t , it would have led to an unnecessary complicated description while
x0/L0, ∆x/x0 and CFL is the minimal amount of parameters to fully describe the
solution. Note that in our simulation we used as parameters i) the number of advection
periods that we fixed at 10 ii) the total number of points N iii) the CFL. Therefore, we
effectively used this the nondimensional system of units, which is why the advection
velocity a was arbitrarily fixed, its value is simply meaningless. Changing it to any
arbitrary value while keeping x0/L0, ∆x/x0 and CFL fixed would exactly lead to the
same similar solution up to machine precision.

To conclude this part about the advection model Eq. (5.11), let us just keep in mind
that the choice of numerical advection scheme is crucial. Thanks to this discussion,
we identified the MUSCL-Hancock scheme as a viable candidate to discretize the
convective part of the entropy equation.
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Figure 5.2. – Advection over 10 flow-through-time periods of a passive scalar for
different schemes, CFL and grid resolutions
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5.2.2. Finite difference schemes
For the sake of clarity, the entropy equation is now written as,

ρT
(∂s

∂t
+uβ

∂s

∂xβ

)
+ ∂qγ
∂xγ

−Πneq
γβ

∂uβ
∂xγ

=Q . (5.26)

Where Q = ρq̇ + ṁ(u2
γ/− e − p/ρ). Only keeping the first 2 terms corresponds to

the passive scalar advection of variable s by velocity uβ. In order to keep the overall
entropy scheme explicit, sufficiently accurate and easily implementable in the code, it
was chosen to use a mix of low order and high order numerical schemes. Out of clarity,
we only discretize the equation in 1D. In our code, to update the solution from time n
to n+1, the entropy located in cell i gathers datas from neighboring cells according to

sn+1
i − sn

i

∆t
+un

i

sM H
i+ 1

2
− sM H

i− 1
2

∆x
=S n

i +Qn
i , (5.27)

S n
i =λT n

i+1 −2T n
i +T n

i−1

∆x2
+

(
λn

i+1 −λn
i−1

2∆x

)(T n
i+1 −T n

i−1

2∆x

)
+µ4

3

(un
i+1 −un

i−1

2∆x

)2

, (5.28)

Qn
i = ρn

i q̇n
i +ṁn

i (
un

i un
i

2
−en

i − pn
i

ρn
i

) , (5.29)

where sM H
i+ 1

2
is the interpolated value on face i + 1

2 by MUSCL Hancock method. The

heat diffusion and viscous heat are encompassed in S n
i , whose discretization was

chosen out of trial and error tests. The last term, Qn
i , is the local source term. Let us

note that this overall scheme is rigorously only first order accurate :

— First, the source term Qn
i was discretized using an explicit O (∆t ) accurate

scheme. This low order scheme is justified by the fact that Qn
i often corre-

sponds to sponge zones, which is not a sufficiently stiff term to require extra
computational time.

— The heat diffusion was discretized using a O
(
∆x2

)
scheme. This term was not

identified as a key term for stability or accuracy, therefore, we stick with this
simple scheme.

— The first order gradients in S n
i were discretized by centered O

(
∆x2

)
accurate

schemes in order to keep their numerical errors non-directional.

— The advection of entropy was discretized by a MUSCL Hancock scheme. Because
we used un

i instead of un+1/2
i [24], this scheme achieves an O

(
∆t 3,∆x3

)
accuracy

only for constant velocity flows. This is due to the difficulty in getting un+1/2
i

in our code. However, note that using un+1/2
i = 0.5

(
un

i +un+1
i

)+O
(
∆t 2

)
and

completely changing the structure of our code, it would have been possible to
compute un+1/2

i out of un
i and un+1

i , which does not changes anything in the
linear regime but would restore the O

(
∆t 3,∆x3

)
accuracy for non-linear flows.

— A dimensional splitting [14, 24] would be rigorously necessary for the extension
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to 2D/3D. This has not been done and creates a O (∆t) error for regions with
streamlines misaligned with either the x, y or z axis.

While more accurate schemes could have been used, our code is mainly destined for
industrial applications. Therefore, a trade-off arises between accuracy and efficiency.
Given the structure of the code and the targeted applications, the proposed scheme
has been identified as a decent compromise between stability, accuracy and low
computational cost.

Note that due to human inertia, the code being rather complicated and based on
previous works [74, 123], it was chosen to carry on the previous choice to discretize
the stress tensor Tαβ using finite differences, while its numerical approximation was

already available fromΠ
neq,(2)
αβ

. While it is merely a guess, using a fully consistent stress

tensor between the entropy equation and the momentum conservation could have
led to a more natural coupling, which could have brought an extra stability. In what
follows, complete details of the MUSCL Hancock method are provided.

5.2.3. MUSCL-Hancock method
Convective part of the entropy equation is discretized as follows

sn+1
i − sn

i

∆t
+un

i

sM H
i+ 1

2
− sM H

i− 1
2

∆x
= 0. (5.30)

Where sM H
i+ 1

2
and sM H

i− 1
2

are computed using the following steps :

i) Extrapolated intercell values are evaluated at the left and right sides of the i th
cell as

si ,L = si − 1

2
∆i , si ,R = si + 1

2
∆i , (5.31)

with ∆i a high order approximation of the slope,

∆i = 1

2

[(
1+η)

(si − si−1)+ (
1−η)

(si+1 − si )
]

, (5.32)

and η= 1
3 [

2∆t un
i

∆x − sign(un
i )] as suggested in [24].

ii) Evolving of extrapolated boundary values by a time ∆t
2 is done by

si ,L = si ,L +
∆t un

i

2∆x

(
si ,L − si ,R

)
, si ,R = si ,R + ∆t un

i

2∆x

(
si ,L − si ,R

)
. (5.33)

iii) Then sM H
i+ 1

2
and sM H

i− 1
2

are evaluated as

sM H
i+ 1

2
=

{
si ,R if un

i ≥ 0
si+1,L if un

i < 0
sM H

i− 1
2
=

{
si−1,R if un

i ≥ 0
si ,L if un

i < 0
(5.34)
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For passive scalar advection, this scheme results in a compact 5 points stencil
which is O (∆t 3,∆x3) accurate [24].

5.3. Recap
In this Chapter, the thermal coupling of the hybrid LB model is discussed. Due to

the inaccurate energy conservation of LB solvers using small lattices, a secondary ther-
modynamic variable should be discretized. To achieve a fully conservative scheme,
the discretization of the total energy equation in conservative form is necessary, to
this end, a numerical scheme was derived in Appendix B. However, the entropy being
an eigenmode of the linearized Euler system, it is more easily discretized because :

— It mostly behaves as a passive scalar in smooth regions.

— In the linear limit it is uncoupled from the other modes – acoustic and vorticity –
that are hidden in the LB solver.

Therefore, the LB scheme being stable on its own, if we select a high accuracy and
robust finite difference scheme for the entropy mode, the errors of both schemes
will not interact, at least in the linear limit. Therefore, it is much easier to couple a
discretized entropy equation and to achieve a robust overall scheme when using the
entropy equation, which is why we decided to use it.

Fortunately, we were able to show that while the entropy equation does not leads to
a conservative scheme, it does lead to sufficiently accurate jump conditions for the low
supersonic regime, which is consistent with previous studies [74, 75, 147–149]. Then, a
wide variety of schemes are tested on the passive scalar advection test case in order to
determine which scheme could lead to accurate results for the entropy equation. The
MUSCL Hancock scheme is selected for its high accuracy and robustness compared
to previous schemes employed in the hybrid LBM literature.
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lattice-Boltzmann model

This Chapter mainly follows the content of :

G. Farag, S. Zhao, T. Coratger, P. Boivin, G. Chiavassa and P. Sagaut. A pressure-
based regularized lattice-Boltzmann method for the simulation of compressible flows.
Physics of Fluids, 2020.
https://doi.org/10.1063/5.0011839
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In previous chapters, a numerical scheme interpretation of the lattice-Boltzmann
method was carried out. Then, this method was used in Sec. 4.5 to analyze a ρ-
based thermal model [74]. Now that the numerical scheme for an arbitrary moment

Π
f ,(n)
α1...αn

– Eq. (3.80) – was evidenced from the collide and stream algorithm, let us
try to see if the ρ-based model presented in Sec. 4.5 is the only possible choice of
thermal lattice-Boltzmann scheme verifying mass and momentum conservation. To
this end, the coupling between the mass/momentum block and thermal effects is
now performed using a kind of predictor-corrector approach, that allows for the use
of a very simple athermal-like equilibrium. This will yield the definition of a new
segregated, pressure-based hybrid LBM equipped with a traceless hybrid recursive
regularized collision model and an entropy equation to encompass thermal effects.
Note that the designation of density or pressure based only corresponds to the 0th
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order moment of the equilibrium and should not be confused with the classical
CFD designation of density/pressure-based solvers.

Note that segregated pressure-based LBMs have been investigated by many authors
during the last two decades, mostly for low-Mach flows, e.g. low-Mach thermal flows
with variable properties [150], low-Mach combustion [151–154], low-Mach multiphase
flows [155–168] including phase change and thermal phase change [169–173]. In
almost all cases, the double distribution function approach was used to solve the
additional equation (e.g. phase index, temperature ...); only very few authors used a
hybrid approach with a Finite Difference method for the scalar temperature/energy
equation [151, 152, 169, 173]. To the knowledge of the authors, the present hybrid
recursive regularized p method is the first one dealing with segregated pressure-based
method for high-speed compressible flows in both subsonic and supersonic regimes,
using a hybrid finite-difference-based approach to solve the entropy equation.

The general structure of the present model is discussed in Sec. 6.1. The Taylor
expansion analysis we presented being generic, we only provided its results for this
new model in Sec. 6.2. Numerical results obtained with the new method are displayed
in Sec. 6.3.

6.1. Hybrid Recursive Regularized pressure based
model

Here, similarly to Sections 4.3 and 4.5, the scheme is recast into a list of consecutive
steps. Assuming all variables are known at time t , the algorithm to follow to get the
t +∆t solution is

— Step 1 : Equilibrium construction The equilibrium is expanded following the
complete D3Q19 basis, corresponding to polynomials of order 0 to 3 in Ap-
pendix A.

f eq
i =ωi

{
H (0)ρθ+ H (1)

iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[ρuαuβ]+
H (3r )

iγ

6c6
s

a(3r )
γ

}
. (6.1)

where a(3r )
γ is a function of a(3)

αβγ
= ρuαuβuγ defined in Appendix A. This basis

simply allows to use a simpler force correction term Fi due to a reduced isotropy

defect D f eq ,(3)
αβγ

. This procedure could also be applied for the ρ-based [149] and

does not affect the consistency. Assuming that as in [149] the ρ-based approach
also used the complete basis, the main difference with Eq. (4.30) lies in the 0th

order, where ρ is replaced by the normalized pressure ρθ = p/c2
s . Let us also

recall the classical definition of the normalized temperature, Eq. (4.83).

— Step 2 : Force construction The forcing term is simply extended to second order,

Fi ≡ωi

{
H (0)aF,(0) + H (1)

iα

c2
s

aF,(1)
α +

H (2)
iαβ

2c4
s

aF,(2)
αβ

}
, (6.2)
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with its Hermite moments defined as

aF,(2)
αβ

= c2
s uα

∂ρ(1−θ)

∂xβ
+ c2

s uβ
∂ρ(1−θ)

∂xα

+ δαβρc2
s

2

3

∂uγ
∂xγ

− c2
s δαβ

∂ρ(1−θ)

∂t
−
∂D f eq ,(3)

αβγ

∂xγ
+ ρFαuβ+ρFβuα−ṁuαuβ , (6.3)

aF,(1)
α = ρFα , (6.4)

aF,(0) = ṁ . (6.5)

It was observed that the following set of schemes in the force term led to reason-
able stability properties for supersonic flows,

∂ρ(1−θ)

∂x
(t , x) =

[
ρ(1−θ)

]
(t , x +∆x)− [

ρ(1−θ)
]

(t , x −∆x)

2∆x
+O (∆x2) , (6.6)

∂ρ(1−θ)

∂t
(t , x) =

[
ρ(1−θ)

]
(t , x)− [

ρ(1−θ)
]

(t −∆t , x)

∆t
+O (∆t ) , (6.7)

∂uγ
∂xγ

(t , x) = 1

ρ(t , x)

[
ṁ(t , x)−uγ(t , x)

ρ(t , xγ+∆x)−ρ(t , xγ−∆x)

2∆x

− ρ(t , x)−ρ(t −∆t , x)

∆t

]
+O (∆t ,∆x2) . (6.8)

Note that the unusual velocity divergence scheme Eq. (6.8) was obtained using
mass conservation Eq. (1.20). Additionally, on a D3Q19 lattice, the divergence of
the isotropy defect is

∂D f eq ,(3)
αβγ

∂xγ
= δαβ

∂ρu3
α

∂xα
+ (1−δαβ)

∂ρuxuy uz

∂xψ
, (6.9)

without summation over repeated index α and with ψ defined by ψ 6= α and
ψ 6=β. It was discretized by the following scheme,

∂φ

∂xγ
≈


φ(xγ)−φ(xγ−∆x)

∆x
if uγ ≥ 0

φ(xγ+∆x)−φ(xγ)

∆x
if uγ < 0

, (6.10)

his set of numerical schemes have been found to be optimal for the Ma ≥ 1
stability of Kovasznay modes simulated in Sec. 6.3.

— Step 3 : Non-equilibrium construction Though the pressure-based model does
not presuppose the use of a specific collision kernel, we chose to use the traceless
hybrid recursive regularized collision kernel, see Sec. 4.4. The non-equilibrium

population f
neq
i is then reconstructed following Eqs. (4.77,4.80) and using the
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complete basis, similarly to the equilibrium distribution Eq. (6.1).

— Step 4 : Collision Thanks to previous steps f eq
i , Fi and f

neq
i have been built,

compute the collided population f col
i such that

f col
i (t , x) = f eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x)+ ∆t

2
Fi (t , x) , (6.11)

with the offset relaxation time defined for this model by

τ= µ

ρc2
s
+ ∆t

2
. (6.12)

— Step 5 : Streaming Shift the populations according to

f i (t +∆t , x) = f col
i (t , x −ci ∆t ) . (6.13)

— Step 6 : Coupling update Here, for stability reasons, it was chosen to follow the
path of the ρ-based model [74, 123] and to discretize the entropy, Eq. (5.2), see
Appendix 5.2.2 for more details. This step provides the knowledge of s(t +∆t , x)
as a function of the previous time t .

— Step 7 : Update macroscopic variables When applied to n = 0 the macroscopic
update rule Eq. (4.4) usually gives us the updated density ρ(t +∆t , x). But here
because we modified the equilibrium distribution it leads to an updated pressure
(p∗/c2

s )(t +∆t , x) such that

(
p∗

c2
s

)(t +∆t , x) =Π f (t+∆t ,x),(0) + ∆t

2
ṁ(t +∆t , x) . (6.14)

which is equivalent to an unphysical equation for the pressure, ∂(p∗/c2
s )/∂t +

∂ρuβ/∂xβ = ṁ, see Eq. (4.15) for n = 0. To recover the correct mass conservation
equation it is mandatory to modify the 0th order update rule such as :

ρ(t +∆t , x) =Π f (t+∆t ,x),(0) +ρ(t , x)[1−θ](t , x)+ ∆t

2
ṁ(t +∆t , x) . (6.15)

The update rule for n = 1,2 remains unchanged,

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f i (t +∆t , x)+ ∆t

2
[ρFα](t +∆t , x) , (6.16)(

1+ ∆t

2τ

)
Π

f neq (t+∆t ,x),(2)
αβ

= Π
f (t+∆t ,x),(2)
αβ

−Π f eq (t+∆t ,x),(2)
αβ

+ ∆t

2
ΠF (t+∆t ,x),(2)
αβ

.(6.17)

Then compute T (t +∆t , x), from s(t +∆t , x) and ρ(t +∆t , x).
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6.2. Continuous equivalent equations
Now that macroscopic quantities, namely mass, velocity, stress-tensor and tem-

perature, ρ(t +∆t , x), uα(t +∆t , x),Π f neq ,(2)
αβ

(t +∆t , x) and T (t +∆t , x) have been ex-

plicitly updated let us analyze the equivalent continuous equations of the system
Eqs. (6.15,6.16,6.17) and compare it with the target set of equations Eqs. (1.20,1.21,5.2).
Following Chapter 4, the Taylor expansion of the lattice-Boltzmann method coupled
with a consistent entropy scheme leads to the system of equations

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ , (6.18)

∂ρuα
∂t

+
∂
[
ρuαuβ+pδαβ+Π f neq ,(2)

αβ

]
∂xβ

= ρFα , (6.19)

∂Π
f ,(2)
αβ

∂t
+
∂Π

f ,(3)
αβγ

∂xγ
=−1

τ
Π

f neq ,(n)
αβ

+ΠF,(n)
αβ

, (6.20)

ρT
(∂s

∂t
+uβ

∂s

∂xβ

)
+ ∂qγ
∂xγ

−Tαβ

∂uβ
∂xγ

= ρq̇ +ṁ(
u2
γ

2
−e − p

ρ
) , (6.21)

where equations of state for ideal gas are p = ρr T , s =Cv ln(p/ργ) and caloric consti-
tutive equation is Eq. (1.24). We recognize mass, momentum and entropy conservation
along with an evolution equation for the stress tensor, let us analyze this equation.
Using the kinetic tensor Eq. (4.47) obtained from mass and momentum conservation,
the force terms Eqs. (6.3,6.5) along with the 2nd and 3r d order macroscopic moments
of the equilibrium population lead to the stress tensor equation,

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

3

∂uγ
∂xγ

]

+τ
{∂Π f neq ,(2)

αβ

∂t
+
∂Π

f neq ,(3)
αβγ

∂xγ

}
−τ

[
uα

∂Π
f neq ,(2)
βγ

∂xγ
+uβ

∂Π
f neq ,(2)
αγ

∂xγ

]
, (6.22)

where we recall from Eq. (6.12) that τρc2
s =µ. This is the exact same evolution equation

as in the athermal case, see Sec. 4.3. Because equilibrium is enslaved to low order
macroscopic moments the only place where the higher order moments have an impact

in thermo-hydrodynamic equations is through Π f neq ,(3)
αβγ

. Fortunately here we used

a filtered collision kernel – see Eq. (3.34) – so that even if higher order macroscopic
equations are unphysical their effect on low order macroscopic equations is explicitly
filtered during non-equilibrium reconstruction [72, 81]. To find out in which cases
the stress-tensor evolution equation is sufficiently close to its expected value we use
the same nondimensionalization as in Sections 4.3 and 4.5, except that Q0 =U0Π0 is
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known because of the collision kernel. This leads to a normalized equation,

−Π∗, f neq ,(2)
αβ

=T ∗
αβ

+ Ma2

Re

γr T0

c2
s

1

ρ∗
∂Π

∗, f neq ,(3)
αβγ

∂x∗
γ

−Ma2

Re

γr T0

c2
s

1

ρ∗

[
u∗
α

∂Π
∗, f neq ,(2)
βγ

∂x∗
γ

+u∗
β

∂Π
∗, f neq ,(2)
αγ

∂x∗
γ

]
+ µ

ρ0c2
s ts

1

ρ∗
∂Π

∗, f neq ,(2)
αβ

∂t∗
. (6.23)

Note that defining the CFL number [14] as in most classical compressible codes

CFL = U0 +
√
γr T0

∆x/∆t
, (6.24)

and reminding that the lattice sound speed is cs =∆x/(
p

3∆t ) we can see that

γr T0

c2
s

= 3CFL2

(Ma+1)2
. (6.25)

By assuming that our fastest relevant phenomenon is the convection, such that ts =
L0/U0, we can rearrange Eq. (6.23) into

−Π∗, f neq ,(2)
αβ

=T ∗
αβ+O

(
Ma2 CFL2

Re(Ma+1)2

)
, (6.26)

which is the consistency condition of the pressure-based model [76]. This very simple
expression was obtainable only because we used a collision kernel in which the scaling
of third order non-equilibrium moments is algebraically enslaved to variables whose
scaling is known, see Eq. (4.77). This equation shows an attractive feature of this model
: the discretized continuous equations now directly depends on the CFL number,
similarly to the athermal model throughout Eq. (4.55) and unlike the ρ-based model,
see Eq. (4.102), where the error is not lowered by reducing the CFL.

Consistency errors of athermal (Sec. 4.3), ρ-based (Sec. 4.5) and p-based (present
chapter) are recalled in Table 6.1, comparison of the ρ and p based models, at least in
term of consistency, clearly favors the use of the p-based model, because unlike the
ρ-based model,

— The consistency error decreases with decreasing CFL.

— The error remain bounded when Ma is increased.

— The consistency error goes to 0 as the Ma is decreased.

— The error is Pr independent.

It is of utmost importance to recall that consistency and stability [14, 22, 23], are
2 different properties. Now that the consistency of the lattice-Boltzmann p-based
model have been checked, let us validate its stability by numerical simulations.
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Model Stress tensor error Equation

Athermal model (Sec. 4.3) O

(
M̃a

2

Re

)
(4.57)

Compressible density-based (Sec. 4.5) O

(
Ma2

Re

)
+O

(
1

RePr

)
(4.102)

Compressible pressure-based (present section) O

(
Ma2 CFL2

Re(Ma+1)2

)
(6.26)

Table 6.1. – Summary of consistency errors for the stress tensor, for the three models
studied. Recall that athermal and thermal Mach numbers M̃a and Ma
have different definitions, see Eqs. (4.54,4.100)

6.3. Results
In this Section, the proposed traceless hybrid recursive regularized p is assessed

on different configurations and compared to reference solutions that can be either
analytical solutions or numerical solutions obtained by high-order Navier-Stokes
Fourier solvers. The validations are aimed at demonstrating the ability of the present
model to accurately reproduce fully compressible effects for a wide range of physical
parameters, including

— Convection tests at Mach=(0.5, 1, 1.5) for the three fundamental Kovasznay
modes: vorticity (Sec. 6.3.1), entropy (Sec. 6.3.2) and acoustic (Sec. 6.3.3). These
tests show excellent dissipative and dispersive properties.

— Couette thermal flow tests in Sec. 6.3.4. This Section validates the accuracy of
the model regarding the viscous heating and heat diffusion for a wide range of
Ma, Pr and γ numbers.

— Validations in the presence of shocks. They include one-dimensional shock tube
(Sec. 6.3.6), and shock-vortex interaction (Sec. 6.3.7).

All inviscid simulations are carried out setting the dynamic viscosity to µ= 10−15 in
order to mimic an Euler solver. The classical definition for the acoustic CFL number
Eqs. (6.24) is adopted throughout all test cases.

6.3.1. Isentropic vortex advection
The first test case is the usual inviscid and isentropic vortex advected by a mean

uniform flow in a fully periodic domain. The analytical solution is a frozen pattern
simply advected by the mean flow over time. The [0,10]× [0,10] physical domain is
discretized by a 200×200 mesh. The isentropic vortex is initialized at its center and
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defined as

ρ =
[

1− (γ−1)

2
M 2

v e1−r 2/R2
] 1

γ−1 , p = ργ , (6.27)

u = u0 −Mv
p
γe(1−r 2/R2)/2 (

y − yc
)

, (6.28)

v = Mv
p
γe(1−r 2/R2)/2 (x −xc ) , (6.29)

with r =√
(x −xc )2 + (y − yc )2. The characteristic radius of the spot is set to R = 1, the

free stream flow to u0 = Ma
p
γ, T0 = 1, ρ = 1, γ= 1.4 and the strength of the vortex to

Mv = 1
4π

p
γ

, following [123]. The time-step is fixed to ∆t = 0.001725, corresponding

to an acoustic CFL ≈ 0.1 for the Ma = 1.5 case. The value of the hybrid recursive
regularized weighting parameter is σ = 1 leading to a stress tensor 100% evaluated
by the LBM. The vortex is then advected on a distance of 200R corresponding to 20
flow-through-time (FTT). The initial and final density maps with identical colorbars
are reported for different values of the Mach number in Fig. 6.1. As expected, the shape
of the vortex is perfectly preserved after 20 FFT, regardless of the Mach value (0.5, 1
and 1.5). For each Mach number, the dissipation, defined as ξ= minρ(20F T T )−minρ(t=0)

1−minρ(t=0)

Figure 6.1. – Density fields for the isentropic vortex convection: initial/analytical pro-
file (top left), and solution after 20F T T for Ma = (0.5, 1.0, 1.5). The
dissipation ξ is reported in each case.

is also reported in Fig. 6.1, showing that less than 1% of the initial amplitude was
lost after 20 FTT. Note that use of σ= 1 was possible in these simulations, whereas
maximum values of σ close to 0.7 were achieved with the hybrid recursive regularized
ρ formulation[74] studied in Sec. 4.5. This translates to a decrease in dissipation
ξ by about an order of magnitude compared with the hybrid recursive regularized
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ρ model[74]. The proposed hybrid recursive regularized p method is then able to
compute accurately the advection of a radial flow over a long time without introducing
spatial distortion nor spurious dissipation, despite a relatively low spatial resolution.

6.3.2. Entropy spot advection
The convected entropy spot is a benchmark of particular interest for the present

model as it is expected for the numerical solution to be mainly dependent on the
finite difference part of the solver used for the entropy equation. The LBM is known
to exhibit a low numerical dissipation behavior [100], it is then important to check
that the finite difference part of the scheme does not deteriorate this property. A good
way to verify it is to convect a pure entropy spot over a long distance. The flow is then
initialized as

ρ = ρ0

(
1+εe−r 2/R2

)
, (6.30)

T = T0

(
1−εe−r 2/R2

)
, (6.31)

u = u0 , v = 0, (6.32)

with a sufficiently low value of ε = 10−3 ensuring that the u ± c acoustic modes are
not triggered [174]. All the other parameters remain unchanged compared to the
isentropic vortex aside the dissipation which now reads as ξ= maxρ(20F T T )−maxρ(t=0)

1−maxρ(t=0) .
Initial and final solutions of the advected entropy spot can be seen on Fig. 6.2, leading
to the conclusion that the shape of the entropy spot is well preserved and that less
than 3% of the maximum amplitude was lost over the whole simulation.

Figure 6.2. – Density fields for the entropy spot convection: initial/analytical profile
(top left), and solution after 20F T T for Ma = (0.5, 1.0, 1.5).
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6.3.3. Acoustic wave propagation
We compute in this part the propagation of a pure acoustic wave over a long distance.

The wave is not simply advected by the mean flow, it is propagated with a u+c velocity,
which leads to a complex pattern when initialized in a 2D domain. It was then chosen
to test the acoustic decay in a 1D periodic simulation with a [0,10] physical domain
discretized by 200 points and ∆t = 0.001725. The acoustic wave is initialized as

ρ = ρ0

(
1+εe−r 2/R2

)
, (6.33)

T = T0

(
1+ (γ−1)εe−r 2/R2

)
, (6.34)

u = u0 + c0εe−r 2/R2
, (6.35)

v = 0, (6.36)

with r = (x − xc ) and ε = 10−3. Analytical and numerical solutions are plotted on
Fig. 6.3. A good agreement with the analytical solution is observed, with a very low

Figure 6.3. – Density fields for the acoustic propagation (u+c mode): initial/analytical
profile (solid line), and solution after 20F T T at Ma = 0.5 (dashed), Ma =
1.0 (dotted) and Ma = 1.5 (dot-dashed).

numerical dissipation ξ of respectively 1.9×10−2, 2.2×10−2 and 1.6×10−2 for subsonic,
sonic and supersonic cases.

6.3.4. Thermal Couette Flow
The thermal Couette flow is presented here as part of the validation basis of compress-

ible LB models, but credit for this subsection goes to Thomas Coratger, who carried out
these validations.
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Having validated the hybrid recursive regularized p model the Euler part of the con-
servation equations through convection tests, let us now validate the shear stress and
heat transfer balance through an analysis of thermal Couette flows.

The test case is two-dimensional and consists of a shear flow between two infinite
flat plates: one is static and the other is moving in the x-direction at a constant velocity.

U = Ma× cs,∞ , (6.37)

A shear force is transmitted to the fluid by the no-slip condition at the boundaries
where thermal properties are given. Then, the temperature T only depends on y . At
steady state, the effects of viscous heat dissipation and thermal conduction balance
out.

During simulations, the heat capacity ratio at constant pressure Cp and the Prandtl
number Pr = (µCp )/λ are assumed to be constant. For the benchmark, a simplified
version of boundary conditions via cut cell approach [97] is adopted. Moreover, two
specific thermal configurations are performed in a 2×101×1 domain. In the first one,
the walls are at the same temperature such as Ttop wall = Tbottom wall = const. and the
viscosity µ is constant.

This configuration introduces a linear profile of ux velocity as a function of y and
the temperature can be theoretically expressed as [75]:

T

Tw
= 1+ y

H
ζ
(
1− y

H

)
, (6.38)

where Tw is the temperature at the boundary walls, H is the distance between them
and ζ = Prγ−1

2 Ma2. In the second configuration, the bottom wall is adiabatic with
the Neumann temperature boundary condition qy =−λ(∂T /∂y) = 0 and the top wall
is at constant temperature. For this configuration, the viscosity µ is temperature
dependent,

µ

µ0
= T

T0
, (6.39)

Then, the velocity and temperature profiles are coupled and can be found analytically
as [6]:

T

Tw
= 1+ζ

[
1−

(ux

U

)2
]

, (6.40)(
1+ 2

3
ζ

)
y

H
= ux

U
+ζ

[
ux

U
− 1

3

(ux

U

)3
]

, (6.41)

The simulations are performed with the following conditions: the CFL varies between
0.23 and 0.77 to ensure the solution stability, the wall temperature is Tw = 300K , the
initial pressure of the flow is P0 = 101325Pa and σ= 0.7.

The two cases are tested through a wide range of supersonic parameters (Ma, Pr
and γ).

Fig. 6.4 shows the thermal configuration for a specific set of parameters (γ= 7/5,
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Isothermal bottom - Isothermal top Adiabatic bottom - Isothermal top

Ma Pr γ LT
2 Error Ma Pr γ LT

2 Error

0.35 5 5/3 0.0001499 0.35 5 5/3 0.0001605
1 1.5 5/3 0.0005695 1 1.5 5/3 0.0011649

1.3 0.71 7/5 0.0002404 1.3 0.71 7/5 0.0001973
1.3 0.71 5/3 0.0007031 1.3 0.71 5/3 0.0008085

Table 6.2. – L2 Error Eq. (6.42) for different performed simulations.

Figure 6.4. – Temperature and velocity profiles of the thermal couette flow for γ= 7/5,
Pr = 0.71 and Ma = 1.3. The solid lines correspond to analytical re-
sults; the numerical results+ and ◦ correspond respectively to the velocity
profiles U /U0 and the temperature profiles T /T0. Boundary conditions:
isothermal top wall and adiabatic bottom wall (left), isothermal walls
(right).

Pr = 0.71 and Ma = 1.3) while Table 6.2 summarizes all the results with the L2 error on
the temperature defined as:

LT
2 =

√∑(
Ti ,Simulation −Ti ,Theory

)2

√∑
T 2

i ,Theory

, (6.42)

Figure 6.4 and Table 6.2 show again a good agreement between simulations and
analytical solutions, thus validating the viscous and thermal properties of the model.
Finally, a convergence study of the model is carried out by varying the grid resolution
in the y-direction and measuring the L2 norm on the temperature. Figure 6.5 shows a
second order convergence in space, classical of Lattice-Boltzmann models [4].

6.3.5. Shock wave inner structure
The capability of hybrid recursive regularized p to capture inner shock structures is

demonstrated through the comparison with an analytical solution [175].
This particular Navier-Stokes-Fourier solution for a stationary viscous shock is
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Figure 6.5. – Convergence study : LT
2 norm Eq. (6.42) as a function of the resolution Ny .

Carried out in the case of the isothermal top and bottom walls presented
in Fig. 6.4.b.

obtained for Pr = 0.75 and stands for any values of Ma, Re and γ. The following
procedure is used to compare the numerical solution with the analytical one. Initial
upstream φ0 and downstream φ1 physical fields are initialized through the Rankine-
Hugoniot jump conditions [6] and linked by a smooth sigmoidal profile chosen as

φ=φ0 + (1+ tanh[25(x −xs)])
φ1 −φ0

2
, (6.43)

in which x is the space coordinate and xs the initial position of the shock. Then from
this smooth profile the simulation naturally reaches the steady state solution which
is the solution we are looking for. Because this solution has no other characteristic
length scale than the shock thickness the initialization may lead to a shift between
positions of the analytical and numerical shocks, to circumvent this problem the
numerical solution is then shifted such that the maximal entropy coincides between
both solutions. Then the abscissa x is normalized such that

ξ= x

λ0
, (6.44)

where λ0 is the mean free path defined as

λ0 = 4

5

√
8γ

π

Ma

Re
L0 , (6.45)
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with Ma = U0p
γr T0

, Re = ρ0U0L0
µ0

and L0 = 1 a characteristic length scale. This normaliza-

tion allows to get rid of the Re dependence of the theoretical solution.

Figure 6.6. – Shock inner structure for different values of Ma. Solid, dashed and
dotted lines are analytical solutions [175] for respectively Ma = 4,3,2.
Triangles and circles markers corresponds to numerical solutions with
Re = 1000,2000.

Normalized velocity, temperature, entropy and stress profiles near the shock are
respectively plotted in Fig. 6.6 and Fig. 6.7 for different Mach numbers, different
adiabatic exponents,σ= 1.0 and a maximum local CFL of 0.2. Because the normalized
thickness of the shock depends on the mean free path Eq. (6.45), the number of points
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N0 plotted in Fig 6.6-6.7 is not fixed and is given by

N0 = 12

5×10−4

√
8γ

π

Ma

Re
, (6.46)

which corresponds in our simulations to N0 ∈ [60,180].

Figure 6.7. – Shock inner structure for different values of γ. Solid, dashed and dot-
ted lines are analytical solutions [175] for respectively γ = 1.6,1.4,1.2.
Triangles and circles markers corresponds to numerical solutions with
Re = 1000,2000.

In Fig 6.6 we see that an increase of Re, equivalent to reducing the non-normalized
thickness of the shock without changing the jumps, demean the accuracy of the results
by coarsening the grid. An higher Ma increases both the number of points inside the
shock but also the jumps of physical fields such that the overall effect seems to be
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a decrease of accuracy. A decrease of γ reduces both the number of points and the
thickness of the shock, leading to a decrease of accuracy. These defects are attributed
to numerical errors mainly coming from the wrong entropy jumps, see Sec. 5.1.

6.3.6. One-dimensional shock tube
Here the present model is assessed on a classical 1D Riemann problem. Because we

have seen in Sections 5.1 and 6.3.5 that our model was not suitable for too high Mach
numbers, a simplified Sod-like [24] shock tube is initialized similarly to [75] with a left
state (ρL ,uL , pL) = (1,0,1) and a right state (ρR ,uR , pR ) = (3,0,3) in a domain of total
length L = 1 with an initial discontinuity located at x = 0.5. This test case presents
sufficiently small jumps such that even entropy equation leads to sufficiently accurate
results. This domain is discretized by 400 points, the time-step is related to the space
increment through ∆t

∆x = 0.2582, the other parameters are γ = 1.4, σ = 1, µ = 10−15.
After 350 timesteps the solution is plotted in Fig. 6.8, showing from left to right a shock
wave, a slip line and an expansion wave computed with the present model (dashed
line). The reference solution was obtained with a classical first order HLLC [24] (solid
line) solver using with 104 points. Agreement is very good: beside a small overshoot at
the contact interface, the different levels are well captured.

Figure 6.8. – Sod-like shock tube solution. Density, velocity, pressure and tempera-
ture profiles as obtained with the hybrid recursive regularized p model
(dashed) and reference (solid).

6.3.7. Shock-Vortex interaction
The present model is finally assessed on an unsteady, viscous, compressible flow

consisting of the interaction of a stationary shock wave with an isentropic vortex. The
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mean field is defined by the Mach number of the shock, Ms , and the left and right
initial states are solution of the Rankine-Hugoniot problem,

ρR

ρL
= uL

uR
= (γ+1)M 2

s

(γ−1)M 2
s +2

, (6.47)

pR

pL
= 1+ 2γ

(γ+1)
(M 2

s −1) . (6.48)

Then, an isentropic vortex, as already defined in a previous validation, is superim-
posed in the upstream region. The vortex will cross the shock and create a complex
pattern of pressure waves that will be compared to a reference solution [176]. Phys-
ical parameters are set to Ms = 1.2, Mv = 0.25, γ= 1.4, Re = 800, Pr = 0.75, pL = 1.0,
TL = 1.0, uL = Ms

p
γ, which corresponds to "case C" in the reference solution [176].

The computational domain is [0,28]× [0,24], discretized by a 1120×960 mesh, shock
and vortex positions are respectively xs = 8 and (xc , yc ) = (6,12). Numerical param-
eters were set to CFL = 0.87 and σ= 0.7 where the CFL was based on the upstream
region. Instantaneous density fields during the simulation are shown in Fig. 6.9. Nor-

Figure 6.9. – Density field for the shock-vortex interaction at t = 3T (left), t = 6T
(center), t = 10T (right).

malized pressure∆p = p−pR
pR

is then plotted on Fig. 6.10 along a radial cut of fixed angle

θ =−45° for t = 6T , t = 8T and t = 10T where we defined T = R
cR

as the characteristic
convective time of the vortex in the shocked region, showing very little difference
with the reference 4th/6th order time/spatial accuracy solution [176]. Precursor and
second sound are also plotted on Fig. 6.11 and compared to [176], showing again a
good agreement.

6.4. Recap
In this Chapter, a new pressure-based hybrid regularized LBM, referred to as hybrid

recursive regularized p model, has been presented, for the simulation of shocked
compressible flows for Mach numbers ranging from 0 to 1.2. It is based on a fully
explicit segregated approach for the pressure, preserving the robustness of classical
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Figure 6.10. – Radial cut at θ =−π/4 of the pressure variation ∆p. Lines correspond to
the present Lattice-Boltzmann solution and symbols denote the refer-
ence solution [176].

athermal LBM via the predictor step. Through a variety of numerical experiments,
we systematically validated (i) the Eulerian part of the system, via convection tests of
the three linearized Euler eigenmodes, (ii) the diffusive and viscous terms, through
thermal Couette flows simulations, and (iii) the method’s robustness and accuracy,
through a 2D example of shock - vortex interactions.

A theoretical investigation of the proposed solver was conducted in Sec. 6.2 and
showed in Table 6.1 that the consistency defects of the model were better fitted for
compressible simulations when compared to the previous ρ-based model, see Sec. 4.5.

Additionally, the traceless collision kernel is introduced, it corresponds to the regu-
larization of the trace of the stress tensor, which is supposed to be 0 but is polluted by
a non-hydrodynamic mode which is therefore filtered by the newly proposed kernel.

Note that the present p-based model was also successfully implemented and val-
idated for humid air with phase changes [177], academical combustion [178], LES
turbulent flame [179] and seems to exhibited advantageous computational efficiency
[21] compared to some traditional CFD solvers, at least in the domain of combustion.

More important than numerical validations, this section showed us – mainly through-
out the completely unusual Eq. (6.15) – that the traditional kinetic-led lattice-Boltzmann
guideline was not the sole one to be able to design new efficient lattice-Boltzmann
schemes. The present scheme and its correction step Eq. (6.15) are purely stemming
from a FD interpretation of the lattice-Boltzmann scheme. In the next chapter, we
will see how a priori completely different lattice-Boltzmann models – ρ and p based –
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Figure 6.11. – Circumferential pressure variation at t = 6T . Solid line corresponds to
r = 3.7 and dashed line to r = 6. Markers refers to the corresponding
reference solution [176].

could be bridged into a unified formalism.
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7. Unified model, bridging
between pressure-based and
density-based methods

This Chapter mainly follows the content of :

G. Farag, T. Coratger, G. Wissocq, S. Zhao, P. Boivin and P. Sagaut. A unified hybrid
lattice-Boltzmann method for compressible flows: Bridging between pressure-based
and density-based methods. Physics of Fluids, 2021.
https://doi.org/10.1063/5.0057407
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7. Unified model, bridging between pressure-based and density-based methods – 7.1.
Hybrid recursive regularized lattice Boltzmann models

A few months after publication of the p-based model [76], a new ρ-based model
was proposed by Guo et al [149]. This new "improved-ρ-based" model represents a
huge step towards the achievement of an high Mach lattice-Boltzmann solver as it
was shown to be stable for the isentropic vortex up to a Mach 4 advection.

The purpose of the present chapter is twofold. First, it is proved by theoretical
analysis in Sec. 7.1 that segregated p-based and improved-ρ-based regularized colli-
sion models are strictly identical in the absence of forcing terms, and therefore can
be interpreted as implementation variants of the the same method, which can be
re-expressed as a ρ-based method. Then, a unified general formulation that encom-
passes both segregated p-based and ρ-based along with forcing terms is then given
in Sec. 7.2. An important associated result is that differences between preexisting
classical ρ-based, p-based and improved-ρ-based methods simply lies in different
third and fourth order equilibrium moments and different isotropy force correction
strategies. An optimal formulation of the correction forcing terms is proposed along
with some additional stabilization techniques.

This unified method, which appears as a modified ρ-based method, is assessed
considering a wide set of test cases in Sec. 7.3.

7.1. Hybrid recursive regularized lattice Boltzmann
models

In this section, we thoroughly compare the p-based and improved-ρ-based models
applied to a regularized kernel. First, we perform a comparison of the pure LB schemes
without forcing term. Specifying the equation of state (EOS) is unnecessary at this
point as long as the compared schemes employed the same strategy, which is our
assumption in what follows. Therefore, for the sake of generality, the normalized
temperature θ = r T /c2

s can be updated from any EOS without any impact on the
present demonstration. The classical EOS choice in LBM is athermal [4] θ = 1, however,
as it was demonstrated in Sec. 4.3, it leads to a Mach enslaved to CFL number. A
way to circumenvent this problem is to use the generalized athermal [82, 120] θ =
(∆x CFL)2 /[(∆t (Ma+1)cs)2γ] or directly the ideal gas equation [74] p = ρc2

s θ.

7.1.1. Forceless p-based model
Full details of this model can be found in [76]. The numerical algorithm is summa-

rized as follows. For regularized kernels, a restricted number of variables is sufficient to
describe the system, therefore, the initial solution of the simulation is characterized by
[ρ,ρuα,θ,Πneq

αβ
](t , x). In order to get the updated solution [ρ,ρuα,θ,Πneq

αβ
](t +∆t , x),

several steps should be performed :
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— The p-based equilibrium distribution f p,eq
i is reconstructed from (t , x) moments

f p,eq
i (t , x) =ωi

{
H (0)ρθ+ H (1)

iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[ρuαuβ]+
H (3r )

iγ

6c6
s

a(3r )
γ

}
(t , x) , (7.1)

with a(3)
αβγ

= ρuαuβuγ serving to define a(3r )
γ as in Appendix A.

— The non-equilibrium distribution f
neq
i (t , x) is also reconstructed from moments[

ρ,ρuα,Πneq
αβ

]
(t , x) using either the projected [115] or recursive [72, 119] regu-

larization.

— Collision and streaming are performed,

f p,col
i (t , x) = f p,eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x) , (7.2)

f
p
i (t +∆t , x) = f p,col

i (t , x −ci ∆t ) . (7.3)

— Then the macroscopic reconstruction reads

ρ(t +∆t , x) =
q−1∑
i=0

f
p
i (t +∆t , x)+ρ(t , x)[1−θ(t , x)]. (7.4)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f
p
i (t +∆t , x) , (7.5)

Π
f

neq

αβ
(t +∆t , x) =

q−1∑
i=0

ciαciβ

[
f

p
i − f p,eq

i

]
(t +∆t , x) , (7.6)

— To close the system, a finite difference scheme is used to update an additional
thermodynamic variable such as entropy [74–76] or total energy [140]. From this
additional step, θ(t +∆t , x) is now updated.

Then, one can apply recursively this algorithm from time (t , x) to time (t +∆t , x). This
scheme therefore provides the regularized p-based numerical solution ∀t = Nt ∆t
with Nt ∈N.

7.1.2. Forceless improved-ρ-based model
In this model [149] a free parameter Θ was introduced. This parameter will be

addressed later, but in the present Section we consider the caseΘ= 0. Similarly to the
p-based algorithm, the initial solution [ρ,ρuα,θ,Πneq

αβ
](t , x) is known. In order to get

the updated solution (t +∆t , x) using the regularized improved-ρ-based model, one
should perform the following steps,
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— Compute the equilibrium population,

f ρ,eq
i (t , x) =ωi

{
H (0)ρ+di +

H (1)
iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[ρuαuβ]+
H (3r )

iγ

6c6
s

a(3r )
γ

}
(t , x) ,

(7.7)
with a(3)

αβγ
= ρuαuβuγ serving to define a(3r )

γ as in Appendix A and with di defined
as

di =
 ρ[θ−1] if i 6= 0

ω0 −1

ω0
ρ[θ−1] if i = 0

(7.8)

with ω0 the lattice weight for the non-moving population i = 0.

— The non-equilibrium population f
neq
i is computed from a regularized collision

kernel [72, 115, 119].

— Collision and streaming are performed

f ρ,col
i (t , x) = f ρ,eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x) , (7.9)

f
ρ

i (t +∆t , x) = f ρ,col
i (t , x −ci ∆t ) . (7.10)

— The macroscopic reconstruction reads

ρ(t +∆t , x) =
q−1∑
i=0

f
ρ

i (t +∆t , x). (7.11)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f
ρ

i (t +∆t , x) , (7.12)

Π
f

neq

αβ
(t +∆t , x) =

q−1∑
i=0

ciαciβ

[
f
ρ

i − f ρ,eq
i

]
(t +∆t , x) . (7.13)

— Similarly to the p-based model, to close the system an additional thermody-
namic variable is solved through a finite difference scheme, which is sufficient
to get θ(t +∆t , x).

This algorithm can be used to update the numerical solution from (t , x) to (t +∆t , x).
Applying this procedure recursively finally leads to the regularized improved-ρ-based
numerical solution ∀t = Nt ∆t with Nt ∈N.

7.1.3. Forceless model comparison
We now prove that it is possible to bridge between the p-based model (Sec. 7.1.1) and

the improved-ρ-based model (Sec. 7.1.2). Starting from the latter, we inject Eq. (7.8)
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inside Eq. (7.7), using the p-based equilibrium definition Eq. (7.1) leading to

f ρ,eq
i (t , x) =

{
f p,eq

i (t , x) if i 6= 0
f p,eq

i (t , x)−ρ(t , x)[θ(t , x)−1] if i = 0
(7.14)

To allow for a fair comparison, we assume that i) both models start from the same
initial solution and ii) the collision kernel is a function of the initial moments. Con-
sidering the initial solution [ρ,ρuα,Πneq

αβ
](t , x), this means that the reconstructed

non-equilibrium term f
neq
i is identical between both models because it has been

reconstructed from the same initial condition, with the same procedure. For example,
the recursive regularization could be used,

f
neq
i =ωi

{H (2)
iαβ

2c4
s
Π

f
neq

,(2)
αβ

+
H (3r )

iγ

6c6
s
Π

f
neq

,(3r )
γ

}
, (7.15)

with Π f
neq

,(3)
αβγ

= uαΠ
f

neq
,(2)

βγ
+uβΠ

f
neq

,(2)
γα +uγΠ

f
neq

,(2)
αβ

serving to define Π f
neq

,(3r )
γ as in

Appendix A which clearly shows that choosing the same initial solution [ρ,ρuα,Πneq
αβ

](t , x)

trivially leads to f
p,neq
i = f

ρ,neq
i in this case. Using both Eq. (7.14) and the equivalence

between non-equilibrium populations allows us to write

f ρ,col
i =

{
f p,col

i (t , x) if i 6= 0,

f p,col
i (t , x)−ρ(t , x)[θ(t , x)−1] if i = 0,

(7.16)

This equation established a formal link between collided populations Eqs. (7.2,7.9).
Now that collision was analyzed, the streaming step of both models can be linked
using Eq. (7.10,7.16),

f
ρ

i (t +∆t , x) =
{

f
p
i (t +∆t , x) if i 6= 0

f
p
i (t +∆t , x)−ρ(t , x)[θ(t , x)−1] if i = 0

(7.17)

Here, it is important noticing the temporal evaluation "t" of the ρ[θ−1] term. This
comes from the non-moving i = 0 population, which means that

f
ρ

0 (t +∆t , x) = f ρ,col
0 (t , x) = f p,col

0 (t , x)−ρ(t , x)[θ(t , x)−1] (7.18)
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Injecting Eq. (7.17) inside Eqs. (7.11-7.13) and using the fact that c0α = 0 leads to

ρ(t +∆t , x) =
q−1∑
i=0

f
p
i (t +∆t , x)+ρ(t , x)[1−θ(t , x)], (7.19)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f
p
i (t +∆t , x) , (7.20)

Π
f

neq

αβ
(t +∆t , x) =

q−1∑
i=0

ciαciβ

[
f

p
i − f p,eq

i

]
(t +∆t , x) . (7.21)

Which is exactly identical to Eqs. (7.4-7.6). Therefore, from the initial solution [ρ,ρuα,
Π

neq
αβ

](t , x), both the p-based and the improved-ρ-based lead to the same updated

solution [ρ,ρuα,Πneq
αβ

](t +∆t , x). In other words, the hybrid recursive regularized

p-based model [76] and improved-ρ-based model [149] are strictly equivalent in the
absence of force terms and other coupled physical models. Next, we highlight how
a similar bridge can also be obtained for more classical models than the regularized
one. Out of simplicity, we chose to demonstrate it on the BGK collision kernel. Before
doing so, we shall highlight the fundamental point of how the p-model differs from
more classical ρ-based models.

7.1.4. Non-equilibrium definition in p-based
The equivalence between models was obtained by a straight comparison of the nu-

merical schemes corresponding to the p-based model (Sec. 7.1.1) and the improved-
ρ-based model (Sec. 7.1.2). In this demonstration it was implicitly assumed that
the whole numerical solution can be summarized by the knowledge of moments
[ρ,ρuα,θ,Πneq

αβ
], which is true for regularized collisions [72, 115]. However, for other

kernels, higher order moments (Παβγ, Παβγδ, ...) should also be considered. Here,
we provide a general demonstration of the equivalence between the two models pre-
sented in Sections 7.1.2 and 7.1.1 on the BGK collision kernel. This collision kernel is
the simplest one in which the knowledge of moments [ρ,ρuα,θ,Πneq

αβ
] is insufficient

to reconstruct the complete numerical solution for an arbitrary lattice. The following
demonstration could be trivially generalized to other collision models involving more
moments than regularized ones. First, let us notice that in classical LB models, mass
conservation requires

q−1∑
i=0

[
f i − f eq

i

]
= 0. (7.22)

As a consequence, classically, second order non-equilibrium rawΠneq
αβ

and Hermite

aneq
αβ

moments follow

Π
neq
αβ

= aneq
αβ

. (7.23)
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On the contrary, in p-based model, because of Eq. (7.4), the definition of the updated
density can be recast as

q−1∑
i=0

(
f

p
i − f p,eq

i

)
(t , x)+ [

ρ(t , x)(θ(t , x)−1)−ρ(t −∆t , x)(θ(t −∆t , x)−1)
]= 0, (7.24)

or equivalently,

q−1∑
i=0

{(
f

p
i − f p,eq,

i

)
(t , x)+δi 0

[
ρ(t , x)(θ(t , x)−1)−ρ(t −∆t , x)(θ(t −∆t , x)−1)

]}= 0,

(7.25)
where δi 0 is a Kroenecker symbol. A comparison of this last equation with Eq. (7.22)
pleads for a different definition of p-based non-equilibrium distribution. Instead of

the classical f
p
i − f p,eq

i , non-equilibrium distribution can now be defined as

f
p,neq
i (t , x) =

(
f

p
i − f p,eq

i

)
(t , x)

+δi 0
[
ρ(t , x)(θ(t , x)−1)−ρ(t −∆t , x)(θ(t −∆t , x)−1)

]
. (7.26)

This definition of the non-equilibrium verifies

Π
neq
αβ

=
q−1∑
i=0

ciαciβ f
p,neq
i =

q−1∑
i=0

H (2)
iαβ f

p,neq
i = aneq

αβ
. (7.27)

However, in either [76] or Sec. 7.1.1, Eq. (7.26) was never used. Instead, raw and
Hermite moments classically read in p-based as

q−1∑
i=0

H (2)
iαβ

[
f

p
i − f p,eq

i

]
6=

q−1∑
i=0

ciαciβ

[
f

p
i − f p,eq

i

]
. (7.28)

This does not seem to be consistent with Eq. (7.23). This ambiguity is eliminated
by noting that the computation of both aneq

αβ
andΠneq

αβ
is unnecessary in regularized

LB algorithms, only raw moments Πneq
αβ

are necessary. Therefore, defining Hermite

moments from raw moments aneq
αβ

≡Πneq
αβ

as in both [137] and Sec. 7.1.1 or traceless

second order Hermite moments aneq
αβ

≡∑q−1
i=0 [ciαciβ− δαβ

3 ciγciγ]( f i − f eq
i ) as in [76] in-

stead of Hermite moments allows to bypass the unusual definition Eq. (7.26). Instead,
the non-equilibrium remains defined as

f
p,neq
i (t , x) ≡ ( f

p
i − f p,eq

i )(t , x) . (7.29)

With the natural definition of non-equilibrium Eq. (7.26) for an arbitrary kernel, let us
try to compare our two models using the more classical BGK collision kernel, in which
Eq. (7.26) would lead to inconsistent results.
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7.1.5. Consistent BGK p-based
A p-based model equipped with non-equilibrium Eq. (7.26) reads

f
p
i (t +∆t , x) = f eq,p

i (t , x −ci ∆t )+
(
1− ∆t

τ+∆t/2

){
f

p
i (t , x −ci ∆t )− f eq,p

i (t , x −ci ∆t )

−δ0i
[
[ρ(θ−1)](t −∆t , x)− [ρ(θ−1)](t , x)

]}
. (7.30)

Then, by adding on both sides −δ0i [ρ(θ−1)](t , x) we get,

f
p
i (t +∆t , x)−δ0i [ρ(θ−1)](t , x) = f eq,p

i (t , x −ci ∆t )−δ0i [ρ(θ−1)](t , x)

+
(
1− ∆t

τ+∆t/2

){
f

p
i (t , x −ci ∆t )− f eq,p

i (t , x −ci ∆t )

−δ0i
[
[ρ(θ−1)](t −∆t , x)− [ρ(θ−1)](t , x)

]}
. (7.31)

Using definitions Eqs. (7.14), (7.17) we finally get

f
ρ

i (t +∆t , x) = f eq,ρ
i (t , x −ci ∆t )+

(
1− ∆t

τ+∆t/2

){
f
ρ

i (t , x −ci ∆t )− f eq,ρ
i (t , x −ci ∆t )

}
,

(7.32)

with the equilibrium defined as Eq. (7.7), which is nothing else than the improved-ρ-
based model equipped with a BGK collision kernel. This definition formally proves the
exact equivalence between improved-ρ-based and a p-based equipped by Eq. (7.26)
on BGK collision kernel.

7.1.6. Comparison accounting for force terms
Having demonstrated the equivalence in the absence of force corrective terms in

the previous section, it is natural to infer that the force terms of both models should
be equivalent up to negligible errors. We denote the corrective force term associated
with p-based or improved-ρ-based models by F p,ρ

i . From [76] and [149] we find that,

F p,ρ
i =ωi

H (2)
iαβ

2c4
s

[
aC
αβ+ap,ρ

αβ

]
, (7.33)

where aC
αβ

is the lattice dependent component of the force term shared by both

models,

aC
αβ = c2

s

[
uα

∂ρ(1−θ)

∂xβ
+uβ

∂ρ(1−θ)

∂xα

]
−
∂D f eq ,(3)

αβγ

∂xγ
, (7.34)

135



7. Unified model, bridging between pressure-based and density-based methods – 7.1.
Hybrid recursive regularized lattice Boltzmann models

For the D3Q19 basis (see Appendix A) which is the lattice we used,

∂D f eq ,(3)
αβγ

∂xγ
= δαβ

∂ρu3
α

∂xα
+ (1−δαβ)

∂ρuxuy uz

∂xψ
, (7.35)

without summation over repeated index α and with ψ defined by ψ 6=α and ψ 6= β.
Additionally, ap,ρ

αβ
depends on the considered model,

ap
αβ

= δαβc2
s

(
∂ρ(θ−1)

∂t
+ρ 2

D

∂uγ
∂xγ

)
, (7.36)

aρ
αβ

= δαβc2
s

(
uγ
∂ρ(1−θ)

∂xγ
+ρ(1−θ)

D +2

D

∂uγ
∂xγ

)
. (7.37)

A Taylor expansion of the LB scheme [137] shows that in p-based and improved-ρ-
based the stress tensor equation reads

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

]
+τδαβc2

s

[
∂ρuγ
∂xγ

+ ∂ρθ

∂t

]
−τap,ρ

αβ

+τ
[∂Π f neq ,(2)

αβ

∂t
+
∂Π

f neq ,(3)
αβγ

∂xγ

]
−τ

[
uα

∂Π
f neq ,(2)
βγ

∂xγ
+uβ

∂Π
f neq ,(2)
αγ

∂xγ

]
. (7.38)

Note that in the case of the recursive regularized kernel, Π f neq ,(3)
αβγ

being a linear

function of Π f neq ,(2)
αβ

, injecting Eq. (7.38) into itself similarly to [75, 120] leads to the

more tractable equation,

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

]
+τδαβc2

s

[
∂ρuγ
∂xγ

+ ∂ρθ

∂t

]
−τap,ρ

αβ
+O (τ2) . (7.39)

In order to further analyze the improved-ρ-based, it is necessary to express the time

derivative ∂ρθ
∂t . Considering a perfect gas equation of state p = ρθc2

s and combining
the mass, momentum and total energy equations one gets the following pressure
equation,

1

γ−1
(
∂ρθ

∂t
+ ∂ρθuβ

∂xβ
)+ρθ∂uγ

∂xγ
− ∂

∂xγ

(
λ
∂θ

∂xγ

)
+ c−2

s Π
f neq ,(2)
βγ

∂uβ
∂xγ

= 0. (7.40)

Assuming a Prandtl number Pr ≥O (1), it is reasonable to rewrite Eq. (7.40) as

∂ρθ

∂t
+ ∂ρθuβ

∂xβ
+ρθ(γ−1)

∂uγ
∂xγ

=O (τ) . (7.41)
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Using Eqs. (7.37,7.39,7.41) leads to the improved-ρ-based stress tensor

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

D

∂uγ
∂xγ

]
+τδαβc2

s ρθ

[
D +2

D
−γ

]
∂uγ
∂xγ

+O (τ2) , (7.42)

in which an uncontrolled bulk viscosity appears, similarly to what was pointed out
in [75]. Note that due to the second law of thermodynamics a positive bulk viscos-
ity

(D+2
D −γ) ≥ 0 is mandatory [5]. In both the initial ρ-based model [74] and the

improved-ρ-based model [149], bulk viscosity is nonzero. This is due to the mismatch
between the actual adiabatic exponent γ of the simulation and the natural adiabatic
exponent γLB = D+2

D arising from the chosen D dimensional lattice. Inspired by [75],
one can easily get rid of this uncontrolled bulk by replacing Eq. (7.37) by

ãρ
αβ

= δαβc2
s

(
uγ
∂ρ(1−θ)

∂xγ
+ρ

[
D +2

D
−γθ

]
∂uγ
∂xγ

)
. (7.43)

In this case the stress tensor obtained from the improved-ρ-based with zero bulk
viscosity defined by Eqs. (7.39,7.43) is now equivalent up to a different O (τ2) error to
the p-based one given by Eqs. (7.36,7.39),

−Π f neq ,(2)
αβ

= τρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

D

∂uγ
∂xγ

]
+O (τ2) . (7.44)

This is due to the fact that ap
αβ

= ãρ
αβ

+O (τ), leading to a O (τ2) difference between

the p-based stress tensor Eq. (7.44) and the zero-bulk viscosity improved-ρ-based
stress tensor obtained from Eqs. (7.39,7.43). This shows that when the corrective force
term is taken into account, models [76, 149] become rigorously different, yet a strong
connection still exists between them.

7.2. Unified model on standard lattice
In this section, we propose to build a numerical LB scheme meant to unify preexist-

ing compressible models discussed above [74–76, 148]. For the sake of completeness,
additional mass source ṁ, momentum force ρFα and energy source ρq̇ are included.
The LB scheme first provides mass and momentum conservations,

∂ρ

∂t
+ ∂ρuβ

∂xβ
= ṁ (7.45)

∂ρuα
∂t

+
∂
[
ρuαuβ+pδαβ+Πneq

αβ

]
∂xβ

= ρFα . (7.46)
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completed by a second thermodynamic variable solved by FD. Hydrodynamic equa-
tions (7.45,7.46) are coupled to thermal effects Eqs. (1.22,5.1,5.2) through the perfect
gas EOS p = ρr T , e =Cv T and heat capacities Cv = r /(γ−1) and Cp = γr /(γ−1). Then,
combining Eqs. (7.45,7.46) with any choice among Eqs. (1.22,5.1,5.2) and assuming a
constant r and γ values one gets the kinetic tensor and pressure Eqs. (4.47,4.98),

∂ρuαuβ
∂t

+ ∂ρuαuβuγ

∂xγ
+uα

∂p

∂xβ
+uβ

∂p

∂xα
+O (τ) = ρFαuβ+ρFβuα−ṁuαuβ , (7.47)

1

γ−1

(
∂p

∂t
+ ∂puβ

∂xβ

)
+p

∂uγ
∂xγ

+O (τ) = ρq̇ +ṁ
u2
γ

2
, (7.48)

written in a compact form in which O (τ) accounts for viscous and heat conductive
terms. Then, the system is closed by computing the heat flux qα through FD,

qα =−λ ∂T

∂xα
, (7.49)

and by using a proper correction term during collision so that LB stress tensor is

−Π f neq ,(2)
αβ

=µ
[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

D

∂uγ
∂xγ

]
+O (τ2) . (7.50)

7.2.1. Unified LB scheme
Now, we provide detailed equations of the unified model. For the sake of clarity, we

use the improved-ρ-based format. The unified equilibrium distribution f eq
i is

f eq
i =ωi

{
ρ+ ωi −δ0i

ωi
ρ[θ−1](1−ζ)+ H (1)

iα

c2
s
ρuα

+
H (2)

iαβ

2c4
s

[
ρuαuβ+ζδαβρc2

s (θ−1)
]+ H (3r )

iγ

6c6
s

a(3r )
γ

}
, (7.51)

in which two arbitrary fields ζ(t , x) and κ(t , x) have been introduced and with a(3)
αβγ

=
ρuαuβuγ−κρc2

s

(
uαδβγ+uβδγα+uγδαβ

)
serving to define a(3r )

γ as in Appendix A. A
Taylor expansion [137] shows that a force term is necessary to account for mass ṁ, mo-
mentum ρFα and energy ρq̇ sources. Another force term is also necessary to remove
significant errors in the stress tensor introduced by isotropy defects Eq. (3.56). Com-
plete forcing terms can follow two different strategies Fi and Gi , they are equivalent
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up to a O (τ) difference and read as

Fi =ωi

{
H (0)ṁ + H (1)

iα

c2
s

ρFα+
H (2)

iαβ

2c4
s

aF,(2)
αβ

}
, (7.52)

Gi =ωi

{
H (0)ṁ + H (1)

iα

c2
s

ρFα+
H (2)

iαβ

2c4
s

aG ,(2)
αβ

}
, (7.53)

in which Hermite moments aF,(2)
αβ

and aG ,(2)
αβ

are

aF,(2)
αβ

= 2

D
δαβ(1−κ)ρc2

s

∂uγ
∂xγ

−δαβc2
s
∂ρ(1−θ)

∂t
−δαβc2

s

∂ρκuγ
∂xγ

+aC
αβ+ρFαuβ+ρFβuα−ṁuαuβ , (7.54)

aG ,(2)
αβ

= δαβc2
s ρ

(
2

D
(1−κ)− (

γ−1
)
θ

)
∂uγ
∂xγ

+δαβc2
s

∂ρ(1−θ−κ)uγ
∂xγ

−ṁ

(
δαβc2

s +uαuβ−
(
γ−1

)
u2
γ

2
δαβ

)
+δαβ

(
γ−1

)
ρq̇ +aC

αβ+ρFαuβ+ρFβuα ,

(7.55)

where aC
αβ

is the lattice-dependent component of the force term,

aC
αβ = c2

s

[
uα

∂ρ(1−θ−κ)

∂xβ
+uβ

∂ρ(1−θ−κ)

∂xα

]
−
∂D f eq ,(3)

αβγ

∂xγ
, (7.56)

For the D3Q19 basis (see Appendix A),

−
∂D f eq ,(3)

αβγ

∂xγ
= δαβ

∂ρuα(κ−u2
α)

∂xα
− (1−δαβ)

∂ρuxuy uz

∂xψ
, (7.57)

in which no summation over repeated index α is done and ψ is chosen as ψ 6=α and
ψ 6=β. It is worth noting that aF,(2)

αβ
and aG ,(2)

αβ
can be considered as generalizations of

force term strategies respectively employed in [76] and [75, 149]. Using either Fi or Gi

in the usual collide, stream and macroscopic reconstruction procedure then leads to a
unified LB numerical scheme which is consistent with Eqs. (7.45,7.46), completed by
a stress tensor equation,

−Π f neq ,(2)
αβ

= τ(1−κ)ρc2
s

[
∂uα
∂xβ

+ ∂uβ
∂xα

−δαβ
2

D

∂uγ
∂xγ

]
+O (τ2) . (7.58)

Identification procedure between Eq. (7.58) and the stress tensor then leads to µ=
τ(1−κ)ρc2

s . Using equilibrium Eq. (7.51), force term Eq. (7.53), ζ = 1 and κ = 1−θ,
this model recovers the zero-bulk viscosity ρ-based model [75]. With Eq. (7.52), ζ= 0
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and κ= 0, the p-based model [76] is recovered. Lastly, if Eq. (7.53) is used along with
ζ = Θ

1−θ and κ = Θ, the zero-bulk viscosity version of the improved-ρ-based model
is recovered, where Θ is a free parameter introduced in [149]. Through numerical
experiments, the influence of the value proposed by [149] for Θ is found negligible,
ζ= 0 and κ= 0 are therefore chosen to keep the model as simple as possible.

In what follows it was chosen to use Fi instead of Gi . While it still unclear which
one of the two corrections is the best one in term of accuracy and stability, there exists
some compelling arguments to use Fi ,

— First, because the Prandtl number is implicitly contained in the pressure time
derivative in Fi , this force term allows to handle arbitrary values or Pr while
the force term Gi , by using Eq. (7.40) is restricted to Pr ≥ O (1) for consistency
reasons.

— Second, by avoiding the use of Eq. (7.40) to assess the consistency of the LB stress-
tensor, Fi allows an easier coupling with complex EOS such as the van der Waals
equation [43] or Noble Able stiffened gas [180]. Indeed, these EOS would lead to
a more complicated pressure equation than Eq. (7.40) in which additional non
dimensional numbers introduced by those EOS would also appear in consistency
errors of the stress-tensor.

— Lastly, Fi does not involve using the heat release term q̇ , it is therefore easier to
use in combustion applications.

Force terms Fi and Gi are equivalent – Fi =Gi +O (τ) – for monospecies fluids with
order unity Pr, which is the case here, but Fi is still shorter to implement, therefore it
was retained in what follows.

7.2.2. Interpretation of δ0i

Before moving to the algorithmic description of our scheme, we provide a simple
explanation of how the classical ρ-based model [74, 75, 148] differs from recent models
such as p-based [76] and improved-ρ-based [149] in which the unusual Kronecker δ0i
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is used, see Eq. (7.51) with ζ 6= 1. Let us project δ0i onto the D3Q19 Hermite basis,

aδ0i ,(0) =
q−1∑
i=0

H (0)
i δ0i = 1, (7.59)

aδ0i ,(1)
α =

q−1∑
i=0

H (1)
iα δ0i = 0, (7.60)

aδ0i ,(2)
αβ

=
q−1∑
i=0

H (2)
iαβδ0i =−c2

s δαβ , (7.61)

aδ0i ,(3)
αβγ

=
q−1∑
i=0

H (3)
iαβγδ0i = 0, (7.62)

aδ0i ,Ai =
q−1∑
i=0

Aiδ0i = 2c4
s , (7.63)

aδ0i ,Bi =
q−1∑
i=0

Biδ0i = 2c4
s , (7.64)

aδ0i ,Ci =
q−1∑
i=0

Ciδ0i = 2c4
s . (7.65)

Then, we can exactly express δ0i by

δ0i =ωi

{
H (0)

i −
H (2)

i xx +H (2)
i y y +H (2)

i zz

2c2
s

+ Ai +Bi +Ci

12c4
s

}
. (7.66)

Injecting Eq. (7.66) into Eq. (7.51) allows to write

f eq
i =ωi

{
H (0)ρ+ H (1)

iα

c2
s
ρuα+

H (2)
iαβ

2c4
s

[
ρuαuβ+δαβρc2

s (θ−1)
]

+
H (3r )

iγ

6c6
s

a(3r )
γ − Ai +Bi +Ci

12c4
s

ρ[θ−1](1−ζ)
}

, (7.67)

with a(3)
αβγ

= ρuαuβuγ −κρc2
s

(
uαδβγ+uβδγα+uγδαβ

)
serving to define a(3r )

γ as in

Appendix A. In other words, recent models such as p-based and improved-ρ-based
are equivalent to the classical ρ-based model [74, 75, 148] with additional information
projected onto fourth order polynomials Ai , Bi and Ci due to ζ 6= 1 in Eq. (7.51).
This is expected to change numerical errors of lattice-Boltzmann regularized schemes
without changing the consistency of mass and momentum conservation equations.

7.2.3. Coupled models
The LB scheme being now unified, this section aims at further comparing and

unifying the different ingredients that were previously used in the compressible hybrid
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recursive regularized literature [74–76, 148]. In this chapter, the chosen basis for
simulations is the D3Q19 basis whose details can be found in Appendix A.

7.2.3.1. Thermal coupling

The entropy equation in non-conservative format being mainly an advection equa-
tion with source terms, it is easily discretized and leads to robust results, explaining
this choice of energy variable, widely present in the LB literature [74–76, 148]. Which
is why an entropy equation solved by finite differences is chosen,

∂s

∂t
+uβ

∂s

∂xβ
= 1

ρT

[
Παβ

∂uα
∂xβ

+ ∂

∂xβ

(
λ
∂T

∂xβ

)]
. (7.68)

In all previous studies, viscous heat and heat conduction were discretized by classical
second order centered finite difference schemes while different strategies were em-
ployed for the convective term. When applied to a 1D passive scalar equation these
advection schemes correspond to :

— In [74], a O (∆t 2) accurate Runge-Kutta temporal integration is adopted along
with a O (∆x3) accurate MUSCL scheme [146] resulting in a 9 points stencil
between timesteps t and t +∆t .

— In [75, 148], the stencil was simplified by replacing the Runge-Kutta 2 integration
by a simpler O (∆t ) accurate Euler temporal integration. The spatial integration
remained identical and the overall scheme leads to a 5 points stencil.

— In [76], time and space were discretized simultaneously by a MUSCL-Hancock
[24] method, resulting in a compact O (∆t 3,∆x3) accurate 5 points stencil.

Due to its compactness and its high order of accuracy, the MUSCL-Hancock method is
chosen, the only difference being that the flux limiter was removed compared to [76].
Except the convective term, other terms are still discretized by second order centered
schemes. Implementation details for the entropy equation can be found in Appendix
5.2.2.

7.2.3.2. Non-equilibrium reconstruction

Here, we follow the hybrid recursive regularized method along with the traceless
non-equilibrium reconstruction [76, 137], which has been identified [120] as a supple-
mentary regularization for momentΠγγ. The non-equilibrium second order moment
is then calculated using

Π
f

neq
,(2)

αβ
(t , x) =σ

q−1∑
i=0

[
ciαciβ−

δαβ

3
ciγciγ

](
f i (t , x)− f eq

i (t , x)+ ∆t

2
Fi (t −∆t , x)

)
−

[
(1−σ)(1−κ)ρc2

s τ

(
∂uα
∂xβ

+ ∂uβ
∂xα

− 2δαβ
D

∂uγ
∂xγ

)]
(t , x) (7.69)
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Where σ is the weighting free parameter introduced by Jacob et al [119]. Note the
t −∆t evaluation of Fi . Numerical experiments showed better stability properties
for Ma' 1.7 simulations than with the usual t evaluation, however, no measurable
difference was observed for lower Ma numbers when using t . This change formally
introduces a O (∆t) error in the stress tensor, which is of the order of the leading
numerical error already introduced by the non-BGK collision kernel [81, 120, 137].
Using, Eq. (7.69), the recursive regularized procedure states that

Π
f

neq
,(3)

αβγ
(t , x) =

[
uαΠ

f
neq

,(2)
βγ

+uβΠ
f

neq
,(2)

γα +uγΠ
f

neq
,(2)

αβ

]
(t , x) . (7.70)

Then, the recursive regularization with D3Q19 lattice (Appendix A) dictates that non-
equilibrium should be defined as

f
neq
i =ωi

{H (2)
iαβ

2c4
s
Π

f
neq

,(2)
αβ

+
H (3r )

iγ

6c6
s
Π

f
neq

,(3r )
γ

}
. (7.71)

withΠ f
neq

,(3)
αβγ

serving to defineΠ f
neq

,(3r )
γ , similarly to Appendix A.

7.2.3.3. Force term discretization

Here, we detail numerical schemes employed to discretize the force corrective term
Fi , Eq. (7.52). Spatial gradients of Fi are systematically discretized by a O (∆x) accurate
upwind schemes [75],

∂φ

∂xγ
≈


φ(xγ)−φ(xγ−∆x)

∆x
if uγ ≥ 0

φ(xγ+∆x)−φ(xγ)

∆x
if uγ < 0

, (7.72)

except for the velocity divergence operator which is discretized using a O (∆x2) accu-
rate centered scheme,

∂φ

∂xγ
≈ φ(xγ+∆x)−φ(xγ−∆x)

2∆x
. (7.73)

7.2.3.4. Sensor, artificial bulk viscosity

We found that the bulk viscosityµβ added by the filtering process |Πneq
αα |= min

(
0.1|∇ ·u|, |Πneq

αα |)
proposed in [149] sometimes create spurious acoustic noise near curved discontinu-
ities on the vortex/shock and entropy spot/shock interaction test cases. Therefore,
a smoother artificial bulk viscosity µβ = 0.05µMa is introduced. Defining Ma as the
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local Mach number allows to write,

F
µβ
i =ωi

H (2)
iαβ

2c4
s
δαβρc2

s (κ−1)0.05Ma
∂uγ
∂xγ

, (7.74)

which is added only during collision, resulting in an additional first order forcing
implementation. This bulk viscosity is meant to damp unstable acoustic modes in
very high Mach number simulations. It is worth mentioning that this artificial bulk
is only added in the LB part of the algorithm and that the stability of all simulations
that will be presented in this article does not depend on it, except for Ma ' 1.7.
Nevertheless, Eq. (7.74) is kept in all test cases performed in this chapter. Using this
additional bulk viscosity, it is found that the Mach 4 simulations presented in [149]
can be reproduced with the present model. Additionally, to handle discontinuities, a
sensor consisting of a normalized numerical Laplacian operator is used to define an
artificial kinematic viscosity,

νsc = sc

∣∣∣∣ρ(x −∆x)−2ρ(x)+ρ(x +∆x)

ρ(x −∆x)+2ρ(x)+ρ(x +∆x)

∣∣∣∣ , (7.75)

where sc is a free parameter. Then, this artificial viscosity is added to the physical
dynamic viscosity, µ = µph +ρνsc . Through numerical experiments, we found that
contact discontinuities creates as much or more Gibbs oscillations than shocks, ex-
plaining the unusual choice to evaluate Eq. (7.75) using ρ instead of p. This allows our
sensor to be triggered by both shocks and contact discontinuities.

7.2.4. Step-by-step unified scheme
All necessary ingredients have been discussed, we shall now detail the step-by-step

algorithm to get the updated solution [ρ,ρuα,θ,Πneq
αβ

](t +∆t , x) from the last timestep

solution [ρ,ρuα,θ,Πneq
αβ

](t , x). We remind that for numerical simulations, ζ= 0 and

κ= 0 have been retained along with force term Fi .

i) Knowing [ρ,ρuα,θ,Πneq
αβ

](t , x), use the equation of state s =Cv lnc2
s θρ

1−γ to get

the entropy s(t , x)as a function of ρ(t , x) and θ(t , x).

ii) Compute the equilibrium distribution f eq
i (t , x) using Eq. (7.51) and the D3Q19

basis, Appendix A.

iii) Compute either Fi (t , x) and F
µβ
i (t , x) using Eqs. (7.52,7.74).

iv) Compute the non-equilibrium f
neq
i (t , x) using Eqs. (7.70-7.71).

v) Compute the collided population f col
i (t , x) as

f col
i (t , x) = f eq

i (t , x)+
(
1− ∆t

τ

)
f

neq
i (t , x)+∆t

(
1

2
Fi +F

µβ
i

)
(t , x) . (7.76)
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vi) Shift the populations along lattices following the streaming,

f i (t +∆t , x) = f col
i (t , x −ci ∆t ) . (7.77)

vii) Equilibrium moments can now be updated as

ρ(t +∆t , x) =
q−1∑
i=0

f i (t +∆t , x)+ ∆t

2
ṁ(t +∆t , x) , (7.78)

ρuα(t +∆t , x) =
q−1∑
i=0

ciα f i (t +∆t , x)+ ∆t

2
[ρFα](t +∆t , x) , (7.79)

viii) Solve the entropy equation following numerical schemes presented in Appendix
A in order to get the updated s(t +∆t , x) and use it along with ρ(t +∆t , x) to get
the updated normalized temperature θ(t +∆t , x) through θ = c−2

s ργ−1e s/Cv .

ix) Then, the updated stress tensor can be computed from Eqs. (7.51-7.52,7.69).

After those steps, [ρ,ρuα,θ,Πneq
αβ

](t +∆t , x), the updated solution, is now obtained.

7.3. Numerical validations

7.3.1. Isentropic vortex
An isentropic vortex initialized in a 2D fully periodic box of size [10×10] and dis-

cretized by a 200×200 mesh is simulated. This unity radius vortex R = 1 is transported
over a distance 200R corresponding to 20 flow through time periods. The Ma num-
ber of the mean free flow u0 = Ma

p
γ is tuned to check the capability of the present

method to transport on a relatively long distance. Ma = 4,3,2,1 are chosen along with
CFL = 0.1, 0.15, 0.2, 0.3.

The hybrid weighting parameter is fixed to σ= 1, meaning that the stress tensor is
completely recovered from the LB scheme. The analytical solution of this Euler simu-
lation is a frozen vortex advected without any dissipation nor dispersion. Therefore, a
vanishing µ= 10−15 viscosity is chosen to mimic an Euler solver. The initial solution is

ρ =
[

1− (γ−1)

2
M 2

v e1−r 2/R2
] 1

γ−1 , p = ργ , (7.80)

u = u0 −Mv
p
γe(1−r 2/R2)/2 (

y − yc
)

, (7.81)

v = Mv
p
γe(1−r 2/R2)/2 (x −xc ) , (7.82)

with Mv = 1/(4π
p
γ).

Density fields after exactly 20 periods are plotted on Fig. 7.1, it is seen that the
overall circular shape is well conserved by the present solver, even after a relatively
long distance of 200R.
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Figure 7.1. – Isentropic vortex : Isotropy comparison after 20 convective times at
different Mach numbers.

Figure 7.2. – Isentropic vortex : Comparison of y = 0 density slices at different Mach
numbers after 20 periods.

To further validate the present results, y = 5 slices for different Ma numbers are
also plotted on Fig. 7.2, showing that while higher Ma values led to higher errors, the
damping remained very small for Mach numbers up to Ma = 4, exhibiting less than
6% of errors when compared to the reference analytical solution.
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7.3.2. Entropy spot
This second test case is very similar to the isentropic vortex except that we now

transport an entropy spot, initialized as

ρ =
(
1+εe−r 2/R2

)
, (7.83)

p = 1, u = u0 , v = 0. (7.84)

The analytical solution is also a frozen pattern advected by the mean flow u0 = Ma
p
γ

without any changes of shape or amplitude.
All the other numerical and physical parameters are exactly the same as those of the

isentropic vortex. Fig. 7.3 presents a comparison between different Ma values.

Figure 7.3. – Entropy spot : Isotropy comparison after 20 convective times at different
Mach numbers.

After 20 periods the circular shape is well preserved. y = 5 slices can be seen on
Fig. 7.4 to quantitatively show how the numerical errors introduced by the present
method altered the entropy spot.

Again, higher Mach led to more damping, but it remained in an acceptable margin
of about 5% errors. Note that the choice of the numerical MUSCL-Hancock scheme
for the convective term of Eq. (7.68) is of critical importance for this test case as it can
be seen on Fig. 7.5, where different numerical schemes were employed for the Ma = 1
case, a) Lax-Wendroff [24], b) Fromm [24], c) Runge-Kutta 1 with 20% of upwind
scheme and 80% of centered scheme, d) MUSCL [74, 75, 148], e) Adams-Bashforth
with MUSCL [74, 75, 148], f) MUSCL-Hancock [24, 76, 181].

It is shown that the accurate transport of the entropy mode significantly depends
on the discretization of Eq. (7.68), highlighting that numerical properties of Hybrid LB
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Figure 7.4. – Entropy spot : Comparison of y = 0 density slices at different Mach
numbers after 20 periods.

Figure 7.5. – Entropy spot : Comparison of density fields of the Ma = 1 advection after
20 periods for different discretizations of the convective term of Eq. (7.68).
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schemes are inherited from both the LB part and FD part.

7.3.3. Thermal Couette flow
In this test case, a H = 1×10−4 long domain is discretized by a 1×100 grid. Prandtl

number Pr is fixed to 0.71. The adiabatic exponent is chosen as γ= 1.4. Characteristic
CFL ranges from 0.2 to 0.5 to ensure the stability of the simulations while the hybrid
LB parameter is fixed to σ= 0.9. A no-slip isothermal wall moving at M a = 1.3, 2.3, 3.3
is placed at y = H , and a no-slip wall at y = 0, leading to a linear velocity profile
with constant shear-stress. Due to the viscous heat term present in the entropy
equation Eq. (7.68) the fluid is heated up. When the generated heat is balanced by heat
diffusion, a stationary solution is achieved. The Reynolds number does not changes
the stationary analytical solution, but it controls the rate of momentum transfer from
the moving wall to the inner domain. A Reynolds number of order unity is therefore
chosen to allow a fast convergence, after which a constant L2 error for temperature
and velocity fields of order 1×10−3 and 1×10−4 are reported for all Mach numbers
tested. In Fig. 7.6, the normalized temperature and normalized velocity curves are
compared to their analytical counterparts [76]. A satisfactory agreement is observed
for both profiles, showing the capability of the present model to handle viscous and
heat conduction terms.

Figure 7.6. – Thermal Couette flow : Left is normalized temperature, right is local Ma
number. Squares, crosses and circles are the M a = 1.3, 2.3, 3.3 references,
solid lines correspond to numerical solutions with the present model.

7.3.4. 2D Riemann problems
To assess the capability of the present solver to handle discontinuities in a wide

range of situations, configurations 4-6-11-12-13-16 in [182] are simulated with the
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same numerical parameters. These test cases are 2D Riemann problems, they are
initialized by 4 constant states divided by discontinuities placed along x = 0.5 and
y = 0.5. The exact initial conditions are given in Appendix C.

The hybrid LB parameter is fixed to σ= 1.0, a square domain of side length L = 1
is discretized by a 400×400 grid. Dynamic viscosity is fixed to µ = 10−15 while the
adiabatic exponent is γ= 1.4. A single fixed value of ∆t/∆x = 0.22, very close to values
adopted by [182], is chosen here.

Figure 7.7. – 2D Riemann problems : Density fields of configurations 4-6-11-12-13-16
[182].

Density fields are presented after 500 timesteps for all 6 configurations in Fig. 7.7
where 50 isolines are linearly ranging from 1.05×min(ρ) to 0.95×max(ρ). The shock
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sensor parameter is fixed to sc = 0.3 to reduce Gibbs oscillations near discontinuities.
The shape of the complex patterns of shocks, contact discontinuities and rarefaction
waves presented in [182] are well reproduced in all 6 configurations.

7.3.5. Compressible double shear layer
To further demonstrate the stability of the proposed solver, a compressible double

shear layer problem is specifically designed and tested on different square grids. The
fully periodic square [L ×L] domain is discretized by 64×64, 128×128, 256×256,
512×512 and 1024×1024 grids and the initial CFL is fixed to C F L = 0.28. For this
simulation, σ= 1 is used. Adiabatic exponent is γ= 1.4, dynamic viscosity is taken as
µ= 10−15 to model an Euler simulation, characteristic Mach number is Ma = 0.65 and
the simulation is run until 2tc = 2L

Ma
p
γ

. The initial solution,

u =
{

Ma
p
γ tanhk(y −0.25) , if y ≤ 0.5

Ma
p
γ tanhk(0.75− y) , if y > 0.5

(7.85)

v = Ma
p
γδsin2π(x +0.25) , ρ = 1, T = 1, (7.86)

consists of two layers of fluid sliding on each other through a sigmoidal profile of
characteristic thickness k = 80. A sinusoidal perturbation whose amplitude is con-
trolled by δ = 0.05 by introduced on the spanwise velocity, which eventually leads
to the formation of a clockwise and counter-clockwise vortices around t = tc , local
Mach number then exceeds its inital value. Because the chosen initial Mach number
is sufficiently large, a complex pattern of 4 radial shocks is formed around time t = 2tc

and interacts with the circumferential slip lines wrapping around each vortex.
This can be seen on Fig. 7.8, where vorticity and Mach fields are represent at t =

(tc ,2tc ) for the 512×512 grid.
A quantitative comparison between different grids can be seen on Fig. 7.9, where

vorticity and Mach are plotted along the diagonal line of the bottom left quadrant. No
sensor viscosity is used in this test case, therefore, the stability of the simulation com-
pletely relies on the numerical viscosity and hyperviscosity introduced by truncature
errors.

7.3.6. Shock-vortex interaction
The shock-vortex interaction is a complex test case in which both accuracy and

stability are tested. The simulation is characterized by a M a = 1.2 stationary shock
positioned at xs = 8 and initialized by the Rankine-Hugoniot jump conditions,

ρR

ρL
= uL

uR
= (γ+1)M a2

(γ−1)M a2 +2
,

pR

pL
= 1+ 2γ

(γ+1)
(M a2 −1) . (7.87)

In the upstream region is superimposed a Mv = 0.25 isentropic vortex Eq. (7.80).
Other physical parameters are set to γ= 1.4, Re = 800, Pr = 0.75, pL = 1.0, TL = 1.0,
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Figure 7.8. – Double shear layer : Vorticity (top) and Mach (bottom) at time tc (left)
and 2tc (right) using the 512×512 grid.

uL = Ms
p
γ. The simulation takes place in a [0,28]× [0,24] computational domain

discretized by a 1120×960 grid. The initial position of the vortex is (xc , yc ) = (6,12).
The maximum CFL, evaluated in the upstream region, is set to 0.83 and the stabilizing
parameter of the hybrid lattice LB model is σ= 0.7.

On Fig. 7.10 is plotted the normalized pressure fluctuation ∆p = p−pR
pR

along a radial

slice of angle θ =−45° at different integer multiples of the characteristic time T = R
cR

corresponding to t = 6T , t = 8T and t = 10T . A circumferential slice around the vortex
at time t = 6T is also visible for two different radii. Both the radial and circumferential
slices are in good agreement with the reference solution.
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Figure 7.9. – Double shear layer : Vorticity and Mach slices between points (0,0) and
(0.5,0.5) at time tc (top) and 2tc (bottom) for different grid resolutions.

7.3.7. Shock-entropy spot interaction
Similarly to the shock-vortex interaction, a stationary shock is placed at xs = 10. The

mean flow is initialized through the Rankine-Hugoniot jump conditions Eqs. (7.87).
An entropy spot of amplitude ε = 0.1, centered at (xc , yc ) = (3,12) is placed in the
upstream region. Note that |xs −xc | is more than 3 times higher than for the last test
case to avoid any superposition of the initial profiles of shock and entropy-spot.

Other relevant parameters are set to µ= 10−15, pL = 1.0, TL = 1.0, uL = Ms
p
γ and

sc = 0. Domain and numerical parameters such as ∆x and σ are identical to the
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Figure 7.10. – Vortex/shock interaction : Radial (left) and circumferential (right) cuts
compared to reference[176] (symbols).

shock-vortex test case, with a lower value of the timestep characterized by CFL = 0.42.
The simulation is run until t = 8, for three different values of the adiabatic exponent,
γ= 1.2, 1.4, 1.6.

During the simulation, the pure entropy spot crosses the shock wave and creates
and pattern of frozen entropy, frozen vorticity and pressure waves [174, 183]. Frozen
modes are plotted in the frame reference of the shocked spot on Fig. 7.11 and Fig. 7.12
while the pressure non-evanescent field is plotted on Fig. 7.13 in the frame reference
of the shock.

Figure 7.11. – Entropy spot/shock interaction : Normalized transmitted entropy fields
s′/εCp , time t = 8. From left to right γ = 1.2, 1.4 and 1.6. Analytical
[174, 183] and numerical solutions respectively corresponds to y < 0
and y ≥ 0 parts of the plot.

On all these figures, negative y corresponds to analytical solutions [174, 183] while
positive y corresponds to the present solver. On a side-note, we mention that these
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Figure 7.12. – Entropy spot/shock interaction : Normalized transmitted vorticity fields
ω′R/εu0, time t = 8. From left to right γ = 1.2, 1.4 and 1.6. Analytical
[174, 183] and numerical solutions respectively corresponds to y < 0
and y ≥ 0 parts of the plot.

Figure 7.13. – Entropy spot/shock interaction : Normalized transmitted pressure fields
p ′/εγp0, time t = 8. From left to right γ = 1.2, 1.4 and 1.6. Analytical
[174, 183] and numerical solutions respectively corresponds to y < 0
and y ≥ 0 parts of the plot.

analytical solutions are obtained from the procedure described in Appendix D, where
we also improved these analytical solutions to take into account

— A heat releasing/absorbing shock wave [183].

— A Noble-Able-Stiffened-Gas equation of state.

Isolines are in excellent agreement for all three fields, except for some very small
discrepancies observed on vorticity fields along the x = 0 line. Note that the reference
solution is an Euler solution. Due to the smoothing of the shock by the solver, reference
and numerical solutions appeared slightly x-shifted by a distance which is about the
shock thickness. In Figures 7.11-7.13 we authorized ourselves to artificially shift back
the reference by a distance smaller than the shock thickness in order for both solutions
to be more easily compared.
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7.4. Recap
In this Chapter, we derive a unified formalism for all preexisting hybrid thermal

models proposed by our group :

— ρ-based model

— p-based model

— improved-ρ-based model

along with a unified formalism for the force correction term. We projected all 3 models
on the complete D3Q19 basis, which allow ourselves to find a unique model with free
parameters embedded inside it whose tuning allows to get back any of the previous
models. From this unified formalism, we particularly emphasize that both the p-based
and improved-ρ-based models are actually equivalent implementation variants of
each other. Additionally, we performed numerous numerical experiments in order to
maximize the stability and the accuracy of the method. The MUSCL Hancock method,
traceless hybrid recursive regularized kernel and the force term are identified as key
points for the stability of the solutions.

Then, the unified model with optimal parameters is validated on a wide range of
compressible test cases, showing the capability of the solver to simulate low supersonic
shocked flows (roughly up to Ma = 1.3) and high supersonic unshocked flows (up to
Ma = 4.0).
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As a fully fledged numerical method able to solve a system of partial differential
equations, LBM is a credible solver for wide variety of models. Among its most natural
applications, the aeronautical and aerospace fields needs to deal with reasonably to
highly compressible flows. Therefore, a LB model for arbitrary Mach numbers should
be able to solve mass, momentum and total energy in conservative form in order to
recover a correct solution in both smooth and discontinuous regions of the flow.

Therefore, the purpose of this thesis was to improve the existing LB compressible
models. Due to their simplicity, regularized LB models were chosen. Hence, this thesis
is a direct continuation of pioneering works from Feng et al [74], Guo et al [148, 149]
and Renard et al [75], where a LB algorithm for mass/momentum conservation was
completed by an entropy equation in non-conservative form.

7.5. Conclusion
Finally, what has been learn and what has been done during those 3+ε years ?

The first task was to dig up the literature to learn LBM. The Crank-Nicolson discretiza-
tion, the difference between f i and fi , the proper discretization of the force term and
the clear definition of the beginning and end of the timestep from time t to t +∆t are
notions that surprisingly are not so well documented because most of the literature
tends to bring to the fore the simplicity of the collide & stream algorithm and rarely
recall its derivation and the necessary underlying assumptions.
The second task was to interpret the LBM in a deductive fashion, this led to Taylor
series interpretation of the LB scheme and to the following original ideas :

— We hypothesized a reason to explain that LBM still provides good results even
with ∆t/τÀ 1, meaning with an extremely under-resolved relaxation.

— We rigorously derived the order of accuracy of complex LB schemes.

— We explained how "collision kernel" implicitly means "constitutive model" and
made a link with the Maxwell-Cattaneo model.

— We explained the mechanism of damping of non-hydrodynamic modes by the
hybrid parameter σ.

— We explained why the entropy equation is reasonable for low supersonic and
was extensively used [74, 75, 147–149] in the LB literature.
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— We proposed a more robust discretization of the entropy equation – the MUSCL
Hancock method [24] – and identified it as a key point for robustness and accu-
racy of the overall hybrid LB scheme.

— We proposed a systematic method to deduce the actual consistency conditions
of any LB model and we applied it to the classical athermal model, and some
compressible models proposed by our group.

— We proposed a new "traceless" collision kernel, which is an extension of the
recursive-regularized kernel and filter an additional non-hydrodynamic mode.

— We derived a new p-based LB model, then we unified it with preexistingρ/improved-
ρ models and explained the actual differences between these models.

Additionally to this background work, the pressure-based and unified models were
validated on various subsonic and supersonic test cases ( Sec. 6.3 and 7.3), showing
good accuracy and robustness, with only 3 free parameters :

— CFL, which is always a free parameter in unstationary codes.

— σ, whose use has been greatly reduced by the traceless collision kernel.

— A free coefficient sc for the shock sensor, which is only used on shocked flows.

Out of 3 years of numerical experiments using the different LB models discussed in
this manuscript, we found that the stability of our family of LB models rely mostly on
3 basic blocs, equally important :

— The degrees of freedom in the 3r d and 4th order equilibrium and non-equilibrium.

— The force correction term and its discretization.

— The choice of thermodynamic variable discretized by finite differences and the
choice of numerical scheme.

When these 3 aspects are rigorously addressed on minimal test cases, robust LB
schemes can be achieved. These schemes are consistent to the NSF system with an
unusual constitutive equation. Its order of accuracy highly depends on the collision
kernel. It is easily parallelized, provides high accuracy results and has been shown
to be a robust solver for compressible flows. In this manuscript, we believe to have
provided reasonable premises and an original and parsimonious interpretation of
LBM purely as a numerical solver. By doing so, we were able to propose some improve-
ments in the understanding, the stability and accuracy of compressible LB models.

We also would like to mention that the background developments and models
proposed in this manuscript were applied to 3D LES applications by our group. The
M6 wing from Coratger et al [184] and Volvo burner from Tayyab et al [179] can be
seen on Fig. 7.14 and Fig. 7.15. Both of these applications were carried out with the
pressure-based model proposed in Chap. 6. Boivin et al [21] also carried out a bench-
mark of the model in the context of combustion, showing a faster simulation than
other investigated solvers.
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Figure 7.14. – Pressure coefficient on the top surface of the ONERA M6 wing taken
from [184], using model proposed in Chap. 6

As a final note, we mention that a side-project has been carried out during this
PhD. We extended the "Linear-Interaction-Analysis" method to encompass a heat
releasing/absorbing shock wave as well as a Noble-Able-Stiffened-Gas equation of
state, see Appendix D. This method was also used to compute analytical solutions for
the shock-entropy spot interaction in Sec. 7.3.7.

7.6. Perspectives
In order to improve further the LB models, we believe that now 4 major problems

should be addressed :

— First, a robust discretization of the total energy scheme is the key issue that
prevents us to reach high Mach shocked solutions. Indeed, improvements could
be made even for smooth flows : the employed discretization scheme could be
upgraded, particularly using a dimensional splitting and/or using un+1/2

i instead
of un

i in the MUSCL-Hancock method are expected to increase at least the order
of accuracy and possibly the stability.

— Second, the astonishing capability of the Crank-Nicolson scheme to provide
accurate solutions even for highly under-resolved relaxation (∆t/τÀ 1) should
be explained and measured on minimal toy models in order to understand more
about the errors of LB solvers.

— Third, the continuous limit of the system of equations approximated by the
LB solver should be carefully studied. The reason is that different constitutive
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Figure 7.15. – Iso-surface of the progress variable at 0.5 for two configurations of the
VOLVO burner taken from [179], using model proposed in Chap. 6

models necessarily lead to different solutions, e.g. an extreme case in [185],
where the author found that a Maxwell-Cattaneo model – see Sec. 4.4.1 – applied
to both heat flux and stress-tensor led to extremely different results when com-
pared to the classical NSF solution and even non-existence of solutions for some
moderately strong shocks. The DVBE on standard lattices is linearly very close
to NSF [100, 186], but we do not believe a general argument could be found to
ensure that it is still true when the solution we are looking for exhibits strong
gradients, such as boundary layers or shocks.

— The meaning of all moments involved in a LB simulation should be investigated.
While higher-order moments have been investigated in the context of Cumu-
lant LBM [92–95] in order to achieve a 4th-order accuracy, we believe that LB
researchers will also have to start looking at those "negligible" terms on other
collision kernels in order to extend its capabilities. Calling them "ghost modes"
[37] or using the classical Chapman-Enskog expansion makes us forget that as
small as they are, those additional terms could predominate or pile up over
time, just as a "negligible" negative numerical viscosity could completely ruin a
simulation in classical CFD.
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A. The D3Q19 complete basis
Here, we provide the details of the lattice that was employed in this manuscript.

First, the weights and discrete velocities are,

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

ωi
1

3

1

18

1

18

1

18

1

18

1

18

1

18

1

36

1

36

1

36

1

36

1

36

1

36

1

36

1

36

1

36

1

36

1

36

1

36
ci x ∆t

∆x
0 +1 −1 0 0 0 0 +1 −1 +1 −1 0 0 +1 −1 +1 −1 0 0

ci y ∆t

∆x
0 0 0 +1 −1 0 0 +1 −1 0 0 +1 −1 −1 +1 0 0 +1 −1

ci z ∆t

∆x
0 0 0 0 0 +1 −1 0 0 +1 −1 +1 −1 0 0 −1 +1 −1 +1

Table 7.1.

With a lattice constant defined as cs =∆x/(
p

3∆t). The complete basis of Gauss-
Hermite polynomials detailed in [181] and used in this study manuscript reads as
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H (0)
i ≡ 1, (A1a)

H (1)
i ,α ≡ ciα , (A1b)

H (2)
i ,αβ ≡ ciαciβ− c2

s δαβ , (A1c)

H (3)
i ,αβγ ≡ ciαciβciγ− c2

s (δαβciγ+δβγciα+δαγciβ) , (A1d)

H (4)
i ,αβγδ ≡ ciαciβciγciδ+ c4

s (δαβδγδ+δβγδδα+δδαδβγ)

− c2
s (ciαciβδγδ+ ciβciγδδα+ ciγciδδαβ+ ciδciαδβγ+ ciγciαδβδ+ ciβciδδαγ) , (A1e)

H (3r )
i ,1 ≡H (3)

i ,xx y +H (3)
i ,y zz , (A1f)

H (3r )
i ,2 ≡H (3)

i ,xzz +H (3)
i ,x y y , (A1g)

H (3r )
i ,3 ≡H (3)

i ,y y z +H (3)
i ,xxz , (A1h)

H (3r )
i ,4 ≡H (3)

i ,xx y −H (3)
i ,y zz , (A1i)

H (3r )
i ,5 ≡H (3)

i ,xzz −H (3)
i ,x y y , (A1j)

H (3r )
i ,6 ≡H (3)

i ,y y z −H (3)
i ,xxz . (A1k)

Leading to 16 linearly independant Hermite polynomials. To form a complete basis, 3
additional orthogonal polynomials should be defined,

Ai = 4

9

(
3+2

p
3
)
D(4)

x y z +
4

9

(
3−p

3
)
D(4)

xz y +
4

9

(
3−p

3
)
D(4)

z y x , (A2)

Bi = 4

9

(
3+2

p
3
)
D(4)

xz y +
4

9

(
3−p

3
)
D(4)

x y z +
4

9

(
3−p

3
)
D(4)

z y x , (A3)

Ci = 4

9

(
3+2

p
3
)
D(4)

z y x +
4

9

(
3−p

3
)
D(4)

xz y +
4

9

(
3−p

3
)
D(4)

x y z , (A4)

where D(4)
x y z =H (4)

i xx y y +
c2

s
2 H (2)

i zz . Additionally, let’s remark that

q−1∑
i=0

ωi Ai Ai =
q−1∑
i=0

ωi Bi Bi =
q−1∑
i=0

ωi Ci Ci = 24c8
s . (A5)
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And the Hermite moments corresponding to this basis are

a(0) ≡
q−1∑
i=0

H (0)
i fi , (A6a)

a(1)
α ≡

q−1∑
i=0

H (1)
i ,α fi , (A6b)

a(2)
αβ

≡
q−1∑
i=0

H (2)
i ,αβ fi , (A6c)

a(3)
αβγ

≡
q−1∑
i=0

H (3)
i ,αβγ fi , (A6d)

a(3r )
1 ≡ 3

(
a(3)

xx y +a(3)
y zz

)
, (A6e)

a(3r )
2 ≡ 3

(
a(3)

xzz +a(3)
x y y

)
, (A6f)

a(3r )
3 ≡ 3

(
a(3)

y y z +a(3)
xxz

)
, (A6g)

a(3r )
4 ≡ a(3)

xx y −a(3)
y zz , (A6h)

a(3r )
5 ≡ a(3)

xzz −a(3)
x y y , (A6i)

a(3r )
6 ≡ a(3)

y y z −a(3)
xxz , (A6j)

a(4)
A

≡
q−1∑
i=0

Ai fi , (A6k)

a(4)
B

≡
q−1∑
i=0

Bi fi , (A6l)

a(4)
C

≡
q−1∑
i=0

Ci fi . (A6m)

Therefore, on D3Q19, any function fi can be written as

fi = wi

 2∑
n=0

1

n!c2n
s

a(n) : H (n)
i +

H (3r )
iγ

6c6
s

a(3r )
γ + Ai a(4)

A
+Bi a(4)

B
+Ci a(4)

C

24c8
s

 . (A7)

Note that an equivalent orthogonal D3Q19 basis can also be found in [84]. More
details about lattices can be found in [4].
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B. Toward a conservative scheme
In Zhao et al [140] were derived two different numerical schemes. Those schemes

are meant to discretize the total energy transport in conservative form by including
some of the numerical information coming from populations fi . The idea is to be
able to discretize a conservative form using the lattice-Boltzmann distributions and
without defining completely new distributions. First, let us expand the streamed
population multiplied by a variable φ, Eq. (3.78),

[
φ f col

i

]
(t , x −ci ∆t ) =

[
φ f col

i

]
(t , x)− ciα∆t

∂
[
φ f col

i

]
∂xα

(t , x)+O (∆t 2) . (B1)

Taking the 0th order moment and rearranging terms leads to

∂
[
ρφuα

]
∂xα

(t , x) = 1

∆t

q−1∑
i=0

{[
φ f col

i

]
(t , x)−

[
φ f col

i

]
(t , x −ci ∆t )

}
+O (∆t ) (B2)

which is a first order approximation of the divergence of ρφuα. Following this kinds of
strategies, different schemes were derived in [140].

B.1. U -scheme
In [140], the U -scheme was named upwind, however, numerically there are no

preferred directions based on the velocity. In order to avoid any misconceptions, we
prefer to name it differently, hence we call it U -scheme.

[ρE ](t +∆t , x) = [ρE ](t , x)−
q−1∑
i=0

{
[H f col

i ](t , x)− [H f col
i ](t , x −ci ∆t )

}
, (B3)

where H = E + p/ρ is the total enthalpy. This scheme is meant to discretize the
Euler part (Tαβ = 0 and qα = 0) of Eqs. (1.3) and one could easily Taylor expand it to
show that this scheme is effectively consistent [14, 22, 23] to the inviscid total energy
equation.

In order to understand what are the numerical properties of this scheme, let us
restrict ourselves to a more naive situation, the transport of a passive scalar φ by a
constant mean flow. In this case f col

i , ρ and uα are constants and the scheme reduces
to

φ(t +∆t , x) =φ(t , x)−
q−1∑
i=0

f col
i

ρ

{
φ(t , x)−φ(t , x −ci ∆t )

}
, (B4)

whose Taylor expansion leads to a modified equation,

∂φ

∂t
+uγ

∂φ

∂xγ
= ∆t

2

p

ρ

∂2φ

∂x2
γ

+O (∆t 2) (B5)
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which is an advection-diffusion equation with positive diffusion coefficient ∆t
2

p
ρ

.
While this diffusion is always positive for the passive scalar φ, it leads to a sign depen-
dent diffusion when applied to the total energy ρE due to the coupling with mass and
momentum conservations.

B.2. C -scheme
The C -scheme is effectively a centered scheme, it is defined as

[ρE ](t +∆t , x) = [ρE ](t , x)−
q−1∑
i=0

{
f col

i (t , x)
H(t , x +ci ∆t )+H(t , x)

2
(B6)

− f col
i (t , x −ci ∆t )

H(t , x −ci ∆t )+H(t , x)

2

}
. (B7)

Which is also consistent [14, 22, 23] to the Euler part of Eqs. (1.3). The transport of a
passive scalar φ by a constant mean flow using this scheme is

φ(t +∆t , x) =φ(t , x)−
q−1∑
i=0

f col
i

ρ

{
φ(t , x +ci ∆t )−φ(t , x −ci ∆t )

2

}
, (B8)

whose Taylor expansion leads to a modified equation,

∂φ

∂t
+uγ

∂φ

∂xγ
=−∆t

2
uαuβ

∂2φ

∂xα∂xβ
+O (∆t 2) . (B9)

B.3. UC -scheme
A free parameter κ that allows to switch between both schemes can be introduced

φ(t +∆t , x) =φ(t , x)−κ
q−1∑
i=0

f col
i

ρ

{
φ(t , x)−φ(t , x −ci ∆t )

}
(B10)

−(1−κ)
q−1∑
i=0

f col
i

ρ

{
φ(t , x +ci ∆t )−φ(t , x −ci ∆t )

2

}
, (B11)

whose Taylor expansion leads to a modified equation,

∂φ

∂t
+uγ

∂φ

∂xγ
= ∆t

2
{(κ−1)uαuβ+κ

p

ρ
δαβ}

∂2φ

∂xα∂xβ
+O (∆t 2) , (B12)

suggesting that κ= 1 is the only value that would lead to a positive numerical diffusion
coefficient in front of every second order derivatives. As it was already mentioned,
when those schemes are applied to the total energy ρE , they would lead to a sign
dependent diffusion due to the coupling with mass and momentum conservations.
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B.4. Correction to the U -scheme
An improvement to the U -scheme can be obtained by adding a tunable correction

Ψ,

[ρE ](t +∆t , x) = [ρE ](t , x)−
q−1∑
i=0

{
[H f col

i ](t , x)− [H f col
i ](t , x −ci ∆t )

}
+∆tΨ . (B13)

A Taylor analysis shows that this scheme is first order accurate with a modified equa-
tion

∂ρE

∂t
+ ∂ρHuβ

∂xβ
= ∆t

2

∂

∂xγ

{
∂ρuγH

∂t
+ ∂(ρuγuβ+δγβp)H

∂xβ
}

}
+O (∆t 2)+Ψ . (B14)

Making the assumption that viscous and heat diffusion terms could be neglected, a
more careful study of the leading error shows that

∂ρE

∂t
+ ∂ρHuβ

∂xβ
= ∆t

2

∂

∂xγ

{
−uβuγ

∂p

∂xβ
+puγ

2−γ
γ−1

∂uβ
∂xβ

+p
∂H

∂xγ

}
+O (∆t 2)+Ψ . (B15)

Therefore,Ψ=−∆t
2

∂
∂xγ

{
−uβuγ

∂p
∂xβ

+puγ
2−γ
γ−1

∂uβ
∂xβ

+p ∂H
∂xγ

}
could lead to a more accurate

scheme by removing the dominant truncature error. However, none of the schemes
presented in this section were used in this manuscript because they create a numerical
viscosity.
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C. 2D Riemann initial states
We provide in this appendix all initial states [182] used in Sec. 7.3.4 for the chosen

two dimensional Riemann problems.

(p,ρ,u, v)Config.4 =


(1.1,1.1,0.0,0.0) if x ≥ 0.5, y ≥ 0.5
(0.35,0.5065,0.8939,0.0) if x < 0.5, y ≥ 0.5
(1.1,1.1,0.8939,0.8939) if x < 0.5, y < 0.5
(0.35,0.5065,0.0,0.8939) if x ≥ 0.5, y < 0.5

(C1)

(p,ρ,u, v)Config.6 =


(1.0,1.0,0.75,−0.5) if x ≥ 0.5, y ≥ 0.5
(1.0,2.0,0.75,0.5) if x < 0.5, y ≥ 0.5
(1.0,1.0,−0.75,0.5) if x < 0.5, y < 0.5
(1,3,−0.75,−0.5) if x ≥ 0.5, y < 0.5

(C2)

(p,ρ,u, v)Config.11 =


(1.0,1.0,0.1,0.0) if x ≥ 0.5, y ≥ 0.5
(0.4,0.5313,0.8276,0.0) if x < 0.5, y ≥ 0.5
(0.4,0.8,0.1,0.0) if x < 0.5, y < 0.5
(0.4,0.5313,0.1,0.7276) if x ≥ 0.5, y < 0.5

(C3)

(p,ρ,u, v)Config.12 =


(0.4,0.5313,0.0,0.0) if x ≥ 0.5, y ≥ 0.5
(1.0,1.0,0.7276,0.0) if x < 0.5, y ≥ 0.5
(1.0,0.8,0.0,0.0) if x < 0.5, y < 0.5
(1.0,1.0,0.0,0.7276) if x ≥ 0.5, y < 0.5

(C4)

(p,ρ,u, v)Config.13 =


(1.0,1.0,0.0,−0.3) if x ≥ 0.5, y ≥ 0.5
(1.0,2.0,0.0,0.3) if x < 0.5, y ≥ 0.5
(0.4,1.0626,0.0,0.8145) if x < 0.5, y < 0.5
(0.4,0.5313,0.0,0.4276) if x ≥ 0.5, y < 0.5

(C5)

(p,ρ,u, v)Config.16 =


(0.4,0.5313,0.1,0.1) if x ≥ 0.5, y ≥ 0.5
(1.0,1.0222,−0.6179,0.1) if x < 0.5, y ≥ 0.5
(1.0,0.8,0.1,0.1) if x < 0.5, y < 0.5
(1.0,1.0,0.1,0.8276) if x ≥ 0.5, y < 0.5

(C6)
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D. Linear Interaction Approximation
A side project was carried out during a previous internship and 4-5 months of the

present Ph.D. Being out of the scope of the lattice-Boltzmann method for compressible
flows, we only report here a brief overview. This project included some extensions of
the Linear Interaction Approximation (LIA) theory,

— In a published article [183], we extended LIA to heat releasing/absorbing shocks
along with a new consistent Chu’s disturbance energy [142] definition. The heat
releasing case was considered by [187] to model thin detonations.

— In an article in progress, LIA was extended to the Noble Able Stiffened Gas
equation of state along with a new consistent Chu’s disturbance energy [142]
definition.

We now provide an extremely brief overview of the basic principles of the method,
applied to heat releasing/absorbing shocks. Full details could be found in [183].

The propagation of a hydrodynamic shock wave across an heterogeneous medium
is a very important topic in many fields of application, e.g. aerospace engineering,
nuclear engineering but also astrophysics. Such an interaction is known to emit a
complex field, which is a mixture of acoustic, entropy and vortical waves according
to Kovasznay’s decomposition [141, 188, 189]. In the limit of small disturbances, the
emitted field can be accurately predicted considering a linearized theory, namely the
Linear Interaction Approximation (LIA), see [189] for an exhaustive discussion. This
theory was pioneered in the 1950s by [190–193] and is still under development [174,
194–197].

D.1. Description of the mean flow solution
Considering the case of an 1D flow along the x axis and a normal shock wave and

denoting (ux ,ur ,uφ) the component of velocity in cylindrical coordinates (in the
discontinuity reference frame, the x axis being taken normal to the planar shock
wave), the upstream and downstream mean quantities (resp. subscripts 1,2) relate
through the Hugoniot jump conditions for mass, momentum and energy:

ρ1ux1 = ρ2ux2,

p1 +ρ1u2
x1 = p2 +ρ2u2

x2,

h1 +
u2

x1

2
= h2 +

u2
x2

2
, (D1)

with ur and uφ being conserved through the shock:

ur 1 = ur 1, uφ1 = uφ2. (D2)
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The enthalpy h jump condition may be reformulated as

cp T1 +
u2

x1

2
= cp T2 +

u2
x2

2
−∆Q, (D3)

where ∆Q accounts for heat release/heat absorption at the shock wave. ∆Q > 0
was considered by [187] to model thin detonations, while ∆Q < 0 should be used to
account for physical mechanisms restricted to a thin region downstream the shock
front that act as an energy sink, e.g. radiative losses or condensation [41].

Introducing the sound speeds on either side of the shock c1,c2 in the jump con-
ditions lead to the following relation between the upstream and downstream Mach
Numbers, respectively M1 and M2:

M 2
2 = 1+γM 2

1 − (M 2
1 −1)

√
1−β

1+γM 2
1 +γ(M 2

1 −1)
√

1−β
, β= 2(γ2 −1)M 2

1 q

(1−M 2
1 )2

, (D4)

where the normalized heat coefficient has been introduced

q = ∆Q

c2
1

. (D5)

The compression factor m = ρ2/ρ1 = u1/u2 is obtained through

1

m
= 1+γM 2

1

(γ+1)M 2
1

+ 1−M 2
1

(γ+1)M 2
1

√
1−β. (D6)

Note that cp and γ, appearing in the above relations are assumed identical on both
side of the shock, thereby considerably reducing the equations. When the assumption
does not hold, the present study still present valuable benchmarks for numerical
codes, in which thermodynamic properties may be artificially set to constants.

All other classical relations for T2/T1, p2/p1, ... are formally identical to those of the
classical normal shock case, M2 and m being now given by the above formula. The
consistency constraint which ensures that both m and M2 remain positive is

qmin < q < qmax, (D7)

where

qmin = 1

1−γ − M 2
1

2
, qmax =

(1−M 2
1 )2

2(γ2 −1)M 2
1

. (D8)

One recovers the physical behavior that the downstream flow is accelerated in the
case q > 0 compared to the neutral shock case q = 0, while it is decelerated in the
opposite case q < 0 , due to the balance between kinetic energy and internal energy.
In the asymptotic limit q = qmax, the system satisfies the so-called Chapman-Jouguet
condition M2 = 1 [see, e.g. 198]. The other limit, q = qmin corresponds to an infinite
mass compression ratio, impossible to sustain in practice.
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D.2. The Kovasznay modal decomposition for fluctuations
The Linear Interaction Approximation relies on a small disturbance hypothesis and

the use of linearized equations to described fluctuation propagation on either side of
the shock. For each quantity (e.g. u), let us identify the fluctuation part (u′) and the
mean (ū) as

u = ū +u′, p = p̄ +p ′, . . . (D9)

and assume the fluctuation part is small (u′/ū ¿ 1).In the reference frame tied to the
planar shock front the 2D perturbation field then satisfies

∂ρ′

∂t
+ ū

∂ρ′

∂x
+ ρ̄

∂u′
j

∂x j
= 0, (D10)

∂u′
i

∂t
+ ū

∂u′
i

∂x
+ 1

ρ̄

∂p ′

∂xi
= 0, (D11)

∂p ′

∂t
+ ū

∂p ′

∂x
+γp̄

∂u′
j

∂x j
= 0, (D12)

which can be recast as a system of evolution equations for Kovasznay’s physical modes:

∂s′

∂t
+ ū

∂s′

∂x
= 0, (D13)

∂ω′
∥

∂t
+ ū

∂ω′
∥

∂x
= 0, (D14)

∂ω′
⊥

∂t
+ ū

∂ω′
⊥

∂x
= 0, (D15)( ∂

∂t
+ ū

∂

∂x

)2
p ′ = c2∇2p ′, (D16)

where ω′ =∇×u′ denotes the fluctuating vorticity, and ω′
⊥ = (ω′ ·n)n and ω′

∥ =ω′−ω′
⊥

are the shock-normal and the shock-parallel components of vorticity, respectively,
with n the unit normal vector of the planar shock wave. The shock-normal and the
shock-tangential components correspond to the toroidal and poloidal components
of the velocity field in the reference frame tied to the planar shock front, respectively
[189]. One recognizes the entropy mode, the toroidal and poloidal vorticity modes,
the fast and slow acoustic modes and the concentration mode. It is worth noting
that Kovasznay’s modes correspond to the eigenmodes of the linearized propagation
operator, which are orthonormal according to the inner product associated to Chu’s
definition of compressible disturbance energy [142]. Let us now introduce propagating
plane wave disturbances of the general form

φ′ = Ai (k)e[i (k ·x−Ωt )]. (D17)

Here, Ai (k) denotes the amplitude of upstream Kovasznay mode of type i , with i =
s, a, v, t for entropy, acoustic, concentration and poloidal/toroidal vorticity mode, re-
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spectively. k is the perturbation wave vector, associated with pulsationΩ= ū1k cosα,
where α is the angle of the incident perturbation with respect to the shock, as illus-
trated in Fig. D1.

ka

ks

k

x

y

αa
αsα

xs(y, t)

Figure D1. – Sketch of the LIA configuration. The corrugated shock mean front posi-
tion is at x = 0. The incident perturbation has wave vector k, at angle α
with respect to the shock normal. Emitted waves may be acoustic waves,
with wave vector ka , or non-acoustic ones, with wave vector ks .

D.3. The normal-mode-based LIA
The shock jump relations for a normal planar shock wave read

ρ̄1(u′
x1 −

∂xs

∂t
)+ ū1ρ

′
1 = ρ̄2(u′

x2 −
∂xs

∂t
)+ ū2ρ

′
2, (D18)

p ′
1 +ρ′

1ū2
1 +2ρ̄1ū1u′

x1 = p ′
2 +ρ′

2ū2
2 +2ρ̄2ū2u′

x2,

h′
1 + ū1(u′

x1 −
∂xs

∂t
) = h′

2 + ū2(u′
x2 −

∂xs

∂t
),

ū1
∂xs

∂y
+u′

r 1 = ū2
∂xs

∂y
+u′

r 2,

u′
φ1 = u′

φ2,

Where we denote the shock fluctuating displacement with respect to its equilibrium
position,

xs = xs(y, t ) = Axe i (ky y−Ωt ), (D19)

as depicted in Fig. D1. The normalized shock relations (D18) could be recast into a
linear system,

M Zi = Bi , (D20)
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where M and Bi are known. This system is deduced by injecting upstream distur-
bances of amplitude Ai and downstream disturbances of amplitude Ai Zi inside (D18).
The transfer function vector Zi contains the intensity Zi j of each emitted Kovasznay
mode j for a given incident mode i ,

Zi = (Zi t , Zi v , Zi s , Zi a , Zi x)T . (D21)

Then, a given pattern of upstream perturbation can be decomposed into Fourier
modes (D17) obtained via a 2D polar Fourier transform [174, 183] with (k,α) the polar
coordinates in the Fourier space. The downstream perturbation is then calculated by
computing Zi for each Fourier modes, which allows to recompose the downstream
perturbation. In other words, knowing only the upstream perturbation (shape, am-
plitude), shock Mach number, adiabatic exponent γ and heat release ∆Q, we can
analytically compute the downstream perturbation.

Figure D2. – Incident Gaussian entropy spot: analytical emitted entropy, vorticity
perturbations (from a to f). (a,c,e) Adiabatic versus endothermic case.
(b,d,f) Adiabatic versus exothermic.

A similar work is currently being written in which the LIA has been extended to the
Noble Able Stiffened Gas equation of state [180, 199, 200].
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“ His heart beat madly and the noise of life about him sank to an
unheard murmur. [...] He lifted his head and he could see
through all the steel and concrete and humanity above him. He
could see the beacon set in space to lure men outwards. He could
see it shining down – the naked sun. ”

— Isaac Asimov, The Naked Sun
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