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Summary

This thesis is composed of three independent chapters. Chapter 1 describes how the demand condi-
tions in their export markets shape French firms’ innovation decisions. Chapter 2 analyses how (small)
French firms react to a set of regulations of the different fiscal regimes that they can file in. Chapter
3 explains how adding financial information to standard output gaps models can help inform on the
cyclical state of 8 advanced economies.

The first chapter analyses how the evolution of a firm’s export markets influences its innovation
decisions. French manufacturing firms patent more when they are subject to a foreign demand shock,
i.e. when their export markets exogenously grow more. The increase in the number of patents is visi-
ble two to five years after such a demand shock, highlighting the time needed to innovate. This effect
is entirely attributable to the initially most productive firms. In addition to its effects on innovation,
a foreign demand shock has a positive and immediate impact on the sales and employment of firms,
regardless of their productivity. This skewed innovation response to common demand shocks arises
naturally from a model of endogenous innovation and competition with firm heterogeneity. The mar-
ket size increase drives all firms to innovate more by increasing the innovation rents; yet by inducing
more entry and thus more competition, it also discourages innovation by low productivity firms.

The second chapter analyzes how French self-employed individuals respond to a notch in their tax
schedule, and identifies the motives behind that response. French self-employed can choose between
three fiscal regimes, each of which differs in terms of tax incentives and administrative simplicity.
In the two simplest regimes, the self-employed show a massive bunching just below the turnover
threshold above which the individuals no longer qualify for those regimes. Entrepreneurs respond to
tax incentives, as individuals with higher marginal tax rates bunch more. Many behavioral patterns
suggest that this observed bunching comes at least to some extent from misreporting: just below the
threshold, individuals report more often round numbers and appear to shift income to their partner
when both are self-employed. In addition, individuals appear to learn over time how the system works
– and how to take advantage of it. Finally a structural model of regime choice, estimated by fitting
data moments, confirms the role of tax evasion and shows that the self-employed place a high value
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on tax simplicity, particularly for the super simplified regime.

The third chapter assesses how to take into account financial cycles in the estimation of the output
gap for eight advanced economies using two unobservable components models – an extended Hodrick-
Prescott filter and a semi-structural model – and a semi-structural vector autoregression model in
which only supply shocks are identified. Adding these financial variables (business credit or housing
prices) makes it possible to capture the influence of the financial system on the business cycle that
would not translate in inflation, capacity utilization rate or unemployment, the usual indicators of the
cycle. The quality of the estimate of the output gap is assessed through its performance in predicting
recessions. Models with financial variables generally produce better estimates of the output gap at
the expense of increased volatility in real time. While the extended Hodrick-Prescott filter appears
particularly attractive for its real-time stability, its predictive performance is weaker than that of the
two semi-structured models. The vector autoregression model augmented with financial variables has
the best ex-post prediction performance and similar performance to the semi-structural unobservable
components model in real time. Overall, financial cycles appear to be important in Japan, Spain, the
United Kingdom and, to a lesser extent, the United States and France, while they are relatively muted
in Canada, Germany and Italy.

Keywords: Innovation, export, demand shocks, patents; taxation, bunching, evasion, self-employment;
unobserved components model, semi-structural VAR, output gap, financial cycle
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Résumé

Cette thèse est constituée de trois chapitres indépendants. Le premier chapitre décrit comment l’évolution
des marchés d’exportation d’une entreprise influe sur ses décisions d’innovation. Le deuxième chapitre
analyse la façon dont les (petites) entreprises françaises réagissent à la réglementation fiscale régissant
les trois régimes fiscaux auxquels elles peuvent prétendre. Le troisième chapitre détaille comment in-
tégrer des informations sur les déséquilibres financiers dans différents modèles d’écart de production
éclaire la position dans le cycle de 8 économies avancées.

Le premier chapitre analyse dans quelle mesure l’évolution des marchés d’exportation d’une en-
treprise influe sur ses brevets. Les entreprises manufacturières françaises brevettent davantage lorsqu’elles
sont soumises à un choc de demande étrangère, c’est-à-dire lorsque leurs marchés d’exportation crois-
sent plus fortement de manière exogène. La hausse du nombre de brevets est perceptible deux à
cinq ans après un tel choc de demande, mettant en évidence le temps nécessaire pour innover. Cet
effet est entièrement imputable aux entreprises initialement les plus productives. Outre ses effets sur
l’innovation, un choc de demande étrangère a un effet positif et immédiat sur les ventes et l’emploi des
entreprises, et ceci quel que soit leur niveau de productivité. Cette réaction asymétrique de l’innovation
à de même chocs de demande découle naturellement d’un modèle d’innovation et de concurrence
endogènes avec hétérogénéité des entreprises. La hausse de la taille du marché incite toutes les en-
treprises à innover davantage en augmentant les rentes liées à l’innovation ; cependant, en induisant
plus d’entrées et donc plus de concurrence, elle décourage également l’innovation des entreprises à
faible productivité.

Le deuxième chapitre analyse la façon dont les entrepreneurs individuels français réagissent à un
saut dans leur imposition, et en identifie les ressorts. Les indépendants français peuvent choisir entre
trois régimes fiscaux, qui diffèrent chacun en termes d’incitations fiscales et de simplicité administra-
tive. Dans les deux régimes les plus simples, beaucoup d’indépendants déclarent un chiffre d’affaires
juste en dessous du seuil au-delà duquel les individus ne peuvent plus bénéficier de ces régimes. Les
entrepreneurs réagissent aux incitations fiscales: la masse d’individus en excès juste en dessous du
seuil est plus importante pour ceux qui ont un taux marginal d’imposition plus élevé. Plusieurs sché-
mas de comportements suggèrent que ce regroupement d’individus observé tout près du seuil provient
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au moins pour partie de déclarations inexactes : juste en dessous du seuil, les individus déclarent plus
souvent des chiffres ronds et semblent transférer le revenu à leur partenaire lorsque tous deux sont
indépendants. En outre, les individus semblent apprendre avec le temps le fonctionnement du système
fiscal – et comment en tirer parti. Enfin, un modèle structurel de choix de régime, estimé sur données
fiscales, confirme le rôle de l’évasion fiscale et montre que les indépendants accordent une grande
valeur à la simplicité fiscale, en particulier pour le régime super simplifié.

Le troisième chapitre évalue comment prendre en compte les cycles financiers dans l’estimation de
l’écart de production pour huit économies avancées à l’aide de deux modèles à composantes inobserv-
ables – un filtre Hodrick-Prescott élargi et un modèle semi-structurel – et un modèle semi-structurel
à vecteur autorégressif dans lequel seuls les chocs d’offre sont identifiés. Ajouter ces variables finan-
cières (crédit aux entreprises ou prix immobiliers) permet de capter l’influence de la sphère financière
sur le cycle de l’économie qui ne se verrait pas sur l’inflation, le taux d’utilisation des capacités de
production ou le chômage, les indicateurs usuels du cycle. La qualité de l’estimation de l’écart de
production est évaluée à travers sa performance à prévoir les récessions. Les modèles avec variables
financières produisent généralement des estimations de l’écart de production plus performantes au
détriment d’une volatilité accrue en temps réel. Alors que le filtre Hodrick-Prescott élargi apparaît
particulièrement attractif pour sa stabilité en temps réel, sa performance de prédiction est plus faible
que celle des deux modèles semi-structurels. Le modèle à vecteur autorégressif augmenté avec des
variables financières présente les meilleures performances de prévision ex-post et des performances
similaires au modèle semi-structurel à composantes inobservables en temps réel. Dans l’ensemble, les
cycles financiers apparaissent importants au Japon, en Espagne, au Royaume Uni et, dans une moindre
mesure, aux États-Unis et en France, alors qu’ils sont relativement contenus au Canada, en Allemagne
et en Italie.

Mots-clés: Innovation, exportations, chocs de demande, brevets ; fiscalité, masse en excès, évasion,
travail indépendant ; modèle à composantes inobservables, VAR semi-structurel, écart de production,
cycle financier
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Chapter 1

General Introduction

This thesis is composed of three independent chapters. Chapter 1 describes how the demand conditions
in their export markets shape French firms’ innovation decisions. Chapter 2 analyses how (small)
French firms react to a set of regulations of the different fiscal regimes that they can file in. These two
chapters answer from a different perspective the question : how do firms react to their environment?
Whether this environment is taken as the conditions of the markets they operate in or the regulatory
framework, chapters 1 and 2 illustrate its profound impact on the firms’ decisions. Chapter 3 sheds
some light on this environment using a macro lens to analyse the cyclical position of the economy
which firms live in. It details how adding financial information to standard output gaps models can
help inform on the cyclical state of 8 advanced economies.

Chapter 1 highlights one channel through which the decisions of a firm are shaped by the world in
which it operates. Innovation in a firm depends on its expected return, itself strongly related to the size
of the market the firm is expected to cover. This chapter shows that the economic magnitude of this
link between market size and innovation is substantial. In the more conservative specification, we find
that a 1 percent expansion/contraction in export demand leads to 52 additional/fewer priority patents
(corresponding to the first patent publication for an invention) in the French manufacturing sector – a
.64 aggregate elasticity. We analyze how the quantity and quality of this innovation response unfold
over time and varies across firms with different initial levels of productivity.

In order to analyze those patenting responses, we merge comprehensive patent records with ex-
haustive firm-level production and customs data, which cover the whole population of French man-
ufacturing firms. The combined use of these datasets has been made possible by a new algorithm
developed in Lequien et al. (2019) that matches a French firm’s name with its unique identifier (Siren)
used in all French administrative business records and allows us to link the innovation activities of a
firm with the other firm data sources. Innovation is measured by the flow of priority patent applica-
tions. The subsequent filings of the same intellectual property (in particular if they are filed at patent
authorities in other countries) are secondary filings. We focus on priority patents for two reasons. First
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because our goal is not to measure a response in patenting but a response in innovation. By focusing
on priority patents, we concentrate on patents that correspond to new inventions. Second because we
want to avoid capturing the fact that firms that are more involved in international trade are more likely
to patent many secondary filings so as to protect their invention in their sales’ destinations.

Chapter 1 sheds light on three sets of results. First, on average firms respond to a positive export
demand shock by innovating more. Since our specifications always control for sector-year effects, this
innovation response must be driven by differences in firm-level innovation responses to demand shocks
within each sector. This stands in sharp contrast to the literature measuring sector-wide innovation
responses – whether across sectors or for a given sector over time.1

Second, the innovation response to a positive export demand shock takes 2 to 5 years to materialize
in priority patents filings, highlighting the time needed for innovation. In contrast, sales and employ-
ment adjust immediately to the export shock. We interpret this difference as a confirmation that the
response to export demand shocks captures a market size effect.

Third, the impact of a positive export demand shock on innovation is entirely driven by French
firms with above median productivity levels (in an initial period prior to the demand shocks). This
heterogeneous response could simply reflect the fact that the demand shock only affects the most
productive firms. We check that this is not the case by allowing for a different impact of the export
demand shocks on sales or employment depending upon initial productivity levels. We find that in
contrast to what we observe for innovation, there is no heterogeneous response of sales or employment
to a demand shock for low versus high productivity firms. Thus, similar demand shocks only lead to
future innovation responses by relatively more productive firms.

These results provide some additional context to the recent literature documenting the rise of su-
perstar firms: the skewed innovation response is likely to generate further increases in market share
for the best performing firms leading to increases in market concentration. Indeed, Autor et al. (2017)
document that this growth in concentration is most apparent in industries with above average growth
in patent-intensity.

Our identification strategy relies on the construction of firm-level demand shocks that respond to
aggregate conditions in a firm’s export destinations but are independent of firm-level decisions (in-
cluding the concurrent decisions for export-market participation and the forward looking innovation
response). Following Hummels et al. (2014), this type of export demand shock has been used exten-
sively in the recent empirical trade literature. It leverages detailed information on the set of products
exported to specific destinations by a firm at a prior given date (prior to any changes in innovation
that we analyze in our sample). Focusing on this export-driven measure of market size means that
we are abstracting from the potential effects of domestic market demand on firms’ innovation. For

1In an influential study, Acemoglu and Linn (2004) measure the sector-wide innovation response of the pharmaceutical
industry to changes in demand over time.
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this market, we cannot separate out the causal effects of domestic market size on innovation from the
reverse effect of innovation on domestic demand and market size.

We show that our results using this identification strategy are robust to many different specifica-
tions including variations in the measure of and functional forms for innovation. We also perform
placebo tests that independently confirm that our causation inference from increases in market size to
innovation are well founded.

While several explanations might be entertained to explain why the effect of export on innovation
should be skewed towards more frontier firms, we show that this outcome arises naturally from a
model of exports and innovation with endogenous innovation and markups. In this setting, a positive
export demand shock induces not only a direct market size effect – which increases innovation for
all firms – but also a competition effect. An increase in market size in any export destination will
attract new firms into the export market as more firms find it profitable to sell there. And indeed
we find a positive correlation between our export demand shocks and various measures of firm entry
into the corresponding destination markets. With endogenous markups (linked to endogenous price
elasticities), this competition effect associated with entry impinges disproportionately on the market
share of the less productive firms, reducing their incentives to innovate. Overall, this combination
of the direct market size effect and of its induced competition effect leads to a skewed innovation
response between more and less productive firms. Firms closest to the technological frontier increase
innovation the most, while the combined effect can even be negative for the least productive firms.

Chapter 1 relates to several strands of literature. There is first the theoretical literature on trade,
innovation and growth (see Grossman and Helpman, 1991a,b, Aghion and Howitt, 2009, chapter 13,
and more recently Akcigit et al., 2018).2 Our paper also relates to the recent empirical literature
on firm-level trade and innovation. In particular both Lileeva and Trefler (2010) and Bustos (2011)
highlight a clear relationship between R&D efforts and export status. Our analysis contributes to this
literature in two main respects: (i) this literature focuses on the extensive margin of export markets
(i.e. whether a firm exports or not to a particular market or set of markets) whereas we consider instead
the effect of the intensive margin of exports (i.e. of the size of export markets) on innovation; (ii) we
use innovation outcomes - the flow of priority patent filings - instead of R&D spending as our main
measure of innovation, whereas these papers consider the causal impact of new export markets on
R&D spending.3

2Akcigit et al. (2018) develop and calibrate a new dynamic trade model where firms from different countries compete
strategically for leadership in domestic import and export markets. Their model predicts that trade openness encourages
innovation in advanced sectors and discourages it in backward sectors. Dhingra (2013) and Impullitti and Licandro
(2018) also develop theoretical models with endogenous firm innovation and endogenous competition (via endogenous
markups). Dhingra (2013) focuses on the firm-level trade-offs between innovation and product variety, whereas Impullitti
and Licandro (2018) focuses on the consequences of innovation for growth and welfare.

3In related work, Coelli et al. (2016) document the patenting response of firms in response to the Uruguay round of tariff
levels.
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There is also a recent literature on trade and innovation that focuses on the impact of import compe-
tition on domestic firms (see Bloom et al., 2016; Iacovone et al., 2011; Autor et al., 2016; Bombardini
et al., 2017). These papers investigate whether import competition induces firms to innovate more in
order to escape competition as in Aghion et al. (2005). Empirically, chapter 1 is quite distinct as it
covers the market expansion channel related to exports.

Finally, this first chapter contributes to the empirical literature on market size and innovation,
starting with Acemoglu and Linn (2004). We add to this literature in three main respects: (i) by
providing evidence of a widespread (manufacturing) firm-level market size effect that is not driven by
any sector-level dynamics; (ii) by showing that this market size effect is skewed and mainly driven by
the most productive French firms; (iii) by looking at the time dynamics of the market size effect of
expanded export markets on firm-level innovation: in particular we show that while a positive export
demand shock immediately increases the firm’s sales, the innovation response takes several additional
years to materialize in new patents. However, one should keep in mind that our analysis is grounded in
the market size variations arising from export destinations, which means that we do not use variations
coming from the domestic markets. Thus we leave open the question as to whether the domestic
market size affects firms in a similar way as the export market size effect that we document.

While Chapter 1 describes how firms react to the economic conditions they encounter, Chapter
2 sheds light on how firms react to the regulatory framework they face. More precisely, it tries to
disentangle the relevance of different mechanisms – tax simplicity or fiscal incentives – in explaining
the choice of tax regime by self-employed individuals in France, in conjunction with the ability to
evade taxation.

Designing a policy that fulfills its stated goals, provides clear and correct incentives without unin-
tended consequences, minimizes administrative hassle for individuals, and at the same time remains
sufficiently simple for people to understand is an enormous challenge. Tax policy is a case in point:
the best tax incentives may turn out to be ineffective if people do not understand them. Even worse,
complexity may make the system more regressive if it is mostly the least sophisticated agents or those
who cannot afford professional tax advice who cannot understand it and benefit from it. In the setting
that this chapter considers, self-employed individuals can choose between three different tax regimes,
balancing considerations on the simplicity, the fiscal incentives, and the ease of evading taxes of each
tax regime.

The self-employed are a very interesting group to study per se. They have become more numerous
and important in recent years, through the rise of platforms such as Uber, Air BnB, or Task Rabbit, and
the outsourcing of jobs previously done in-house. In recent work, Katz and Krueger (2016) and Katz
and Krueger (2017) cast light on the rise of alternative work arrangements – those differing from con-
ventional self-employment and regular employment – and on the ensuing fragmentation of the labor
market. This chapter’s focus on the self-employed is mainly driven by the following considerations.
First, they are typically shown to be much less constrained than wage earners and can more easily
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adjust their incomes to tax incentives (Saez, 2010; Kleven and Waseem, 2013). This is important if we
want to measure how people respond to simpler or more complex tax policies. Second, since the self-
employed are their own decision makers, there is a more direct map between their own understanding
of the tax system and their response to it. This link is weakened for wage earners, since it may be their
company determining their pay structure and responses to taxes, based on its own (presumably, better)
knowledge of the tax system. Third, self-employment in France serves as a particularly well-suited
quasi-laboratory for studying the effects of tax simplicity and complexity. Indeed, it has a very unique
variety of fiscal “regimes”– or modes of taxation of self-employment– which differ not only in their
monetary incentives, but also in their degree of tax simplicity. These fiscal regimes have changed
significantly over time, offering the opportunity to study learning and dynamic adjustments. They also
impact different groups of agents heterogeneously, thus providing valuable policy variation that helps
our estimation.

The “standard regime” treats an individual’s net business income (revenues minus costs) as taxable
income, which is advantageous for businesses with employees, significant investments, or high oper-
ating costs. It does, however, come with the most involved and costly tax accounting requirements,
which also limit the scope for misreporting. The “simplified regime” cuts down on tax hassle and al-
lows agents to claim a flat-rate rebate as a fraction of revenues instead of reporting their true business
costs, which can be very advantageous for agents with low operating costs. The “super simplified”
regime further increases tax simplicity by replacing all income taxes and social insurance contributions
by a unique – and relatively low – flat rate payment proportional to gross revenues. The simplified and
super simplified regimes require that revenues remain below an eligibility threshold. This threshold
depends on the type of business activity, and has changed over time. Thus, broadly speaking, the sim-
plified and super simplified regimes are well suited to agents with small and slow-growing activities,
with relatively low operating costs and investments, and with strong preferences for tax simplicity.

To study the behavior of these self-employed individuals, Chapter 2 uses individual tax returns
data from the French internal revenue service over the period 1994-2015. The tax returns data are
combined with additional administrative and large-scale survey data, to yield information on employ-
ment, demographics, education and government benefits received. This highly valuable combination
of administrative tax data and census-style survey data allows us to study the characteristics of agents
who respond differently to tax incentives.

This chapter’s first contribution is to provide summary statistics on the self-employed for the period
1994-2015.4 And to highlight very significant behavioral responses (in terms of regime choice and

4The self-employed are on average older than wage earners, more likely to be retired, more educated, more likely to be in
high skill occupations, and have higher labor, capital, and total income. They are less likely to receive unemployment or
social insurance benefits. The fraction of agents with self-employed income remained stable at around 5% of all tax filers
aged 18-65 until 2009 and has risen since then. The fraction of agents who earn only self-employed income remained at
4% until 2009 and has increased sharply since then.
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income) to the notches – discontinuities in the monetary payoffs and in tax simplicity – created by the
eligibility thresholds. This bunching at the notch is heterogeneous: it is more pronounced for people
in higher tax brackets (who stand to gain more from fiscal optimization), people with at least a high
school degree, and people with other sizable sources of income, such as salaried income or pension
income.

Chapter 2’s second contribution is to uncover evidence that the observed bunching in both simple
regimes at least partly stems from tax evasion. Three patterns in the data support this claim. First,
revenue statements are more often round numbers close to the thresholds than far from them, an
indication that the reported figure is more likely to have been forged. Second, in households with two
self-employed individuals, the highest earner appears to shift some of her income to her partner as she
approaches the threshold. Third, bunching increases over time, and agents react rapidly to a large and
salient institutional change whereas they respond slowly to a smaller or more complex change.

The third contribution is to estimate a structural model by fitting data moments to disentangle
between pure monetary motives and the quest for simplicity in explaining individuals’ attempt to file
under the simpler regimes. This estimation confirms the role of tax evasion. But it also shows that tax
simplicity is at work in explaining the observed bunching. Moreover, the simplicity motive appears
to be particularly important in the super simplified regime, where it is valued at around 500 e (versus
less than 100 e in the simplified regime).

This chapter relates to several strands of literature. First the literature on the response of revenues
to taxation: Saez (2010) or Chetty, Friedman and Saez (2013) study the responses to the Earned In-
come Tax Credit in the United States. We contribute to the literature on taxable income elasticities
(Gruber and Saez, 2002; Saez, Slemrod and Giertz, 2012), by bringing hassle costs and the quest for
simplicity into the picture, and also by exploiting the heterogeneity across self-employed individu-
als to provide evidence for tax evasion. Second this chapter relates to the many empirical studies of
misreporting in response to taxation, especially recent examples of which are Carrillo et al. (2017),
Feldman and Slemrod (2007), Pomeranz (2015), and Gordon and Slemrod (2000). We contribute to
this literature by exploiting the multiplicity of self-employment regimes, their staggered introduction,
and the heterogeneity between individuals (including between individuals that claim the same income
level) to identify the motives for misreporting. Third our analysis of how members of the same house-
hold jointly optimize (and misreport) their self-employed earnings echoes the analysis of the joint
income decisions among wage earners in Eissa and Hoynes (2004), Eissa and Hoynes (2006), and
Gelber (2014). Finally this chapter builds on the literature analysing how tax payers respond to costly
information with inattention as in Hoopes, Slemrod and Reck (2017) or with behavioral biases as in
Lockwood and Taubinsky (2016) and Lockwood (2016). To infer evidence of tax evasion, we ex-
ploit how individuals’ learning reacts differently over time to differences changes in self-employment
regimes.
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Chapter 3 takes a macro perspective to analyse the economic environment in which firms operate.
The economic conditions, and in particular the financial conditions, that the firms face, are influenced
by the cyclical state of the economy and have an impact on their decisions.

The cyclical state of an economy is traditionally defined as the difference between output and the
maximum level of economic activity that can be durably sustained (potential output), this difference
being the output gap. Since Okun (1962) documented the empirical link between the evolutions of un-
employment and output, many models aiming at estimating the output gap use a few macro variables
that have been widely shown to provide information on the cyclical position of an economy: infla-
tion, unemployment, or a survey question relating to the capacity utilisation rate. However, historical
evidence suggests that unsustainable developments in the financial and housing sectors can generate
large imbalances in the economy even if inflation and unemployment are low and stable (see e.g.
White (2006); Hume and Sentance (2009); Schularick and Taylor (2012); Jordà et al. (2013)). The
literature began incorporating financial variables into output gaps models to cast light on the Great
Recession of 2008-2009, so does not have enough hindsight to understand all the issues in depth.
Chapter 3 thus adds financial variables to three models – 2 Unobserved Components Models (UCM)
and a semi-structural vector autoregression model (SSVAR) – frequently used in the literature. And
it analyses what these variables bring to the output gap estimates: what is the contribution of the fi-
nancial shocks to the estimated output gaps, the sensitivity of the results to pre-treatment methods, or
the real time performance of the models. Finally, the overall accuracy of the estimated output gaps
are assessed using receiver operating characteristic analysis based on their capabilities in predicting
recessions. The estimations are carried out on eight advanced economies: Canada (CA), France (FR),
Germany (DE), Italy (IT), Japan (JP), Spain (ES), the UK, and the US.

The first UCM follows a novel “reduced form” approach pioneered by Borio et al. (2017) to
estimate the “finance-neutral” output gap. In this “extended Hodrick-Prescott (HP)” model, pre-
transformed financial cycle indicators are directly incorporated as additional covariates into the state-
space representation of the univariate HP filter. The second UCM is a simple semi-structural model
featuring a Phillips curve, an Okun’s law, a stochastic process relating output gap to capacity utilisa-
tion, and a separate block that relates financial cycles to the output gap. Both the reduced form and
the semi-structural UCMs augmented with financial variables are gaining increasing popularity (for
instance in Melolinna and Tóth (2019), upon which our semi-structural UCM is based), however, their
relative advantages and limitations have not yet been empirically assessed.

The third model is a “semi-structural vector autoregression (VAR)” model with long-run restric-
tions. The model is a modified version of Blanchard and Quah (1989) in which we exploit a wider
set of information by using several (business and financial) cycle indicators without imposing further
restrictions. Since the potential growth builds upon supply shocks only, one set of constraints, stating
that only supply shocks have permanent effects on the level of GDP in the long-run, is enough to
recover the trend. We formally show that further restrictions are not needed as the other structural
shocks are not interpreted and do not need to be separately identified. Furthermore, we show that the
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limited set of constraints used is the only one relevant for the decomposition of the output gap into
contributions of the observables (see Andrle (2013) for a general explanation of the decomposition
technique). Very close to our approach, Benati (2012) estimates finance-neutral output gaps using a
semi-structural VAR with unemployment (for the US) or the consumption/output ratio (for the UK,
Europe and Japan), along with the spread between the 10-year bond yield and the 3-month Treasury
bill rate, and the log-difference of real M1. The literature using a structural (and not semi-structural)
VAR to estimate (finance-neutral) output gaps relates closely to our analysis, as we show that, to the
extent that potential output is built with the shocks having a long-term impact on output, the other
restrictions used to identify the other shocks have no impact on potential output and the output gap5.

Since the semi-structural VAR involves entirely different mechanisms to decompose the trend
from the cycle than the two other UCMs, it can provide particularly informative additional insights
compared to the other models. All the more so as the ability of the usual univariate or multivari-
ate statistical filters to accurately differentiate between supply and demand shocks has recently been
challenged. Coibion et al. (2018) argue that models relying on smoothing techniques gradually but
persistently respond to all kinds of shocks to the GDP. The authors show that the Blanchard and Quah
(1989) approach, which explicitly distinguishes between temporary and permanent shocks, does not
suffer from this shortcoming, and can generate real-time estimates of potential output that are consis-
tent with theoretical predictions much more successfully.

The overall picture underlines the importance of taking financial variables into account when as-
sessing the cyclical position of the economy. Independently of the model considered, the model aug-
mented with financial variables proves to be consistently more effective in identifying unsustainable
economic growth paths and in predicting recessions both in-sample and out-of-sample. In ES, the
UK and (to a much lesser extent) the US, the credit and house prices boom in the run-up to the Great
Recession is clearly identified, as well as a previous boom-bust in the UK during the 1980s-90s. In
JP both credit and house prices booms at the turn of the 1990s led to the well-studied and prolonged
crisis (the “Lost Decade”). In FR the models signal a house prices boom during the 2000s, but there
is no sign of credit boom during the estimation period. Finally, the financial cycles appear relatively
muted in CA, DE and IT. At the same time, our results suggest that financial information generally
worsens the real-time stability of the models in both the short-run and the longer-run, sometimes even
for countries without clear financial cycles identified ex-post (most notably for DE). In other words,
the models with financial variables are generally more successful in signalling booms in real-time, but
future revisions of the point estimates are larger.

Turning to the general conclusions one can draw for these three models, the approach proposed
byBorio et al. (2017) is particularly appealing for its simplicity and real-time stability, but it is sensitive

5Said differently, even if these other restrictions do not convincingly disentangle the other shocks, one can still be confident
that the output gaps and the potential outputs from these models only obey the long-run restriction à la Blanchard-Quah.
See for instance Chen and Gornicka (2020) and Furlanettoy et al. (2020).
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to the pre-treatment of the indicators and predicts less reliably future recessions than the two other
models. The semi-structural UCM produces, in general, more accurate finance-neutral output gaps
with better early warning capabilities than the extended HP filter. The semi-structural VAR provides
valuable insights thanks to its distinct trend-cycle decomposition technique, and it captures generally
more successfully macroeconomic and financial imbalances than the UCMs, with the best forecasting
performance of recession probabilities. It is however sensitive to the trend removal technique applied
to the cycle indicators and may react erratically to new observations.
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Chapter 2

The Heterogeneous Impact of Market Size on
Innovation: Evidence from French
Firm-Level Exports
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Abstract

We analyze how demand conditions faced by a firm in its export markets impact its innovation
decisions. To disentangle the direction of causality between export demand and innovation, we con-
struct a firm-level export demand shock which responds to aggregate conditions in a firm’s export
destinations but is exogenous to firm-level decisions. Using exhaustive data covering the French man-
ufacturing sector, we show that French firms respond to exogenous growth shocks in their export
destinations by patenting more; and that this response is entirely driven by the subset of initially more
productive firms. The patent response arises 2 to 5 years after a demand shock, highlighting the time
required to innovate. In contrast, the demand shock raises contemporaneous sales and employment for
all firms, without any notable differences between high and low productivity firms. We show that this
finding of a skewed innovation response to common demand shocks arises naturally from a model of
endogenous innovation and competition with firm heterogeneity. The market size increase drives all
firms to innovate more by increasing the innovation rents; yet by inducing more entry and thus more
competition, it also discourages innovation by low productivity firms.

JEL codes: D21, F13, F14, F41, O30, O47

Keywords: Innovation, export, demand shocks, patents.
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2.1 Introduction

Among its many impacts, the Covid crisis dramatically shrinks international trade flows. Other events
or policies such as trade wars, though clearly not as extreme, also impact trade. Beyond their imme-
diate impacts, these trade shocks can have long-run consequences, in particular on firms’ innovation,
one of the main driver of long-run economic growth.1 The economic magnitude of this link is substan-
tial. In our more conservative specification, we find that a 1 percent expansion/contraction in export
demand leads to 52 additional/fewer priority patents (corresponding to the first patent publication for
an invention) in the French manufacturing sector – a .64 aggregate elasticity. We analyze how the
quantity and quality of this innovation response unfold over time and varies across firms with different
initial levels of productivity.

In order to analyze those patenting responses, we merge comprehensive patent records with ex-
haustive firm-level production and customs data, which cover the whole population of French man-
ufacturing firms. The combined use of these datasets has been made possible by a new algorithm
developed in Lequien et al. (2019) that matches a French firm’s name with its unique identifier (Siren)
used in all French administrative business records and allows us to link the innovation activities of a
firm with the other firm data sources.

We measure innovation by the flow of priority patent applications. All subsequent filings of the
same intellectual property (in particular if they are filed at patent authorities in other countries) are sec-
ondary filings. We focus on priority patents for two reasons. First because our goal is not to measure
a response in patenting but a response in innovation. By focusing on priority patents, we concentrate
on patents that correspond to new inventions. Second because we want to avoid capturing the fact that
firms that are more involved in international trade are more likely to patent many secondary filings so
as to protect their invention in their sales’ destinations.

Our first finding is that on average firms respond to a positive export demand shock by innovating
more. In other words, we find a significant market size effect of export demand shocks on French firms’
innovation. Since our specifications always control for sector-year effects, this innovation response
must be driven by differences in firm-level innovation responses to demand shocks within each sector.
This stands in sharp contrast to the literature measuring sector-wide innovation responses – whether
across sectors or for a given sector over time.2

Our second finding is that the innovation response to a positive export demand shock takes 2 to 5
years to materialize. In contrast, we find that the response of sales and employment is immediate. We

1For a survey on the short-run costs of the 2018 trade war, see Amiti et al. (2019).
2In an influential study, Acemoglu and Linn (2004) measure the sector-wide innovation response of the pharmaceutical
industry to changes in demand over time.
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interpret this difference as a confirmation that the response to export demand shocks captures a market
size effect.

Our third finding is that the impact of a positive export demand shock on innovation is entirely
driven by French firms with above median productivity levels (in an initial period prior to the demand
shocks). This heterogeneous response could simply reflect the fact that the demand shock only affects
the most productive firms. We check that this is not the case by allowing for a different impact of
the export demand shocks on sales or employment depending upon initial productivity levels. We
find that in contrast to what we observe for innovation, there is no heterogeneous response of sales or
employment to a demand shock for low versus high productivity firms. Thus, similar demand shocks
only lead to future innovation responses by relatively more productive firms.

These results provide some additional context to the recent literature documenting the rise of su-
perstar firms: the skewed innovation response is likely to generate further increases in market share
for the best performing firms leading to increases in market concentration. Indeed, Autor et al. (2017)
document that this growth in concentration is most apparent in industries with above average growth
in patent-intensity.

Our identification strategy relies on the construction of firm-level demand shocks that respond to
aggregate conditions in a firm’s export destinations but are independent of firm-level decisions (in-
cluding the concurrent decisions for export-market participation and the forward looking innovation
response). Following Hummels et al. (2014), this type of export demand shock has been used exten-
sively in the recent empirical trade literature. It leverages detailed information on the set of products
exported to specific destinations by a firm at a prior given date (prior to any changes in innovation
that we analyze in our sample). Focusing on this export-driven measure of market size means that
we are abstracting from the potential effects of domestic market demand on firms’ innovation. For
this market, we cannot separate out the causal effects of domestic market size on innovation from the
reverse effect of innovation on domestic demand and market size.

We show that our results using this identification strategy are robust to many different specifica-
tions including variations in the measure of and functional forms for innovation. We also perform
placebo tests that independently confirm that our causation inference from increases in market size to
innovation are well founded.

While several explanations might be entertained to explain why the effect of export on innovation
should be skewed towards more frontier firms, we show that this outcome arises naturally from a model
of exports and innovation with endogenous innovation and markups. In this setting, a positive export
demand shock induces not only a direct market size effect – which increases innovation for all firms
– but also a competition effect. The idea is that an increase in market size in any export destination
will attract new firms into the export market as more firms find it profitable to sell there. And indeed
we find a positive correlation between our export demand shocks and various measures of firm entry
into the corresponding destination markets. With endogenous markups (linked to endogenous price
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elasticities), this competition effect associated with entry impinges disproportionately on the market
share of the less productive firms, reducing their incentives to innovate. Overall, this combination
of the direct market size effect and of its induced competition effect leads to a skewed innovation
response between more and less productive firms. Firms closest to the technological frontier increase
innovation the most, while the combined effect can even be negative for the least productive firms.

Our analysis relates to several strands of literature. There is first the theoretical literature on trade,
innovation and growth (see Grossman and Helpman, 1991a,b, Aghion and Howitt, 2009, chapter 13,
and more recently Akcigit et al., 2018).3 Our paper also relates to the recent empirical literature
on firm-level trade and innovation. In particular both Lileeva and Trefler (2010) and Bustos (2011)
highlight a clear relationship between R&D efforts and export status. Our analysis contributes to this
literature in two main respects: (i) this literature focuses on the extensive margin of export markets
(i.e. whether a firm exports or not to a particular market or set of markets) whereas we consider instead
the effect of the intensive margin of exports (i.e. of the size of export markets) on innovation;4 (ii) we
use innovation outcomes - the flow of priority patent filings - instead of R&D spending as our main
measure of innovation, whereas these papers consider the causal impact of new export markets on
R&D spending.5

There is also a recent literature on trade and innovation that focuses on the impact of import compe-
tition on domestic firms (see Bloom et al., 2016; Iacovone et al., 2011; Autor et al., 2016; Bombardini
et al., 2017). These papers investigate whether import competition induces firms to innovate more in
order to escape competition as in Aghion et al. (2005). Empirically, our work is quite distinct as we
examine the market expansion channel related to exports. Our theoretical model therefore does not
feature an escape competition channel: reductions in market share generate reductions in innovations,
though disproportionately so for low productivity firms.

Finally, our work contributes to the empirical literature on market size and innovation, starting
with Acemoglu and Linn (2004). We add to this literature in three main respects: (i) by providing
evidence of a widespread (manufacturing) firm-level market size effect that is not driven by any sector-
level dynamics; (ii) by showing that this market size effect is skewed and mainly driven by the most
productive French firms; (iii) by looking at the time dynamics of the market size effect of expanded

3Akcigit et al. (2018) develop and calibrate a new dynamic trade model where firms from different countries compete
strategically for leadership in domestic import and export markets. Their model predicts that trade openness encourages
innovation in advanced sectors and discourages it in backward sectors. Dhingra (2013) and Impullitti and Licandro
(2018) also develop theoretical models with endogenous firm innovation and endogenous competition (via endogenous
markups). Dhingra (2013) focuses on the firm-level trade-offs between innovation and product variety, whereas Impullitti
and Licandro (2018) focuses on the consequences of innovation for growth and welfare.

4Restricting attention to the extensive margin makes it somewhat more difficult to analyze the details of how the market
size channel operates: one reason being that several aspects are changing for a firm as it makes the big step of becoming
an exporter.

5In related work, Coelli et al. (2016) document the patenting response of firms in response to the Uruguay round of tariff
levels.
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export markets on firm-level innovation: in particular we show that while a positive export demand
shock immediately increases the firm’s sales, the innovation response takes several additional years
to materialize in new patents. However, one should keep in mind that our analysis is grounded in the
market size variations arising from export destinations, which means that we do not use variations
coming from the domestic markets. Thus we leave open the question as to whether the domestic
market size affects firms in a similar way as the export market size effect that we document.

The remaining part of the paper is organized as follows. Section 2.2 presents the data and shows
some descriptive statistics on export and innovation. Section 2.3 describes our estimation methodol-
ogy. Sections 2.4, 2.5 and 2.6 present our empirical results respectively regarding the effect of market
size on innovation, its heterogeneous impact with productivity and falsification tests. Section 2.7 de-
velops a model of export and innovation featuring both a direct market size and an induced competition
effect, which predicts that the innovation response to a positive export shock is skewed towards the
more productive firms. Section 2.8 concludes.

2.2 Exporters and innovators: data and descriptive statistics

In this section, we briefly present our datasets and show some descriptive evidence. Further details
about data construction can be found in Appendix 2.A.

2.2.1 Data sources

Our goal is to explore information on French firms’ exports to capture variations in their market size
that we can connect to innovation (patenting) outcomes. We also want to look at how this relation-
ship varies across firms with different levels of productivity. Toward this goal, we build a database
covering all French firms by linking export, production and innovation data from 1994 to 2012. Our
database draws from three sources: (i) French customs, which reports yearly export flows at a very
disaggregated product level (representing over 10,000 manufacturing products) by destination; (ii)
administrative fiscal datasets (FICUS and FARE from Insee-DGFiP), which provide extensive pro-
duction and financial information for all firms operating in France; (iii) the Spring 2016 vintage of
PATSTAT patent dataset from the European Patent Office, which contains detailed information on all
patent applications from many patent offices in the world. In our analysis we will focus on patent
applications by French firms, regardless of the origin of the patent office (see below and Appendix
2.A for details).

Matching patents and firms: Although each French firm has a unique identifying number (Siren)
across all French databases, patent offices do not identify firms applying for patents using this number
but instead use the firm’s name. This name may sometime carry inconsistencies from one patent to
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another and/or can contain typos. Various algorithms have been developed to harmonize assignees’
names (see Morrison et al., 2017 for a review) but none of those have been applied specifically to
French firms. One notable exception is the rigorous matching algorithm developed in Lequien et al.
(2019) to link each patent application with the corresponding French firms’ Siren numbers, for all
firms with more than 10 employees. This new method, based on supervised learning and described
in Appendix 2.A.4, provides significant performance improvements relative to previous methods used
in the empirical patent literature: based on a verification sample similar to the learning sample, its
recall rate (share of all the true matchings that are accurate) is 86.1% and its precision rate (share
of the identified matches that are accurate) is 97.0%. This is the matching procedure we use for our
empirical analysis in this paper.

Measure of innovation: Our main measure of innovation consists of a count of priority patent ap-
plications. This corresponds to the first patent publication that describes an invention. All subsequent
filings of the same intellectual property in other jurisdictions (for example in order to extend the geo-
graphical coverage of the protection) are secondary filings. We make this restriction for two reasons.
First because our goal is not to measure a response in patenting but a response in innovation. By focus-
ing on priority patents, we concentrate directly on patents that correspond to new inventions. Second
because we want to avoid capturing the fact that firms that are more involved in international trade are
more likely to patent many secondary filings so as to protect their invention in the markets they export
to. Priority patents correspond to 35% of the total set of patents but 95% of innovative firms (firms
that hold any patent, whether a priority or a secondary filing) in our sample hold at least one priority
patent. This suggests that most of the patents we observe in the data are successive secondary filings
of the same innovation by the same firm, and legitimate the use of priority applications as our main
measure of innovation. Appendix 2.A provides additional details on the construction of our patent
measures. For robustness, we report all of our main results using an alternative patent measure based
on citation weights for all patent applications by a firm (citations received within a 5 year window).
Following Hall et al. (2005), this measure has been widely used in the literature to more accurately
capture the innovative relevance of patents. We have also confirmed that our results are robust to a
much wider set of patent measures in Appendix 2.C (see in particular Figures 2.15).

Capturing variations in market size: Finally, to capture variations in firms’ market size, we use
CEPII’s BACI database of bilateral trade flows at the HS6 product level (covering more than 5,000
manufacturing products, see Gaulier and Zignago, 2010) to construct measures of demand shocks
across export destinations. These data cover the period 1995-2012.

Sample restrictions: Although our main firm-level administrative data source is comprehensive,
with more than 46.8 million observations spanning nearly 7.5 million different firms from 1995 to
2012, we restrict our data sample for several reasons. First, we restrict our attention to private business
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corporations (legal category 5 in the INSEE classification). We thus drop state-owned firms, self-
employed businesses, and non-profit organizations as we focus on profit-maximizing firms. Second,
we drop firms with less than 10 employees since our matching to the patent data is substantially less
complete for those firms (as we previously described). These two restrictions substantially reduce the
number of firms in our sample. Yet, the bulk of aggregate employment (77%), sales (80%), and exports
(92%) remain in our sample. Those firms are matched with 460,000 patents in PATSTAT, including
170,000 priority patents. Lastly, since our detailed customs trade data only covers goods trade (and not
services), we will further restrict our sample to the manufacturing sector.6 This reduces our working
sample to 66,679 firms. Nevertheless French aggregate exports and innovation are still concentrated
in manufacturing covering 55% of aggregate exports and 43% of patents. Table 2.1 summarizes these
successive sample restrictions and also shows the average number of firms operating in any given year
of our sample. For our manufacturing sample, we see that this represents 42,924 firms on average per
year between 1995-2012.

Table 2.1: Successive restriction of the sample

Total Firms Firms per Year Employment Sales Exports Patents

Full 7,474,147 2,597,852 100 100 100
Private business Corp. 2,888,647 1,114,651 88 90 97
More than 10 emp 400,662 260,386 77 80 92 100
Manufacturing 66,679 42,924 19 20 55 43

Notes: This Table gives the number of distinct firms and average number of firms per year as well as the share of employment, sales, exports and
patents in each sample as compared to the Full (raw) firm level dataset (in %). All columns except the first consider yearly average over the period
1995-2012. Full correspond to our complete sample of firms based on administrative data (see Section 2.2). “Private Business Corp.” corresponds to
this sample restricted to firms that are in Legal category (“catégorie juridique”) number 5. “More than 10 emp” further reduces the sample to firms
that are at least once over 10 employees over the period of observation. “Manufacturing” restricts to firms that are always classified in a manufacturing
sector.

The case of multinational groups: Our dataset does not allow us to properly take into account
the case of multinational groups, an issue which often arises when dealing with national firm level
data. The presence of multinational groups tends to break the relationship between export shocks and
patenting since these groups may locate their R&D activities in different countries than the location of
production. In particular, the R&D activity for production based in France may be located elsewhere
under a different entity of a multinational’s group. Conversely, the R&D activity can be located in
France whereas a substantial share of production is outsourced in other countries. In these cases,
we will not record the appropriate link between the export shocks for this producer and an induced
innovation (patents). This measurement issue works against our obtained results of a positive response
of patenting to export shocks that is increasing with a firm’s proximity to its industry frontier. Thus,

6Although the customs data also covers the wholesale sector, we also exclude those firms as they do not produce the goods
that they export.
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we conjecture that our results would be strengthened if we had the needed information to exclude
broken production/R&D links amongst the multinational groups in our sample.

2.2.2 Sector breakdown and skewness

Starting from our sample of manufacturing firms from Table 2.1, Table 2.2 shows how those firms are
distributed across sectors (using the NACE 2-digit classification), along with their average employ-
ment and sales per firm over our sample period from 1995-2012 – shown as yearly averages.7 Table
2.2 also shows the proportion of exporters and innovators (firms with at least one patent) in each sector
(again, averaged over our sample years) – along with the average exports per exporter (firms with pos-
itive exports) and the average number of patents and priority patents per innovator. We clearly see that
innovators represent a small minority of manufacturing firms. Only 2.7% of firms introduce any new
patents in any given year (on average). Looking across years, 9.7% of firms have at least one patent
in one of those years. This is the set of firms we will classify as innovators in our ensuing analysis.
Although a minority of firms, they nevertheless represent 37% of employment, 45% of sales, and 60%
of exports for the manufacturing sector. In Table 2.3, we report the same statistics for employment,
sales, exports, and patents as sector-level shares. We see that priority patents are concentrated in the
computer and electronic, machinery and equipment, and motor vehicles sectors, jointly accounting for
44.4% of the priority patents in manufacturing.

Table 2.2 reveals that the number of patents introduced each year by innovators can be substantial
– especially in some sectors. There is a huge amount of dispersion underlying that average number
of patents. To highlight this skewness, we show the Lorenz curve for the distribution of those patents
in Figure 2.1, along with the Lorenz curves for exports, sales, and employment in one of our sample
years (2007). Figure 2.1 confirms the previously reported finding that firm-level exports are signifi-
cantly more skewed than sales and employment (e.g. see Mayer and Ottaviano, 2008 and Bernard et
al., 2018): 1% of firms account for 70% of aggregate exports in 2007, whereas the top 1% of firms
based on total size account for 51% of sales (ranked by sales) and 33% of employment (ranked by
employment). But Figure 2.1 also shows that patenting is even significantly more skewed than export-
ing: 1% of all firms account for 91% of priority patents in 2007. (Although we don’t show the Lorenz
curve for citations, it is even more skewed than that for patenting: all the 5-year citations are owned
by the top 1.6% of firms). Yet, these univariate statistics for patenting and exporting do not capture
the massive overlap between these two activities across firms – which we investigate in more detail
below.

7Throughout, we define sectors at the 2-digit level of the European NACE rev2 classification. We also eliminate the
tobacco sector (# 12) as it only contains two firms.
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Table 2.2: EXPORTS AND INNOVATION IN THE MANUFACTURING SECTOR

Mean per Mean per Mean per
Firm % Exporter % Innovator

Sector Description Firms Employment Sales Exporter Exports Innov. Patents Priority

10 Food products 6,612 49 13 25 7 0.4 5.4 2.2
11 Beverages 397 70 34 71 14 * * *
13 Textiles 1,613 42 6 63 3 2.3 3.5 1.8
14 Wearing apparel 1,579 39 5 54 3 0.5 1.8 1.4
15 Leather 491 60 8 60 5 1.0 1.7 1.1
16 Wood 1,922 30 4 41 2 0.7 1.5 1.2
17 Paper 2,385 52 11 49 5 1.6 4.7 2.0
18 Printing 1,361 26 4 26 1 0.5 3.1 1.9
19 Coke 112 338 738 71 168 7.8 57.9 17.3
20 Chemicals 978 106 37 80 18 6.0 9.9 4.1
21 Basic pharmaceutical 298 224 91 79 42 11.8 15.5 3.0
22 Rubber and plastic 2,367 78 13 64 5 5.0 5.2 2.8
23 Other non-metallic 1,615 67 14 42 5 2.7 11.3 3.3
24 Basic metals 1,125 91 24 54 17 3.0 5.2 2.1
25 Fabricated metal 7,655 34 5 39 2 1.7 3.2 1.9
26 Computer and electronic 2,318 89 18 59 11 7.6 9.0 4.6
27 Electrical equipment 527 156 33 69 17 8.6 18.0 9.2
28 Machinery and equipment 3,263 93 27 63 10 7.4 5.7 3.2
29 Motor vehicles 941 126 40 55 27 4.1 22.8 21.9
30 Other transport equipment 422 192 58 59 42 7.7 20.2 10.1
31 Furniture 985 38 5 41 1 1.1 1.9 1.5
32 Other manufacturing 1,008 47 8 54 7 4.0 19.1 9.5
33 Repair of machinery 2,952 27 3 23 1 1.0 4.0 1.9

All Manufacturing 42,924 58 14 45 8 2.7 8.0 4.1
Notes: This table presents the number of firms, average employment, sales, employment and exports (sales and exports are in million of Euros, employment in number of employees), the

share of exporters, the total number of patents and of priority patents in the sector and the share of innovators. Sector codes correspond to the 2 digit NACE classification. The data presented
represents the yearly averages from 1995 to 2012. Cells with too few observations to ensure data confidentiality are replaced with ∗.

29



Table 2.3: RELATIVE IMPORTANCE OF EACH SECTOR

NAF Description Share of total (in %)

Firms Employment Sales Exports Patents Priority

10 Food products 15.5 13.0 14.3 7.7 1.5 1.1
11 Beverages 0.9 1.1 2.2 2.5 * *
13 Textiles 3.7 2.7 1.6 2.3 1.4 1.4
14 Wearing apparel 3.6 2.4 1.2 1.4 0.1 0.2
15 Leather 1.1 1.2 0.6 0.8 0.1 0.1
16 Wood 4.5 2.3 1.4 0.8 0.2 0.3
17 Paper 5.4 4.4 3.6 3.2 1.5 1.4
18 Printing 3.3 1.5 0.8 0.2 0.2 0.3
19 Coke 0.3 1.3 8.7 5.5 4.0 2.8
20 Chemicals 2.3 4.2 6.0 8.8 6.6 4.7
21 Basic pharmaceutical 0.7 2.6 4.2 5.7 5.6 1.9
22 Rubber and plastic 5.5 7.4 5.1 4.9 6.6 7.1
23 Other non-metallic 3.8 4.3 3.6 2.3 5.1 3.1
24 Basic metals 2.6 3.8 3.8 5.9 1.8 1.4
25 Fabricated metal 18.0 10.6 5.9 4.0 4.6 5.4
26 Computer and electronic 5.3 7.7 6.1 9.1 15.2 15.1
27 Electrical equipment 1.3 3.1 2.8 4.1 7.7 8.3
28 Machinery and equipment 7.5 12.1 15.1 13.5 14.5 16.4
29 Motor vehicles 2.2 4.5 5.0 6.6 7.5 12.9
30 Other transport equipment 1.0 3.1 4.0 6.9 7.0 6.8
31 Furniture 2.3 1.5 0.8 0.4 0.2 0.4
32 Other manufacturing 2.4 1.9 1.4 2.6 7.2 7.5
33 Repair of machinery 7.0 3.3 1.6 0.6 1.3 1.2

Notes: This table presents the share of value added, employment, export and patents (all patents and priority patents) accounted for by each 2-digit
manufacturing sector as well as the share of firms in each sector. Data are averaged over the period 1995-2012. Cells with too few observations to ensure
data confidentiality are replaced with ∗.
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Figure 2.1: LORENZ CURVES FOR PRIORITY PATENTS, EXPORTS, SALES AND EMPLOYMENT
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Notes: Lorenz curves plot cumulative distribution function for priority patents, employment, export and sales. Data are for manufacturing firms and for
the year 2007.

2.2.3 The nexus between innovation and exports

Looking across our sample years (1995-2012), Table 2.4 reports different size-related performance
measures (averages per firm) based on their exporter and innovator classification. As we previously
discussed, we classify firms as innovators if they introduced at least one patent during those sample
years. From here on out, we classify exporters in a similar way as a firm with positive exports in at
least one of our sample years. This raises the proportion of exporting firms to 61% of our manufac-
turing sample (45% of firms export on average in any given year, c.f. Table 2.2). Table 2.4 confirms
the well-documented size differential in favor of exporters. However, several new salient features re-
garding innovators pop-out from this table. First, innovating firms are massively concentrated among
exporters: only 5% of innovators do not report any exporting. Second, non-exporting innovators do not
look very different from non-exporting non-innovators, and the various measures of firm size (employ-
ment, sales, value-added) respectively for innovators and non-innovators among non-exporters remain
close to each other;8 and third, these same measures of firm size differ markedly between innovators
and non-innovators among exporters: innovators employ on average 4.5 times more workers and pro-
duce 7-8 times more output and value-added than non-innovating exporters. They export almost 10
times more than non-innovators and reach more than three times the number of export destinations.
These size differentials are several times larger than those between exporters and non-exporters. In
the aggregate, this small subset of innovators accounts for over half of French manufacturing exports.

8This is not the case outside of the manufacturing sector. In those other sectors, non-exporting innovators are substan-
tially bigger than their non-exporting and non-innovating counterparts. We conjecture that this is driven by the fact that
exporting no longer serves the same performance screening function outside of manufacturing.

31



Table 2.4: EXPORTERS AND INNOVATORS ARE BIGGER

Non-exporter Exporter Total

Non-innovator Innovator Non-innovator Innovator

Firms 13,266 173 25,045 4,440 42,924
Employment 20 19 51 215 58
Sales 4.2 2.4 10.7 62.3 14.1
Value Added 0.8 0.9 2.7 14.7 3.4
Export 0 0 2.4 20.8 3.6
Countries 0 0 4.8 17.3 4.6
Products 0 0 5.0 16.1 4.6

Notes: This table presents basic descriptive statistics across four categories of manufacturing firms whether they innovate,
export, both or none. Employment is given in full-time equivalent on average over the year and exports, sales and value added
are in million euros. Countries is the number of destination countries for exports. Employment, Sales, Value Added, Age,
Exports, Countries and Patents are taken as a yearly average over the whole period 1995-2012.

Table 2.5: EXPORT AND INNOVATION PREMIA

Panel 1: Premium for being an exporter (among all manufacturing firms)
(1) (2) (3) Obs. Firms

log Employment 0.865 0.843 754,008 66,563
log Sales 1.361 1.344 0.463 764,372 66,601
log Wage 0.122 0.100 0.113 752,774 66,548
log Value Added per Worker 0.209 0.184 0.183 744,076 66,119

Panel 2: Premium for being an innovator (among all exporting manufacturing firms)
(1) (2) (3) Obs. Firms

log Employment 1.001 0.976 519,463 42,023
log Sales 1.270 1.239 0.205 525,674 42,042
log Wage 0.118 0.096 0.111 518,682 42,019
log Value Added per Worker 0.207 0.183 0.185 512,040 41,795
log Export Sales (Current period exporters) 2.015 1.897 0.790 346,273 41,659
Number of destination countries 12.55 11.47 6.95 530,729 42,082

Notes: This table presents results from an OLS regression of firm characteristics (rows) on a dummy variable for exporting (upper table) or
patenting (lower table) from 1994 to 2012. Column 1 uses no additional covariate, column 2 adds a 2-digit sector fixed effect, column 3 adds
a control for the log of employment to column 2. Wage corresponds to total payroll divided by employment. All firm characteristic variables
are taken in logs. All results are significant at the 1 percent level. Upper table uses all manufacturing firms whereas lower table focuses on
exporting manufacturing firms.
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In order to compare exporters to non-exporters and innovators to non-innovators, within specific
groups, we compute export and innovation premia (in log points). Consider first the exporter premia
reported in the top panel of Table 2.5. These premia are generated by regressing the performance
measure of interest (listed in the rows) on our exporter indicator – with each cell representing a separate
regression. Column 1 includes no other controls; Column 2 adds a 2-digit sector fixed effect (see
Table 2.2); and Column 3 controls for firm employment, in addition to the sector fixed effect. Since
we are using a broad cross-year definition for exporter status, we expect these premia to be lower than
measures based on current-year exporter status since firms who drop in and out of export markets tend
to be substantially smaller than year in year out exporters. This is the case for the premia in column 1
compared to similar numbers reported by Bernard et al. (2018) for U.S. firms in 2007. Yet, once we
control for sectors in column 2, the reported premia become much more similar. In particular, we find
that even within sectors, exporters are substantially larger than non-exporters. And we also find that
large differences in productivity and wages in favor of exporters persist even after further controlling
for firm employment.

In the bottom panel, we focus on the subset of exporters from the top panel, and report the ad-
ditional premia in favor of innovators within this subset. As with the top panel, those premia are
calculated by running separate regressions on our innovator indicator. Even within this subset of big-
ger and better performing firms, innovators stand out: they are substantially bigger, more productive,
and have larger total wage bill. They also export substantially more (and to more destinations) than
non-innovative exporters. All these differences persist within sectors and controlling for firm employ-
ment.

Even these large premia do not fully reflect the concentration of innovative and exporting activities
within the more restricted subset of firms that are both exporters and innovators. Figure 2.2 plots
the share of innovating firms for each percentile of the firm export distribution. We see that the
innovative firms are highly concentrated within the top percentiles of the export distribution. At the
80th percentile of the export distribution, 30% of the firms have some patenting experience. And the
increase in the share of innovative firms with the percentile of the export distribution is highly convex.
Above the 95th percentile of the export distribution, a majority of firms are innovators; in the top
percentile, 66% of the firms are innovators. Those firms in the top export percentile account for 41%
of the aggregate share of French patents.9

9Of course part of the relationship in Figure 2.2 could be driven by a scale effects: large firms tend to export more and
are more likely to innovate. When we rank firms in percentile of export intensity (instead of absolute export) we still
find a near monotonic increase in the share of innovators for export intensity in the 5-95% range. After this threshold,
the relationship becomes negative as the last 5 percentiles of export intensity are dominated by unusual small firms that
export virtually all of their sales.
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Figure 2.2: THE SHARE OF INNOVATORS JUMPS AT THE TOP OF THE EXPORT DISTRIBUTION
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Notes: Percentiles of exports are computed each year from 1995 to 2012 separately and then pooled together. For each percentile, we compute the share
of innovators. Each percentile contains the same number of firms, except for percentile 0 that contains all the firms with no export. Manufacturing firms
only.

2.3 Empirical Framework

2.3.1 Firm level export demand shocks

We have just documented a strong correlation between exports and innovation in the cross-section
of French manufacturing firms. However, this correlation does not say much about the direction of
causation: from innovation to exports (a major innovation leads to growth in export demand and
entry into new export markets), or from exports to innovation. Moreover, other firm-level changes
could generate concurrent changes in both innovation and exports (for example, a new management
team). Thus, to identify the causal relationship from exports to innovation, we need to identify a
source of variation in firm exports that is exogenous to changes within the firm (and in particular to
the innovation activity of the firm). We follow Mayer et al. (2016) in building an exogenous firm-level
measure of export demand shocks.
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To construct these export demand shocks, consider a French exporter f who exports a product
s (measured at the HS6 level) to destination j at an initial date t0. Let Mj,s,t denote the aggregate
import flow in product s into country j from all countries except France at time t > t0. Mj,s,t reflects
the size of the (s, j) export market at time t. We then sum over the Mj,s,t across destinations j and
products s weighted by the relative importance of each market (s, j) in firm f ’s exports at the initial
date t0. The underlying idea is that subsequent changes in destination j’s imports of product s from
the world (excluding France) will be a good proxy for the change in export demand faced by this firm.
By excluding French exports to this destination, we seek to exclude sources of variation that originate
in France and may be correlated with changes for the firm.10

We then scale the weighted export demand variable by the firm’s initial export intensity (at t0) so
that our demand shock scales proportionately with a firm’s total production (as a firm’s export intensity
goes to zero, so does the impact of any export shock on total production).

Formally, t0 is the first year with positive exports in both customs (to compute destination market
shares) and production data (to compute export intensity).11 Xf,j,s,t0 denotes firm f ’s export flow to
market (j, s) at time t0. The export demand shock for firm f between t and t − 1 is then constructed
as:

∆Df,t =
∑
j,s

wf,j,s,t0

(
Mj,s,t −Mj,s,t−1

1
2
(Mj,s,t +Mj,s,t−1)

)
, (2.1)

where the weight wf,j,s,t0 ≡ (X∗f,t0/S
∗
f,t0

)(Xf,j,s,t0/Xf,t0) represents firm f ’s initial share of sales of
product s, at the HS6 level, to destination j and Xf,t0 =

∑
j,s

Xf,j,s,t0 represents the firm’s total exports

at date t0. The asterisks on firm f ’s initial export intensity X∗f,t0/S
∗
f,t0

indicate that the underlying
data for total exports X∗f,t0 and sales S∗f,t0 come from the production data (as opposed to customs data
which we use to calculate the destination/product specific market shares).12

There are some clear outliers in the distribution of this demand shock ∆Df,t across firms. They
typically involve firms that export a small number of often highly specialized products to small desti-
nations (such as yachts to Seychelles and Maldives). In order to deal with these outliers in a consistent
way, we trim our demand shock ∆Df,t at 2.5% (eliminating those trade shocks below/above the 2.5th
and 97.5th percentiles in each year). We report our main results on the response of innovation to this
trade shock using trimming thresholds between 0-5% in Appendix 2.C (Figures 2.18).

10One potential source of endogeneity may arise in markets where a French firm has a dominant position. We check that
our results are robust to dropping firm-destination pairs whenever the firm’s market share in the destination exceeds 10%.
See Figure 2.17 in Appendix 2.C.

11This year is 1994 for about half of the firms and is used as a reference year in most of our analysis.
12Total exports reported by customs and in the production data do not always exactly match, though they are highly

correlated. One potential source of difference comes from small exports towards other European Union countries which
are not reported in customs data (see Appendix 2.A for more details).
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Demand shock as a shift share instrument: We note that the time variation in our demand shock
∆Df,t only stems from the variation in the world export flow Mj,s,t and not in the firm-level weights,
which are fixed at their value in the initial export period t0. We expect that a firm’s innovation response
at time t > t0 will induce changes to its pattern of exports at time t and beyond, including both
intensive margin responses (changes in exports for a previously exported product s to a destination
j) and extensive margin responses (changes in the set of products s sold across destinations j). By
fixing the firm-level weights in the initial period t0 (including the extensive margin set of products and
destinations), we exclude this subsequent endogenous variation in exports from our demand shock.
This is quite similar to a standard shift-share or “Bartik” (Bartik, 1991) setting in which aggregate
shocks are combined with measures of shock exposure. In our case the sum of exposure weights
wf,j,s,t0 across (s, j)’s is different from 1 and varies across firm. We follow Borusyak et al. (2021)
who argue that in such “incomplete shift-share” case with panel data, one needs to control for this sum
interacted with a time dummy in our regressions.13

2.3.2 Estimation strategy

Here we spell out the baseline regression equations of French firm’s innovation on the export demand
shock variables ∆Df,t. Our identifying assumption is that after controlling for any sector-level vari-
ation by year and firm characteristics at and prior to t0, subsequent variations in the firm-level export
demand shock are uncorrelated with firm-specific shocks to innovation.

As we have no presumption regarding the timing of this innovation response to demand shocks, we
include a full set of lags and leads for the demand shock ∆Df,t in our regressions. Our identification
strategy nevertheless relies on the fact that our shock is independent of previous innovation decisions
and we will check that the response of innovation to future shocks remains insignificant – in other
words, no pre-trends.14 We restrict our analysis to the subset of innovating firms (i.e. firms with at
least one patent between 1985 and 2012), and check that entry into innovation subsequent to 1994
does not bias our sample.15 Out of our sample of 66,679 manufacturing firms (see Table 1), there are

13Borusyak et al. (2021) discuss the possibility of purging the shift-share instrument from a specific dimension. In our
case, we have experimented using the residual of Mj,s,t on different sets of fixed effects (product and time, country and
time) in the construction of the demand shock (using the same weights as in the baseline). Our results are qualitatively
unchanged. Even with the unresidualized shock, the effective number of shocks, measured by the inverse concentration
index of the exposure share, is also much smaller than the number of export destination markets (s, j) (see Borusyak et
al., 2021 for more details).

14A simpler and more naive approach would have been to estimate a static model in which the dependent variable would be
directly regressed on the demand shock lagged appropriately. Although such static model delivers consistent predictions
with our result, the coefficients would most likely be biased in the sense that the firm’s response is also affected by
subsequent and previous shocks.

15In Appendix 2.C, Figure 2.19 shows that our main results are essentially unchanged when we further restrict the sample
to firms who innovated before 1994. Our sample also includes firms for which we can define a t0, i.e. firms that exported
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4,785 such innovators. Not all of them are active throughout our sample period. On average across
those years there are 1,159 innovators in our sample (2.7% of 42,924 manufacturing firms operating
in a given year).

Our main estimation strategy is described by:

∆Yf,t =

(
k∑

τ=−k′
ατ∆Df,t−τ

)
+ γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)
+ εf,t

= α ·∆kDf,t + γ ·Zf,t0 + γ̃ ·
(
Z̃f,t0 × χt

)
+ εf,t,

(2.2)

where ∆Yf,t is firm f ’s outcome of interest between t and t − 1; Zf,t0 is a vector of controls for firm
f at t0; and Z̃f,t0 is a subset of that vector, which is interacted with year interval fixed-effects χt. The
second equation uses the vector notation ∆kDf,t = [∆Df,t+k′ ,∆Df,t+k′−1, ...,∆Df,t, ...,∆Df,t−k]

and α = [α−k′ , ..., αk]. As we previously discussed, we include a sector indicator and the firm’s prior
export intensity (at t0) in the subset Z̃f,t0 of Zf,t0 , so those are also interacted with the year dummies.

Our specification in first-difference eliminates any bias that would be generated by a correlation
between non time-varying firm characteristics (likely to affect current and future innovation) and the
level of the demand shock shock Df,t.16 We additionally want to control for a potential correlation
between those firm characteristics and future changes in the demand shock ∆Df,t. Following Blundell
et al. (1999) and Blundell et al. (2002), we use a control function approach based on firm performance
variables measured at t0. We use the levels and growth rates of sales and employment as controls,
which we include in the vector Zf,t0 . In addition, we include controls for the firm’s past and current
rate of innovation at t0 whenever we use an innovation measure as the dependent outcome. We de-
scribe the functional form for those additional controls in more detail in the following section. We
note that this type of correlation between changes in the demand shock ∆Df,t and firm characteristics
is substantially less likely than a correlation with the level of the demand shockDf,t. We have checked
that there is indeed a strong correlation between that demand shock in levels and the firm character-
istics in our control function (better performing firms tend to export to destinations with higher levels
of demand). However, there is no correlation between those variables and changes in demand ∆Df,t.

Lastly, Borusyak et al. (2021) and Goldsmith-Pinkham et al. (2018) point out that even when
such a correlation between firm characteristics and future demand shocks remains, the induced bias
disappears as the number of shocks (our combination of destination-product pairs) grows large.

at least once since 1994. t0 is used as a reference year and can be any year from 1994. Figure 2.20 shows that our results
hold if we restrict to firms for which t0 = 1994.

16As discussed in Borusyak et al. (2021), this would require a firm fixed-effect control for a specification in levels.
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2.4 Market Size and Innovation

We first show that our constructed export demand shock has a strong and contemporaneous impact
on a firm’s market size. We thus run our estimating equation (2.2) using the growth rate of sales and
employment as our outcome variable ∆Yf,t on the left-hand-side. We compute the average growth
rate ∆Yf,t = (Yf,t−Yf,t−1)/[.5(Yf,t +Yf,t−1)] in the same way that we constructed the export demand
shock ∆Df,t.17 The results for our key estimated coefficients ατ (large darker dot) and their confidence
intervals (95% as bar and 99% as dots) are represented graphically in Figure 2.3 for τ = −4, . . . , 5.
The ατ coefficients for τ > 0 represent a response of the outcome variable ∆Yf,t to a demand shock
∆f,t−τ τ years earlier; and conversely the coefficients for τ < 0 represent a response of the outcome
variable to a demand shock −τ years later.18 It clearly shows a strong and contemporaneous response
in both sales and employment to the export demand shock. As one would expect, the contemporaneous
(τ = 0) employment elasticity is lower than the one for sales; but it nevertheless becomes strongly
positive (and significant beyond the 1% level) in the same time interval as the demand shock. This
highlights that this shock induces “real” growth for the firm (and that the increase in sales is not
just associated with higher prices). As is also expected given the sluggish nature of employment
adjustments, the response is longer-lasting than the one for sales and still significant one year following
the demand shock. None of the pre-trend coefficients (τ < 0) are significant except for the response
of sales one year prior to the demand shock. This is entirely explained by the reporting lag between
the booking of an order (when it shows up in the firm’s sales accounting data) and the delivery of the
exported goods (when it shows up in the export customs data) – that can potentially occur in different
calendar years.19

We now investigate how the firm’s innovation responds to the same export demand shock using
the same estimation strategy. We are left with a choice of functional form for a firm’s patent response
∆Yf,t between t and t − 1. We do not think that the growth rate of a firm’s full (over time) patent
stock Pf,t would be appropriate – because this puts too much weight on patents that may have been
accumulated very far in the past and may not be relevant for more recent patents (reflecting current
innovation success). Instead of dividing the change in patent stock – new patents introduced between
t and t− 1 – by the average stock in those 2 periods (the Davis-Haltiwanger growth rate), we directly
control for the average number of new patent introductions ∆Pf,0 during our pre-sample time interval

17Using this average growth rate computation is important for the trade shock in order to accommodate the substantial
number of import flow changes to/from zero. It is inconsequential for our measurement of the growth rate of sales and
employment: our results are nearly identical when we compute the growth rate using the log difference instead.

18From here on out, we set this timing window for the demand shock ∆Df,t to 4 leads and 5 lags. We have experimented
with longer and shorter windows; this does not qualitatively affect our results. See Figures 2.21 for a longer window and
2.22 for a semi-dynamic specification without pre-trends.

19In Appendix 2.B, we use the monthly customs export data to show that this discrepancy is explained by shipments that
arrive at the beginning of a new calendar year. It also mostly affects firms with volatile sales: the significant pre-trend
coefficient disappears when we exclude those firms with sales growth rates above ±50%.
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Figure 2.3: OLS: AVERAGE RESPONSE TO A DEMAND SHOCK
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Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (2.2) are reported graphically with the growth rate
of sales (left-hand panel) and employment (right-hand panel) as the dependent variable. The x-axis represents the value of
τ , the darker dots the point estimates of ατ , the bar the 95% confidence intervals and the smaller dots the boundaries of
the 99% confidence intervals. These estimations are obtained from an OLS regression with standard errors clustered at the
NACE 2-digit sector level and robust to heteroskedasticity. Number of observations: 21,421. Time period for t: 2000-2008.

from 1985-1994 (prior to t0). Given the very large dispersion across firms in new patents ∆Pf,t filed
during year t, including the prevalence of zeros in many years (and for many firms, most years), we
use the functional form log(1 + ∆Pf,t) with log(1 + ∆Pf,0) in our control vector Zf,t0 for our OLS
specification (2.2). We also address the zeros and over-dispersion in ∆Pf,t using a negative binomial
specification where we can then use ∆Pf,t directly on the left-hand-side:20

EZ [∆Pf,t] = exp
[
α ·∆kDf,t + γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)]
, (2.3)

where the expectation EZ is taken conditional on Zf,t and on past and future values of ∆Df,t. We
keep the same functional form log(1 + ∆Pf,0) in Zf,t0 to control for the average rate of new patent
introductions during our pre-sample years.21 We choose a negative binomial (NB) specification as it
is best suited (especially compared to Poisson) for the over-dispersion in the empirical distribution of
new patents ∆Pf,t, which standard deviation is 10.9, an order of magnitude higher than the 0.9 mean.

The graphical results for our OLS specification with the log(1 + ∆Pf,t) functional form are pre-
sented in Figure 2.4 with the innovation response ∆Pf,t measured both as new priority patents as well

20In Figure 2.16 in the Appendix 2.C, we also show results using the inverse hyperbolic sine transformation of the depen-
dent variable: log

(
y +

√
1 + y2

)
.

21This control is then defined for firms with zero new patents during some pre-sample years. We have also experimented
with using log ∆Pf,0 directly in Zf,t – hence a control for ∆Pf,0 outside of the exponential in (2.3) – along with an
indicator variable when Pf,0 is zero. This does not qualitatively affect our results. See Blundell et al. (1999) and Aghion
et al. (2016) for a use of this type of control function in a similar specification.
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as our alternative measure based on citations received within five years. The graphical results for our
negative binomial specification (2.3) are presented in Figure 2.5 with the same two options for the
innovation response ∆Pf,t.

Figure 2.4: OLS: AVERAGE RESPONSE TO A DEMAND SHOCK
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Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (2.2) are reported graphically. The two panels differ in the dependent variable:
the left-hand side panel considers the log of the number of new priority patents + 1 and the right-hand side panel considers the log of the number of
accumulated citations received within 5 years + 1. The x-axis represents the value of τ , the darker dots the point estimates of ατ , the bar the 95%
confidence intervals and the smaller dots the boundaries of the 99% confidence intervals. These estimations are obtained from an OLS regression
with standard errors clustered at the NACE 2-digit sector level and robust to heteroskedasticity. Number of observations: 22,175. Time period for t:
2000-2008.

Figure 2.5: NEGATIVE BINOMIAL: AVERAGE RESPONSE TO A DEMAND SHOCK
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Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (2.3) are reported graphically. The two panels differ in the dependent variable: the
left-hand side panel considers the number of new priority patents and the right-hand side panel considers the number of accumulated citations received
within 5 years. The x-axis represents the value of τ , the darker dots the point estimates of ατ , the bar the 95% confidence intervals and the smaller dots
the boundaries of the 99% confidence intervals. These estimations are obtained from a negative binomial regression with standard errors clustered at the
NACE 2-digit sector level and robust to heteroskedasticity. Number of observations: 22,175. Time period for t: 2000-2008.
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All four figures (across different functional form specifications and new patent measures) show a
significant and sustained response of patenting activity starting 3 years after the export shock. The
pre-trends are centered around zero and do not show any sign that the patenting activity precedes the
change in export demand. We thus find a significant aggregate market size effect of export demand
shocks on French firms’ innovation. Since our specifications include sector-year fixed effects, this
innovation response cannot be explained by any sector-wide innovation changes. Rather, it must be
driven by the firm-level innovation responses to demand shocks.

Table 2.6 summarizes our results from Figures 2.3-2.5 for the response of both market size (scale)
and innovation to the export demand shock. The dynamic leads and lags are cumulated (the coeffi-
cients are summed) into a pre-period (1 to 4 years prior to the shock), a current period (concurrent
and 1 year after the shock), and a future period (2 to 5 years after the shock). Even when cumulated,
there is no evidence of pre-trends for either scale (sales and employment) or innovation. Table 2.6 also
highlights how the response of scale occurs concurrently with the shock while the response of inno-
vation is delayed to the future period. This cumulative response is significant beyond the 1% level in
our OLS specifications, and significant around the 5% level (a bit stronger for the patents; and weaker
when measured as citations) in our negative binomial specification.22

The economic magnitude of those cumulated innovation responses are substantial.23 On average,
there are 3,321 firms (the innovators in our sample) operating in the future period 2-5 years following
a demand shock in 1999, 2000, ..., 2003. Those firms introduced 8,176 priority patents (on average,
in that same future period), which generated 27,982 citations. The future period coefficients for in-
novation in Table 2.6 imply that a 1 point export demand shock would induce 52 (OLS) - 166 (NB)
new priority patent associated with 82 (OLS) - 1,344 (NB) citations during that same future period
(again, on average for demand shocks in 1999, 2000, ... , 2003.) This represents an aggregate (macro)
elasticity of .64-2.0 for patents to an aggregate export demand shock; and an elasticity of .29-4.8 in
terms of citations. The economic magnitude of that innovation response to demand shocks in export
markets is therefore substantial.24

22As the discussion of the economic magnitudes below makes clear, this is due to very large but imprecisely estimated
coefficients in the negative binomial specification. The results from Tables 2.6 and 2.7, which use 2-digit NACE controls,
are robust to using 5-digit NACE controls.

23 The demand shock has a mean of 0.011 with a standard deviation of 0.043. The 25th percentile is -0.002 and the 75th

is 0.025. Its yearly mean changes in line with international trade. A one point change in the export demand shock
corresponds to a fourth of a standard deviation and is a small move in the distribution (moving from the bottom 10% to
the top 90% corresponds to an increase of 9pp).

24We have chosen throughout to report the magnitudes of the innovation responses in terms of the export demand shock.
We could alternatively consider an instrumental variable specification in order to report those innovation magnitudes
in terms of a shock to scale (market size or employment), using our scale regression as a first stage. Our innovation
regressions can be viewed as the reduced form for that instrumental variable specification. Since the magnitude of those
reduced form coefficients have a natural and direct interpretation, we stick to this specification.
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Table 2.6: CUMULATIVE RESPONSE TO DEMAND SHOCK

Scale Innovation

Sales Employment Priority Patents Citations

OLS OLS OLS NB OLS NB

Pre-Trend 0.088 (0.134) -0.010 (0.062) -0.199 (0.328) -0.799 (1.588) -0.357 (0.448) -1.696 (2.755)
Current 0.500*** (0.073) 0.272*** (0.065) 0.046 (0.257) -1.029 (1.580) 0.121 (0.474) 1.632 (2.874)
Future 0.139 (0.094) 0.160 (0.113) 1.662*** (0.534) 7.002** (3.112) 2.341*** (0.718) 9.765* (5.262)

Notes: This table reports point estimate and standard errors (under parentheses) for different linear combinations of coefficients from various estimations of equations (2.2) and (2.3). Pre-
Trend corresponds to the estimate of α−4 +α−3 +α−2 +α−1, current to α0 +α1 and Future to α2 +α3 +α4 +α5. Column 1 corresponds to the results displayed in Figure 2.3a, column
2 to Figure 2.3b, column 3 to Figure 2.4a, column 4 to Figure 2.5a, column 5 to Figure 2.4b and column 6 to Figure 2.5b. ∗∗∗, ∗∗ and ∗ indicate p-value below 0.01, 0.05 and 0.1 respectively.

2.5 Heterogeneous Impact: Distance to Frontier

We now investigate whether this innovation response varies across firms based on their distance to their
sector’s frontier. We use labor productivity (value-added per worker) as our metric for this distance.
Just as we did with the firm-level export shares, we use the initial year t0 to generate a distance measure
that does not subsequently vary over time t > t0. We partition firms into those with productivity above
their 2-digit sector median (in year t0), af,t0 ≥ at0 (represented by indicator dummy 1+

a ), and those
with productivity below the sector median, af,t0 < at0 (represented by indicator dummy 1−a ). More
specifically, we consider the following regression equation:

∆Yf,t = αH ·
(
∆kDf,t × 1+

a

)
+αL ·

(
∆kDf,t × 1−a

)
+ γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)
+ εf,t. (2.4)

Since the firm’s initial productivity level af,t0 is now used to construct our two different trade shocks
on the right-hand-side, we add that variable to the control vectors Zf,t0 and Z̃f,t0 . We use the same
functional form ∆Yf,t = log(1 + ∆Pf,t) for our OLS specification (adding log(1 + ∆Pf,0) to our
control vectorZf,t0). And we also estimate a negative binomial specification with the ‘untransformed’
new patent measure ∆Pf,t on the left-hand side, along with a control for ∆Pf,0 in Zf,t0:

EZ [∆Pf,t] = exp
[
αH · (∆kDf,t × 1+

a ) +αL · (∆kDf,t × 1−a ) + γ ·Zf,t0 + γ̃ ·
(
Z̃f,t0 × χt

)]
,

(2.5)
where the expectation EZ is again taken conditional on Zf,t and on past and future values of ∆Df,t.

The graphical results for both our OLS and negative binomial specifications are presented in Fig-
ures 2.6 and 2.7, once again using both priority patents and the accumulated citations as our measure
of new patent activity ∆Pf,t. All four figures show a significant and sustained response of patenting
activity starting 3 years after the export shock – but only for firms that are initially closer to their
sector’s frontier (with labor productivity above the median level, in orange). In Appendix 2.C, we
return to the full battery of robustness checks that we previously described for the analysis of the
non-heterogeneous responses. The main messages from Figures 2.6 and 2.7 remain unchanged (See
Figures 2.15-2.22).
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Figure 2.6: OLS: HETEROGENEOUS RESPONSE TO A DEMAND SHOCK
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Notes: Estimates of coefficients αH,τ and αL,τ for τ = −4 . . . 5 from equation (2.4) are presented graphically, respectively in orange and blue. The
two panels differ in the dependent variable: the left-hand side panel considers the log of the number of new priority patents + 1 and the right-hand side
panel considers the log of the number of accumulated citations received within 5 years + 1. The x-axis represents the value of τ , the darker dots the point
estimates of ατ , the bar the 95% confidence intervals and the smaller dots the boundaries of the 99% confidence intervals. These estimations are obtained
from an OLS regression with standard errors clustered at the NACE 2-digit sector level and robust to heteroskedasticity. Number of observations: 22,175.
Time period for t: 2000-2008.

Figure 2.7: NEGATIVE BINOMIAL: HETEROGENEOUS RESPONSE TO A DEMAND SHOCK
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Notes: Estimates of coefficients αH,τ and αL,τ for τ = −4 . . . 5 from equation (2.5) are presented graphically, respectively in orange and blue.
The two panels differ in the dependent variable: the left-hand side panel considers the number of new priority patents and the right-hand side panel
considers the number of accumulated citations received within 5 years. The x-axis represents the value of τ , the darker dots the point estimates of ατ ,
the bar the 95% confidence intervals and the smaller dots the boundaries of the 99% confidence intervals. These estimations are obtained from a negative
binomial regression with standard errors clustered at the NACE 2-digit sector times productivity group level and robust to heteroskedasticity. Number of
observations: 22,175. Time period for t: 2000-2008.

Could this heterogeneous response simply reflect the fact that the demand shock only affects the
most productive firms? To check that this is not the case, we replicate the results shown in Figures 2.3a
and 2.3b: that is, we allow for a different impact of the export demand shocks on sales or employment
depending upon initial productivity levels. Looking at Figures 2.8a and 2.8b, we see that in contrast
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to what we observe for innovation, there is no heterogeneous response of sales or employment to a
demand shock for low versus high productivity firms. The responses for both sets of firms match the
magnitudes of the average response that we previously documented.25

Figure 2.8: HETEROGENEOUS RESPONSE TO A DEMAND SHOCK - SALES AND EMPLOYMENT
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Notes: This Figure replicates Figure 2.3 but allowing for heterogeneity based on the initial productivity level as described in equation (2.4). Number of
observations: 21,421. Time period for t: 2000-2008.

We summarize once again our dynamic results in Figures 2.6-2.8 by cumulating the coefficients
into pre-trend, current, and future periods just as we previously reported in Table 2.6 for the case
without the heterogeneous impact by productivity: pre-trend for 1-4 years prior to the export demand
shock; current for 0-1 year following the shock; and future for 2-5 years following the shock. Those
coefficients are reported in Table 2.7 for the above and below median firm productivity groups. In
addition, we now report a significance test for their difference across those two groups.

As can also be seen in Figures 2.6b and 2.7b, the response of innovation in terms of citations is
negative in the pre-trend period for below-median productivity firms. There is no evidence of pre-
trends in any of the other dependent variables for either scale of innovation among either subset of
more or less productive firms. Table 2.7 also highlights the strong contemporaneous response of the
scale variables to the demand shock that we previously emphasized. Importantly, there is no evidence
of any significant differences in the responses of those scale variables across the two productivity
groups. On the other hand, Table 2.7 makes clear that the strong future response of innovation for the
above-median firms is statistically distinguishable from the response for the below-median firms. Not
only are the future response coefficients for those below-median firms insignificant, the coefficient
difference in favor of the relatively more productive firms is statistically significant beyond the 1%

25As can be seen in Figure 2.8a, the growth rate of the sales response for the below median firms fluctuates up and down
following the trade shock. This effect is driven by firms with volatile sales: it disappears when we exclude those firms
with sales growth rates above ±50%.
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Table 2.7: CUMULATIVE HETEROGENEOUS RESPONSE TO DEMAND SHOCK

Scale Innovation

Sales Employment Priority Patents Citations

OLS OLS OLS NB OLS NB

Pre-Trend
Below Median 0.192 (0.152) 0.006 (0.080) -0.247 (0.328) 0.658 (2.016) -0.954* (0.484) -7.999** (3.662)
Above Median 0.022 (0.175) -0.030 (0.087) -0.323 (0.381) -2.074 (1.619) -0.162 (0.665) -0.675 (2.741)
Difference -0.170 (0.200) -0.036 (0.087) -0.077 (0.433) -2.732 (2.537) 0.792 (0.694) 7.325* (4.025)

Current
Below Median 0.408*** (0.108) 0.231*** (0.076) 0.004 (0.251) -0.292 (1.401) 0.096 (0.299) 2.105 (2.753)
Above Median 0.582*** (0.081) 0.303*** (0.105) 0.090 (0.300) -1.167 (1.824) 0.124 (0.783) 2.126 (2.701)
Difference 0.174 (0.117) 0.072 (0.119) 0.087 (0.272) -0.875 (1.523) 0.028 (0.701) 0.020 (2.549)

Future
Below Median 0.347** (0.149) 0.168* (0.097) 0.569 (0.353) 1.761 (3.046) 0.788 (0.681) -1.820 (3.788)
Above Median -0.030 (0.156) 0.160 (0.146) 2.491*** (0.713) 10.223*** (3.004) 3.550*** (0.881) 15.685*** (4.880)
Difference -0.377* (0.205) -0.008 (0.157) 1.922*** (0.589) 8.461*** (2.725) 2.762*** (0.954) 17.505*** (3.375)

Notes: This table reports point estimate and standard errors (under parentheses) for different linear combinations of coefficients from various estimations of equations (2.4) and (2.5). Pre-Trend corresponds to the
estimate of αX,−4 +αX,−3 +αX,−2 +αX,−1, current to αX,0 +αX,1 and Future to αX,2 +αX,3 +αX,4 +αX,5 where X = H for lines “Above Median” and X = L for lines "Below Median". The lines
“Difference” corresponds to the difference between the corresponding above and below median linear combinations. Column 1 corresponds to the results displayed in Figure 2.8a, column 2 to Figure 2.8b, column
3 to Figure 2.6a, column 4 to Figure 2.7a, column 5 to Figure 2.6b and column 6 to Figure 2.7b. ∗∗∗, ∗∗ and ∗ indicate p-value below 0.01, 0.05 and 0.1 respectively.

level in all of our specifications. This strongly supports our main finding that the innovation response
is entirely concentrated within the subset of relatively more productive firms.

The economic magnitude of the innovation response for those above-median firms corresponds
roughly to a similar aggregate response as the one we reported for the case without firm heterogeneity
– except that this response is now concentrated more intensely and exclusively within the top-half of
relatively more productive firms. The OLS coefficients in Table 2.7 imply that an aggregate 1 point
increase in the export demand shock would induce 44 patents associated with 82 citations amongst
the above-median firms. Those numbers are slightly lower than the 52 patents and 88 citations we
previously recorded for the aggregate response without firm heterogeneity. The NB coefficient for the
patent response implies a slightly higher number of patents from the 1 point increase in the export de-
mand shock: 197 patents relative to 166 for the case without firm heterogeneity. The NB coefficient for
the citation response implies a substantially larger response relative to the case without heterogeneity
(almost double). But both NB coefficients for citations (and especially the one for the above-median
firms) have a large standard error, so there is still a wide overlap between our predictions for the
aggregate response in terms of citations with and without firm heterogeneity.

Once again, we find that the economic magnitude of the innovation response – concentrated within
the subset of relatively more productive firms – is substantial.

2.6 Falsification Tests

In order to reinforce our finding of a causal impact for market size (via our demand shocks) on in-
novation by above-median productivity firms, we develop a falsification test that highlights that those
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innovation responses cannot be explained by a firm-level trend: that is, that those firms observed to
increase innovation would have done so anyway absent an increase in export demand.26 This test
also provides a further check on our control that the innovation response is not explained by a firm’s
prior exposure to export markets (since we use prior export intensity to construct our trade shocks).27

Our test involves the construction of placebo demand shocks for each firm and then showing that firm
innovation does not respond to this placebo shock.

In our first placebo construction, we allocate products to firms randomly (based on their empirical
distribution across firms) and compute the demand shocks that each firm would have experienced had
it actually exported those products at t0. In our second placebo construction, we instead allocate the
export destinations randomly across firms (again, based on the empirical distribution of destinations
across firms).28

We construct 2000 different placebo demand shocks using both methods, and then estimate our
baseline OLS specification (2.4) each time with the response of priority patents on the left-hand side.
Figure 2.9 shows the cumulative distribution for the coefficient αH,4 and its t-statistic for the response
by firms with above-median productivity 4 years after the shock. Against those distributions, we show
(red vertical line) the coefficient value and t-statistic for αH,4 that we reported in Figure 2.6a using the
‘true’ demand shocks. We immediately see that the value and significance of the demand shock coeffi-
cient we previously obtained are clear outliers in those distributions (well beyond the 100th percentile
for the coefficient values; and at the 98.5 and 96 percentiles for the associated t-statistics). We can
thus easily reject the hypothesis that a similar innovation response by the above-median productivity
firms would have been observed absent the impact of the “true” demand shock. We have repeated
this falsification test summing the coefficients representing 2 to 5 years after the shock (instead of
just year 4), along with its associated t-statistic. In all those cases, our reported coefficients (and their
t-statistics) are again clear outliers in the simulated cdf: above the 95th percentile of the distribution
in all cases (and above the 100th percentile in a few). We have also repeated this exercise, with similar
results, with citations as the dependent variable.

26A similar approach has been implemented by Chetty et al. (2009) and Malgouyres et al. (2019).
27Our main check is to add export intensity interacted with the year fixed effects as controls.
28To be more precise, each placebo demand shock is the outcome of a random permutation across firms from either the

empirical distribution of products, or the empirical distribution of destinations.
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Figure 2.9: OLS: FALSIFICATION TESTS
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(b) Randomly Switch Destinations
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(c) Randomly Switch Products
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(d) Randomly Switch Destinations
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Notes: This figure plots the cumulative distribution of the point estimates (top panels) and the associated t-stat (bottom panels) and for the αH,4
coefficient when equation (2.4) is estimated 2000 times with a placebo shock, randomly switching the products exported at t0 (left panel) or randomly
switching the export countries at t0 (right panel). αH,4 coefficient and t-stat from Figure 2.6a in red line.

47



2.7 A model

2.7.1 Presentation

In this section, we show that our main finding of a skewed innovation response to common demand
shocks arises naturally from a model of endogenous innovation and competition with firm heterogene-
ity. Our model features a “standard” market size effect that increases innovation for all firms. But
it also embodies an endogenous competition effect that discourages innovation by low productivity
firms. This skewed induced competition effect captures the idea that the expanded market for exports
will attract new firms into the export market as more firms find it profitable to sell their products there;
this in turn will raise competition for exporters into that market. Due to the nature of competition
between firms – featuring endogenous markups – this effect gradually dissipates as productivity (and
resulting market share) increases. This competition effect is thus more salient for smaller French firms
with initially lower productivity, as they lose market share to larger more productive firms.

The model we present is highly parametrized. However, we show in a companion paper (Aghion
et al., 2018) that an increase in market size triggers a skewed competition effect under more general
cost (including the return to innovation) and demand conditions. In particular, we show that the main
skewness result holds for a broad class of preferences under monopolistic competition that satisfy
Marshall’s Second Law of Demand (MSLD), i.e. lead to residual (firm-level) inverse demands that
become more inelastic as consumption increases. Instead, a model with monopolistic competition and
CES preferences (and hence exogenous markups) would not generate a skewed induced competition
effect of increased market size. The recent empirical trade literature provides mounting evidence for
the relevance of endogenous markups associated with MSLD demand.29

Finally, we stress that our empirical work and results in the previous sections are not meant to
specifically test whether the heterogeneous impact of increased market size on innovation is due to the
skewed competition effect with endogenous markups that we model in this section. We are just show-
ing that this evidence is consistent with – and easily explained by – a competition channel highlighted
by our model. Our model also illustrates the fact that very few assumptions are needed beyond MSLD
demand to generate a skewed innovation response to increased market size.

29See Melitz (2018) for a summary of this evidence and how it is connected to endogenous markups and MSLD demand.
This evidence for endogenous markups adjustments would also be consistent with oligopoly models where the elasticity
of substitution between products remain constant. Such a model would nevertheless feature endogenous price elasticities
that respond in a very similar way to those in a model of monopolistic competition with MSLD demand.
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2.7.2 Basic setup

French firms exporting to some export market destination D are competing with local firms producing
in D. We let L denote the number of consumers in that destination. This indexes market size. These
consumers have preferences over all varieties available in D. There is a continuum of differentiated
varieties indexed by i ∈ [0,M ], where M is the measure of available products. Suppose that the
demand for variety qi is generated by a representative consumer in countryD with additively separable
preferences with sub-utility:30

u(qi) = αqi −
βq2

i

2
,

where α > 0 and β > 0.

Those preferences do not differentiate between French or locally produced varieties. Thus, the
output, profit and revenues for the French exporters and local producers have the same expression. For
simplicity, we assume that both types of firms have access to the same innovation technology, which
leads to similar innovation decisions.

Consumer optimization

This representative consumer facing prices pi solves:

max
qi≥0

∫ M

0

u(qi)di s.t.
∫ M

0

piqidi = 1.

This yields the inverse residual demand function (per consumer):

p(qi) =
u′(qi)

λ
=
α− βqi

λ
, (2.6)

where λ =

∫ M

0

u′(qi)qidi > 0 is the corresponding Lagrange multiplier, also equal to the marginal

utility of income. Given the assumption of separable preferences, this marginal utility of income
λ is the unique endogenous aggregate demand shifter. Higher λ shifts all residual demand curves
downwards; we thus interpret this as an increase in competition for a given exogenous level of market
size L.

30As we previously discussed, our analysis can be extended to a broader class of preferences that satisfy Marshall’s Second
Law of Demand (such that residual demand becomes more inelastic as consumption increases).
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Firm optimization

Consider a (French or domestic) firm with marginal cost c facing competition λ. This firm chooses
the output per consumer q(c;λ) to maximize operating profits L [p(q)q − cq]. The corresponding first
order condition yields

q(c;λ) =
α− cλ

2β
, (2.7)

so long as the firm’s cost is below α/λ; the remaining firms with higher cost do not produce. This
output choice in turn leads to the maximized profit per consumer

π(c;λ) =
(α− cλ)2

4βλ
.

In particular, we see that both output and profit are decreasing in both firm level cost c and the
endogenous competition measure λ. More productive firms (with lower cost c) are larger and earn
higher profits than their less productive counterparts; and an increase in competition λ lowers produc-
tion levels and profits for all firms.

Innovation choice

A firm is characterized by its baseline cost c̃. It can reduce its marginal cost of production c below its
baseline cost by investing in innovation. More formally, we assume that

c = c̃− εk,

where k is the firm’s investment in innovation and ε > 0; and we assume that the cost of innovation is
quadratic in k, equal to cIk + 1

2
cI2k

2.31

Thus a firm with baseline cost c̃ will choose its optimal R&D investment k(c̃;λ) so as to maximize
total profit:

Π(c̃, k;λ) = Lπ(c̃− εk;λ)− cIk −
1

2
cI2k

2.

The optimal R&D investment k(c̃;λ), if positive, satisfies the first order condition:

εQ(c̃, k;λ) = cI2k + cI , (FOC)

31Since we only consider a single sale destinationD for our firms, we are implicitly assuming that the innovation is directed
at the delivered cost to consumers in D. We should thus think of innovation as specific to the appeal/cost trade-off to
consumers in D. Our companion paper describes how our main skewness result holds for more general functional forms
for the cost and return to innovation.
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where
Q(c̃, k;λ) ≡ Lq(c̃− εk;λ) = L[α− (c̃− εk)λ]/2β

is the total firm output (across consumers) produced by a firm with baseline cost c̃ and innovation k.
We assume that the baseline cost c̃ is bounded below by c̃min such that c̃min − εk(c̃min;λ) = 0, or
equivalently

c̃min =
ε

cI2

(
εLα

2β
− cI

)
.

This in turn ensures that the post-innovation marginal cost is bounded away from zero, even for the
most productive firms.

Figure 2.10 depicts the optimal innovation choice at the intersection between the marginal cost
(MC, right-hand side of FOC) and the marginal benefit of innovation (MB, left-hand side of FOC). As
long as the marginal benefit is above the marginal cost of investing in R&D, the firm wants to increase
innovation, because the marginal profit made by investing one more unit of R&D exceeds its marginal
cost. We assume that the second order condition holds so that the slope of the marginal cost is strictly
larger than the slope of the marginal gain:

cI2 > ε
∂Q

∂k
=
ε2λL

2β
. (SOC)

This ensures a smooth innovation response to productivity differences.

When comparing a more productive firm (with lower baseline cost, depicted by the blue curve)
and a less productive firm (with higher baseline cost, depicted by the red curve), we see that both firms
face the same marginal cost curve and their marginal gain curves have the same slope. Only the zero
intercepts of the two marginal gain curves are different: the lower c̃ firms have a higher intercept, thus
a higher marginal gain, and therefore invest more in R&D. Firms with sufficiently high baseline costs
do not innovate, as the zero intercept of their marginal gain curves falls below cI , so that even their
first innovation unit would not be worth its cost. These are firms with baseline costs above the baseline
cost of the marginal innovator, which is equal to:

ĈI =
1

λ

(
α− 2βcI

εL

)
. (2.8)

In the next subsection we analyze how the optimal innovation choice k(c̃;λ) responds to a positive
demand shock, i.e. to an increase in market size L.
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Figure 2.10: Optimal innovation is higher for more efficient firms
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2.7.3 The market size and competition effects

We first analyze the direct effect of an increase in L, holding the competition level λ constant. At
each firm’s current innovation choice k(c̃;λ), this triggers a proportional increase in firm output, and
an upward shift in the marginal benefit of innovation, inducing all firms to increase innovation.

Figure 2.11 shows this innovation response for firms with different baseline costs. Both the inter-
cept and the slope of the marginal gain curve increase. We see how this leads to higher innovation
for all firms. Given our assumptions on the benefits and costs of innovations, this leads to higher
innovation responses for more productive firms:

∂2k

∂L∂c̃
< 0.

This increase in market size also induces some firms to begin R&D (higher ĈI , see 2.8).

We now consider the effect of an increase in competition λ, holding market size L constant. At
each firm’s current innovation choice k(c̃;λ), this triggers a decrease in firm output (see equation
(2.7)). However, unlike the case of a change in market size L, this output response is no longer
proportional across firms: high cost firms bear the brunt of the competition increase and dispropor-
tionately lose market share. Even though all firms respond by reducing innovation, this reduction in
innovation is most pronounced (larger) for those high cost firms:

∂2k

∂λ∂c̃
< 0.

This contrasts with the case of a market size decrease (leading to proportional output decreases),
which would lead to bigger innovation reductions for low cost firms instead. In the limit for the most
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Figure 2.11: Direct market size effect (increase in L)
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Figure 2.12: Competition effect (increase in λ)
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efficient firms (with baseline cost approaching c̃min), the negative impact of increased competition on
innovation dissipates completely (see FOC).

Figure 2.12 shows this innovation response for firms with different baseline costs. The increase
in competition decreases the marginal benefit of innovation, but substantially more for the high cost
firm – because the intercept decrease is larger (recall that the slope of the marginal benefit curve does
not change with the firm’s baseline cost).32 Thus, the high cost firm’s reduction in innovation is most
pronounced. The competition increase also induces some firms to stop R&D (lower ĈI , see 2.8).

32The new dotted marginal benefit curve remains below the old one at least until it meets the marginal cost curve, even
though an increase in competition increases the slope of the marginal benefit curve.
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2.7.4 The heterogeneous innovation response to an export shock

How can our model generate the skewness we observed in firms’ innovation response to a positive
export demand shock? In the Appendix we endogenize the equilibrium competition level λ in country
D and we show that it increases with L. The intuition is that an increase in market size L induces
entry on the export market D by new firms; this in turn increases the elasticity of the inverse demand
curve faced by each French exporter to D and an increase in λ. It then follows that an increase in
market size L will have two effects on firms’ innovation incentives: (a) a direct - positive - market
size effect, whereby the increase in L induces all firms to increase innovation; this effect was shown
above to be more positive for more frontier firms (i.e. for firms with lower initial production cost c̃
); (b) an induced - negative - competition effect whereby the increase in L increases competition λ
which in turns reduces firms’ innovation incentives; as we saw above, the effect of an increase in λ on
firms’ innovation is more negative for less productive firms (i.e. for firms with higher initial production
cost c̃). The overall effect of an increase in market size L on innovation – which combines the direct
market size effect and the induced competition effect – will be unambiguously more positive for more
frontier firms; moreover, this overall effect can turn out to be negative for the least productive firms -
depending on the relative magnitude of the direct and indirect impacts. This heterogeneous response
is fully consistent with our empirical analysis: we showed that the most productive half of the firms
increase their innovation when their market size expands, while the response for the least productive
half of the firms is essentially muted.

2.8 Conclusion

In this paper we used exhaustive data covering the French manufacturing sector to analyze the impact
of export demand shocks on patenting by French exporting firms. To disentangle the direction of
causality between export demand and innovation, we constructed a firm-level export demand shock
which responds to aggregate conditions in a firm’s export destinations but is exogenous to firm-level
decisions.

We first showed that French firms respond to exogenous growth shocks in their export destinations
by patenting more. Second, we showed that this positive impact of market size on innovation is skewed
and entirely driven by French firms with above-median initial labor productivity within their sector.
Third, we showed that the innovation response arises 2 to 5 years after a demand shock, whereas
the same demand shock raises contemporaneous sales and employment for all firms. And lastly, we
developed a simple theoretical model with endogenous innovation and endogenous markups which
rationalizes the skewed innovation response to increases in export demand.

Our paper contributes to the existing literature on innovation and market size in several respects:
To our knowledge, we are the first to identify a causal impact of firm-level market size on innovation
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that is independent of any sector-level dynamics (controlling for arbitrary sector level year-on-year
changes) and widespread across the entire manufacturing sector. Given the detailed timing of the
changes in demand, we are also able to precisely measure the time-lag required before the ensuing
patenting activity is recorded. And lastly, we have showed that this innovation response is highly
skewed and dominated by relatively more productive firms within each sector.
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APPENDIX

2.A Data description

2.A.1 Patent data

Our first database is PATSTAT Spring 2016 which contains detailed information about patent
applications from every patent office in the world. Each patent can be exactly dated to the day of
application, which is sometimes referred to as the “filing date”.

Counting patent applications Each French firm is associated with a number of patent applications
by that firm each year (see section 2.A.4). If the firm shares a patent with some other firms, then we
only allocate a corresponding share of this patent to the firm. This raises the well-documented issue
of truncation bias (Hall et al. (2005)). Indeed as we come closer to the end of the sample, we observe
a smaller fraction of all patents since many of them are not yet granted.33 In addition, there is a legal
obligation to wait 18 months before publication in PATSTAT. With our version of Spring 2016 this
implies that we can assume the data to be reasonably complete up to 2012. The sector-time fixed
effects also deal with the truncation bias in our regressions. An alternative solution could be to use
the year of granting instead of the year of application. However, the former is less relevant than the
latter as it is affected by administrative concerns and also by potential lobbying activities that have
little to do with the innovation itself. In order to be as close to the time of the innovation as possible,
we follow the literature and consider the filing date. We consider every patent owned by a French
firm, regardless of the patent office that granted the patent rights. Here we need to be aware of the
differences in regulations across intellectual property offices. Some patent offices, especially those of
Japan and Korea, offer less breadth to a patent, which implies that more patents are needed to protect
a given invention than in other patent offices (see de Rassenfosse et al., 2013). Since we only consider
French firms, this would become an issue only if some French firms patent relatively more in countries
like Japan or Korea, which would induce an upward bias in the number of patents held by those firms.
However, we use a count of priority patent applications only, which is immune to this potential bias.

Priority patent applications The fact that an inventor might want to patent its invention in different
countries (or through supranational patent offices like PCT or EPO) makes it impossible to consider
that one patent is equal to one invention. For this reason, patents are associated with a family which

33The time between patent application and patent granting is a little more than 2 years on average but the distribution of
this lag is very skewed with few patent applications still waiting for patent granting many years after the application.
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gather different patents which are more or less related to the same invention. More precisely, during a
12-month period following the filing of an application, the applicant has the right of priority. During
this period, the applicant can file a similar patent in a different patent office and claim the priority of the
first application when filing this subsequent application. If the priority claim is valid, the date of filing
of the first application is considered to be the effective date of filing for the subsequent applications.
This first application corresponds to the priority patent. All subsequent filings of the same intellectual
property (in particular if they are in other countries) are secondary filings.

Citations We also use PATSTAT information on citations received by patents owned by French
firms. Citations are often used to address the problem that all patents are not of equal quality and that
simply counting the number of patent applications provides a noisy measure of the true innovation
performance of a firm. However, the truncation bias issue is even worse with citations than with
patent count. Patents from say 2010 have less time to be cited than patents from 1980 regardless of
their respective qualities. Comparing different cohorts of patents can thus lead to misinterpreting what
is reflected by the total number of citations received by a firm. To address this problem, we consider
the number of citations received within a certain time window after the application date (usually 3 or
5 years). Using sector times year fixed effects in the regressions also helps to alleviate this concern.

2.A.2 Firm-level accounting data

Our second data source, provided by the DGFiP-Insee and called FICUS and FARE, provides us with
accounting data for French firms. The corresponding data are drawn from compulsory reporting of
firms and income statements to fiscal authorities in France. Since every firm needs to report every year
to the tax authorities, the coverage of the data is all French firms from 1994 to 2012 with no limiting
threshold in terms of firm size or sales. This dataset provides us with information on the turnover,
employment, value-added, the four-digit sector the firm belongs to . . . This corresponds to around 47
million observations and the number of observations per year increases from 1.9m to 3.9m over the
period we consider.

The manufacturing sector is defined as category C of the first level of the NAF (Nomenclature
d’Activités Frana̧ise), the first two digits of which are common to both NACE (Statistical Classifica-
tion of Economic Activities in the European Community) and ISIC (International Standard Industrial
Classification of All Economic Activities). Insee provides each firm with a detailed principal activity
code (APE) with a top-down approach: it identifies the 1-digit section with the largest value added.
Among this section, it identifies the 2-digit division with the largest value-added share, and so on until
the most detailed 5-digit APE code (Insee, 2016). It is therefore possible that another 5-digit code
shows a larger value-added share than the APE identified, but one can be sure that the manufacturing
firms identified produce a larger value-added in the manufacturing section than in any other 1-digit
section, which is precisely what we rely on to select the sample of most of our regressions. The 2-digit
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NAF sector, which we rely intensively on for our fixed effects, then represents the most important
activity among the main section of the firm. Employment each year is measured on average within the
year and may therefore be a non-integer number.

A unique 9-digit identifier called Siren number is associated to each firm, this number is given to
the firm until it disappears and cannot be assigned to another firm in the future. When a firm merges
with another firm, or is acquired by another firm, or makes significant changes in its organization, this
number may change over time. Hence, new entrant Sirens in our database do not necessary correspond
to new firms.

2.A.3 Trade data

Customs data for French firms Detailed data on French exports by product and country of des-
tination for each French firm are provided by the French Customs. These are the same data as in
Mayer et al. (2014) but extended to the whole 1994-2012 period. Every firm must report its exports by
destination country and by very detailed product (at a level finer than HS6). However administrative
simplifications for intra-EU trade have been implemented since the Single Market, so that when a firm
annually exports inside the EU less than a given threshold, these intra-EU flows are not reported and
therefore not in our dataset. The threshold stood at 250 000 francs in 1993, and has been periodically
reevaluated (650 000 francs in 2001, 100 000 euros in 2002, 150 000 euros in 2006, 460 000 euros in
2011). Furthermore flows outside the EU both lower than 1 000 euros in value and 1 000 kg in weight
are also excluded until 2009, but this exclusion was deleted in 2010.

Country-product bilateral trade flows CEPII’s database BACI, based on the UN database COMTRADE,
provides bilateral trade flows in value and quantity for each pair of countries from 1995 to 2015 at the
HS6 product level, which covers more than 5,000 products.

2.A.4 Matching

Our paper is the first to merge those three very large - patent, administrative, and customs - datasets
covering exporting French firms. Merging administrative firm-level data from FICUS/FARE and Cus-
toms data is fairly straightforward as a firm can be identified by its Siren identifier in both datasets.34

Thus the main challenge is to match either of these two datasets with PATSTAT. Indeed, PATSTAT
only reports the name of the patent applicant(s). Not only can this name be slightly different from
the name reported in the other two databases, but it may also change over time, for example because

34Although one must keep track of the different definitions of firms across these two datasets.
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of spelling mistakes. We thus relied on the work of Lequien et al. (2019) who developed a matching
algorithm to map patents with the corresponding French firms.

Lequien et al. (2019) proceed in three main steps to merge PATSTAT and SIRENE:

1. For each Siren number from SIRENE, find a small subset of applicant firms in Patstat with
phonetic similarities:

• perform cleaning, splitting and phonetic encoding on firms’ name in both databases. Too
common words are deleted (THE, AND, CO, FRANCAISE . . . ).

• sort each name by least frequent encoding in SIRENE. The more often a word appears in
the database, the less information it can convey to identify firms.

• for each SIRENE firm, the first (ie least frequent) cleaned word of the firm’s name is
compared with every PATSTAT name. All the PATSTAT names containing this word form
a first subset of possible matches. Then the second word of the firm’s name is compared
with every name in this subset, reducing it further. This procedure stops before arriving at
a null subset, and yields a set of likely PATSTAT matches for each SIRENE name. Very
often this set is null because the majority of firms do not patent. On average, this subset
contains 10 applicants, reducing a lot the computationally intensive comparisons.

2. Computation of parameters on these possible matches

• Comparison of the names (raw names, and cleaned names), using Levenshtein distances
and an inclusion parameter (all the words in one name are included in the name from the
other database)

• zip code comparison (code postal)

• date comparisons (a firm cannot have patented before its creation)

3. Matching with supervised learning

• Sample from INPI (Institut National de la Propriété Intellectuelle) with 15,000 true matches
between Siren number and PATSTAT person id (and in total 170,000 pairs, with the cor-
responding known mismatches).

• This sample is randomly split into a learning sample and a verification sample (this proce-
dure is repeated 10 times, and the recall and precision measures are averaged over them, so
that the choice of the sample does not alter the results). This allows to choose the relevant
variables and estimate the parameters.

• apply this model on all the possible matches identified in the previous step.

• in 90% of cases, unique matching. In the remaining 10% of cases, filter further with a
decision tree (is the date of creation of the firm lower than the first filing of the applicant?,
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which couple has the minimum Levenshtein distance between raw names, between cleaned
names, is one of the names included in the other?, which firm has the maximum number
of employees?)

Based on the (rotating) verification sample taken from INPI data, the recall rate (share of all
the true matchings that are accurate) is at 86.1% and the precision rate (share of the identified
matches that are accurate) is at 97.0%.
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2.B Time lag in exports reporting between production and cus-
toms data

The different timing for recording the export transaction between tax and customs authorities materi-
alizes in the annual data in particular when the transaction occurs at the end of a year t – it is recorded
in the tax data for year t – but the shipment occurs at the beginning of the following year, in which case
it is recorded in the customs data in year t + 1. Because part of the January t + 1 (customs) exports
is recorded as year t (tax) exports, a firm with larger (customs) exports in January of year t + 1 is
expected to show a larger discrepancy between tax and customs exports in year t. Figure 2.13 reports
the bin-scatter of the ratio of customs over production exports in year t (y axis) versus the share of
January t+ 1 exports over exports in year t (both from the customs data, x axis), absorbing firm fixed
effects. It shows that when January t+1 (customs) exports represent a bigger share of year t (customs)
exports, then the customs data falls shorter than the production data for year t.

Figure 2.13: CUSTOMS/PRODUCTION DISCREPANCY IN YEAR t VERSUS t+1 JANUARY SHARE OF YEAR t EXPORTS
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Notes: This Figure reports the bin-scatter of the ratio of customs over production exports for year t (y axis) against the ratio of January t + 1 exports
over year t exports (both taken from customs data). Firm fixed effects are absorbed. Number of observations: 53,287. Years: 1994-2012

We extend this analysis over the last months of year t and the first months of year t + 1 with the
following regression:

Xf,t/X
∗
f,t =

6∑
m=−6

αm
Xf,m

Xf,t

+ µs(f,t),t + νf + εf,t (2.9)
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where Xf,m is (customs) exports for month m of year t + 1 if m > 0, or month 12 + m of year
t if m ≤ 0. 0 corresponds to December t, 1 to January t + 1. We control for firm fixed effects and
the sector of the firm. We keep in the regression only observations where Xf,t/X

∗
f,t ≤ 10 and where

each share Xf,m
Xf,t
≤ 1. Figure 2.14 reports the coefficients αm along with their 95 and 99 confidence

intervals (standard errors are clustered at the firm level). Everything else equal, if the first months of
year t + 1 represent a larger share of year t exports, then the ratio of yearly exports from customs to
production data is smaller. Conversely if the last months of year t represent a larger share of yearly
exports, then the customs yearly figure is bigger relative to the production figure.

Figure 2.14: DIFFERENCE IN REPORTING TIMING BETWEEN CUSTOMS AND PRODUCTION SOURCES
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Notes: This Figure reports the coefficients αm and corresponding 95% and 99% confidence intervals from equation (2.9). Number of observations:
58,027. Years: 1994-2012
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2.C Additional Empirical results
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Figure 2.15: OLS: OTHER VARIABLES
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Notes: These Figures replicate Figures 2.4a and 2.6a but using different measures of innovation as the dependent variable: respectively counting
citations received within a 3 year window, counting the number of patents among the 10% most cited in the year and counting any patent (whether
priority or secondary filing). Number of observations: 22,175.
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Figure 2.16: INVERSE HYPERBOLIC SINE TRANSFORMATION OF THE DEPENDENT VARIABLE
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Notes: These Figures replicate Figures 2.4 and 2.6 but use the inverse hyperbolic sine transformation (asinh) of the number of priority patents or of
5-year citations as the dependent variable. Number of observations: 22,175
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Figure 2.17: OLS: REMOVING THE MARKETS WHERE A FRENCH FIRM IS A LEADER
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Notes: These Figures replicate Figures 2.4 and 2.6 but dropping firm-destination pairs whenever the firm’s market share in the destination exceeds 10%
in the construction of the demand shock variable. Number of observations: 21,859
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Figure 2.18: DIFFERENT TRIMMING THRESHOLDS - OLS: PRIORITY PATENTS

(a) No Trimming
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Notes: These Figures replicate Figure 2.6a but use a different trimming of the demand shocks, respectively: 0, 1, 2, 3, 4 and 5%. Number of observations:
26,954; 24,866; 23,087; 21,381; 19,828 and 18,475 respectively.
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Figure 2.19: OLS: SAMPLE OF FIRMS THAT INNOVATED BEFORE 1994
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Notes: These Figures replicate Figures 2.4 and 2.6 but restricting to firms that innovated before 1994 (i.e. with a patent application with filing date
between 1985 and 1994). Number of observations: 6,866
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Figure 2.20: OLS: SAMPLE OF FIRMS WITH t0 = 1994

(a) Priority patents

-1

-.5

0

.5

1

1.5

-4 -3 -2 -1 0 1 2 3 4 5

(b) Priority patents

-1

-.5

0

.5

1

1.5

-4 -3 -2 -1 0 1 2 3 4 5

Below median productivity
Above median productivity

(c) Citations within 5 years

-1

0

1

2

-4 -3 -2 -1 0 1 2 3 4 5

(d) Citations within 5 years

-2

-1

0

1

2

-4 -3 -2 -1 0 1 2 3 4 5

Below median productivity
Above median productivity

Notes: These Figures replicate Figures 2.4 and 2.6 but restricting to firms that first exported before 1994 (t0 = 1994 in equations (2.2) and (2.4)).
Number of observations: 15,742
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Figure 2.21: OLS: 6 LAGS
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Notes: These Figures replicate Figures 2.4 and 2.6 but using 6 lags and 4 leads (therefore defining k = 6 and k′ = 4 in equations (2.2) and (2.4)).
Number of observations: 18,707
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Figure 2.22: OLS: NO PRE-TREND
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Notes: These Figures replicate Figures 2.4 and 2.6 but without using any lead (therefore defining k = 5 and k′ = 0 in equations (2.2) and (2.4)).
Number of observations: 25,237
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Table 2.8: DETAILED REGRESSION RESULTS

One group Two groups

OLS NB OLS NB

Shock Df,t

at t+4 -0.059 (0.100) 0.321 (0.874)
Below Median -0.062 (0.116) 0.602 (0.957)
Above Median -0.097 (0.150) -0.005 (0.762)

at t+3 -0.140 (0.119) -0.818 (0.524)
Below Median -0.139 (0.156) -0.729 (0.802)
Above Median -0.174 (0.153) -0.935 (0.655)

at t+2 -0.091 (0.126) -0.241 (0.804)
Below Median -0.142 (0.122) -0.028 (0.855)
Above Median -0.101 (0.138) -0.596 (0.726)

at t+1 0.901 (0.136) -0.061 (0.795)
Below Median 0.097 (0.126) 0.813 (0.918)
Above Median 0.049 (0.177) -0.538 (1.081)

Total pre-trend -0.199 (0.328) -0.799 (1.588)
Below Median -0.247 (0.328) 0.658 (2.016)
Above Median -0.323 (0.381) -2.074 (1.619)

at t -0.072 (0.151) -1.172 (1.049)
Below Median -0.101 (0.144) -1.481 (1.178)
Above Median -0.449 (0.218) -0.764 (1.264)

at t-1 0.118 (0.143) 0.143 (0.746)
Below Median 0.105 (0.195) 1.189 (1.211)
Above Median 0.135 (0.151) -0.403 (0.777)

Total current 0.046 (0.257) -1.029 (1.580)
Below Median 0.004 (0.251) -0.292 (1.401)
Above Median 0.904 (0.300) -1.167 (1.824)

at t-2 0.240* (0.128) 1.385** (0.666)
Below Median 0.017 (0.147) 0.119 (1.253)
Above Median 0.439** (0.178) 2.393*** (0.733)

at t-3 0.573*** (0.192) 2.301** (1.107)
Below Median 0.406 (0.162) 1.485 (1.621)
Above Median 0.687** (0.265) 2.393*** (0.734)

at t-4 0.457** (0.163) 1.829** (0.907)
Below Median 0.129 (0.187) 0.615 (1.511)
Above Median 0.697*** (0.243) 2.485** (1.144)

at t-5 0.392** (0.162) 1.487 (1.148)
Below Median 0.0163 (0.171) -0.458 (1.598)
Above Median 0.668*** (0.204) 2.539** (1.144)

Total Future 1.662*** (0.534) 7.002** (3.112)
Below Median 0.569 (0.353) 1.761 (3.046)
Above Median 2.491*** (0.713) 10.223*** (3.004)

Initial Stock of patent (log) 0.755*** (0.0793) 1.301*** (0.110) 0.747*** (0.067) 1.277 (0.124)
Initial Employment (log) -0.005 (0.018) -0.049 (0.100) 0.017 (0.019) 0.291 (0.104)
Initial Sales (log) 0.050 (0.016) 0.429*** (0.064) 0.028* (0.015) 0.347 (0.070)
Initial Employment variation 0.049 (0.037) 0.234 (0.209) 0.044 (0.038) 0.201 (0.212)
Initial Sales variation 0.040** (0.018) 0.350*** (0.112) 0.042*** (0.015) 0.366 (0.095)

Fixed Effects
Sector × year X X X X
Productivity group × year X X
Initial export intensity × year X X X X

Obs. 22,175 22,175 22,175 22,175
R2 0.292 0.294

Notes: This table reports point estimate and standard errors (under parentheses) of all coefficients of equations (2.2) (col 1), (2.3) (col 2), (2.4) (col 3) and (2.5) (col 4).
Firms are either taken all together (columns 1 and 2) or grouped according to their initial level of productivity (Above Median and Below Median, columns 3 and 4). In
addition to the estimation of each coefficients, the Table also reports the Wald test on different linear combinations of coefficients (see Tables 2.6 and 2.7). ∗∗∗, ∗∗ and ∗

indicate p-value below 0.01, 0.05 and 0.1 respectively. Standard errors are clustered by groups of sector (2 digit) and group of productivity.
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2.D Theoretical appendix

We describe how the equilibrium competition level λ in destination D is endogenously determined
and show that λ increases with L. Although this equilibrium involves all the firms operating in D,
including both the French exporters to D along with the domestic producers in D, we show that the
equilibrium competition level λ is determined independently of the export supply to D (which then
only impacts the number of domestic entrants and producers).

Let ΓD(c̃) denote the cumulative distribution of baseline costs c̃ among domestic producers in D.
We assume that ΓD(c̃) has support on [c̃0D,+∞) with c̃0D > c̃min. Let FD denote the fixed production
cost faced by those domestic firms in D. Since a firm’s operating profit is monotonic in its baseline
cost c̃, producing for the domestic market D is profitable only for domestic firms with a baseline cost
c̃ below a cutoff value ĈD defined by the zero profit condition:

Π(ĈD, 0;λ) = FD, (ZCP)

where we have assumed that ĈD > ĈI so that the firm with the cutoff cost ĈD does not innovate (and
hence does not incur any innovation cost). Entry is unrestricted subject to a sunk entry cost FE

D . In
equilibrium, the expected profit of a prospective entrant will be equalized with this cost, yielding the
free-entry condition: ∫ ĈD

c̃0D

[Π(c̃, k(c̃;λ);λ)− FD] dΓD(c̃) = FE
D . (FE)

Proposition 1 The two conditions (ZCP) and (FE) jointly determine a unique pair (λ, ĈD).

PROOF Uniqueness: in (ĈD, λ) space, the (ZCP) condition is strictly downward-sloping while the
(FE) condition is strictly upward-sloping, ensuring uniqueness of the equilibrium if such an equilib-
rium exists. More precisely: (a) an increase in competition from λ to λ+dλ reduces the profit of firms
with baseline cost ĈD(λ), so that those firms no longer operate; this means that ĈD(λ+dλ) < ĈD(λ),
which proves that the (ZCP) curve is strictly downward-sloping; (b) an increase in competition from
λ to λ+ dλ reduces the profit of all firms (the envelope theorem ensures that at the optimal innovation
level ∂Π

∂k
= 0 so that dΠ

dλ
= ∂Π

∂λ
< 0); this in turn means that ĈD has to strictly increase for the (FE)

condition to hold, which proves that the (FE) curve is strictly upward-sloping.

Existence: We show that the (FE) curve lies below the (ZCP) curve for values of ĈD close to c̃0D,
and that the (FE) curve ends up above the (ZCP) curve for high values of ĈD. As ĈD becomes close
to c̃0D, (ZCP) implies a value for λ which is positive and bounded away from zero, whereas (FE)
requires λ to become arbitrarily small, because the integrand must go to +∞ for the integral over a
very small interval to remain equal to FE

D . Next, recall that the (ZCP) curve must remain below the
λ = α

ĈD
curve. Given that α

ĈD
−→ 0 when ĈD −→ +∞, the α

ĈD
curve must cross the (FE) curve at

some point. At this point, the (ZCP) curve lies below the (FE) curve.
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For simplicity, we have abstracted from any export profits for the domestic firms. This is inconse-
quential for our prediction that the equilibrium competition level λ increases with market size L, so
long as destination D is small relative to the size of the global export market.35

Proposition 2 An increase in market size L in D leads to an increase in competition λ.

PROOF We prove this proposition by contradiction. If λ were to decrease, then the cutoff ĈD would
have to increase (see (ZCP)). Since π(c;λ) is decreasing in λ, then Π(c̃, k;λ) must also increase
for any given innovation level k when λ decreases. Given the optimization principle, Π(c̃, k(c̃;λ);λ)

must also increase. This, together with an increase in the cutoff ĈD, represents a violation of the (FE)
condition. Thus competition λ must increase when L increases.

35More precisely, the free entry condition can be extended to incorporate the (net) export profits Π−D earned in other
destinations: ∫ ĈD

c̃0D

[Π(c̃, k(c̃;λ);λ)− FD + Π−D(c̃, k; {λ−D})] dΓD(c̃) = FE
D ,

where {λ−D} denotes the vector of competition levels in countries other than D. So long as these competition levels
{λ−D} do not respond to changes in D, the export profits shift up the marginal benefit of innovation in (FOC) by an
amount that does not depend on λ or L. This marginal benefit curve will remain an increasing function of innovation k
and will shift up with any market-wide change in D that increases firm output Q(c̃, k;λ) at fixed innovation k.
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Chapter 3

Tax Evasion and The Quest for Simplicity:
Evidence from the Self-Employed in France
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Abstract

We analyze how French self-employed individuals respond to a notch in their tax schedule, and
we identify the motives behind that response. French self-employed can choose between three fiscal
regimes, each of which differs in terms of tax incentives and administrative simplicity. In the two
simplest regimes, we show a massive bunching just below the turnover threshold above which the
individuals no longer qualify for those regimes. Entrepreneurs respond to tax incentives, as individ-
uals with higher marginal tax rates bunch more. Many behavioral patterns suggest that this observed
bunching comes at least to some extent from misreporting: just below the threshold, individuals report
more often round numbers and appear to shift income to their partner when both are self-employed. In
addition, we show that individuals learn over time how the system works – and how to take advantage
of it. Finally a structural model of regime choice, estimated by fitting data moments, confirms the role
of tax evasion and shows that the self-employed place a high value on tax simplicity, particularly for
the super simplified regime.

JEL codes: H26, H24, H21

Keywords: Taxation, Bunching, Evasion, Complexity, Self-Employment, Entrepreneurship.
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3.1 Introduction

“Simplicity is the ultimate sophistication,” wrote Leonardo da Vinci. Many policy makers would
probably agree with his statement. Designing a policy that fulfills its stated goals, provides clear and
correct incentives without unintended consequences, minimizes administrative hassle for individuals,
and at the same time remains sufficiently simple for people to understand is an enormous challenge.
Tax policy is a case in point: the best tax incentives may turn out to be ineffective if people do not
understand them. Even worse, complexity may make the system more regressive if it is mostly the
least sophisticated agents or those who cannot afford professional tax advice who cannot understand
it and benefit from it. Many tax and transfer policies are targeted towards the bottom of the income
distribution, where simplicity may be even more important, and where complexity may prevent the
very same people targeted by these policies from taking advantage of them.

In this paper, we try to disentangle the extent to which the choice of tax regime by self-employed
individuals in France, is driven by a preference for simplicity or simply by the incentive to evade
taxation. We define tax simplicity as the combination of conceptual simplicity and practical simplicity:
a system is simple if it is both easy to understand and logistically easy to handle.

The self-employed are a very interesting group to study per se. They have become more numerous
and important in recent years, through the rise of platforms such as Uber, Air BnB, or Task Rabbit,
and the outsourcing of jobs previously done in-house. In recent work, Katz and Krueger (2016) and
Katz and Krueger (2017) cast light on the rise of alternative work arrangements – those differing from
conventional self-employment and regular employment – and on the ensuing fragmentation of the
labor market.

Our own focus on the self-employed is mainly driven by the following considerations. First, they
are typically shown to be much less constrained than wage earners and can more easily adjust their
incomes to tax incentives (Saez, 2010; Kleven and Waseem, 2013). This is important if we want
to measure how people respond to simpler or more complex tax policies. Second, since the self-
employed are their own decision makers, there is a more direct map between their own understanding
of the tax system and their response to it. This link is weakened for wage earners, since it may be their
company determining their pay structure and responses to taxes, based on its own (presumably, better)
knowledge of the tax system. Third, self-employment in France serves as a particularly well-suited
quasi-laboratory for studying the effects of tax simplicity and complexity. Indeed, it has a very unique
variety of fiscal “regimes”– or modes of taxation of self-employment– which differ not only in their
monetary incentives, but also in their degree of tax simplicity. These fiscal regimes have changed
significantly over time, offering the opportunity to study learning and dynamic adjustments. They also
impact different groups of agents heterogeneously, thus providing valuable policy variation that helps
our estimation.
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Our first main contribution is to introduce and use new individual tax returns data from the French
internal revenue service over the period 1994-2015. The tax returns data is combined with additional
administrative and large-scale survey data, to yield information on employment, demographics, edu-
cation and government benefits received. This highly valuable combination of administrative tax data
and census-style survey data allows us to study the characteristics of agents who respond differently
to tax incentives.

In Section 3.2, we start by describing the landscape of French policies related to self-employment.
There are three regimes under which the self-employed may choose to operate, which differ along two
main dimensions: monetary tax incentives and tax simplicity. In brief, the “standard regime” treats
an individual’s net business income (revenues minus costs) as taxable income, which is advantageous
for businesses with employees, significant investments, or high operating costs. It does, however,
come with the most involved and costly tax accounting requirements, which also limit the scope for
misreporting. The “simplified regime” cuts down on tax hassle and allows agents to claim a flat-
rate rebate as a fraction of revenues instead of reporting their true business costs, which can be very
advantageous for agents with low operating costs. The “super simplified” regime further increases
tax simplicity by replacing all income taxes and social insurance contributions by a unique – and
relatively low– flat rate payment proportional to gross revenues. The simplified and super simplified
regimes require that revenues are below an eligibility threshold. This threshold depends on the type
of business activity, and has changed over time. Thus, broadly speaking, the simplified and super
simplified regimes are well suited to agents with small and slow-growing activities, with relatively
low operating costs and investments, and with strong preferences for tax simplicity.

In Section 3.3, we provide key new summary statistics on the self-employed for the period 1994-
2015.1 Section 3.4 formally models the three self-employed regimes, their financial (net-of-tax) pay-
offs, and the costs imposed by tax requirements, which we call “tax hassle costs.” The eligibility
thresholds create a special type of discontinuity, not only in monetary payoffs, but also in tax sim-
plicity. We express this discontinuity – or “notch”– in monetary terms as a function of underlying
parameters, such as an agent’s tax bracket, activity type, tax hassle costs and operating costs. We find
very significant behavioral responses (in terms of regime choice and income) to the notches created by
the eligibility thresholds. We also highlight heterogeneity in responses: Agents who have other sizable
sources of income, such as salaried income or pension income, exhibit much stronger bunching. The
same holds true for agents who stand to gain more from fiscal optimization, namely those in higher
tax brackets. Importantly, only agents with a at least a high school degree respond to the eligibility
thresholds; those without one do not.

1The self-employed are on average older than wage earners, more likely to be retired, more educated, more likely to be in
high skill occupations, and have higher labor, capital, and total income. They are less likely to receive unemployment or
social insurance benefits. The fraction of agents with self-employed income remained stable at around 5% of all tax filers
aged 18-65 until 2009 and has risen since then. The fraction of agents who earn only self-employed income remained at
4% until 2009 and has increased sharply since then.
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Our second main contribution is to try and explain the bunching. We proceed in two main steps.
Step one, in Section 5: there, we provide three pieces of evidence to the effect that bunching is at least
partly associated with tax evasion. First piece of evidence: revenue statements are more often round
numbers close to the thresholds than far from them, an indication that the reported figure is more likely
to have been forged. Second piece of evidence: in households with two self-employed individuals,
the highest earner appears to shift some of her income to her partner as she approaches the threshold.
Third piece of evidence: bunching increases over time, and agents react rapidly to a large and salient
institutional change whereas they respond slowly to a smaller or more complex change.

Step two, in Section 6: we try to disentangle between pure monetary motives and the quest for
simplicity to explain individuals’ attempt to file under the simpler regimes. To disentangle between
the two motives, we estimate a structural model by fitting data moments. Our estimation confirms
the role of tax evasion. But it also shows that tax simplicity is at work in explaining the observed
bunching. Moreover, the simplicity motive appears to be particularly important in the super simplified
regime, where it is valued at around 500 e (versus less than 100 e in the simplified regime).

Our paper relates to several strands of literature. First, the literature on the effects of taxation
on entrepreneurship and self-employment. Cullen and Gordon (2007) use U.S. tax returns data to
show that different components of the tax system, such as the progressivity and the marginal tax rates,
have had distinct and significant impacts on entrepreneurial risk-taking (see also Cullen and Gordon
(2006)).2 We contribute to the literature on taxable income elasticities (Gruber and Saez, 2002; Saez,
Slemrod and Giertz, 2012), but bringing hassle costs and the quest for simplicity into the picture,
and also by exploiting the heterogeneity across self-employed individuals to provide evidence for tax
evasion.

Our analysis of how members of the same household jointly optimize (and misreport) their self-
employed earnings echoes the analysis of the joint income decisions among wage earners in Eissa
and Hoynes (2004), Eissa and Hoynes (2006), and Gelber (2014). We contribute to this literature
by inferring tax evasion from households’ reporting behavior far from versus close to the eligibility
thresholds for the simplified and super-simplified self-employment regimes.

Our work also relates to how tax payers respond to costly information with inattention as in
Hoopes, Slemrod and Reck (2017) or with behavioral biases as in Lockwood and Taubinsky (2016)
and Lockwood (2016). Here again, we exploit what the data tell us regarding how individuals’ learn-
ing reacts differently over time to different changes in self-employment regimes, to infer evidence of
tax evasion.

2Gentry and Hubbard (2000) find that a progressive tax system discourages entry into entrepreneurship. Using the Panel
Study of Income Dynamics, Bruce (2000) finds that reducing marginal tax rates on self-employed income reduces the
probability of entry into self-employment, while reducing the average tax rate slightly increases entry.

83



More generally, our work speaks to the literature on the determinants of entrepreneurship (see,
among others, Hamilton (2000), Schoar (2010), Adelino et al. (2015), and Schmalz et al. (2016)), but
we focus specifically on the role of fiscal incentives, taxation, and administrative simplicity. Most
closely related are papers on entrepreneurship in France, using other sources of administrative data.
Lelarge, Sraer and Thesmar (2008) look at the effects of credit constraints on entrepreneurship using
variation from a French loan guarantee program. Hombert, Schoar, Sraer and Thesmar (2017) show
that unemployment insurance can stimulate self-employed activity in France. Here we go one step fur-
ther by looking at the motives (tax evasion, quest for simplicity) for choosing simpler self-employment
regimes.

A series of recent studies makes use of the new French administrative data. Fack and Landais
(2010) and Fack and Landais (2016) study charitable contributions. French tax data also is used
in two important contemporaneous papers that study income and wealth distributions in France, by
Garbinti, Goupille-Lebret and Piketty (2017) and Garbinti, Goupille-Lebret and Piketty (2016). Our
focus is on individuals’ choice between self-employment regimes and the determinants of observed
bunching patterns.

A copious literature applies the bunching methodology to a wide range of topics such as inter-
temporal allocation in response to mortgage contracts changes (Best, Cloyne, Ilzetzki and Kleven,
2015b), transaction taxes in housing markets (Best and Kleven, 2016), corporate taxation (Best, Brock-
meyer, Kleven, Spinnewijn and Waseem, 2015a), responses to the EITC (Chetty, Friedman and Saez,
2013), the social insurance earnings test (Gelber, Jones and Sacks, 2017a; Gelber, Jones, Sacks and
Song, 2017b), and fuel efficiency requirements (Slemrod and Salleel, 2012). We extend the method-
ology to identify tax evasion and simplicity motives for enrollment in the simplified self-employment
regimes.

Finally, our work is related to the many empirical studies of misreporting in response to taxa-
tion, especially recent examples of which are Carrillo et al. (2017), Feldman and Slemrod (2007),
Pomeranz (2015), and Gordon and Slemrod (2000). We contribute to this literature by exploiting the
multiplicity of self-employment regimes, their staggered introduction, and the heterogeneity between
individuals (including between individuals that claim the same income level) to identify the motives
for misreporting.

The remaining part of the paper is organized as follows. Section 2 presents the evolving landscape
of self-employment in France over the period 1994-2015, describing the various self-employment
regimes and the dynamic sequence of self-employment reforms. Section 3 presents the data and pro-
vides some descriptive statistics. Section 4 provides evidence of individuals’ bunching at the eligibility
thresholds for the simpler self-employment regimes. Section 5 provides evidence of tax evasion as a
determinant of the observed bunching. Section 6 performs a structural estimation which both, confirms
the tax evasion motive and uncovers the quest for simplicity. Finally, Section 6 concludes.
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3.2 The Landscape of Self-Employment in France 1994-2015

In this section, we describe the landscape of self-employment in France over the period 1994 to 2015,
by providing details on the institutional background in France, the different fiscal incentives in place,
and their evolution over time.

3.2.1 A Primer on the French Personal Income Tax and Social Insurance Sys-
tem

We start with a brief note on the French tax and social insurance system and the features that will be
relevant for the self-employed.

Taxable income of a household is the sum of all the sources of income – including income from
self-employed activities – minus exemptions and deductions (itemized and standard). Given that the
French tax system is household-based, each household has a scaling factor called the number of parts,
which is determined by the household composition. For a single adult, that scaling factor is one,
for a married couple, it is 2. The first two children each add 0.5, the following children add 1 part
each. Having a disabled child adds another 0.5 part. For example, a married couple with a child has
a number of parts equals to 2.5. A married couple with 3 children has a number of parts equals to 4,
and a married couple with one disabled child has a number of parts equals to 3.

The tax bracket cutoffs are expressed in terms of the so-called family coefficient, defined as:

Family coefficient := FC =
household taxable income

number of parts

Appendix 3.C.2 shows how the tax liability of a household is determined. In brief, the family coeffi-
cient serves the same role as the taxable income in the U.S. for determining the tax bracket and total
tax paid “per-part.” To get the total tax liability of the household, the “per part” tax is inflated by the
number of parts.3

An important feature of the tax system is that taxable income does not map directly into the tax
rate: a given taxable income can lead to a wide range of tax rates based on family structure, which
will be helpful in our analysis and for the estimation.

Employed and self-employed also have to make a sizable contribution (around 30%) of their earn-
ings to the system of social security. These payments are collected and managed by entirely different
government bodies than the income tax. They go towards government-provided health insurance,

3Figure 3.21 shows the income tax schedule for fiscal years 1994, 2006, and 2012. The tax schedule changes almost every
year as part of the yearly budget voted by the French Parliament.
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workers’ compensation, disability insurance, social insurance and public pensions, as well family-
related and means-tested transfers. For the self-employed these social insurance contributions are
levied on the same base as the income tax, but with a different timing and some adjustments. Social
insurance contributions depend on the type of activity. Additionally, there are many different rates and
contribution schemes for agents with different professions. This contributes to the significant hetero-
geneity in the total tax rate (income tax plus social insurance contribution rate) faced by agents, even
conditional on the same total income.

3.2.2 Self-Employed Regimes

Activity types:

For tax purposes, the self-employed are classified into three types of activities. These are important
because they affect the policy parameters facing an agent, which we describe below. The three types
are: (i) the “Industrial and Commercial Services” category, referred to as “I&C Services” below,4 (ii)
the “Industrial and Commercial Retail” category, referred to as “I&C Retail,”5 and the (iii) the “Non
Commercial” category.6.

These activity types, defined for fiscal purpose, do not necessarily align well with the underly-
ing economic characteristics of businesses. For instance, developing and selling software pertains to
the Non Commercial type, while purchasing and selling equipment goods pertains to the I&C Retail
category. Similarly, bakery, butchery, or restaurant businesses are counted as I&C Retail activities,
while construction work, plumbing, carpentry, and auto or other repair shops and dry cleaning count
as I&C Services. Moreover, all professional activities, such as consulting, private coaching, transla-
tion services, sales agents services, expert services, empty property subleasing, as well as all liberal
professions (doctors, notaries, or lawyers in private practices) belong to the Non Commercial category.

Three self-employed regimes

We focus on self-employed businesses that operate under the personal income tax code.7 As of 2009,
these self-employed could choose one of three regimes:

(1) The standard regime8

4These are the so-called Bénéfices Industriels et Commerciaux Services.
5Bénéfices Industriels et Commerciaux Vente.
6Bénéfices Non Commerciaux.
7A self-employed individual who owns his business can also choose to incorporate and be subject to the corporate tax
code. We do not study those individuals, who typically operate on a larger scale than the businesses studied here.

8Régime Réel.

86



(2) The simplified regime9

(3) The super simplified regime10

These three regimes can be characterized along five main dimensions summarized in Table 3.1:

1. Eligibility requirements: The super simplified and simplified regimes can only be chosen by
agents with revenues below a threshold y∗kt, which depends on the type of activity k (with k =
I&C Retail, I&C Services or Non Commercial) and on the fiscal year t. Figure 3.1 shows the
thresholds’ evolution. The thresholds are not very high for the Services and Non Commercial
activities (equal to 32,600 e in 2012), but much higher for the Retail activities (81,500 e). In
the case of the super simplified regime, there is an additional condition on the family coefficient
as of year t − 2, which has to be below a year-specific threshold f ∗t that corresponds to the
third tax bracket cutoff.11 Figure 3.2 schematically represents the regime options. An agent
with revenues below the threshold (y∗kt) for his activity type in a given year can choose between
the simplified, super simplified, and standard regimes. Above the threshold, the only possible
option is the standard regime.12 In practice and to avoid a costly regime change when an agent’s
revenues fall just above the threshold, a “tolerance region” is created (which is, e.g. 6.1% higher
than the actual threshold in 2012 for the Services and Non Commercial Activities and 9,9%
higher for the Retail Activities): the entrepreneur can remain in the simpler regimes if her self-
employed income falls within this region for a maximum of two years in a row.13 This is shown
as the hatched area in Figure 3.2. If the eligibility threshold is crossed for more than two years
or if the tolerance threshold is crossed, the special regime status is lost, and the agent has to file
under the standard regime. In addition, certain types of professions cannot operate under the
simplified or super simplified regimes, most notably agricultural activities, leasing of durables
and equipment, leasing of professional or non-furnished buildings, and real estate businesses.
Additional activities excluded from the super simplified regime include liberal professions such
as lawyers, doctors, insurance agents, or accounting experts, and formally registered artists
rewarded through copyright.

9We lump together under this heading two regimes: the (1) Régime Micro-entreprise and the (2) Régime Auto-Entrepreneur
sans Option Libératoire. These two regimes are indistinguishable in the tax data because they differ only in the social
contributions paid, which do not appear on the tax returns. These two regimes are fairly close, the social contributions
being set to generate the same liability (except for sales much smaller than the thresholds), and they were merged in
January 2016.

10Régime Auto-Entrepreneur avec Option Libératoire.
11For instance, that cutoff was 26,420 e for year 2010, so that for households to be eligible for the super simplified regime

in 2012, their family coefficient in 2010 had to be lower than 26,420 e.
12In theory, there is a limit of 750,000 e for self-employed in the standard regime. We will not study that threshold, as it

makes an agent shift between the personal and corporate income tax realms.
13This grace period and tolerance threshold do not apply in the first year after the business’ creation.
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2. Definition of the income tax and social security base: In the standard regime, taxable income is
net business income, i.e. the difference between gross revenues and costs, including depreciation
of assets and investments according to standard accounting rules. In the simplified regime,
taxable income is equal to revenues times a scaling factor 1−µ, where the rebate µ is determined
by the tax administration. It depends on the activity type and has changed over time (see Figure
3.1). In the super simplified regime, taxable income is simply revenues (i.e. the rebate µ = 0).14

In the simplified and super simplified regimes, an agent cannot claim any deficits.

3. Income tax and social insurance contribution rates paid on the base: In the standard and simpli-
fied regimes, the regular tax and social insurance contribution rates apply (both of which differ
across households depending on several factors as explained above). In the super simplified
regime, the agent pays a flat rate that simultaneously takes care of both income tax and the so-
cial insurance contributions. The flat rate differs by activity and has changed over time. It is
completely unrelated to an agent’s actual income tax bracket or tax rate that applies to the rest
of his (non super simplified) income. Thus, even an agent in the zero income tax bracket still
has to pay the flat rate times revenues for all his activities that fall under this regime. In the
simplified regime, a minimal social security contribution is due even at zero revenues.

4. Accounting requirements and tax avoidance: Self-employed in the standard regime have to keep
detailed accounts to document their revenues and costs, following standard rigorous accounting
practices. Businesses in this regime can join a certified accounting center (hereafter, CAC),
which helps them keep and check their accounts and serves as a guarantee of sound fiscal con-
duct to the tax authority. In practice, almost all join a CAC because not doing so results in the
business’ taxable income being inflated by 25%. Self-employed in the simplified and super sim-
plified regimes only need to report their revenues and are not required to comply with rigorous
accounting practices. They are nevertheless required to keep private accounts for their activity,
as well as receipts from purchases and sales in case of an audit (much like any tax payer who
would, e.g. claim itemized deductions).

5. Tax hassle: In addition to having to keep different types of accounts, which involve more hassle
for the standard regime than the simplified ones, there are also differences in how easy it is to
file taxes. In the standard and simplified regimes, tax payments occur annually at the normal tax
filing date and social insurance payments occur separately through the regular social insurance
procedure, thus requiring two separate filings. In the super simplified regime, tax and social
insurance payments are due monthly or quarterly, based on actual realized revenues (cash in
hand), and are all taken care of at the same time, thus minimizing filing and hassle.

14A subtlety to note is that, to determine the overall tax bracket of the household, it is the revenues times 1 − µ where µ
is the same rebate as in the simplified regime above that is added to the rest of a household’s income. It is not the full
amount of revenues that is added, which would make the super simplified regime very unattractive.
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In addition, the standard regime is the only one subject to the Value Added Tax: self-employed in
this regime charge VAT on their products sold and claim VAT on their inputs.
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Figure 3.1: Eligibility Thresholds and Rebate for the Simpler Regimes

Notes: The figures shows the eligibility threshold in euros along with the rebates for different activity types. The threshold
is identical between Industrial & Commercial services and Non Commercial activities, it is represented as a single solid
line.

On balance, the key advantage of the standard regime is that it allows subtraction of input and
operating costs from taxable income. This is advantageous for businesses with employees, significant
investments, or high operating costs (higher than the rebate µ of the simpler regimes).15 The main
advantages of the simplified and super simplified regimes are lighter “hassle” costs (less stringent ac-
counting and tax reporting requirement) and more scope for misreporting income (due to the substan-
tial tax incentives it provides, the accounting is very often double-checked by a certified accounting
center in the standard regime, whereas there exists no such tax incentives in the simple regimes). In
addition to its being simpler than the simplified regime, the super simplified regime features a low flat
rate compared with the sum of the regular income tax and social insurance contribution rates.

15In addition, self-employed in this regime can benefit from tax credits, such as those for R&D spending, e.g. Crédit
d’impôt recherche or crédit d’impôt compétitivité et emploi, and some government help in special zones, none of which
are available when filing under one of the simplified regimes.
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Possible regime choice options

Revenuesy∗kt = eligibility threshold

� Standard

� Simplified

� Super Simplified, if also family
coefficient < f ∗

� Standard

Threshold depends on activity type k &
year t (see Figure 3.1)

• I&C Retail (≈80K)

• I&C Services and

Non Commercial (≈32K)
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Figure 3.2: Eligibility Thresholds and Regime Choice Options

Table 3.1: Summary of the self-employed regimes

Regime

(1) Standard (2) Simplified (3) Super simplified

Eligibility None Revenues < y∗kt Revenues < y∗kt +
FCt−2 < f ∗

Income tax & SI con-
tribution base

Net business income Gross revenues × (1-
rebate)

Gross revenues

Income tax & SI con-
tribution rate

Standard Standard Flat rate

Avoidance Detailed Only for audit Only for audit

Tax hassle Annual, separate tax
and SI

Annual, separate tax
and SI

Monthly or quarterly,
joint tax and SI
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Two key reforms:

The thresholds and rates applicable to each regime have changed extensively over time as shown in
Figure 3.1. These changes generate policy variations that are key for our analysis. Two major reforms
stand out. First came the 1999 reform which greatly extended the eligibility threshold for the simplified
regime from 100,000 French Francs (15,244e) to 500,000 Francs (76,220e) for I&C Retail activities
and to 175,000 Francs (26,678 e) for the I&C Services or Non Commercial activities. Before 1999,
the thresholds were so low as to only apply to very small activities and the simplified regime was not
a reasonable option for many self-employed. Second came the 2008 reform which created the super
simplified regime. This reform stemmed from the political will to further increase tax simplicity by
replacing the social insurance contributions and income taxes by a unique tax transfer proportional to
self-employed revenues.

3.3 Data and Descriptive Statistics

We now describe our datasets and provide new summary statistics on the demographic and economic
characteristics of the self-employed across activities, years, and regime types.

3.3.1 Data

Our main data consists of the entire tax returns of the full sample of French households (around
33 million per year) over the period 2011-201516 from the French Internal Revenue Service.17 In
addition, we have access to the tax returns of a representative sample of 500,000 households over the
period 1994-2017. The income tax returns contain comprehensive income data at the individual and
household levels, as well as key demographic information such as household composition, individual
age, and gender.

We also make use of a quite unique data source, the Enquête Revenus Fiscaux et Sociaux, which
consists of tax returns for a subsample of the population that are matched to large-scale employment
survey data and benefits receipt data. This combined dataset covers the period 1996-2015 and has a
sample size of around 100,000 respondents per year. It contains some highly useful variables such
as education, type of profession and occupation, social insurance benefits and government transfers
received, standard of living, and tax free capital income.

16There are around 1200 variables.
17Direction Générale des Finances Publiques (DGFiP).
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Finally we use the business register when analyzing the effects of reforms on the creation of new
self-employed businesses and on the switches of individuals between the various regimes.18

3.3.2 Descriptive Statistics on Income and Demographics of the Self-Employed

These new datasets generate some key original summary statistics on the demographic characteristics
and incomes of the self-employed in France.

Key characteristics of the self-employed

Figure 3.3 shows the evolution over time of the fraction of self-employed among the labor force
population aged 15 to 64. The two vertical red lines represent the 1999 and the 2008 reforms. We
distinguish between two groups of self-employed individuals: those earning self-employed income,
possibly earning incomes in other categories as well (in red) and those earning only self-employed
income (in blue). The fraction of self-employed has remained stable over time until 2009, at around
6.7%, whereas the fraction of self-employed with only self-employed income has been slightly de-
creasing from 5.4% in 1994 to 4.8% in 2009. Self-employment as a whole has risen since 2009, and
the upward trend is even larger for the number of individuals earning self-employed income on top of
a salary income. In 2015 the fraction of individuals with at least some self-employed income had risen
to 8.4%.

Table 3.2 shows the demographic (in Panel A), income (in Panel B) and income tax (in Panel
C) characteristics for the following three subgroups: (i) pure wage earners, (ii) pure self-employed,
(iii) agents who earn both self-employed and wage income. Averages are taken over the full sample
period 1994-2015. The self-employed tend to be on average 8-9 years older than pure wage earners
and almost three times as likely to be retired. Contrary to what could be expected, the self-employed
are not particularly young. There is no significant difference between those three groups regarding
the presence or number of children, yet the self-employed are more likely to be married or in a civil
union. Despite being, by definition, employed or earning self-employed income for at least part of
the year, a significant portion of individuals have also claimed unemployment benefits at some point
during the year; however, the self-employed are less likely to have done so than pure wage earners.19

The variable “Educated ”is equal to one for agents who have at least a professional or training high-
school level degree, but not the highest high school level degree (the Baccalauréat).20 There is no

18The datasets are Fichier de comptabilité unifié dans SUSE (FICUS) and Fichier approché des résultats d’Esane (FARE).
19The interplay between unemployment insurance and self-employment could inform the studies on the design of unem-

ployment benefits and their insurance value as in Landais, Kolsrud, Nilsson and Spinnewijn (2015) and Landais and
Spinnewijn (2017).

20In French, the two professional high school level degrees are the Certificat d’Aptitude Profesionnelle (CAP) or the Brevet
d’Études Professionnelles (BEP).
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Figure 3.3: Evolution of Self-Employment 1994-2015

Notes: “Self-Employed” are individuals who earn any self-employment income (and may or may not also receive addi-
tional wage income). “Self-Employed only” are individuals who only earn self-employed income. The numbers are the
fraction of self-employed or self-employed only among the labor force population aged between 15 and 64. The two red
vertical lines represent the 1999 and the 2008 reforms.
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significant difference in the fraction of self-employed and wage earners with a high-school degree, but
the self-employed are significantly more likely to have completed at least a bachelor-level university
degree. The variable “High skill ”identifies agents that are in higher skilled occupations, such as
licensed professionals, teachers, engineers or executives of the public service or private sector. The
self-employed are significantly more likely to be employed in high skill occupations.

Panel B shows that the individuals who receive self-employed income only earn on average around
33,000 e per year. Those who earn self-employed income in addition to salaried income have on
average 30,000 e of self-employed income and only around 6,000 e of wage income per year. Self-
employed agents have more than three times as much capital income as wage earners (around 6,000
as compared to 1,900). The same goes for tax free capital income. The variable “standard of living
”measures the total disposable income per adult equivalent at the household level. On average, those
with at least some self-employed income have a 25% higher standard of living than pure wage earners.

To form groups consistent over the years of individuals with comparable tax rates, we define four
tax brackets. For each sub-period 2011-2013 and 2014-2015, we first group individuals having a 0 tax
rate into the tax bracket 0, and then cluster the other individuals according to their average tax rate
into three groups. Table 3.3 describes these four groups. For instance, over 2011-2013, the tax bracket
1 comprises individuals with an average tax rate strictly positive and below 5.9%, the tax bracket 2
those with a tax rate between 5.9% and 13.5%, while the tax bracket 3 contains all individuals with
average tax rates higher than 13.5%. Panel C of Table 3.2 shows the distribution across tax brackets
for each group. Self-employed individuals are more than three times as likely to fall in the highest tax
brackets relative to pure wage earners.

Tables 3.8, 3.9 and 3.10 reproduce Table 3.2 for different periods. Doing so reveals several in-
teresting findings. First, wage income adjusted for inflation has been consistently rising, but average
self-employed income experienced a fall post 2008, at the same time as the number of agents with
self-employed income rose (Figure 3.3). We return to this in more details below when we study the
impacts of the 2008 reform introducing the super simplified regime. Second, capital income increased
significantly for all groups. Third, the proportion of self-employed who perceive unemployment ben-
efits at some point during the year doubled from the 1999-2008 to the 2009-2012 period. Such an
increase did not occur for wage earners.

Differences between Industrial and Commercial and Non Commercial activities

Table 3.4 shows the demographic and socioeconomic variables for the self-employed split by type
of activity. We first see a significant gender gap: women are significantly more represented in Non
Commercial activities, although they are underrepresented among the self-employed in general. Re-
tirees concentrate in the I&C Retail and I&C Services activities. The most educated and highly skilled
self-employed are found in the Non Commercial activities, which includes professions such as physi-
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Table 3.2: Summary Statistics: Self-Employed and Wage Earners 1994-2015

All With wage With self- With any
income only employed self-employed

income only income

Panel A
Age 40 40 49 48
Female 0.47 0.48 0.32 0.33
Married or in Civil Union 0.50 0.49 0.63 0.62
Has any children 0.41 0.41 0.39 0.41
Number of Children 0.71 0.71 0.70 0.72
Retired 0.06 0.06 0.17 0.14
Claimed unemployment benefits 0.11 0.11 0.03 0.05
Claimed any social insurance benefits 0.48 0.48 0.38 0.39
Educated 0.72 0.72 0.73 0.76
Bachelor (at least) 0.15 0.15 0.21 0.24
High skill 0.12 0.11 0.19 0.20

Panel B
Wage Income 19576 20549 0 6005
Self-employed Income 2004 0 32982 29934
Capital Income 2154 1875 5148 6047
Tax free capital income 1161 1072 2467 2351
Standard of living 42607 41845 50208 53312

Panel C
Zero tax bracket 0.16 0.16 0.15 0.14
Low tax bracket 0.32 0.33 0.23 0.22
Medium tax bracket 0.38 0.39 0.31 0.32
High tax bracket 0.14 0.13 0.31 0.32

Panel D
Population (in mill.) 532.7 497 26.3 35.6

Notes: “With wage income only” refers to individuals with only wage income. “With self-employed income only” refers to individuals with self-
employed income only. “With any self-employed income” refers to people with any self-employment (who may also have wage income). “All” refers to
any individual who earns either some wage income or some self-employed income (or both). All variables in panels A and C are expressed in percent
of the full group represented in each column. “Age” is expressed in years. “Number of Children” is the average number of children. Panel B provides
average income in each category in constant 2012 euros. Panel D gives the total population in each column for the whole period. See Section 3.3.2 for
the definition of all variables.
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Table 3.3: Average Tax Rates of the individuals constituting the Tax Brackets

2011-2013 2014-2015
Tax Bracket Obs Min Mean Max Obs Min Mean Max
0 (Zero) 1,223,256 0 0 0 1,094,301 0 0 0
1 (Low) 667,888 0.01 3.30 5.91 488,810 0.01 3.92 6.71
2 (Medium) 659,258 5.92 8.53 13.46 439,805 6.72 9.51 14.34
3 (High) 245,668 13.47 18.41 ≈ 45 181,765 14.35 19.19 ≈ 45

Notes: This table provides the description of the average tax rates of the individuals constituting the various tax brackets.
For example over the sub-period 2011-2013, 667,888 individuals belong to the Low tax bracket, with average tax rates
ranging from 0.01% to 5.91%.

cians in private practice, lawyers or notaries. Perhaps as a result, self-employed with Non Commercial
activities have a higher standard of living and higher capital and labor incomes.

Differences between regimes

Table 3.5 shows the same summary statistics separating the regimes. The first two columns compare
the standard and simplified regimes, which existed throughout the full sample period; the last three
columns compare the simplified, standard and super simplified regimes over the period 2009-2012.
Agents in the simplified regime are on average older and far more likely to be retired. Agents in the
super simplified are on average younger, less likely to be married, and much more likely to be claiming
unemployment and social insurance benefits. Agents in the simplified and super simplified are less
educated and in lower skill occupations than those in the standard regime.

Entrepreneurs in the standard regime claim nearly four times as much self-employment income as
those in the simplified or super simplified regimes. Despite having somewhat lower wage revenues,
agents in the standard regime therefore enjoy a significantly higher standard of living (i.e. disposable
income per adult equivalent) than other self-employed, and belong thus more often to higher tax
brackets.21

21Many entrepreneurs in the simpler regimes use self-employment as a complement to wages or pensions. Self-employed
with large businesses requiring their full work capacity would typically choose the standard regime.
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Table 3.4: Self-Employed Earners by Type of Activity 1994-2015

All Industrial and Non Commercial
Commercial (Retail

and Service)

Panel A
Age 48 49 46
Female 0.33 0.28 0.41
Married or in Civil Union 0.63 0.65 0.59
Has any children 0.41 0.39 0.44
Number of Children 0.73 0.68 0.80
Retired 0.14 0.16 0.11
Claimed unemployement benefits 0.05 0.05 0.05
Claimed any social insurance benefits 0.40 0.39 0.41
Educated 0.76 0.67 0.90
Bachelor (at least) 0.24 0.10 0.49
High skill 0.20 0.08 0.43

Panel B
Wage Income 6049 5265 7538
Self-employed Income 30505 22718 45376
Capital Income 6133 6040 6552
Tax free capital income 2303 1997 2790
Standard of living 53642 45317 69444

Panel C
Zero tax bracket 0.13 0.16 0.08
Low tax bracket 0.22 0.26 0.14
Medium tax bracket 0.32 0.34 0.29
High tax bracket 0.33 0.24 0.49

Panel D
Population (in mill.) 34,7 22.5 12.6

Notes: “Industrial and Commercial (Retail and Services)” refers to the group of agents who have some revenues from I&C Retail or I&C Services

activities. “Non Commercial” refers to the group of agents who have some revenues in a Non Commercial Activity. “All” refers to agents who have some

self-employed income in at least one of the two aforementioned categories. See the notes to Table 3.2.
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Table 3.5: Self-Employed Earners by Regime

1994-2008 2009-2012

Standard Simplified Standard Simplified Super-
Simplified

Panel A
Age 46 52 48 50 43
Female 0.30 0.34 0.34 0.38 0.37
Married or in Civil Union 0.68 0.58 0.61 0.52 0.44
Has any children 0.47 0.29 0.43 0.30 0.36
Number of Children 0.84 0.50 0.76 0.52 0.62
Retired 0.07 0.31 0.10 0.28 0.13
Claimed unemployment benefits 0.02 0.07 0.03 0.10 0.21
Claimed any social insurance benefits 0.40 0.33 0.41 0.38 0.54
Educated 0.77 0.68 0.83 0.76 0.81
High skill 0.22 0.15 0.26 0.19 0.15

Panel B
Wage Income 3945 10439 4470 10868 7985
Self-employed Income 39446 11522 40925 11848 10307
Capital Income 5938 6174 7864 6713 2484
Tax free capital income 2294 2452 2464 2611 1032
Standard of living 56814 42434 66278 47553 39086

Panel C
Zero tax bracket 0.09 0.19 0.08 0.18 0.23
Low tax bracket 0.20 0.28 0.16 0.24 0.27
Medium tax bracket 0.29 0.32 0.37 0.40 0.42
High tax bracket 0.42 0.22 0.39 0.18 0.08

Panel D
Population (in mill.) 19.3 7.3 4.6 3.1 0.9

Notes: “Standard” refers to agents in the standard regime; “Simplified” to agents in the simplified regime; “Super simplified” to agents in the super

simplified regime. See the notes to Table 3.2.
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3.4 Bunching in the Simpler Regimes

In this section, we provide graphical evidence of individuals’ behavioral response at the eligibility
thresholds. The eligibility thresholds are notches, at which several things change at the same time:
i) the tax base, and therefore the tax liability (inclusive of social insurance liabilities), ii) the hassle
cost, and iii) the ease of evasion. However two agents reporting the same self-employed revenue can
face widely disparate tax incentives depending on their activity type (which affects operating costs
and the rebate) and their total income and family situation (as explained in Appendix 3.C.2, agents
with the same self-employed and total income can lie in different income tax brackets because of the
peculiarity of the French tax system).

Only agents who would choose to be in the simpler regime and earn revenues above the eligibility
threshold absent the notch face a discontinuity in their tax schedule. These are for instance agents with
low operating costs and high hassle costs. For agents who do not want to be in the simple regimes
there is no discontinuity at the thresholds. Thus, when evaluating the excess mass of revenues, we
should not take into account agents with revenues below the eligibility threshold who choose the stan-
dard regime.22

In our analysis, we focus mostly on the I&C Services and Non Commercial activities, because the
threshold for the I&C Retail activities is so high that the income distribution density at that level be-
comes very thin. We do use the I&C Retail activity group as a placebo group around the (much lower)
threshold applicable for the I&C Services and Non Commercial activities (where the distribution of
I&C Retail income is sufficiently dense).

In the graphs where we pool all self-employed agents (in all regimes), we need to work with
taxable income z (rather than revenues y). This is because the self-employed in the standard regime
have to report only their net income (revenues minus costs); those in the simplified and super simplified
regimes only have to report their revenues (and not their costs). We convert these revenues into the
common and comparable (reported) “taxable ”income z as defined above. Similarly, we convert the
thresholds for the simplified regime into a taxable income equivalent.23 In the graphs with only agents
in the simplified or super simplified regimes, we can directly work with revenues y.

22Since we do not actually see revenues for agents in the standard regime, when we plot graphs in terms of revenues,
we are automatically taking into account only agents who are in the simple regimes and ignoring those who choose the
standard regime.

23This yields two thresholds (one for I&C Services equal to z∗(1 − µI&C Services) and one for Non Commercial activities
(z∗(1 − µI&C Retail)), due to their different rebates. The thresholds for the super simplified regime is the same whether
expressed in revenue or taxable income since zf = yf and µSuper simplified = 0 in that regime, regardless of the activity.
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3.4.1 Regime Choice Responses: Graphical Evidence

The choice between one of the simpler regimes (simplified or super simplified) and the standard regime
depends on the combination of all factors described in Section 3.2, and is thus complex. An agent
would tend to choose one of the simpler regimes if her operating costs and investment are low, if she
has no employee and finds tax hassle particularly burdensome, or if she wants to evade taxation.

We start by checking whether the proportion of agents who choose one of the simpler regimes
(simplified or super simplified) exhibits uneven behavior around the eligibility thresholds. Figure 3.4
shows in 2014-2015 the fraction of agents in any simplified regime among all self-employed, as a
function of their taxable income. The vertical lines represent the eligibility thresholds expressed in
taxable income for, respectively, the simplified I&C Services, the simplified Non Commercial, and
the super simplified (I&C Services and Non Commercial together). The fraction of agents in a simple
regime spikes at all those thresholds – which we see as a first evidence for a behavioral response to
the thresholds.24

3.4.2 Income Responses: Graphical Evidence

We now turn our attention to the income responses to the notches created by the eligibility thresholds.
We focus on the 2011-2015 period, for which we have exhaustive data on income tax returns and over
which policy parameters have remained fairly stable.

Method

We can identify the excess mass in self-employed revenues as illustrated in Figure 3.5 to the left of the
eligibility threshold. Recall that except for revenues that fall in the tolerance region during the grace
period (as described in Section 3.2 and Figure 3.2), we do not observe revenues in the simpler regimes
for agents above the eligibility threshold. Contrary to what is common in the bunching literature, we
cannot use the empirical distribution at the right of the notch to estimate a counterfactual distribution
absent the notch or a missing mass. We adapt Chetty et al. (2011)’s counterfactual and fit a flexible
polynomial to the empirical distribution of income, excluding a range R1 of income at the left of

24The response appears stronger at the super simplified threshold than at both simplified thresholds. This is essentially
a base effect: at half the super simplified threshold, the only agents impacted have a Non Commercial activity in the
simplified regime and the agents not impacted are in the simplified I&C Services and all agents in the super simplified
or standard regimes. At taxable income around the super simplified threshold, there are no more agents in the simplified
regime, the agents impacted belong to the super simplified regime while the not impacted belong to the standard one. The
pool of individuals for which the threshold is irrelevant is bigger for the simplified I&C Services than for the simplified
Non Commercial activities, itself bigger than for the super simplified. Moreover the super simplified regime features
stronger bunching, as we show below.
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Figure 3.4: Regime Choice – Share Choosing the Simplified or Super Simplified Regime

Notes: The figure represents the share of self-employed agents who choose either the simplified or the super simplified
regime among those eligible to at least one of these two regimes, based on the full population for 2014-2015. Each dot
represents the average proportion of agents in a bin. The horizontal axis represents self-employed taxable income z. The
red dashed vertical line represents the eligibility threshold for the I&C Services in the simplified regime (converted into a
taxable income equivalent, i.e. multiplied by one minus the rebate µ applicable to I&C Services), the green dashed vertical
line represents the threshold for the Non Commercial activities in the simplified regime (also converted into a taxable
income equivalent), and the blue dash-dot vertical line represents the threshold for the super simplified regime for both
I&C Services and Non Commercial Activities.
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the threshold T . Revenues are centered around the eligibility threshold (which varies over time), and
grouped by bins of 500e: the binBj contains all individuals with self-employed income in the interval
]Bj − 500, Bj], so that all individuals reporting sales at exactly the threshold belong to BT .

Excess Mass b = B
f0(y∗)

B

f0(y∗)

Revenues y

Density

y∗

post-notch density
pre-notch density

Figure 3.5: Excess Mass Method

The figure illustrates how we measure the excess mass. The red vertical line represents the eligibility threshold y∗. The
excess mass B is computed by taking the difference between the post-notch density (the light blue solid curve) relative to
the pre-notch density represented by the dashed blue curve (and captured by a counterfactual smooth fitted polynomial).
The excess mass measure is b = B/f0(y∗) where f0(y∗) is the counterfactual density right before the threshold.

To estimate a counterfactual distribution to the left of the threshold, we fit a smooth polynomial by
running the following regression:

Cj =
∑
i∈A

βi(Bj)
i +

∑
r∈Round

δr1
r
j + εj (3.1)

with j such that Bj ≤ T − R1, and where Cj stands for the count of individuals in income bin Bj

and A ⊂ {1.5, 2, 3, 4, 5, 6, 7} is the set of polynomial exponents. As in Kleven and Waseem (2013),
we control for round-number bunching by adding dummies 1rj equal to 1 if bin Bj contains a multiple
of a round number r. Beyond improving the counterfactual distribution, this control avoids counting
as bunching what is just round-number bunching when the bunching area contains round numbers.
We have experimented with different round numbers, and given the size of the bin the counterfactual
distribution turns out relatively similar in all cases – to the extent we include a dummy for multiples
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of 6,000 e, which corresponds to a monthly multiple of 500 e.25 Round is thus the smallest set of
round numbers we need and it comprises the number 6,000.

We then use estimates from (3.1) to obtain the predicted counterfactual (including in the excluded
range):

Ĉi =
∑
j∈A

β̂j(Bi)
j +

∑
r∈Round

δ̂r1
r
j

The excess number of individuals B, capturing the number of agents in excess of what would be
expected without the notch, is calculated as:

B =
∑
i∈S

(Ci − Ĉi)

where S = {i ∈ N | Bi ∈]T −R2, T ]} and R2 ≤ R1. We then define the excess mass b as the excess
number of individuals in the bunching zone divided by the counterfactual number of individuals in the
bin with upper bound BT = 0, which is ĈT .

b =
B

ĈT
(3.2)

A visual inspection of the distribution suggests the bunching behavior begins to be noticeable at
1,500 or 2,000 e from the threshold, depending on the regime, activity, sub-period or group consid-
ered. So we choose R1 = 1500 or R1 = 2000 depending on the situation, and R2 = 1000, which
provide a conservative estimate.26

To compute standard errors for the excess mass b (as well as for the elasticities which we compute
based on B in Section 3.6), we generate earnings distributions and excess mass estimates by resam-
pling the residuals in (3.1). The standard error is taken to be the standard deviation of the distribution
of estimates generated by bootstrapping.

Results

Figure 3.6 shows in blue the distribution of self-employed revenues for agents in the simplified and
super simplified regimes, pooled over all years 2011-2015. The revenues are centered around the

25The figures shown in the next section visually confirm that with bins of 500 e the irregularities in the empirical distribu-
tion mainly come from this round number.

26The results are qualitatively robust to different choices for the bunching zones. Yet while choosing a wider zone has only
a limited impact on the counterfactual or the excess mass, choosing a smaller bunching zone should bias the excess mass
towards 0, because of a higher counterfactual (R2 too small) and/or the exclusion of some bunchers of the bunching area
(R1 too small).
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threshold for I&C Services and Non Commercial activities (the red vertical line) and grouped in 500
e bins. The blue curve represents the count in each bin of individuals in the I&C Services and Non
Commercial Activities, the red curve does the same for bins of individuals in the I&C Retail activities.
The counterfactual distribution, in red, fits well the empirical distribution (and captures the round
number bunching visible at 30,000 and 24,000 e). The excess mass is colored in yellow.

The sharp spike in the income distribution right before the threshold translates into an excess
number of individuals estimated at 152% of the counterfactual number of individuals in the threshold
bin. This bunching behavior is massive and it is precisely estimated. The placebo group, constituted
of individuals in the same simple regimes but in the I&C Retail activities, and for which the eligibility
threshold is much higher, shows no bunching at all.

Excess mass (b) = 1.52
Standard Error = 
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Figure 3.6: Bunching at the Eligibility Thresholds

Notes: The figure represents the frequency of revenues, by bins of revenues centered around the eligibility threshold (the
red vertical line). We pool data for 2011-2015 and for all agents in the simplified and super simplified regimes. The
counterfactual distribution is represented by the red solid curve in the figures and is fitted using a smooth polynomial as
explained in Section 3.4. The estimated excess mass is in yellow. There is significant bunching, equal to 152% of the
average counterfactual frequency within 2,000 e of the notch. The thick red curve serves as a placebo test: it shows the
frequency distribution for the I&C Retail activities, centered around the eligibility threshold for the I&C Services and Non
Commercial activities (the actual threshold for the I&C Retail activities is higher).
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Figure 3.7 splits the sample further into agents in the simplified (panel (a)) and agents in the super
simplified regime (panel (b)). The bunching at the eligibility threshold is starker in the super simplified
regime, equal to 2.3 times the counterfactual density right before the threshold. Again the agents in
I&C Retail activities, which serve as a placebo group, exhibit no excess mass.
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Figure 3.7: Bunching in the Simplified and Super Simplified Regimes

Notes: Panel (a) considers bunching among agents in the simplified regime only. Panel (b) considers agents in the super
simplified regime only. See the notes to Figure 3.6.

Heterogeneity in Bunching

Self-employed respond to tax incentives. Any cost or benefit advantage from being in one regime over
the other is amplified for agents in higher tax brackets. Table 3.6 shows the bunching mass (b) and its
standard error for agents in different tax brackets, activities, fiscal regime, and over two sub-periods
2011-13 and 2014-15 over which the policy parameters remain constant. To compute bunching by
tax bracket, we exploit the peculiar feature of the French tax system that leads to vastly different
tax brackets even given the same self-employed income (i.e. around the eligibility threshold). All
bunching masses are statistically significant and large. Agents clearly respond to tax incentives as the
excess mass increases with the tax brackets, whatever the period, activity or fiscal regime considered.
We can also notice that bunching is more pronounced in the Non Commercial activities than in the
I&C Services.

Agents with additional income sources. We can also measure bunching for individuals with additional
sources of income. Figure 3.8 distinguishes between self-employed agents who also claim some salary
income (panel (a)) and those who do not (panel (b)), as well as self-employed individuals who claim
pension income (panel (c)) and those who do not (panel (d)). Self-employed individuals with also
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Table 3.6: Excess mass by tax bracket

Panel A: Simplified

I&C services Non commercial

Tax Bracket 2011-2013 2014-2015 2011-2013 2014-2015

0 (Zero) 0.63
(0.08)

0.65
(0.08)

0.77
(0.12)

0.95
(0.09)

1 (Low) 0.82
(0.08)

0.83
(0.09)

1.05
(0.07)

1.26
(0.10)

2 (Medium) 1.11
(0.07)

1.28
(0.10)

1.23
(0.09)

1.88
(0.11)

3 (High) 1.45
(0.20)

1.46
(0.24)

3.15
(0.17)

3.6
(0.27)

Panel B: Super Simplified

I&C services Non commercial

Tax Bracket 2011-2013 2014-2015 2011-2013 2014-2015

0 (Zero) 1.41
(0.07)

1.65
(0.10)

2.65
(0.19)

2.64
(0.13)

1 (Low) 1.86
(0.19)

2.44
(0.27)

2.7
(0.36)

3.06
(0.51)

2 (Medium) 2.54
(0.31)

2.69
(0.28)

3.02
(0.26)

3.24
(0.26)

3 (High) 5.39
(0.77)

3.88
(0.64)

4.39
(0.31)

3.82
(0.44)

Notes: The table shows the excess masses b defined in equation (3.2), dividing entrepreneurs according to their fiscal
regime, their activity type, their tax bracket and two sub-periods over which the threshold remains constant. Standard
errors in parentheses.
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some salary income appear far more sensitive to the threshold and their excess mass is almost twice
as large as that of self-employed who have no other source of income. Similarly, individuals who are
retired are more than three times as sensitive to the threshold as those who are not retired. Agents with
other sources of income may have higher income on average, hence presumably bigger tax incentives
to respond to the threshold. They may also have a better understanding of the system, and for retirees
more time to assimilate the tax system’s mechanics. Finally, the availability of additional income may
give more flexibility for the individual to optimize on her self-employed income, since she does not
have to fully depend on it for her living. Put differently, agents with additional income have better
outside options and thus are more elastic to financial incentives and/or more sensitive to hassle costs
when engaging in self-employed activities.

107



Excess mass (b) = 2.05
Standard Error = .07

0
24

00
48

00
72

00
96

00
12

00
0

-10000 -5000 0 5000
Revenues

(a) With additional wage income

Excess mass (b) = 1.44
Standard Error = .08

0
40

00
80

00
12

00
0

16
00

0
20

00
0

-10000 -5000 0 5000
Revenues

(b) Without wage income

Excess mass (b) = 2.71
Standard Error = .26

0
20

00
40

00
60

00
80

00
10

00
0

-10000 -5000 0 5000
Revenues

(c) With retirement (pension) income

Excess mass (b) = 1.45
Standard Error = .09

0
60

00
12

00
0

18
00

0
24

00
0

30
00

0

-10000 -5000 0 5000
Revenues

(d) Without pension income

Excess mass (b) = 1.73
Standard Error = .02

0
40

00
80

00
12

00
0

16
00

0
20

00
0

-10000 -5000 0 5000
Revenues

(e) Male

Excess mass (b) = 1.44
Standard Error = .03

0
40

00
80

00
12

00
0

16
00

0
20

00
0

-10000 -5000 0 5000
Revenues

(f) Female

Figure 3.8: Bunching for Agents with or without Additional Income Sources

Notes: Bunching among different groups of self-employed agents: individuals who earn some wage income in addition to
self-employed income (panel (a)) and those who do not (panel (b)), individuals with pension income (panel (c)) and those
without (panel (d)), by sexe (panel (e) and panel(f)). See the notes to Figure 3.6.
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3.5 Evidence of Misreporting

Do the observed bunching responses reflect a strategic choice of economic activity or tax evasion?
While it is likely that part of the excess mass comes from individuals stopping their activity until the
end of the year when they reach the threshold or planning their revenue streams so that they remain
below the threshold at the end of year, many clues point to tax evasion as well. Although it is very
challenging to prove that a given entrepreneur misreports her income, we highlight three aggregate
behaviours as evidence that agents may be misreporting their income at least to some extent. The
first one exploits the observation that an individual forging her revenues is attracted to round numbers.
The second behaviour refers to income shifting within households. The third behaviour relates to
the increase in bunching over time at the thresholds, suggesting that individuals learn how to better
evade taxes over time. Before uncovering these patterns, we explain the reasons that may push a
self-employed to misreport her income.

3.5.1 Why Is It Tempting to Evade Taxes in the Simpler Regimes ?

Beyond the financial incentives, the simpler regimes require fewer administrative tasks and proofs of
sound fiscal accounting. In the simpler regimes, the agent does not have to send the checks of the
purchases or sales she makes, she just reports total sales. In the standard regime, the tax requirement
is the same but a large share of agents sends this detailed accounting to a certified accounting center,
which verifies the accounting and can contact the tax authority directly if it wants to. The financial
incentives to join a CAC (the deductibility of memberships and accounting expenses and avoiding a
25% inflation of the tax base) have led a large share of agents in the standard regime to join such
centers. Figure 3.9 shows that at business income levels relevant for our analysis (between 15,000 and
35,000 e), almost all agents in the standard regime are CAC members. A government report (Cour
des Comptes, 2014) states that conditional on an audit, the size of penalties among non-CAC members
is larger than among CAC members of comparable size (around 26,000e versus 7,000e). It adds that
the discrepancy between taxes due and taxes actually paid comes more often from genuine accounting
mistakes and delays in payments and less often from outright tax evasion among CAC members than
among non-CAC members.

In the end, cheating appears much easier to do in the simplified regimes, and it seems likely that
among the large share of agents in the standard regime who are members of a CAC, only a minority
of them intentionally misreported their revenues.

Furthermore, timing frictions in the simple regimes may induce underreporting. Agents have to
decide by February of fiscal year twhich regime they want to be affiliated with for their income earned
in fiscal year t; however it is only at the end of year t and according to the accumulated revenues by
then that individuals will know whether or not they actually qualify for the regime to which they
applied. Agents with sales above the threshold can be tempted to underreport revenues to appear right
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Figure 3.9: Agents in the Standard Regime Affiliated with a Certified Accounting Center (CAC)

Notes: The figure shows the number of agents in the standard regime who are members of a CAC and the number of
those who are not, as well as the total number of agents in the standard regime. The figure is based on the 2011-2015 full
population data. Each dot represents the average number of agents, by year. The x axis represents taxable income in the
standard regime, i.e. net business income. At low income levels, there is a sizable fraction of agents who are not CAC
members. That fraction declines rapidly and converges to zero at around 30,000 e.
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below the threshold, as it would be very costly to have to switch status at this point.27 In particular,
a retroactive switch into the standard regime for an individual who was not part of a CAC initially
entails a 25% increase in her tax base (and the non-deductibility of the memberships and accounting
expenses), because an entrepreneur joining a CAC after the fifth month of the year is not entitled to
these advantages. In addition in the standard regime the individual becomes subject to VAT. And if
she has not kept the checks of her expenses, she may not be able to deduce the VAT spent. Finally the
individual may want to save the time and energy needed to get familiar with the standard regime.

3.5.2 Round Number Bunching

The tax code makes it easier for the self-employed to misreport in the simpler regimes than in the stan-
dard regime. And in practice individuals in both the simplified and super-simplified regimes appear
to use this reporting flexibility. Using the representative sample of 500,000 households, Figure 3.10
shows the share of revenues below 30,000 e that are a round number: either a multiple of 10 Francs
before 2000, or a multiple of either 10 euros or 500 Francs converted into euros after the adoption
of the euro in 2001. Different items from the tax returns are shown: income from each simplified
regime or the standard regime, wages, capital income, as well as a random distribution (either uniform
or from a gamma fit of the revenue distribution of the simplified regime). In the simplified regimes,
round numbers turn out far more frequent than we would expect if the figures were randomly drawn:
since the mid 2000s, 45% of reported sales are a round number where a random distribution would
signal a little more than 10%. By contrast for revenues from the standard regime or for other items
such as wages or capital income, the fraction of round numbers is in line with that of a random draw.

Figure 3.11 breaks down these excess round-number income by round number, focusing on rev-
enues from the simplified regime. Multiples of 6,000, 1,000 (that are not a multiple of 6,000), 100
(that are not a multiple of 1,000) or 10 (that are not a multiple of 100) are considered (in Franc before
2000 or in euro after 2001). We also allow for round numbers in Francs after the introduction of the
euro: if a reported number in euro that is not a multiple of 10 e corresponds to a multiple of 500
(1,000 or 6,000) Francs, converted to euro with the conversion rate of 6.56 or 6.55957 Francs per
euro, and then rounded at the integer just below or above, this reported number in euro is counted as
a round number in Francs. For each round number, we subtract from the observed number of income
levels which are a multiple of this round number the number that would arise if the distribution were
uniformly random. Figure 3.11 thus plots only the share of excess round numbered income. For in-
stance in 2010 1.00% of the revenues from the simplified regime are a multiple of 6,000 e in excess of
what we would expect if these revenues were uniformly distributed (about 1/6,000). First, "rounder"

27The tolerance region can limit the misreporting, but only for revenues below the tolerance threshold and for a maximum
of two years. The self-employed may also fear the signal that this choice may send to the tax authority, or not be aware
of the existence of this facility.
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Figure 3.10: Share of round-numbered declarations, by type of revenue

Notes: This Figure shows the share of revenues below 30,000 e that are a round number: either a multiple of 10 Francs
before 2000, or a multiple of either 10 euros or 500 Francs converted into euros after the adoption of the euro in 2001.
Different items from the tax returns are shown: income from each simplified regime or the standard regime, as well as the
breakdown between I&C Services and Non Commercial activities on the one hand and I&C Retail activities on the other
hand for the simplified regime, wages, capital income, as well as a random distribution (either uniform or from a gamma
fit of the revenue distribution of the simplified regime). Data from the representative sample of 500,000 households.
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numbers (6,000 or 1,000) are, relative to their natural occurrence with a random draw, more often re-
ported than "less round" numbers (10 e). Second, more rounding occurs in the Franc era. Yet in 2001
when the euro is introduced, the count of euro-round numbered incomes is precisely coherent with a
random draw, but the count of Franc-round numbered incomes substantially exceeds what is expected
(by almost 20% of the revenue statements). In practice, this means that we observe income streams
for instance at 18,293 e much more often than expected by pure chance – they correspond to 120,000
Francs –, but as many income streams at 18,000 e as expected. The excess of Franc-round incomes
are visible until at least 2005-2006 and slowly fade away thereafter. At the same time, euro-round
incomes in excess steadily increase and account for a third of the revenue statements at the end of
period, versus virtually none in 2001. Ultimately the share of round revenues that would not be round
under a random distribution increases from less than 20% in 2001 to a third in 2008 and stabilizes at
that level thereafter. The same breakdowns at comparable income levels show no meaningful excess
round-numbered tax filings, whatever the round number, in the standard regime and for wages (Figure
3.22).

0
.1

.2
.3

.4
.5

.6

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

multiple of 10 multiple of 100

multiple of 1000 multiple of 6000

multiple of 500F multiple of 1000F

multiple of 6000F

Figure 3.11: Excess share of declarations in the simplified regime, by round number

Notes: This Figure plots, for each round number, the observed share of income levels which are a multiple of this round
number minus the share that would arise if the distribution were uniformly random. After 2001, a multiple of 6,000 Francs
is a number that is not a multiple of 10 e and corresponds to the integer above or below of a multiple of 6,000 Francs
converted into euros with the conversion rate of 6.55957 or 6.56. This Figure uses only revenues from the simplified
regime below 30,000 e. Data from the representative sample of 500,000 households.
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However the observation of excessive round numbers in the simpler regimes is not enough to prove
evasion. Individuals might have simply decided to round up (or even down) their revenue statements
just for convenience, the discrepancies between true and reported amounts may then turn out small,
and this practice – though illegal – is not what comes to mind when thinking about evasion. Berson
et al. (2019) highlight the role of inattention and show that individuals often round their wages when
answering a survey. In a similar setting as ours but for Pakistan, Kleven and Waseem (2013) find
that taxpayers tend to report round-numbered taxable income. They observe this phenomenom mainly
for self-employed and only marginally for wage earners. Given that wage earners’ income is mostly
third-party reported, they interpret it as poor record keeping among self-employed. Another possibility
is that entrepreneurs in the simplified regimes disproportionately have only round contracts. Yet we
conjecture that close to the threshold, some of the agents in excess underreport their sales to be allowed
to file under a simpler regime. We have in mind the political economy literature showing fraud in
elections: this is indeed another instance where agents report forged numbers. In particular Kobak
et al. (2016) show that in all Russian elections since 2004, "the number of polling stations reporting
turnout and/or leader’s result expressed by an integer percentage (as opposed to a fractional value)
was much higher than expected by pure chance". To highlight the difference between the amount of
rounding far and close to the threshold, we fit the distribution of reported incomes with a polynomial
and dummies accounting for round-number bunching, and we allow for a different value of some of
these dummies in the bunching area and outside of it. We split the exhaustive dataset between two
sub-periods during which the threshold remained unchanged (2011-13 and 2014-15) and we estimate
equation (3.3) separately for the two sub-periods.

ln(n(x)) = P (x) + α116000 + α211000 + α3110

+β111001pre bunch area + γ111001bunch area (3.3)

+β21251pre bunch area + γ21251bunch area + εx

where n(x) is the number of revenues reported at each euro x in a given activity and a given fiscal
regime and P (x) is a polynomial in x with exponents from {−4 . . . 5}. The regression includes dum-
mies indicating whether x is a multiple of 6,000, 1,000 (but not 6,000), 100 (but not 1,000), 25 (but not
100) or 10 (but not 50), or whether x belongs to the bunching area defined as the 2,000 e just below
the threshold. The difference between the coefficients γ1 and β1 (γ2 and β2) capture the increase in
round-number bunching for multiples of 100 e (respectively 25 e) between the bunching area and
below this area. The regression uses reported income in the various regimes and categories between
17,000 e and the threshold.

This specification first provides a magnitude of the round-number bunching observed at all income
levels for the simpler regimes. Figure 3.13 reports the estimates of coefficients α1 (green triangle), α2

(red cross) and α3 (blue circle) for both the Industrial and Commercial Services and Non Commercial
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activities on the one hand and the retail activities on the other hand, in the super simplified and the
simplified regimes, as well as all activities together in the standard regime. Round number bunching
is much more common in the simplified and super simplified regimes than in the standard one. For
example in the I&C Services and Non Commercial activities of the simplified regime, a multiple of
6000 appears exp(4.6) = 100 times more than a similar number ending with 1-9. All these coefficients
are estimated clearly much higher in both simpler regimes than in the standard regime, with the log-
scale magnifying the differences.28 These coefficients remain fairly constant over the two sub-periods.
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Figure 3.12: Bunching at the Exact Eligibility Threshold

Notes: This figure plots the number of individuals with income at each euro between -20 and +5 e around the eligibility
threshold, over 2011-2015 and in the simplified regime (in blue), the super simplified regime (red) or the standard regime
(green).

Specification 3.3 tests whether the round number bunching behavior differs close to the threshold.
For the same sub-periods, activities or regimes as detailed in Figure 3.13, Figures 3.14 and 3.15 show
the estimates of (β1, γ1) and (β2, γ2). For both sub-periods and both simple regimes in the I&C

28To help visualize the spikes in the distribution associated with a round number, Figure 3.12 plots the count of revenues
for each euro between -20 and +5 e around the eligibility threshold. The sharp spike visible at the exact euro of the
threshold mixes a mild round number bunching effect (since the threshold is at 32,600 or 32,900 e during 2011-15) and
a salience/reference effect. Nothing is visible for agents in the standard regime, because i) the threshold has no meaning
in this regime (no salience/reference impact), and ii) round number bunching is much less visible in this regime.
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Figure 3.13: Excess number of declarations at round numbers

Notes: This graph plots the coefficient estimates α1, α2 and α3 from equation (3.3). Different regressions are estimated
for the two sub-periods (2011-13 and 2014-15), and for the simplified regime (Industrial & Commercial Services and
Non Commercial activities on the one hand versus Retail activities on the other hand), the super simplified regime (same
breakdown by activity) and the standard regime (all activities together).
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Services and Non Commercial activities, agents report more often multiples of 100 or 25 e in the
bunching area than outside the area. However, this is not the case for the retail activities in these
simple regimes or for the standard regime, for which the threshold does not apply. In other words, the
data do not follow the same data generating process in the bunching area than outside of it, but only
for the regime and activities subject to the threshold. This increased rounding in the bunching area is
a first indication that some of the agents in excess in the bunching area forge their revenue statements.
We describe in the next section additional behavioral patterns specific to the bunching area pointing in
the same direction.
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Figure 3.14: Excess number of multiples of 100 (inside vs outside bunching zone)

Notes: This graph plots the coefficient estimates β1 (red circle) and γ1 (orange cross) from equation (3.3). See the notes
of Figure 3.13.

3.5.3 Income Shifting Within the Household

The eligibility thresholds apply at the individual level; if there are two self-employed agents in the
same household, each has to remain below the eligibility threshold in order to be in the simplified
or super simplified regime. This provides a potential incentive to shift income within the household,
i.e. to attribute some of the self-employed income earned by one person to the other one. Of course,
even at the individual level, the mere presence of the eligibility threshold provides some incentive to
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Figure 3.15: Excess number of multiples of 25 (inside vs outside bunching zone)

Notes: This graph plots the coefficient estimates β2 (red circle) and γ2 (orange cross) from equation (3.3). See the notes
of Figure 3.13.
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misreport income. However, it may be easier for a household with two self-employed earners to shift
income from the taxable base of one to that of the other than it is for a single self-employed person to
misreport. Agents may have a sense that reporting the income in some tax form field, even if not the
correct one, is less reprehensible than not reporting it at all (i.e. outright evading).29

Figure 3.16 shows the excess mass for two groups of agents: individuals in households of at least
two people, but who are the only one self-employed earner in a simplified regime of the household
(panel (a)) and individuals in households with two self-employed members in a simplified regime
(panel (b)). We will call the two household members “partners” for simplicity, although they are not
always spouses or civil partners. Agents with a partner also self-employed in a simple regime exhibit
significantly larger excess masses, as one may expect if it is easier to report income below the threshold
by being also able to shift income between the two partners (in addition to all other possible response
margins such as real responses and misreporting). Other interpretations are possible; for instance
people in households with two self-employed earners may be better informed about the thresholds and
more willing to misreport (individually). But we do not think this is the main explanation.

Panels (c), (d) and (e) offer more direct evidence for shifting. They focus on the sub-population
of households with two self-employed members in a simplified regime. Panel (c) plots the revenues
of the partner with the smallest self-employed revenues among the two partners against the revenues
of the partner with the largest revenues. The revenues of the lower earner increase markedly as the
higher earner’s revenues start approaching the threshold. A similar increase in the earnings of the
lower earner occurs when the higher earner approaches the upper bound of the tolerance region. One
possible interpretation of this pattern is that, as the higher earner becomes threatened to no longer be
eligible for the simplified regimes, he shifts some of his revenues to his partner.30

Panel (d) plots the distribution of agents in a simplified regime with a partner with self-employed
income within 100 e. The excess mass is very large: while it is uncommon for two partners to
report about the same self-employment income in general, it becomes more common very close to the
threshold. Finally panel (e) plots the distribution of the sum of the revenues of the two self-employed
household members relative to twice the eligibility threshold, represented by the red vertical line. We
observe an excess mass at twice the eligibility threshold. We compare this to the bunching by “placebo
partners”. To build placebo partners, we separately take the earners from the households with two self-
employed earners and randomly match them to another self-employed earner in a simplified regime.

29Furthermore, if household members actually help each other in their respective self-employed activities, they may even
perceive this income shifting as somewhat fair, if not entirely legal.

30The argument here relies on the increase in the secondary earner’s revenues being sharp enough around the eligibility or
tolerance thresholds. Otherwise, it may just be the result of selection or assortative matching.

119



Excess mass (b) = 1.66
Standard Error = .02

0
60

00
12

00
0

18
00

0
24

00
0

30
00

0

-10000 -5000 0 5000
Revenues

(a) In households with one self-employed agent

Excess mass (b) = 2.37
Standard Error = .1

0
50

0
10

00
15

00
20

00
25

00

-10000 -5000 0 5000
Revenues

(b) In households with two self-employed agents

-2
60

00
-2

40
00

-2
20

00
-2

00
00

-1
80

00
M

in
 R

ev
en

ue
s

-15000 -10000 -5000 0 5000
Max Revenues

(c) Lower earner’s revenues

Excess mass (b) = 13.11
Standard Error = 4.16

0
40

80
12

0
16

0
20

0

-10000 -5000 0 5000
Revenues

(d) Same revenues

Excess mass (b) = 1.54
Standard Error = .22

0
60

12
0

18
0

24
0

30
0

R
ea

l C
ou

pl
es

-10000 -5000 0 2000
Revenues

0
50

0
10

00
15

00
20

00
Pl

ac
eb

o

(e) Sum of revenues

Figure 3.16: Income Shifting Within the Household

Notes: Panel (a) (respectively, Panel (b)) shows bunching among individuals in households with two (respectively, one)
self-employed earner(s) in a simplified regime. Panel (c) shows the centered revenues (relative to the eligibility threshold)
of the lower earner in a household with two self-employed earners in a simplified regime against the centered revenues
of the higher earner. Panel (d) shows the bunching for the higher earner in households with two self-employed earners,
conditional on the lower earner’s simplified revenues standing at less than 100 euros from the higher earner’s. Panel (e)
plots the sum of revenues of two partners in the same household who are both in a simplified regime; in this panel only, the
red vertical line is at twice the individual eligibility threshold. The red line shows the distribution of the sum of revenues
of “placebo partners,” which are formed by randomly matching each self-employed individual in a simplified regime to
another self-employed individual in a simplified regime (from a different household). See also the notes to Figure 3.6.
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We then plot the sum of the revenues within the placebo partners. There is no bunching at twice the
threshold.31

In the end, some households very likely optimize their joint revenue statement by shifting some
income between themselves so that both can report income below the threshold (and by maybe not
reporting at all the excess joint revenue).

3.5.4 Learning to Evade

Saez (2010) shows that the bunching at the first kink of the Earned Income Tax Credit increases over
time. Chetty et al. (2013) add that individuals moving to higher-bunching area respond more to the
EITC (they learn), whereas individuals moving from high-bunching area to low-bunching area con-
tinue to respond to the EITC (they already know how the system works and do not forget). Consistent
with the view that individuals learn slowly over time, Figure 3.17 shows the dynamics of bunching
from the extension of the simplified regime in 1999 to the introduction of the super-simplified regime
in 2009. Panel (a) shows the bunching at the eligibility threshold on average over the period 1999-
2001, panel (b) over 2002-2005, and panel (c) over 2006-2008. Bunching clearly increases over time.
Figure 3.18 shows the same increase over time for income shifting within couples.

The costly learning hypothesis predicts that agents react rapidly and massively to a large and salient
change, whereas they should respond only slowly to a small or complex change. Larger changes
require lower attention costs to be noticed, and the financial losses from not adapting to them are
larger. We point to three events where individuals’ response (or lack of response) is fully consistent
with this hypothesis.

First the 1999 reform is an example of a massive and easy to understand change in the tax system:
it did not introduce any new feature, but the eligibility threshold was multiplied by five for the I&C
Retail activities and by almost two for the I&C Services and Non Commercial activities. Figure 3.19
plots the number of self-employed agents (panels (a) and (c)) and their average self-employed income
(panels (b) and (d)), broken down by fiscal regime and normalized to their 1994 value (panels (a)
and (b)) or 2004 value (panels (c) and (d)). Panels (a) and (b) show that the responses to the 1999
reform were immediate and took place mostly during the first year: the incentives appear to have been
sufficiently clear and large. Since this reform did not change the overall tax simplicity of being self-
employed, there was only a very modest increase in the overall number of self-employed: the sharp
increase of 60% in the number of agents in the simplified regime in 1999 was counterbalanced by

31To check that this pattern is not driven by the fact that households with two earners in a simplified regime are more prone
to bunching at the individual threshold in general, we also check that if we form placebo partners by randomly matching
only people from within two self-employed earner households, there is no bunching either.
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Figure 3.17: Bunching by Period

Notes: The figure shows bunching in different periods: 1999-2001, 2002-2005 and 2006-2008. Bunching increases over
time until the introduction of the super-simplified regime in 2009. See the notes to Figure 3.6.
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Figure 3.18: Increase in Income Shifting Within the Household

Notes: Panels (a) and (b) repeat panel (a) of Figure 3.16, splitting the period into two (an early period in panel (a) and a
later period in panel (b)).

an almost equivalent decline in the number of agents in the standard regime.32 The increase in mean
income per business (panel (b)) was also instantaneous. For the simplified regime, this rise comes
from the combination of an intensive and an extensive effect: entrepreneurs already in the simplified
regime can remain in this regime while reporting much higher sales; and businesses in the standard
regime in 1998 due to sales higher than the 100,000 Francs limit can switch to the simplified regime
in 1999, to the extent they report a turnover below the new threshold. For the standard regime it
mostly stems from this composition effect, as those switchers earn relatively less income compared
with the rest of the firms remaining in the standard regime. All self-employed together, mean income
per business barely increases.

Second and in contrast, the 2008 reform brings about complex changes through the introduction
of a new fiscal regime. The number of self-employed in this new regime increases markedly for
many years, this entry driven this time by newly self-employed individuals as the overall number of
self-employed steadily increases (panel (c) in Figure 3.19). These new entrants had lower sales on
average than entrepreneurs already in the simplified regime, despite the simultaneous increase in the
threshold (from 27,000 to 32,000 e): the super-simplified regime was particularly tailored towards
small businesses and indeed attracted smaller businesses year in year out (panel (d)).

32Both series are normalized by their own 1994 value so the magnitudes on the graph do not allow to check that the increase
in one is in fact almost equal to the decline in the other.
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(a) Number of self-employed agents (b) Average income per self-employed business

(c) Number of self-employed agents (d) Average income per self-employed business

Figure 3.19: Event Studies: the 1999 and 2008 Reforms

Notes: We normalize all variables by their starting level in 1994 for panels (a) and (b) and in 2004 for panels (c) and (d).
Panels (a) and (c) plot the number of self-employed agents in each of the standard and simplified regimes, as well as the
total number of self-employed. Panels (b) and (d) plot the average income per self-employed business for those in the
standard regime (net business income) and those in the simplified regime (gross revenues).
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Third we consider smaller threshold’s changes, which we see as examples of small and hardly
noticeable adjustments. At 32,000 in 2009, the threshold increases to 32,100 in 2010, 32,600 in 2011-
2013 and then to 32,900 in 2014-2015. Figure 3.20 shows these four thresholds with vertical lines,
and plots the number of individuals reporting income in the simplified regimes from Industrial &
Commercial Services or Non Commercial activities, by bins of 100 e and for each year between 2011
and 2015. Several lessons can be drawn. First and consistent with progressive learning, bunching at
the threshold increases over time when the threshold does not change (from 2011 to 2013, and between
2014 and 2015). Second a mass of individuals is still visible at the 2013 threshold in 2014. This mass
declines in 2015. Third and throughout all these years, a sizable mass of individuals report income just
below 32,000 e, even though this threshold loses its legal value in 2010. Nothing else differentiates
32,000 from 31,000 – they both are as “round”. The introduction of the super simplified regime and
the accompanying extensive communication made the 32,000 e threshold highly salient. Subsequent
changes in the eligibility threshold, which are much smaller, are far less visible. This persistent mass
of individuals at the 2009 threshold is coherent with the costly learning hypothesis.
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Figure 3.20: Bunching in each year 2011-2015

Notes: This Figure plots the number of individuals with income in the simplified regimes from the Industrial & Commercial
Services and Non Commercial activities in 100 e bins around 32,000 e, for each year of the exhaustive dataset (2011-
15). The vertical lines represent the eligibility thresholds over the years: 32,000 e (2009), 32,100 e (2010), 32,600 e
(2011-13) and 32,900 e (2014-15).
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3.5.5 Summarizing

All in all, we have highlighted different behavioral patterns close to the eligibility threshold, only in
the regime and activities subject to this eligibility threshold, that cannot be well explained without tax
evasion: individuals report more often round numbers, households with two self-employed in a sim-
plified regime bunch more, and the bunching increases over time, which is consistent with individuals
gradually understanding the mechanics of the tax code and how to play it. Saez (2010) and Chetty et
al. (2013) also interpreted the bunching they observed for the self-employed as evasion.

3.6 The Value of Tax Simplicity

The previous section highlighted that tax evasion likely plays a key role in explaining the bunching
observed below the thresholds of the simplified and super simplified regimes: individuals manage to
remain in the simpler regimes to some extent by misreporting their revenues. However the motives
behind the choice to report income below the threshold – whether this choice stems from a real activity
response or tax evasion – remain unclear. Obviously monetary incentives are an essential factor:
by reporting less income and/or filing for an often less taxed regime, individuals pay fewer taxes
in the simpler regimes than they would in the standard one. But the sheer simplicity of these tax
systems may also drive part of the bunching: filing under the simplified or super simplified regimes
frees individuals from the administrative burdens associated with the standard regime. To disentangle
monetary incentives from the simplicity motive and put a value on the tax simplicity, we develop a
structural model and estimate its main parameters by fitting moments taken from the data.33

More precisely we jointly estimate the real income elasticities, the evasion elasticities and the value
of tax simplicity, based on the bunching at the eligibility thresholds. The key to this estimation is first
that the monetary gain from evasion scales with income while the gain from simplicity is fixed, and
second that there is a large variability in the incentives faced by different types of agents at the same
eligibility threshold because of their different tax brackets and the regimes they are in. Combined
with the fact that these incentives have also changed extensively over time, even in periods where
bunching has remained stable, overall we obtain a lot of different data moments that inform us about
the parameters of interest. Ultimately, the structural parameters that can best explain the observed

33It is important to bear in mind that even if there is zero tax difference and zero tax base difference between the regimes,
there is still an incentive to evade and choose a simple regime. First, the non zero tax rate is an incentive to underreport
to avoid the taxes and social security contributions on the hidden sales. Second and by filing under a simple regime, an
agent increases her chances to evade again in the future without being noticed (switching regimes might be perceived as
a bad signal to the tax authority). And third in itself the tax simplicity has value. The least costly way is then often just
to evade, rather than earn less income. Tax simplicity, monetary incentives and evasion are intrinsically related, which
makes identification challenging. Part of the value of the tax simplicity of the simple regimes comes from the enhanced
possibilities to evade taxes.
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bunching across different tax brackets and years will turn out to display a large preference for tax
simplicity, a sizable evasion elasticity, and a negligible real income elasticity.

3.6.1 Structural Estimation

Modelling the tax discontinuity

A given individual can operate in one of the three regimes described above: the simplified (regime
“m”) the super simplified (regime “f”) and the standard one (regime “r”). Effective operating costs,
taking into account input costs and VAT payments are modeled as a fraction ci of revenues yi in each
of the regimes i = m, f, r. Each regime entails a “tax hassle cost” ai, reflecting the tax reporting and
compliance costs (e.g. administrative accounting requirements, costs of keeping track and complying
with the tax procedure).

Let µ be the rebate on gross revenues in the simplified regime: the taxable income of agents in
this regime is (1− µ) · y. The agent’s effective average income tax rate (which is the same regardless
of regime choice) is τ y and the social insurance contributions rate in regime i is τ ssi . Denote by τi
the effective rates in regime i, levied on the tax base applicable in that regime, denoted by zi (which
also differs across regimes). In practice, an agent’s effective average income tax rate and his social
insurance contribution rate depend on his total income (self-employed income, wages and salaries,
ordinary capital income, etc.), household composition, activity type, and occupation, as explained in
Section 3.2. We do take this heterogeneity into account in our numerical estimations when assigning
a tax rate to each agent. For simplicity of the exposition in this section, we express the rates as if they
were homogeneous across all agents in a given regime.

Agents in the simplified regimes can endogenously misreport their income. In accordance with
the evidence provided in Sections 3.2 and 3.5, agents in the standard regime cannot easily misreport
their income. Let the fraction of actual revenues which is reported be denoted by γi, where γr = 1 (no
misreporting in the standard regime). Correspondingly, reported revenues in the simplified regime are
ŷm = γmym and in the super simplified regime ŷf = γfyf . The effective rates and tax bases are as
follows:

Standard regime: τr = τ y + τ ssr (1− τ y) is levied on net income zr = (1− cr)yr

Simplified regime: τm = τ y + τ ssm is levied on taxable (reported) income zm = (1− µ)γmym

Super simplified regime: τf is levied on gross (reported) revenues zf = γfyf
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The notch created by the eligibility threshold generates a response in self-employed revenues,
which we denote by ∆y∗. This revenue response ∆y∗ can be estimated from the excess mass using
the expression

B ≈ f0(y∗)∆y∗

where f0(y∗) is the counterfactual density at the threshold (i.e. the density that applies in the absence
of the eligibility threshold).34

Structural model

We can map the observed bunching into structural elasticities and hassle costs, that requires specifying
a parametric utility function. To infer the elasticities, we need to assume that agents who bunch come
from a continuous interval of revenues above the eligibility threshold and that there is one agent who
is the marginal buncher. We consider a static setting without optimization frictions.35

We parameterize the model as follows. Each agent has a type θ that captures his productivity and
that reduces his cost of earning a given level of revenues. The disutility of generating revenues y for
an agent of type θ is denoted by h(y, θ), increasing in y and decreasing in θ. We assume that:

h(y, θ) =
θ

1 + 1
ε

(y
θ

)1+ 1
ε

The cost of misreporting revenues in the simplified and super simplified regimes (i = m, f ) is assumed
to be isoelastic with elasticity η, namely:

g(yi − ŷi) =
κ

1 + 1
η

(
yi − ŷi
κ

)1+ 1
η

where κ is a scaling parameter that sets the right relation between the cost of real revenue generation
h() and evasion. In the standard regime, the misreporting cost is implicitly infinite, as it is hard to
misreport when being part of a certified accounting center.

34As shown in Kleven and Waseem (2013) one can easily account for heterogeneous elasticities. For an agent with
elasticity e, the earnings response is ∆y∗e . If f0(y, e) is the joint revenue-elasticity counterfactual distribution and
f0(y) =

∫
e
f0(y, e) is the unconditional counterfactual revenue distribution, the excess mass can be mapped to the

average earnings response E(∆y∗e) ≈ f0(y∗)E(∆y∗e).
35Since we estimate elasticities assuming no optimization frictions, we are likely providing a lower bound of the elasticities.

In these estimations, agents make a series of static decisions period by period. This is realistic in so far that for the small
self-employed considered here, self-employed income is a flexible yearly choice variable, not subject to career concerns
or strategic dynamic considerations, such as signaling.
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An agent’s utility from earning revenue y and reporting ŷ in regime i = m, f, r is thus:

ui(y, ŷ) = y(1− ci)− Ti(ŷ)− h(y, θ)− g(y − ŷ)− ai

where Ti(ŷ) is the total tax liability as a function of reported revenues described above.

Simplified regime threshold: Let us start by describing what happens at the eligibility threshold for
the simplified regime. Note that if there is no notch, in the simplified regime, the optimal choice of
real and reported revenues of an agent are:

g′(ym − ŷm) = τm(1− µ) and h′(ym, θ) = (1− cm)− g′(ym − ŷm)

⇒ h′(ym, θ) = [(1− cm)− τm(1− µ)]

which implies that:

ym = θ[(1− cm)− τm(1− µ)]ε (3.4)

ŷm = θ[(1− cm)− τm(1− µ)]ε − κ[τm(1− µ)]η (3.5)

With the eligibility threshold (notch), there is also a marginal agent y∗+∆y∗ who reports revenues
exactly at the threshold y∗ but would have reported revenues at y∗ + ∆y∗ absent the notch. If he were
unconstrained by the notch, his choice would be characterized by reported revenues:

y∗ + ∆y∗ = (θ∗ + ∆θ∗)[(1− cm)− τm(1− µ)]ε − κ[τm(1− µ)]η (3.6)

and actual revenues:

ym = (θ∗ + ∆θ∗)[(1− cm)− τm(1− µ)]ε

With the notch, this agent reports revenues at the notch, but his actual revenues are y∗m = ym(y∗) as a
function of the report, where y∗m is given by:

(1− cm)− h′(y∗m, θ∗ + ∆θ∗)− g′(y∗m − y∗) = 0⇒ 1− cm −
(

y∗m
θ∗ + ∆θ∗

) 1
ε

−
(
y∗m − y∗

κ

) 1
η

= 0(3.7)

This agent’s utility at the notch is thus:

u∗m = y∗m(1− cm)− τm(1− µ)y∗ − h(y∗m, θ
∗ + ∆θ∗)− g(y∗m − y∗)− am

Let’s denote by yIr the indifference point in the standard regime, such that the agent is indifferent
between earning revenues y∗m and reporting revenues exactly equal to the threshold y∗ or earning yIr
(which is actual revenues, since there is no misreporting in the standard regime). yIr is interior, and
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hence characterized by the optimality (tangency) condition in standard regime:

yIr = (θ∗ + ∆θ∗)[(1− cr)(1− τr)]ε (3.8)

The indifference condition is expressed as:

yIr (1− cr)(1− τr)− h(yIr , θ
∗ + ∆θ∗)− ar =

y∗m(1− cm)− τm(1− µ)y∗ − h(y∗m, θ
∗ + ∆θ∗)− g(y∗m − y∗)− am (3.9)

For given primitives (ε, η, cr, cm, ar, am, κ) and policy parameters (y∗, τm, τr, µ), we can solve for
the variables (y∗m,∆y

∗, yIr , θ
∗ + ∆θ∗) using the system of nonlinear equations (3.6)-(3.9).

Super simplified regime threshold: For the super simplified regime threshold, everything is ex-
actly the same as for the simplified regime, but using the appropriate tax rates. Equations (3.6)-
(3.9) still apply, replacing cm with cf , ym with yf , y∗f with y∗f and τm(1 − µ) with τf . In this
case, for given primitives (ε, η, cr, cf , ar, af , κ) and policy parameters (y∗, τf , τr, µ), we can solve
for (y∗f ,∆y

∗, yIr , θ
∗ + ∆θ∗) as well.

Ultimately, the solution of this system of equations yields a model predicted ∆y∗(ε, η, cr, cf , ar, af , κ; )

as a function of the primitives and policy parameters.

Intuitively, a given observed bunching can be generated by i) a preference for low tax hassle, ii)
a direct response to tax incentives (embodied in the real elasticity ε), and iii) an evasion response
(embodied in the misreporting elasticity η). The hassle cost by itself creates a “pure notch” – i.e.
an increase in the average tax without a change in the marginal tax; even in the absence of mone-
tary incentives, tax accounting and reporting requirements act like an average tax increase and have
distortionary effects.

Structural Estimation Method

We now explain how we structurally estimate the model using a generalized method of moments.
Different agents in different years face widely different incentives because they are in different tax
brackets (recall the peculiarity of the French tax system as described in Section 3.2), in different
regimes, and because income taxes, social security contribution rates and rebates have changed over
time. As a result, we have many data moments, i.e. observations of the empirical responses ∆y∗ across
tax brackets, regimes and years, which we can target in order to find the parameters that fit best. Note
that we will only use the recent period 2011-2015 for which we have full population data and during
which, as discussed, agents’ responses stabilize. And we focus attention on the I&C Services, because
individuals at a given income level in Non-Commercial (NC) activities may face a wide heterogeneity
in their social contributions, which are not observable in our data.

130



Formally, let i index the tax bracket, n index the regime (super simplified or simplified) and t index
groups of years for which the thresholds y∗ and rebates µ are constant. For each regime, activity, tax
bracket, and year, there is a model-predicted bunching interval ∆y∗nit. Its empirical counterpart in the
data is ∆̂y∗nit. Each ∆̂y∗nit is thus a data moment.

The parameters we seek to estimate are the operating costs, hassle costs, real income elasticities
and evasion elasticities for the various regimes and tax brackets. In principle, there can be heteroge-
neous parameters for each regime, activity, year, and tax bracket. We make the following assumptions,
which allow us to limit the number of parameters estimated: (i) the tax hassle costs and the operating
costs are allowed to differ by regimes, but are the same across tax brackets; (ii) the elasticities are
allowed to differ by tax brackets but are the same across regimes. As a result, we have a vector χ of
13 parameters to be estimated with:

χ := ((ηi)0≤i≤3, (εi)0≤i≤3, (an)n∈{m,f}, (cn)n∈{m,f})

where ηi is the evasion elasticity in tax bracket i, εi is the real income elasticity in tax bracket i, an
and cn are the hassle and operating costs in the I&C Services activities in regime n.

We have M = 16 moments (four tax brackets times two regimes times two sets of years during
which the policy parameters were constant). The loss function we minimize is L(χn):

L(χn) =
M∑
m=1

1

M

(
∆̂y∗nkit −∆y∗nkit

)2

(3.10)

3.6.2 Estimation Results

Table 3.7 shows the estimation results. Three main results stand out. First the real income elasticities
εi are very small (less than 1%). Second, the evasion elasticities are high and increase with the tax
bracket.

Third, hassle costs are estimated much lower in the super simplified regime than in the simplified
regime. Importantly, it is not possible to match the data moments correctly without tax simplicity
(by imposing the hassle costs to be 0), especially for the super simplified regime. The appeal of tax
simplicity thus seems much stronger in the super simplified regime. Finally, operating costs for the
simplified and super-simplified regimes are estimated at around 50% of sales, which turns out to be
the rebate chosen by the tax authority.

To conclude this analysis, it might be helpful to compare our results with other findings in the
literature or with independent computations by French tax authorities. First, the Inspection Generale
des Finances (IGF) finds an average estimate of 400 euro of tax evasion per self-employed individual
(i.e averaging between individuals in the simplified and super-simplified regimes) based on direct ex
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Table 3.7: Structural Estimation Results

Parameter Description Value

ε Frisch elasticity in . . .
ε0 . . . tax bracket 0 < 0.01
ε1 . . . tax bracket 1 < 0.01
ε2 . . . tax bracket 2 < 0.01
ε3 . . . tax bracket 3 < 0.01

η Cheating elasticity in . . .
η1 . . . tax bracket 1 0.21
η1 . . . tax bracket 1 0.76
η2 . . . tax bracket 2 0.79
η3 . . . tax bracket 3 0.79

∆a Hassle costs difference in euros between . . .
ar − am . . . real and simplified regimes 85
ar − af . . . real and super simplified regimes 524

c Operating costs as a fraction of revenues in. . .
cm . . . simplified regime 0.44
cf . . . super simplified regime 0.51

κ Scale parameter in the cheating function 872

Notes: The table shows the results from the full structural estimation described in Section 3.6. The period is 2011-2015
for both simplified and super simplified regimes. See Section 3.6 for the computational details. Hassle costs are expressed
in euros.
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post tax auditing. Second, Pitt and Slemrod (1989) find that allowing for individual itemization entails
a cost equal to 0.12% of total gross revenues; Benzarti (2017) finds an itemization cost of about 0.7%
of total gross revenues. Benzarti then shows that this cost amounts to around 15 working hours per
year. 400 e correspond to 27 hours of work at the hourly mean net wage of 14.6 e in 2015.

3.7 Conclusion

We study how French self-employed respond to a notch in their tax schedule. We show that they bunch
massively below the eligibility threshold of the simplified and super simplified regimes above which
they no longer qualify for these regimes. They also clearly respond to tax incentives as agents with
higher marginal tax rates, who gain more financially from filing under a simpler regime, bunch more
than other individuals. Even though it is not possible from the data to directly separate tax evasion
from a real activity response, we provide three pieces of evidence suggesting that at least some of this
bunching comes from tax evasion. First, the tax returns are more often round numbers close to the
threshold than far from it, an indication that the reported figure is more likely to be forged. Second, in
households with two self-employed individuals, the highest earner appears to shift some of her income
to her partner as she approaches the threshold. Third bunching increases over time, and agents react
rapidly to a large and salient institutional change whereas they respond slowly to a small or complex
one.36

The bunching reveals the entrepreneurs’ willingness to file under the simpler regimes – possibly
misreporting their income to achieve that goal – but not their incentives to do so: individuals may be
guided by pure monetary incentives, or they may be attracted by the tax simplicity of these regimes.
To disentangle between the two motives, we estimate a structural model by fitting data moments. Our
estimation confirms the role of tax evasion and tax simplicity in explaining the observed bunching.
The simplicity motive appears particularly important in the super simplified regime, where it is valued
at around 500 e (versus less than 100 e in the simplified regime).

We do not propose a welfare analysis of the introduction of the simpler regimes and in particular
cannot conclude that public finances deteriorate with them. These regimes were explicitly introduced
to facilitate the creation of firms that would otherwise not exist, and to shift work from the informal
to the formal sector. Consistent with this, Barruel et al. (2012) shows that three quarters of the firms
created in the first semester of 2010 under the super simplified regime would not have been created
without the introduction of this regime; and we observe after 2009 a large number of creations of super
simplified firms, without a meaningful decrease in the number of firms in the standard or simplified
regimes. So the public finances losses induced by tax evasion, which happen at the margin of the

36It would therefore be illusory in most cases to use sales from the simplified or super simplified regimes as a RDD
instrument, as this variable is to some extent manipulated around the threshold.
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thresholds, may turn out small compared to the overall gains. While this assessment remains beyond
the scope of our analysis, it would be a promising avenue for future research to evaluate the general
equilibrium effects of the existence of the simplified and super simplified regimes and their impact on
public finances and welfare.

Our analysis could be extended in several other interesting directions. A second avenue for future
research would be to study whether tax simplicity improves the chances of success of a self-employed
activity: do the self-employed individuals who understand tax incentives better end up doing better
even in the long-run? Do they become true “entrepreneurs” and ultimately job creators? A third
avenue would be to reflect on policies that can reduce the regressivity caused by the complexity of the
tax system, such as the provision of tax workshops or tax accounting services to the lower educated
or lower income agents who appear to be making worse financial choices. A fourth avenue would
be to move to panel data and analyze how self-employment opportunities affect individuals’ income
mobility and also their ability to accumulate or preserve human capital over their lifetime. These and
other extensions await further research.
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APPENDIX

3.A Additional Figures

Figure 3.21: Income Tax Rates in France 1994-2015

Notes: The figure shows the marginal tax rates in different tax brackets and for a selected set of years. The x axis shows
the family coefficient, i.e. taxable income divided by the number of parts, as explained in Section 3.2.
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Figure 3.22: Excess share of declarations in the standard regime (left) and for wages (right), by round
number
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3.B Additional Tables

Table 3.8: Summary Statistics: Self-Employed and Wage Earners 1994-1998

All With wage With self- With any
income only employed self-employed

income only income

Panel A
Age 40 39 48 47
Married or in Civil Union 0.56 0.55 0.68 0.68
Has any Children 0.43 0.43 0.42 0.44
Number of children 0.77 0.77 0.76 0.79
Retired 0.08 0.07 0.16 0.14

Panel B
Wage Income 18377 19329 0.00 5275
Self-employed Income 1927 0 30254 28438
Capital Income 1457 1250 3642 4306

Panel C
Zero Tax bracket 0.19 0.20 0.16 0.14
Low Tax bracket 0.36 0.37 0.26 0.25
Medium Tax bracket 0.31 0.31 0.28 0.28
High Tax bracket 0.14 0.12 0.30 0.32

Panel D
Population (in mill.) 130 121.2 6.8 8.8

Notes: See Table 3.2.
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Table 3.9: Summary Statistics: Self-Employed and Wage Earners 1999-2008

All With wage With self- With any
income only employed self-employed

income only income

Panel A
Age 40 40 49 48
Female 0.46 0.47 0.31 0.31
Married or in Civil Union 0.50 0.49 0.64 0.63
Has any children 0.40 0.40 0.39 0.40
Number of Children 0.70 0.70 0.70 0.72
Retired 0.05 0.04 0.16 0.14
Claimed unemployment benefits 0.09 0.10 0.02 0.03

Panel B
Wage Income 19750 20711 0 5824
Self-employment Income 2066 0 34963 32032
Capital Income 2203 1904 5531 6533

Panel C
Zero Tax bracket 0.15 0.15 0.14 0.13
Low Tax bracket 0.32 0.32 0.22 0.21
Medium Tax bracket 0.38 0.38 0.30 0.31
High Tax bracket 0.15 0.14 0.33 0.35

Panel D
Population (in mill.) 283.8 265.5 13.7 18.3

Notes: See Table 3.2.
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Table 3.10: Summary Statistics: Self-Employed and Wage Earners 2009-2012

All With wage With self- With any
income only employed self-employed

income only income

Panel A
Age 41 41 50 48
Female 0.48 0.49 0.35 0.36
Married or in Civil Union 0.45 0.44 0.57 0.55
Has any Children 0.39 0.39 0.36 0.37
Number of children 0.67 0.67 0.63 0.66
Retired 0.07 0.06 0.21 0.17
Claimed unemployment benefits 0.13 0.14 0.04 0.07

Panel B
Wage Income 20470 21503 0 7145
Self-employment Income 1939 0 31506 26980
Capital Income 2803 2493 6008 6801

Panel C
Zero Tax bracket 0.13 0.13 0.18 0.16
Low Tax bracket 0.29 0.30 0.20 0.20
Medium Tax bracket 0.46 0.47 0.36 0.38
High Tax bracket 0.11 0.10 0.26 0.26

Panel D
Population (in mill.) 118.8 110.3 5.8 8.5

Notes: See Table 3.2.
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Table 3.11: Full Structural Estimation Results– Tax Hassle Costs and Elasticities

Cost I&C Services Cost Non Commercial Hassle Cost I&C Hassle Cost Non Structural
(% of rebate) (% of rebate) Services aS Commercial aNC Tax bracket Elasticity e

Panel A – Simplified Regime

0.5 0.1 315 456
1 0.01
2 0.02
3 0.06

Panel B – Super Simplified Regime

0.3 0.3 162 648
1 0.08

2-3 0.01

Panel C – By Additional Income Sources
With salaried income

0.5 0.2 304 145
1 0.01
2 0.03
3 0.07

Without salaried income

0.5 0.2 149 144
1 0.02
2 0.01
3 0.04

With pension income

0.5 0.2 305 580 1-2-3 0.02
Without pension income

0.5 0.2 150 299 1-2-3 0.01

Notes: The table shows the results from the full structural estimation described in Section 3.6. For the simplified regime, the period is 2006-2012. For the
super simplified, it is 2009-2012. See Section 3.6 for the computational details. Hassle costs are expressed in euros.
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3.C Online Appendix

3.C.1 Additional Tables and Figures

Figure 3.23: Eligibility Thresholds and Rebate for the Simpler Regimes (Retail)
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Notes: The figures shows the eligibility threshold in euros along with the rebates for I&C retail activities. Before 1999,
the I&C retail is not distinguished from the I&C services.

3.C.2 French Tax Calculation Primer

The French tax schedule typically looks as follows:

Bracket Lower Bond Upper bond Marginal rate
1 y0 = 0 y1 τ1

2 y1 y2 τ2

3 y2 y3 τ3

4 y3 y4 τ4

5 y4 ∞ τ5
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In order to determine the tax amount to be paid by a household, the first thing to compute is the
Family coefficient y which is defined as the ratio between taxable income Y and the number of parts
N of the household :

y =
Y

N
(3.11)

The household that has a family coefficient y ∈ [yM−1; yM ] belongs to the bracket M . Then, the
amount of tax the household has to pay is :

T (y,N) = N × [
M−1∑
m=1

τm × (ym − ym−1) + τM × (y − yM−1)] (3.12)

For instance, for a household with a family coefficient y ∈ [y2; y3], we have :

T (y,N) = N × (τ1 × y1 + τ2 × (y2 − y1) + τ3 × (y − y2)) (3.13)

Cap of the Family Coefficient

Let’s assume that the number of parts is Nb + Na where Nb is the base number of parts, and Na

is the additional number of parts. To calculate the cap, one first calculates the tax that would apply
without the additional parts: yb = Y/Nb. We must then consider two possible situations : if the
additional number of parts Na (i) does place the household in a higher tax bracket, or (ii) does not
place the household in a higher tax bracket.

Situation 1

If the additional number of parts Na does not place the household in a higher tax bracket, then :

T (yb, Nb) = Nb × [
M−1∑
m=1

τm × (ym − ym−1) + τM × (yb − yM−1)] (3.14)

The difference in taxes is :

T (yb, Nb)−T (y,N) = (Nb−N)×
M−1∑
m=1

τm× (ym− ym−1) + τM × (Nby
b−NbyM−1−Ny+NyM−1)

(3.15)

By definition, we have Y = Nby
b = Ny, then :
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T (yb, Nb)− T (y,N) = (Nb −N)×
M−1∑
m=1

τm × (ym − ym−1) + τM × yM−1(N −Nb) (3.16)

We can re-arrange the expression to obtain :

T (yb, Nb)− T (y,N) = (Nb −N)× [
M−1∑
m=1

τm × (ym − ym−1)− τM × yM−1)] (3.17)

Situation 2

If the additional number of parts Na places the household in a higher tax bracket, then :

T (yb, Nb) = Nb × [
M∑
m=1

τm × (ym − ym−1) + τM+1 × (yb − yM)] (3.18)

The difference in taxes is :

T (yb, Nb)−T (y,N) = (Nb−N)×
M−1∑
m=1

τm×(ym−ym−1)+τM×(NbyM−NbyM−1−Ny+NyM−1)+τM+1Nb×(yb−yM)

(3.19)
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Chapter 4

Semi-Structural VAR and Unobserved
Components Models to Estimate
Finance-Neutral Output Gap
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Abstract

The paper assesses the impact of adding information on financial cycles on the output gap estimates
for eight advanced economies using two unobserved components models: a reduced form extended
Hodrick-Prescott filter, and a standard semi-structural unobserved components model. To complement
these models, a semi-structural vector autoregression model is proposed in which only supply shocks
are identified. The accuracy of the output gap estimates is assessed based on their performance in
predicting recessions. The models with financial variables generally produce more accurate output
gap estimates at the expense of increased real-time volatility. While the extended Hodrick-Prescott
filter is particularly appealing for its real-time stability, it lags behind the two semi-structural models in
terms of forecasting performance. The vector autoregression model augmented with financial variables
features the best in-sample forecasting performance, and it has similar real-time prediction capabilities
to the semi-structural unobserved components model. Overall, financial cycles appear to be relevant
in Japan, Spain, the UK, and – to a lesser extent – in the US and in France, while they are relatively
muted in Canada, Germany, and Italy.

Keywords: unobserved components model; semi-structural VAR; output gap; financial cycle; sustain-
able growth; credit; house prices; advanced economies

JEL classification: C32; E32; E44; G01; O11; O16
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4.1 Introduction

Potential output has been traditionally defined as the maximum level of economic activity attainable
without triggering inflation and, in the same context, as the output linked to the level of employment
that results in a nonaccelerating rate of inflation (Okun (1962)). The observed empirical regularity
between output fluctuation and the cyclical pattern of inflation or unemployment has been for a long
time the key ingredients in a large variety of statistical filters, reduced form and general equilibrium
models aiming to estimate the potential growth and the output gap. In such models, financial factors
are either completely ignored or when included, their roles are limited to amplify the persistence of the
shocks by slowing down somewhat the return of the economy to its steady state path (see e.g. Kiyotaki
and Moore (1997); Bernanke et al. (1999); Woodford (2003)). However, historical evidence suggests
that unsustainable developments in the financial and housing sectors can generate large imbalances in
the economy even if inflation and unemployment are low and stable (see e.g. White (2006); Hume and
Sentance (2009); Schularick and Taylor (2012); Jordà et al. (2013)).

The present paper is closely related to the recent empirical literature that extends traditional statis-
tical output gap estimation techniques by incorporating financial cycle information. We start by con-
ceptually and empirically comparing the performance of two types of popular unobserved components
models (UCMs) in extracting both demand-driven traditional business cycles and financial cycles. The
first UCM follows a novel “reduced form” approach pioneered by Borio et al. (2017) to estimate the
“finance-neutral” output gap. In the “extended Hodrick-Prescott (HP)” model, pre-transformed finan-
cial cycle indicators are directly incorporated as additional covariates into the state-space representa-
tion of the univariate HP filter (model A)1. The second UCM is a simple semi-structural model fea-
turing a Phillips curve, an Okun’s law, a stochastic process relating output gap to capacity utilisation,
and a separate block that relates financial cycles to the output gap (model B). Both the reduced form
and the semi-structural UCMs augmented with financial variables are gaining increasing popularity2,
however, their relative advantages and limitations have not yet been empirically assessed.

1We also estimate a more flexible representation of this model, allowing for serial correlation of the output gap and
introducing shocks to the level of the trend. However, the results from these two versions are very similar in all aspects.
In other words, the additional flexibility of the dynamic multivariate filter compared to extended HP has very limited
practical relevance. The results from this alternative specification are reported in Appendix 4.B.

2Following Borio et al. (2017), several subsequent papers adopt the same (or very similar) methodology to recover the
“sustainable growth” and the “finance-neutral output gap” (see e.g. Anvari et al. (2014); Odor and Kucserova (2014);
Felipe et al. (2015); Krupkina et al. (2015); Maliszewski and Zhang (2015); Berger et al. (2015); Alberola-Ila et al.
(2016); Amador-Torres et al. (2016); Grintzalis et al. (2017)). Bernhofer et al. (2014) adopt a more general statistical
filtering technique proposed by Harvey and Jaeger (1993) to estimate the finance neutral output gap for several advanced
and emerging EU countries. However, the basic concept of the method remains the same: financial cycle indicators are
directly incorporated into output gap equation to help to better explain the cyclical movements of the output. Other papers
extend the previous approach by incorporating financial information into semi-structural UCMs (see e.g. Rünstler and
Vlekke (2018); Melolinna and Tóth (2019)). Our baseline semi-structural model is mostly based on Melolinna and Tóth
(2019).
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To complement these previous models, we propose a new “semi-structural vector autoregression
(VAR)” model with long-run restrictions (model C). The model is a modified version of Blanchard and
Quah (1989) in which we exploit a wider set of information by using several (business and financial)
cycle indicators without imposing further restrictions. It extends the original Blanchard-Quah model
by combining two approaches. First, we include additional variables in the model and recover potential
GDP using a minimal identification requirement with one set of constraints on the long-run effects of
the shocks. The main idea is that since the potential growth builds upon supply shocks only, one set
of constraints, stating that only supply shocks have permanent effects on the level of GDP in the long-
run, is enough to recover the trend. We formally show that further restrictions are not needed as the
other structural shocks are not interpreted and do not need to be separately identified. Furthermore,
we show that the limited set of constraints used is the only one relevant for the decomposition of the
output gap into contributions of the observables (see Andrle (2013) for a general explanation of the
decomposition technique). With a different objective, similar semi-structural VARs have been used by
Bernanke and Mihov (1998), King et al. (1991) and Gali (1999).

Second, in the spirit of Borio et al. (2017), we directly include pre-transformed financial cycle
indicators in the model instead of estimating or imposing theory-based cointegrating relations between
GDP and the financial variables. In other words, we condition the output gap estimates only upon the
short- and medium-run correlations between GDP and the indicator variables, while the fundamental,
long-run relationships between GDP and financial variables are not explicitly modelled. As with the
model of Borio et al. (2017), this “shortcut” allows us to keep the dimension of the model relatively
small. On the other hand, in contrast to Borio et al. (2017), financial cycle indicators are treated as
stochastic processes, i.e. shocks can affect the indicators without necessarily influencing the GDP.

Since the semi-structural VAR involves entirely different mechanisms to decompose the trend
from the cycle than the two other UCMs, it can provide particularly informative additional insights
compared to the other models. All the more so as the ability of the usual univariate or multivari-
ate statistical filters to accurately differentiate between supply and demand shocks has recently been
challenged. Coibion et al. (2018) argue that models relying on smoothing techniques gradually but
persistently respond to all kinds of shocks to the GDP. The authors show that the Blanchard and Quah
(1989) approach, which explicitly distinguishes between temporary and permanent shocks, does not
suffer from this shortcoming, and can generate real-time estimates of potential output that are consis-
tent with theoretical predictions much more successfully.

As a first step, we estimate the three “baseline” models for eight advanced economies – Canada
(CA), France (FR), Germany (DE), Italy (IT), Japan (JP), Spain (ES), the UK, and the US – in which
the cyclical pattern of the demand is captured by the unemployment rate, the capacity utilisation rate,
and (in the semi-structural UCM) CPI inflation. As a second step, we test the implications of adding
two additional variables that proved to be the most successful in capturing financial cycles: credit and
house prices (see e.g. the literature review by Borio (2014)). The models are evaluated along several
dimensions, such as the contribution of financial shocks to the estimated output gaps, the sensitivity of
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the results to pre-treatment methods, or the real time performance of the models. Finally, the overall
accuracy of the estimated output gaps are assessed using receiver operating characteristic analysis
based on their capabilities in predicting recessions.

The overall picture underlines the importance of taking financial variables into account when as-
sessing the cyclical position of the economy. Independently of the model considered, the model aug-
mented with financial variables proves to be consistently more effective in identifying unsustainable
economic growth paths and in predicting recessions both in-sample and out-of-sample. In ES, the
UK and (to a much lesser extent) the US, the credit and house prices boom in the run-up to the Great
Recession is clearly identified, as well as a previous boom-bust in the UK during the 1980s-90s. In
JP both credit and house prices booms at the turn of the 1990s led to the well-studied and prolonged
crisis (the “Lost Decade”). In FR the models signal a house prices boom during the 2000s, but there
is no sign of credit boom during the estimation period. Finally, the financial cycles appear relatively
muted in CA, DE and IT. At the same time, our results suggest that financial information generally
worsens the real-time stability of the models in both the short-run and the longer-run, sometimes even
for countries without clear financial cycles identified ex-post (most notably for DE). In other words,
the models with financial variables are generally more successful in signalling booms in real-time, but
future revisions of the point estimates are larger.

The models under scrutiny have different properties along several important dimensions, which
affect their practical efficiency in handling new information originating from the financial variables
and thus their resulting finance-neutral output gap estimates. The approach proposed by Borio et al.
(2017) is particularly appealing for its simplicity and real-time stability. Since the additional variables
directly enter the output gap equation as deterministic covariates, there are only a few parameters
to estimate and shocks to decompose and, as a consequence, the resulting output gap estimates are
relatively less revised when new data become available. However, the extended HP filter generally
lags behind the two semi-structural models in terms of forecasting performance, in particular when
the models are augmented with financial variables. Moreover, the reduced form approach is sensitive
to the (necessary) pre-transformation applied to the cycle indicators to make them stationary with zero
mean. Without external validation of the resulting output gap estimates, it is often hard to choose
between the different possible trend removal methods. Simply put, the extended HP filter can be
viewed as the two-step version of the more complicated, semi-structural UCM: first, possible structural
shocks to the indicator variables need to be removed; second, the correlation between the pre-filtered
cycle indicator variables and the GDP is estimated, which helps to identify the output gap.

The semi-structural UCM provides a simultaneous estimation of these two steps. The difficulty
of selecting the right pre-treatment method is therefore transformed into a difficulty of choosing the
right structure and defining suitable Bayesian prior distributions on the parameters. By imposing a
very light structure on the model and using standard prior beliefs about the parameters, the semi-
structural UCM produces, in general, more accurate finance-neutral output gaps with better early
warning capabilities than the extended HP filter. However, the results for JP and – to a lesser extent
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– the US are good examples showing that solely relying on an arguably flexible and generally more
capable approach may also lead to misleading conclusions. The semi-structural UCM for these two
countries reveals significantly lower impact of financial cycles on the output gap estimates compared to
the other models. In particular, both the semi-structural VAR and the reduced form model suggest that
the Japanese finance-neutral output gap remains positive until 1998 following the asset price bubble’s
collapse in the early 1990s, whereas the output gap estimated using the semi-structural UCM already
turns to negative – even though only temporarily – in 1993. The output gap remaining positive for a
prolonged period of time after the bubble’s collapse is arguably more in line with the Japanese “Lost
Decade” paradigm. Similarly, the build-up of the financial bubble in the US was less forceful before
the recent financial crisis according to the semi-structural UCM than the other models imply.

By taking advantage of its distinct trend-cycle decomposition technique, the semi-structural VAR
provides valuable external validation of the results from the other models. This cross-check is partic-
ularly useful when the results from the other UCMs differ (such as for JP and the US) or the results
are particularly sensitive to the priors imposed on the parameters of the model. Moreover, the semi-
structural VAR is generally more successful in accurately capturing macroeconomic and financial
imbalances than the UCMs. The model features the best in-sample forecasting performance of reces-
sion probabilities among all three models, and it has similar real-time prediction capabilities to the
semi-structural UCM and clearly superior to the extended HP filter. At the same time, this model also
tends to react relatively more erratically to new observations included in the sample, especially when
financial cycles are taken into account. The semi-structural VAR is also sensitive to the trend removal
technique applied to the cycle indicators. However, contrary to the reduced form extended HP filter,
the implied change in the output gap estimate following a change in the pre-filtering technique is less
predictable.

In what follows, the two UCMs are briefly described (Section 4.2), and then the semi-structural
VAR approach is presented in more detail (Section 4.3). Section 4.4 presents the data used for the
estimations, the main estimation results, the decomposition of the output gap into the contribution of
observables, the real-time performance and the forecasting accuracy analysis of the models. Finally,
Section 4.5 summarises the main findings and puts them into a broader perspective.

4.2 The unobserved components models

4.2.1 Extended Hodrick-Prescott filter

Our simplest model has been advanced by Borio et al. (2017). A simple UCM, a univariate smooth
trend model, which is the state-space representation of the famous HP filter, is augmented with addi-
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tional variables (zt): 
yt = y?t + γ′zt + εt εt ∼ N (0, σ2

ε)

y?t = y?t−1 + gyt−1

gyt = gyt−1 + ξt ξt ∼ N
(
0, σ2

ξ

) (4.1)

where yt is the log of GDP, y?t is the log of the unobserved GDP trend and gyt is the stochastic
growth rate of the trend. εt and ξt are uncorrelated normally distributed random terms with variance
σ2
ε and σ2

ξ , respectively. The output gap is defined as the deviation of GDP from its sustainable path:
ŷt = yt − y?t . The parameters of the model are estimated using maximum likelihood techniques and
the gap is recovered using the Kalman filter.

A number of issues need to be addressed. To begin with, the stationarity of the business and
financial cycle indicators (vector zt) is a crucial yet in practice a rarely satisfied assumption. The
coefficient of a non-stationary variable zt in small samples can receive a positive weight that will
transmit a trend (or a non-zero mean) to the output gap. To overcome this problem, we follow the usual
approach and pre-transform the series before plugging them into the model. A number of academic
studies researching on financial imbalances de-trend the series using a HP filter with a smoothing
parameter λ = 400, 000 (see e.g. Borio and Lowe (2002); Edge and Meisenzahl (2011); Detken et
al. (2013); Borio et al. (2014a); Anundsen et al. (2016); Bauer and Granziera (2017); and the Basel
III recommendation Committee (2010)). Consequently, only very low frequency cycles with average
length above approximately 40 years are removed, well above the usual financial cycle frequencies.3

We follow the same procedure and de-trend the unemployment rate (ut), the credit (crt) and the house
prices (hpt) using a HP filter with the same value for λ. There is one exception: for DE, a HP filter
with a lower smoothing parameter (λ = 1600) is used to better account for the downward trend of
the unemployment rate following the introduction of the Hartz reforms. As for the capacity utilisation
(ct), we simply remove the mean. The sensitivity of the results to various alternative low-frequency
trend removal techniques will be discussed further in Sections 4.4.4 and 4.5.4

The second issue is the usual “pile-up” problem when maximum likelihood technique is employed:
when the variation of trend growth rate σ2

ξ is small, the (maximum likelihood) estimate for σ2
ξ tends to

be biased toward zero and as a result, the filter smooths potential output more than is necessary. The
business cycle would then seem longer (Shephard (1993); Stock (1994); Stock and Watson (1998)). To
avoid this, we follow the suggestion of Borio et al. (2017) and constrain the scaling factor λ = σ2

ε/σ
2
ξ

so that the ratio of the variance of the output gap to the variance of the second differences of the trend –

3The transfer function of the HP filter is given by (King and Rebelo (1993)): h(ω;λ) = 4λ(1 − cosω)2/(1 + 4λ(1 −
cosω)2). If λ = 400, 000, h(ω;λ) > 0.5 for ω > 0.04, which corresponds to about 39 years on quarterly data.

4Note that we did not seek to fully optimise the pre-treatment of the variables to achieve the most “credible” output gap
estimates. Instead, we used rather standard pre-treatment techniques to illustrate the potential benefits and pitfalls of the
different approaches.
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i.e. var(ŷt)/σ2
ξ – is equal to 1600, the standard value for quarterly data. This is achieved by recursively

re-estimating the model until convergence.

Finally, the model suffers from two conceptual weaknesses. First, the extended HP filter might be
too restrictive. The smooth trend model in eq. 4.1 with the above-mentioned constraint on the scaling
factor assumes that the trend follows an integrated random walk. As such, the model does not allow
for a level shock on potential output, since it allocates all permanent shocks to the potential output as
shocks to the trend growth. Moreover, the model does not assume autocorrelation of the output gap.
However, in practice, unit root tests on real GDP rather indicate integrated processes of order 1 (i.e.
an I(1) process), rather than I(2) processes as assumed by the smooth trend model; and the output gap
estimates produced by the filter are highly autocorrelated, which contradicts the formulation of the
model (Grant and Chan (2017)).

Second and most importantly from the point of view of our exercise, the extended HP filter method
may not be compatible with filtering out financial imbalances from output to obtain sustainable output
because of the frequency discrepancy between financial and regular economic cycles. Using the usual
value for the scaling factor, the extended HP filter is designed to filter out noise at the traditional
business cycle frequency. Additional variables in zt will be significant determinant of the output
gap only if they can explain cyclical fluctuations at the traditional business cycle frequency (as, for
example, the unemployment and the rate of capacity utilisation). However, financial variables have
longer cycles and their correlation with GDP is expected at lower frequencies. A common business
cycle covers 8 years, whereas on average the financial cycle is considerably longer, 15-20 years (see
Claessens et al. (2012); Borio (2014); Rünstler and Vlekke (2018)).

To address these conceptual issues, we also estimate a more flexible version of the model which
(i) allows for the serial correlation of the output gap, (ii) introduces shocks to the level of the trend
and (iii) estimates the scaling factor rather than calibrates it. This model is similar in structure to the
process describing the potential output and the output gap in the semi-structural UCM (model B in
Section 4.2.2). It is also more in line with the assumptions used in the semi-structural VAR (model C
in Section 4.3), in particular regarding the integration order of the GDP series. The model is described
in details in Appendix 4.B (“dynamic multivariate filter”, model A′). The results from these two
versions of the reduced form model are very similar: the correlation between the output gap estimates
using these two methods, with or without financial variables, is very high, that is, more than 0.89 for
all countries. In other words, the additional flexibility of the dynamic multivariate filter compared to
extended HP has very limited practical relevance. Therefore, the results of the more flexible reduced
form model are reported only in Appendix 4.B.
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4.2.2 Semi-structural unobserved components model

Our baseline model is similar to Melolinna and Tóth (2019), Anderton et al. (2014) (ECB), Benes et
al. (2010) (IMF), and IMF-QPM model (Ermolaev et al. (2008), following Kuttner (1994)). It is a
backward looking UCM with a Phillips curve, an Okun’s law, and a stochastic process relating output
gap to capacity utilisation. The baseline model includes four observable variables: log GDP (yt),
inflation (πt) defined as the yearly log difference of the consumer price index (CPI), unemployment
(ut) and capacity utilisation (ct).

Consequently, the model has four measurement equations with xt being the observable variable,
x?t the unobservable trend and x̂ the gap:

xt = x?t + x̂t, x = {y, π, u, c} (4.2)

The decomposition of output into its potential and the output gap is described by the following
three equations. The output gap is assumed to follow an AR(1) process, therefore featuring a serial
correlation and experiencing transitory shocks. Potential output is defined as an I(1) process. Its
stationary growth rate is an AR(1) revolving around its sample average. εy∗ and εgy are permanent and
temporary shocks to the potential output, respectively.

ŷt = α1ŷt−1 + εŷt

y?t = y?t−1 + gyt + εy
?

t

gyt = α2ḡ
y + (1− α2) gyt−1 + εgyt

(4.3)

An Okun’s law links unemployment and output gap. The unemployment gap includes a serial
correlation and is supposed to be negatively correlated to the output gap. Potential unemployment is
an I(1) process. Its first-difference follows an AR(1) process with zero mean.

ût = γ1ût−1 − γ2ŷt + εût

u?t = u?t−1 + gut + εu
?

t

gut = (1− γ3) gut−1 + εgut

(4.4)

An equation describing the relationship between capacity utilisation and output gap, in the spirit
of the Okun’s law, provides further identifying information. The capacity utilisation gap is assumed to
be persistent and correlated with the output gap. Potential capacity utilisation is modelled as a driftless
random walk. {

ĉt = κ1ĉt−1 + κ2ŷt + εĉt

c?t = c?t−1 + εc
?

t

(4.5)
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A Phillips curve equation links output gap and inflation. The inflation gap is persistent (it is
modelled as an AR(1) process) and is correlated with the output gap. Potential inflation is assumed to
be a random walk without drift.

{
π̂t = β1π̂t−1 + β2ŷt−1 + επ̂t

π?t = π?t−1 + επt
(4.6)

The inclusion of the Phillips curve in the semi-structural model arguably provides additional in-
formation that is not present in the other models (A and C) tested. We add the Phillips curve to this
model to be consistent with other similar UCMs used in the literature. However, we equally tested the
model without the Phillips curve. Results from this model variant remain very close to our baseline
findings. Similarly, we also tested a variant of the other models with inflation as an additional control.
Our results confirm the findings of Borio et al. (2017) demonstrating that inflation “does very little to
help condition output gap estimates”. These additional results are available upon request.

The model with financial indicators corresponds to the baseline model augmented with financial
variables ft = {cr, hp}. They were added separately, before they were added together. First, a
measurement equation decomposes the log of credit (cr) and the log of house prices (hp) into a trend
and a cycle components:

ft = f ?t + f̂t, f ∈ {cr, hp} (4.7)

Second, the trend-cycle decomposition of ft is similar to that for output. The financial variable
gap is linked to the output gap and is persistent. The trend of the financial variable is defined as I(1).
Its stationary growth rate is an AR(1) process revolving around the sample average of f .


f̂t = φ1f̂t−1 + φ2ŷt + εf̂t

f ?t = f ?t−1 + gft + εf
?

t

gft = φ3ḡ
f + (1− φ3)gft−1 + εgft

(4.8)

The model is estimated using a diffuse Kalman filter (Rosenberg (1973); De Jong (1991)) and
Bayesian techniques.5 Shocks are assumed to follow an inverse gamma function with infinite variance.
The AR(1) parameters follow a beta distribution with prior mode 0.6 and prior variance of 0.25. The
rest of the priors follow gamma, beta or normal distributions. Details are presented in Appendix 4.C.

5We use the IRIS Toolbox, see: J. Benes, M. K. Johnston, and S. Plotnikov, IRIS Toolbox Release 20151016 (Macroeco-
nomic modelling toolbox). The software is available at http://www.iris-toolbox.com
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4.3 Semi-structural VAR with long-run restrictions

Building on the seminal article by Blanchard and Quah (1989), we impose long-run restrictions to
disentangle shocks to the trend influencing GDP in the long-term from shocks to the cycle with no in-
fluence on long-term GDP. We extend the original Blanchard-Quah model in two ways. First, instead
of relying on two variables (GDP and an indicator of the business cycle such as the unemployment
rate) and one long-run restriction (only the supply shock has a permanent effect on the level of GDP),
we exploit a wider set of information by using several cycle indicators without imposing further re-
strictions. To avoid a fragile identification of all shocks through various long-run, short-run and/or
sign restrictions, Blanchard and Quah (1989)’s original approach is used and only the same long-run
constraints are imposed: only one of the structural shocks (the supply shock) impacts the GDP in the
long run. This minimal identification requirement is sufficient to recover the supply shock, the poten-
tial growth, and thus the output gap. The other structural shocks (for simplicity, we call them demand
shocks) are not interpreted.

Since the entire structure of the shocks is not identified, but only one of these shocks, the identifica-
tion technique relates to semi-structural VARs (see Kilian and Lütkepohl (2017), Chapter 10). Similar
semi-structural VARs in which only part of the structural shocks are correctly identified were used
by, for example, Bernanke and Mihov (1998) to derive a new measure of monetary policy innovations
based on various reserve market indicators; or King et al. (1991) to identify common permanent pro-
ductivity shocks in output, consumption, and investment based on the “balanced growth” assumption.
Our approach is the closest to the higher dimension model of Gali (1999), who identify technology
shocks driving the productivity growth by using information on hours worked, money growth, infla-
tion, and interest rates. Nevertheless, use of semi-structural VAR in the empirical literature remains
scarce and, to our knowledge, it has never been used to recover the output gap.

Second, in the spirit of Borio et al. (2017), we directly include pre-treated cycle indicators in the
model. This “shortcut” is particularly convenient when non-stationary financial variables are included
in the model, since it allows us to avoid the need to estimate or impose cointegrating relationships
between GDP and the financial variables. In practice, we use the same pre-transformed series as in
our “extended HP filter” model (Section 4.2.1).6 However, in contrast to Borio et al. (2017), both the
business and the financial cycle indicators enter the model as stochastic processes. Consequently, vari-
ous shocks can affect the cycle indicators in the short and medium run without necessarily influencing
the GDP. In other words, as opposed to the extended HP filter, shocks to the indicator variables are not
necessarily directly transmitted to the output gap.

6Blanchard and Quah (1989) also stress the necessity of some form of pre-treatment applied to the indicator series. The
authors discuss how to deal with the time trend in unemployment. They compare the results obtained with raw or de-
trended unemployment series, and show that the results obtained using either of the two series are qualitatively similar.
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More formally and starting from the moving average (Wold) representation for the vector com-
posed of growth ∆yt and (stationary and demeaned) auxiliary variables zt (ut, ct, and in the augmented
model, the two financial indicators: crt and hpt), the structural shocks [ωst , ω

d
t ] need to be recovered

from the innovations εt:

[
∆yt
zt

]
= C (L) εt = A (L)ωt = A (L)

[
ωst
ωdt

]
(4.9)

Blanchard and Quah (1989) only use information from one macroeconomic variable beyond GDP:
in their model zt is a variable (unemployment) instead of a vector. Therefore, they separate two
shocks into a demand disturbance (ωdt ) and a supply disturbance (ωst ). To achieve this, one constraint
is enough: the demand disturbance has no effect on GDP in the long run.

In contrast, we separate one supply shock from many other demand shocks by using several in-
dicator variables (zt and ωdt are column vectors with n elements). Noting A(L) =

∑∞
i=0 AiL

i and
C(L) =

∑∞
i=0CiL

i, and given that C0 = I , then A0ωt = εt and Ai = CiA0. Since E(ωt) = 0,
E(ωtω

′
t) = In+1 and εtε′t = A0ωtω

′
tA
′
0, the variance-covariance matrix V (ε) is given by:

V (ε) = A0A
′
0 (4.10)

A(1)ωt = C(1)A0ωt is the long-term accumulated response of the GDP growth and the auxiliary
variables to the structural shocks ωt. It can therefore be imposed that only the supply shock (that we
choose as the first component of ωt) has an impact on the level of GDP in the long run:

A(1) = C(1)A0 =

[
a11 01×n

An×1 Zn×n

]
(4.11)

The n zeroes from the first line in eq. 4.11 impose that only the supply shock ωst is allowed to
impact GDP in the long-run. These are the constraints that matter to separate the supply shock from
the other shocks. We further impose n × (n − 1)/2 arbitrary constraints on the matrix Z to be able
to identify A0 and therefore all of the structural shocks (e.g. by imposing Z to be lower triangular),7

but crucially the potential growth (i.e. growth stemming from the supply shock only) and therefore
the output gap do not depend on these constraints. To put it differently, the constraints on Z split
the innovations between the various demand shocks, but the output gap is the same whatever the
construction of the demand shocks. For the same reason, the contribution of each variable to potential
growth does not depend on these additional restrictions set on Z: this contribution reflects the part

7The identification of A0 requires (n + 1)2 constraints. Equation 4.10 yields (n + 1) × (n + 2)/2 restrictions, and the
first line of A(1) in eq. 4.11 imposes an additional n constraints. The remaining n× (n− 1)/2 exclusion restrictions are
placed on the matrix Z.
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of the variable having an impact on long-term GDP. How the rest of this variable – the part with no
impact on long-term GDP – is split between the different demand shocks is therefore irrelevant, as
shown below.

Let’s denote
[

ωst
0n×1

]
=

[
1 01×n

0n×1 0n×n

]
ωt = Bωt. y?t is estimated by setting all structural

shocks ωdt to 0:

[
∆y?t
z?t

]
= A(L)Bωt = C(L)A0Bωt = C(L)A0BA

−1
0 εt = C(L)C(1)−1A(1)BA(1)−1C(1)εt

= C(L)C(1)−1

[
a11 01×n

An×1 Zn×n

][
1 01×n

0n×1 0n×n

][
1
a11

01×n

− 1
a11
Z−1
n×nAn×1 Z−1

n×n

]
C(1)εt

= C(L)C(1)−1

[
1 01×n

1
a11
An×1 0n×n

]
C(1)εt (4.12)

C(L) and C(1) (inverse of the VAR) depend only on reduced-form parameters of the VAR. Futher-
more, the parameters a11 and An×1 in A(1) are identified by the equations 4.10 and 4.11 without
requiring the knowledge of Z:

A(1)A(1)′ =

[
a2

11 a11A
′
1×n

a11An×1 An×1A
′
1×n + Zn×nZ

′
n×n

]
= C(1)A0A

′
0C(1)′ = C(1)V (ε)C(1)′ (4.13)

Given that none of the matrices involved in the last line of eq. 4.12 depend on Z, the estimation of
potential growth ∆y?t – and that of z?t – is independent of the exact specification of Z.

We then compute the output gap ŷt as yt−y?t =
∑t

t0=1 ∆yt−
∑t

t0=1 ∆y?t−
∑t

t0=1 ∆yt −
∑t

t0=1 ∆y?t ,

with
∑t

t0=1 ∆yt −
∑t

t0=1 ∆y?t being the mean of the cumulated difference between growth and poten-
tial growth. This latter term ensures that the output gap has mean zero. The output gap ŷt does not
depend on the matrix Z because neither

∑t
t0=1 ∆yt nor

∑t
t0=1 ∆y?t depends on it.

Finally, note that the contribution of one variable to the output gap is therefore simply the cumula-
tive difference between its contribution to growth and its contribution to potential growth. Replacing
εt with C(L)−1 [∆yt, zt]

′ in eq. 4.12, it can be seen that the decomposition of the output gap into the
observables does not depend on the matrix Z either.
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This semi-structural VAR has some appealing advantages: it imposes a very light structure on the
data, thus “lets the data speak”. In particular, since we do not need to identify all structural shocks, the
identifying assumption requires only minimal restrictions. Although the series must be stationary and
must therefore be transformed before the estimation (we perform the same pre-transformation as in
the reduced-form models), the auxiliary variables are still treated as stochastic processes. Finally the
estimation is straightforward: we use the Full Information Maximum Likelihood (FIML) procedure
and the scoring method described in Amisano and Giannini (1997).

4.4 Results

4.4.1 Data source

We use quarterly and seasonally adjusted data for eight advanced economies: CA, FR, DE, IT, JP,
ES, the UK and the US. We took the longest publicly available series for each country. Start dates
range from 1968q4 to 1985q1 depending on the country, while the end date is always 2016q4.8 Gross
domestic product, consumer price index and the rate of capacity utilisation are obtained from the
OECD Main Indicators database. The unemployment rate comes from the OECD Economic Outlook
database. Total credit to the non-financial sector comes from the BIS total credit statistics database.
Real house prices are calculated using house prices from national sources, BIS Residential Property
Price database and the Consumer Price Index from the OECD.9 The credit and house prices series
were seasonally adjusted. Further details on the data can be found in the Appendix.

4.4.2 Main results

Figure 4.1 shows, for each country and each model, the estimated output gaps without financial infor-
mation (baseline, red line), and augmented with credit (blue line), house prices (green line) or both
(black line). The differences between the augmented and the baseline models are the impacts of in-
troducing financial cycle indicators into the models on the output gap estimates. As shown in more
detail in the next section, these differences – with some exceptions outlined in the paper – are highly
correlated with the contributions of the financial variables to the output gap. Therefore, the differences
in the output gap estimates with and without financial variables can safely be interpreted as signs of
financial imbalances not reflected in the baseline output gaps. We start by discussing and comparing

8The estimation period begins in 1968q4 for IT, 1970q1 for CA, DE and the US, 1976q1 for FR, 1976q1 for ES, 1978q1
for JP and 1985q1 for the UK.

9To get longer time series, we use other data sources for the rate of capacity utilisation for CA and JP. See Appendix 4.A
for details.
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the results obtained using the two UCMs, then we turn our attention to the semi-structural VAR and
show how it shapes our understanding of financial cycles and their interactions with GDP.

The graphs clearly show that the baseline output gap estimates from the two UCMs are close
to each other for all countries.10 The models generally produce economically plausible output gap
estimates. The economic downturn starting with the 2007-08 financial crisis – and further aggravated
by the subsequent debt crisis for IT and ES – appears as the worst crisis in our sample for most
countries. The only exception is CA, for which it turned out to be relatively benign, especially so in
comparison with its severe crisis in the 1980s.

Adding financial information generally drives the two UCMs’ output gap estimates apart. Most
notably, the UCMs seem to use the additional information provided by the financial variables differ-
ently in the case of JP: the extended HP filter reveals a significantly higher and more prolonged impact
of the Japanese financial bubble of the 1990s than the semi-structural UCM. The former model sug-
gests that the finance-neutral output gap remains positive until 1998, whereas the latter model already
indicates – even though only temporarily – a negative output gap in 1993.

The results from the UCMs are also divergent for the UK: while the semi-structural UCM clearly
shows the impact of both credit and housing bubbles in the late 1980s and in the 2000s, the extended
HP filter only signals the effects of house prices cycles. Similarly, the extended HP filter points towards
a somewhat more important role of housing bubbles in FR and credit bubbles in DE during the years
preceding the crisis.

Turning to the semi-structural VAR, results show no sign of systematic differences between this
model and the UCMs that could be summarized in a single, clear message. Instead, the example of
the 8 countries illustrate distinct cases, highlighting specific features of the semi-structural VAR and
diverse aspects of its contribution to the overall picture.

Although the baseline semi-structural VAR draws a similar picture than the UCMs for most coun-
tries, there are also some marked differences. In particular, the model indicates a higher pre-crisis
output gap compared to the other baseline models for FR and ES. Conversely, the semi-structural
VAR without financial variables seems to be unable to pick up the high volatility in output around the
outbreak of the crisis in the UK and it generates relatively less informative high frequency output gap
fluctuations for DE.

The model with financial variables reinforces the findings from the extended HP filter and some-
what contradicts the findings from the semi-structural UCM in the case of JP and (to a lesser extent)
the US. More precisely, both the semi-structural VAR and the reduced form model suggest that the
Japanese finance-neutral output gap remains positive for a prolonged period of time after the asset

10The correlation between the output gaps from the extended HP filter and the semi-structural UCM exceeds 0.82 for all
countries.
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price bubble’s collapse in the early 1990s, more in line with the Japanese “Lost Decade” paradigm.
Similarly, the build-up of the financial imbalances in the US before 2007 seems to be more forceful
than the semi-structural UCM implies.

On the other hand, the semi-structural VAR gives credit to the semi-structural UCM in the case of
the UK, suggesting that both credit and house prices cycles have been important sources of macroeco-
nomic fluctuations in the country. Finally, the semi-structural VAR gives a similar general picture on
CA and IT to the other models, showing no clear sign of impact of financial cycles on GDP. The only
country for which the semi-structural VAR provides less credible or informative output gap estimates
compared to the other models, either with or without financial variables, is DE.

An overall picture emerges from the results of all the models combined. Our findings are in line
with previous work that documents the exceptional resilience of the Canadian economy in the midst
of the global financial crisis (Bordo et al. (2015); Haltom (2013)). The financial cycles appear to be
relatively muted in DE (as in Rünstler and Vlekke (2018)) and in IT as well. The models signal a
house prices boom in FR during the 2000s. Both credit and house prices boom in JP at the turn of the
1990s, leading to a well-studied prolonged crisis (see e.g. Bayoumi (2001)). In the US, the credit and
house prices boom in the run-up to the Great Recession is clearly visible. Corroborating the findings
of Rünstler and Vlekke (2018), our results indicate that ES and the UK have suffered from the largest
and the longest financial cycles.

Figure 4.1: Output gap estimates
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Notes: Figures 4.1(a) to 4.1(h) display the output gap estimates for the extended HP filter (graph on the left), the semi-

structural UCM (middle) and the semi-structural VAR (right) for each country. In each case the baseline output gap (red)

is shown along with the output gaps estimated with the addition of credit (blue), house prices (green) or both credit and

house prices (black).

4.4.3 Decomposition of the output gap into the contribution of observables

Changes in the output gap estimates triggered by the introduction of financial variables do not neces-
sarily signal financial imbalances. For instance, the parameters of the model might change with a new
variable in the model. As a result, the estimated output gap might change even if the direct influence
of the variable on the GDP is limited or, inversely, the new output gap might be close to the baseline
estimate even if the influence of the variable is important.

To assess the direct influence of the financial variables on the output gap, we decompose the gap
estimates into the contribution of each variable. All of the models considered can be formulated as
linear filters: the output gap can be written as a moving average of the observables. Therefore, the
output gap can be decomposed exactly into the contribution of each observable. It is different from the
more widely used shock decomposition: the contributions of the observables assess the influence of
the variables themselves – not their shocks – on the estimated output gap. The technique is described
in Andrle (2013). Section 4.3 gives additional details about the methodology applied to the semi-
structural VAR.

For each country and each model, we compare the contribution of credit (in the model with only
credit), house prices (in the model with only house prices), or from both credit and house prices (in the
model with both financial variables), with respectively the “credit deviation” (difference between the
output gap from the model with only credit and the baseline output gap), the “house prices deviation”,
and the “credit and house prices deviation” (difference between the output gap from the model with
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both credit and house prices and the baseline output gap). Figure 4.2 describes the correlations for
each country and model between these deviations from the baseline estimates and the contributions of
the financial variables.

These correlations are generally very high, especially for the UCMs. The extremely low corre-
lations that appear for the credit for CA and FR and for the house prices for IT in the case of the
semi-structural VAR can be disregarded: the variables have virtually no influence on the output gap,
so their contribution is close to 0, which makes the correlation rather meaningless (see Figures 4.1(a),
(b) and (d)). On the other hand, the low correlation of the contribution of house prices and the house
price deviation (as defined in the previous paragraph) for the semi-structural VAR for FR indicates
that the baseline model is relatively less robust to the introduction of house prices and, therefore, the
results should be interpreted with more caution. The same problem arises to a much lesser extent with
the introduction of house prices into the semi-structural VAR model for ES and JP.

Overall, measuring the deviations from the baseline for the large majority of the countries and
models is roughly equivalent to computing the contribution of the financial variable(s) to the output
gap estimates. The differences between the augmented and the baseline estimates can therefore be
interpreted as signs of financial imbalances not reflected in the baseline output gaps. For example, if
the introduction of credit translates into a (much) higher output gap, the contribution from credit will
be positive (and large). Both measures point to the same (large) credit boom.11

11The visual inspection of the graphs comparing the contribution of each financial variable and the deviation in the output
gap due to the inclusion of the financial variable into the model confirms this finding. These graphs are not presented in
this paper for brevity reasons, but are available from the authors upon request.
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Figure 4.2: Correlation between deviations from the baseline and the contributions of financial vari-
ables
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Notes: For each model and each country, we plot the correlation between (1) the contribution

of credit (“cr”, in the model with only credit), house prices (“hp”, in the model with only house

prices), or from both credit and house prices (“cr&hp”, in the model with both financial variables)

and (2) the respective “credit deviation” (difference between the output gap from the model with

only credit and the baseline output gap), “house prices deviation”, and “credit and house prices

deviation”. The correlation measures below 0.8 are labelled with the country code.

4.4.4 Sensitivity of the results to pre-treatment methods

The sensitivity of the results to the pre-transformation technique applied to the cycle indicators is tested
by re-estimating both the extended HP filter and the semi-structural VAR with alternative pre-treatment
methods. Instead of relying on HP-filtered variables, we de-trend each element of zt (both the business
cycle and financial cycle indicators) by regressing out the second or third order polynomial trend. As
a third alternative, we feed the models with the cyclical part of the indicator variables obtained from
the semi-structural UCM (ût, ĉt, ĉrt, ĥpt).

Table 4.1 presents the standardized mean deviations (SMDs) of the input variables and the resulting
finance-neutral output gap estimates with respect to the reference model with HP-filtered indicators.
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More precisely, we compute the average deviations as
∑M

m=1

∑T
t=t0

1
M(T−t0+1)

|zmit−zref.
it |

σref.
i

, with zmit are
the indicator variables from the alternative pre-treatment method m = {1, ...,M} of country i and
zref.
it are the reference HP-filtered indicators with standard deviations σref.

i . SMDs of the corresponding
output gaps are calculated in a similar way.

All countries and all alternative pre-filtering methods combined, the SMD of the estimated output
gap with respect to the reference model (HP-filtered indicators) is 24 per cent of the overall standard
deviation of the output gaps for the extended HP model and 50 per cent for the semi-structural VAR.
These numbers correspond to an average deviation of 0.5 percentage points and 1.2 percentage points
for the respective models. That is, the semi-structural VAR is more sensitive to the input indicators
than the extended HP model.

The order of magnitude of the SMDs of the output gaps is in accordance with the SMDs of the
indicator variables. On average, with an overall SMD of 0.58, the unemployment gap is the most
affected by the choice of the pre-treatment method. This is especially true for DE, the country for
which a lower smoothing parameter is used in the reference model in order to account better for the
relatively rapid changes in the structural unemployment rate following the Hartz reforms (see Section
4.2.1). At the other extreme, the least impacted variable is the capacity utilisation.

The first two columns of Table 4.2 attempt to explain the differences in the results obtained using
various pre-treatment methods by differences in cycle indicators using a simple linear model. We
pool all countries and all pre-treatment methods (de-trended by second or third order polynomials;
and the cycle indicators from the semi-structural UCM), we calculate the differences with respect to
our reference method and regress the output gap differences on differences in the indicator measures
using ordinary least squares. As shown in the first column, for the extended HP model, 66 per cent
of the variation in the estimated output gaps can be explained by the variations in input indicators.
These results indicate that the cycle indicators directly transmit to the estimated output gap to a large
extent. This is not the case for the semi-structural VAR: while the model is also sensitive to the pre-
treatment method applied, the change in the resulting output gap estimates is much less predictable.
These results hold true when more lags are added to the model: even with 10 lags, the adjusted R2 is
0.68 in the case of the extended HP model and 0.02 in the case of the semi-structural VAR. When the
parameters of the explanatory variables are allowed to vary by country, the adjusted R2 increases to
0.93 for the extended HP model and to 0.33 for the semi-structural VAR.12

12These additional results are not presented in the paper, but are available from the authors upon request.
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Table 4.1: Standardised mean deviations w.r.t. the model with HP-filtered indicators

ût ĉt ĉrt ĥpt ŷextended HP
t ŷsemi-struct. VAR

t

Canada 0.35 0.20 0.53 0.28 0.25 0.31

France 0.40 0.12 0.11 0.21 0.12 0.20

Germany 1.71 0.20 0.37 0.42 0.31 0.75

Italy 0.35 0.26 0.38 0.28 0.16 0.50

Japan 0.77 0.23 0.41 0.32 0.49 0.63

Spain 0.28 0.17 0.25 0.31 0.15 0.60

UK 0.45 0.23 0.62 0.21 0.27 0.94

US 0.28 0.21 0.27 0.26 0.18 0.22

Total 0.58 0.20 0.37 0.29 0.24 0.50

Notes: This table shows the standardised mean deviations (SMDs) of the indicator variables (first
four columns) and the resulting finance-neutral output gap estimates (last two columns) with re-
spect to the reference model with HP-filtered indicators. See the text for the exact definition of the
SMD measures. In the reference model, the cycle indicators are HP-filtered with λ = 400, 000.
The alternative pre-treatment methods are: de-trended indicators by second or third order poly-
nomials; and the gap of indicator variables obtained from the semi-structural UCM.
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Table 4.2: The impact of alternative pre-filtering methods on the resulting output gap estimates

extended HP semi-struct. VAR extended HP semi-struct. VAR

(1) (2) (3) (4)

Reference model (ref.)
HP-filtered
indicators

HP-filtered
indicators

semi-struct.
UCM

semi-struct.
UCM

adjusted R2 0.66 0.01 0.41 0.15

Nb. of obs. 4101 4020 4101 4020

ût − ûref.
t

-0.24***
(0.014)

-0.11**
(0.044)

-0.76***
(0.027)

-0.76***
(0.042)

ĉt − ĉref.
t

0.46***
(0.014)

-0.06**
(0.028)

0.07***
(0.013)

-0.27***
(0.021)

ĉrt − ĉrref.
t

0.01***
(0.002)

-0.04***
(0.007)

0.04***
(0.003)

0.02***
(0.005)

ĥpt − ĥp
ref.
t

0.06***
(0.002)

0.04***
(0.007)

0.07***
(0.003)

0.07***
(0.005)

Notes: This table presents the results from a pooled ordinary least squares estimation in which the differences in output

gaps are regressed on differences in the indicator measures. The reference model is the one with HP-filtered cycle in-
dicators (the first two columns) or the semi-structural UCM (the last two columns). Other models considered:
de-trended indicators by second or third order polynomials.

A similar conclusion is reached when the output gap estimates of the semi-structural UCM are set
as a reference. The same exercise as before is repeated in column 3 and 4 of Table 4.2, but the differ-
ences are calculated with respect to the semi-structural UCM. The alternative pre-treatment methods
considered are: HP-filtered indicators with λ = 400, 000; and de-trended indicators by second or third
order polynomials. These simple linear models lead to an adjusted R2 of 41 per cent for the extended
HP and 15 per cent for the semi-structural VAR. That is, the closer the cycle indicators are to the
results of the semi-structural UCM, the closer the estimated gaps with the extended HP model will be
to the output gap estimates of the semi-structural UCM. Crucially, the differences and similarities of
these two UCMs depend on the pre-treatment method applied to the auxiliary variables. This is much
less true for the semi-structural VAR.

4.4.5 Real time performance

To assess the real-time performance of the models, we compute the average revision of the output gap

as
∑T

t=t0
1

T−t0+1

|ŷt′it−ŷtit|
σi

, with ŷtit and ŷt′it being the output gaps of country i at date t for a given model
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estimated with data respectively up to date t or t′ ∈ {t+ 1 year, t+ 3 years}, σi the standard deviation
of the baseline extended HP filter, t0 the first date used for the exercise (2000 was chosen so that the
models are stabilised for all countries) and T is the last usable date (2015 for t′ = t + 1 year or 2013
for t′ = t+ 3).13

To meaningfully compare different models (with possibly very different output gap volatility), the
revisions are normalised using the standard deviation of the most simple model, the extended HP filter
in its baseline specification. This ensures that for example a 1 point revision in the output gap translates
into the same standardised revision independently of the model or the set of variables included in the
model. Furthermore, this normalisation neutralises the volatility of each country’s cycle – FR’s cycle
is much less volatile than ES’s, for instance – which allows comparisons between countries.

Figure 4.3 shows the standardised average errors (SAE) made at a 1-year horizon (dots at the
beginning of the arrows) and at a 3-year horizon (tip of the arrows) for the baseline model (“baseline”)
and the model augmented with financial variables (“w/ fin. variables”). The colours of the arrows
correspond to different models: the extended HP filter (blue, model A), the semi-structural UCM
(green, model B) and the semi-structural VAR (orange, model C). A 45-degree dashed line is added to
each plot. For comparison, the grey arrows indicate the SAE made at a 1-year horizon and at a 3-year
horizon by a simple univariate HP filter (obviously, this model only has a baseline version).

Although there is no overall best performing model, the extended HP filter generally performs
relatively well in terms of revision. It is the model the least revised both at the 1-year and 3-year
horizon in half of the countries (FR, IT, JP and UK), independently of the presence or absence of
financial variables. The extended HP filter augmented with financial variables is particularly stable
compared to the other models with financial cycle indicators: it is consistently the least revised model
at the 1-year horizon, and it is also the least revised after 3 years for 6 out of 8 countries.

The semi structural models are generally less stable than the reduced form model. When financial
variables are added to the models, the semi-structural UCM usually outperforms the semi-structural
VAR in terms of stability, while the baseline results are more mixed. With financial variables, the
semi-structural VAR appears to be particularly unstable for JP, the UK, ES, and (at the 3-year horizon)
for IT. For the rest, the semi-structural VAR features revisions in the range of the other models.

13As we use only the latest available vintage of the data, this exercise is more accurately called pseudo real-time. A real-
time exercise would only use data available at the moment of the estimation. So the part of the revisions coming from the
revisions to the data itself is disregarded. Yet Orphanides and Norden (2002) shows that the “the revision of published
data is not the primary source of revisions in measured output gaps; the bulk of the problem is due to the pervasive
unreliability of end-of-sample estimates of the trend in output.”
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Figure 4.3: Output gap revisions 1 and 3 years ahead
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Notes: This figure shows the standardised average errors (SAE) for each model and each country made at a 1-year horizon

(dots at the beginning of the arrows) and at a 3-year horizon (tip of the arrows) for the baseline model (“baseline”) and

the model augmented with financial variables (“w/ fin. variables”). The colours of the arrows correspond to different

models: the extended HP filter (blue, model A), the semi-structural UCM (green, model B) and the semi-structural VAR

(orange, model C). A 45-degree dashed line is added to each plot. If, for example, the dot (tip of the arrow) is above the

45-degree dashed line, it means that the model augmented with financial variables is less stable in real-time 1 year (3

years) ahead than the baseline model; if the arrow is inclined more than 45 degrees from the horizontal, it means that

the model augmented with financial variables is more revised between 1 and 3 years ahead than the baseline model. For

comparison, the grey arrows indicate the SAE made at a 1-year horizon and at a 3-year horizon by a simple (univariate)

HP filter (obviously, this model has only a baseline version).

Apart from a few exceptions, financial information worsens the real-time stability of the models.
Figure 4.3 shows that for almost all models and countries, the revision is higher at both the 1-year and
the 3-year horizon with financial variables than in the baseline specification (the arrows are almost
always above the 45-degree lines).14

14There are only two exceptions: for FR, adding financial variables to the semi-structural models seems to improve the
real-time stability of the models at the 3-year horizon; and for CA even though financial cycles do not seem to play a
major role, the stability of the semi-structural UCM is improved at the 3-year horizon. For the other countries, financial
information worsens the real-time stability of the models or only marginally improves it.
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This seems to contradict some of the previous results, in particular the conclusion of Borio et al.
(2017), Grintzalis et al. (2017) and Melolinna and Tóth (2019). The reason for the discrepancy of
the results is twofold. First, in the first two papers the authors use the ex-post gaps for each model
for normalisation, i.e. they compute a revision relative to the model and set of variables. In contrast,
the revision measure presented in this paper is absolute, expressed as a percentage of the standard
deviation of the baseline extended HP filter. Given that the output gaps are generally more volatile
with financial variables than without, the relative revision would appear to be smaller with financial
variables than without even if the absolute revisions are the same. This normalisation choice matters
considerably: using the standard deviation of each model and set of variables, we also find on average
smaller relative revisions with financial variables than without.

Second, Borio et al. (2017) and Grintzalis et al. (2017) do not assess the impact on real-time
performance of the additional information from financial variables to business cycle variables, but
instead compare an HP filter with a model with credit and house prices only – without unemployment
or capacity utilisation to account for usual business cycles. Yet Borio et al. (2014b) also shows that
(i) the HP filter involves huge revisions, (ii) using unemployment alone entails the smallest revisions
in the output gap, and (iii) adding credit and house prices growth to unemployment generates larger
revisions. These conclusions are perfectly in line with our results: Figure 4.3 reveals that the baseline
extended HP filter is more stable than the traditional HP filter (grey arrow). The only exception is the
extended HP filter for IT, which generates relatively high revisions at the 3-year horizon.

Figure 4.4 assesses the performance of the various models before and during the Great Recession
for the four countries for which financial imbalances are identified ex-post (Figure 4.1 shows that
these countries are FR, ES, the US, and the UK). For each of these countries, we plot the real-time
estimates for the different models, with or without financial variables. Each line shows the output gap
as estimated using data up to date t ∈ [2007, 2009, 2011, 2013, 2015] and on the whole sample (red
line).

Revisions are significant for all models and countries around the crisis, at times when new in-
formation is not in line with previous developments and thus shines a new light on the present and
recent past. This is equally true for models on average less revised (extended HP) and more revised
(semi-structural VAR), and for models with or without financial variables.

Nevertheless, the fact that the models with financial variables do not carry small revisions during
the crisis does not mean that they do not carry any useful information. A robust real-time performance
is an advantage, but the ability to signal (possible) unsustainable economic developments in real-time
– despite the relatively large subsequent revisions – is an equally important aspect to take into con-
sideration. As the figures show, the inclusion of financial variables consistently leads to larger output
gaps as estimated before the crisis (2007, or 2006 for the US): although adding financial variables does
not lead to more precise output gap estimates before or during a crisis in terms of future revisions, on
average it does provide a clearer real-time signal for booms and busts. The only exception is the UK,
the country for which our estimation sample starting at 1985q1 is likely to be insufficient for identi-
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fying financial cycles and capturing their impact on GDP when only the pre-crisis period is taken into
account. But even in this case, the models with financial variables adjust the subsequent output gap
estimates more aggressively in response to new data for the crisis period.

Finally, the figures below suggest that the semi-structural VAR model is, on average, more suc-
cessful in capturing the pre-crisis overheating: for the last year before the crisis, it either indicates the
largest output gap (baseline estimate for FR and US; and finance-neutral estimate for FR and ES) or
similar imbalances to the other models.

Figure 4.4: Real-time estimates
(a) France, 2007-2016
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(b) Spain, 2007-2016
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(d) US, 2006-2016

Notes: Figures 4.4(a) to 4.4(d) show the real-time estimates of the extended HP filter (left), the semi-structural UCM

(middle) and the semi-structural VAR (right). The graphs in the top row correspond to the baseline model and those in

the bottom row to the models augmented with credit and house prices. Each line shows the output gap as estimated using

data up to date t ∈ [2007, 2009, 2011, 2013, 2015] and on the whole sample (red line). For the US, since the crisis started

earlier than in the other countries, the first estimate corresponds to 2006 instead of 2007 (purple line).

4.4.6 Receiver operating characteristic analysis

The accuracy of the estimated output gaps and the models’ early warning capabilities in real-time are
assessed using receiver operating characteristic (ROC) analysis. The performance of each model (ex-
tended HP, semi-structural UCM and semi-structural VAR) and model variant (baseline and extended
with financial variables) is assessed based on how accurately the estimated output gap can predict
recessions.

The core of the analysis is a probit equation that relates the probability of country i being in
recession (Rit = 1) to the estimated output gap h quarters earlier (ŷmi,t−h) obtained from the model
m. As in Section 4.4.5, the output gaps are normalised using the standard deviation of the baseline
extended HP filter. Recession is defined as two consecutive quarters of negative seasonally adjusted
GDP growth. We exclude “mild recessions” from the analysis, defined as a recession which lasts less
than a year and results in a drop in GDP of less than 1 per cent. 10 such “mild” recession periods are
identified. In total, we identify 33 recession periods which last between 2 and 11 quarters. The highest
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number of recession periods is in DE, while FR and the UK each experienced only 2 recession periods
in our sample. The full list of recession periods are provided in Appendix 4.D.

By definition, Rit follows an autoregressive process. Therefore, the probit model also includes the
lagged values of the state of the economy (

∑L
l=1 ρlRi,t−l). Due to the low number of recession periods

in some of the countries, no reliable and robust estimate can be obtained separately for each country.
Hence, we estimate the following dynamic probit model for the panel of the eight countries:

Pr (Rit = 1|Ri,t−1, . . . , Ri,t−l, ŷi,t−h) = Φ

(
L∑
l=1

ρlRi,t−l + δŷmi,t−h

)
(4.14)

where Φ is is the cumulative distribution function of the standard normal distribution.15

Using the estimated probit equation, we first predict the probability of being in recession condi-
tional on Ri,t−l = 0, l ∈ {1, ..., L}. The predicted conditional probabilities are then used to estimate
the ROC curve. For a number of different candidate probability threshold values between 0 and 1, the
ROC curve plots the fraction of “true positive” events (recessions that are correctly identified by the
model for a given threshold, a.k.a. sensitivity) against the fraction of “false positive” events (predicted
recessions that did not occur, a.k.a. 1 – specificity). The Area Under the ROC Curve (AUC) is the
integral of the ROC curve, which provides a comparable aggregate metric that quantifies the overall
accuracy of the prediction by taking into account both true and false signals. See Pepe (2003) for a
general review of the ROC methodology.

The main difficulty of the analysis is that the performance of the estimated output gap as a leading
indicator for recession cannot be clearly separated from the forecasting performance of the probit
model. In particular, the optimal lag structure of eq. 4.14 may vary by country and by model. All
models and countries considered, the distance between the date of entry into recession and the closest
peak in the estimated output gap ranges between -1 and 29 quarters, with an average of 8.3 and a
standard deviation of 6 quarters (see Appendix 4.E for the definition of our distance measure and the
histogram of the distances).

Instead of relying on a single probit specification, we therefore analyse a large number of alter-
native probit models with different lag selection criterion. First, for each output gap estimate ŷmit ,
the optimal lag h and the order of the autoregressive process L are selected based on the criterion that
maximises the AUC.16 Second, we re-estimate the probit equations and the corresponding AUCs using
the same lag structure for all models. For example, if the optimal h in the previous exercise turn out to

15We estimate eq. 4.14 as a simple pooled panel probit model. A dynamic random effects probit with unobserved hetero-
geneity, estimated as proposed by Wooldridge (2005), yields very similar results.

16h is allowed to vary between 1 and 16 quarters, and L between 1 and 4 quarters. We used these boundary conditions for
all other selection criteria as well. The optimal h and L are always lower than the upper bounds.

179



be 5, 11 and 12 for the various models, we repeat the same exercise and compare the AUCs obtained
from the same probit specification for each ŷmit with h equal to 5, 11, and then 12. Third, we estimate
a distributed lag model by replacing δŷmi,t−h at the right-hand side of eq. 4.14 by

∑H
j=h δj ŷ

m
it−j . The

optimal minimum (h) and maximum (H) lags are the ones that maximise the resulting AUC. Finally,
instead of maximising the AUC, we used the Bayesian Information Criterion (BIC) or the Akaike
Information Criterion (AIC) to select the optimal h and L.

The first row (a) of Table 4.3 presents the average AUCs obtained from these probit model spec-
ifications. The corresponding standard errors are calculated as (CV C ′)1/2,where C is a 1 × k row
vector with elements 1/k, k is the number of estimated probit specifications for a given model m,
and V is the variance-covariance matrix of the estimated AUCs calculated as described in DeLong
et al. (1988). To test the differences between the average AUCs, we use a 1 × 2k contrast matrix
C = (1, ..., 1,−1, ...,−1). The first k elements with a value of 1 correspond to the vector of AUCs
of a given model m, while the remaining k elements with a value of -1 correspond to the AUCs of
another model to which the first one is confronted. The method for performing a test of significance
for a given contrast matrix is described in detail in DeLong et al. (1988). Intuitively, the contrast ma-
trix previously defined tests whether the sum of the AUCs obtained for the model m minus the sum of
the AUCs obtained for another model is significantly different from zero. In row (b) of Table 4.3, we
compare, for each model, the baseline specification with the model with financial variables. In rows
(c) and (d), the AUCs obtained for the extended HP, the semi-structural UCM and the semi-structural
VAR are compared, separately for the baseline model and the model with financial variables.

The second block of the table (rows e–h) presents the results for the real-time output gap estimates
(see Section 4.4.5). Using the probit model estimated on the full sample, we first predict the condi-
tional probability of being in recession with the output gap estimated on the sample up to 2000q4.
For each subsequent year t ∈ {2001, ..., 2016}, we predict the same probability using the output gap
obtained from the model estimated until t. We then compute the AUCs using the resulting real-time
predictions.

Finally, the bottom panel (B) of Table 4.3 repeats the same exercise as before on the restricted
sample of four countries with visible impact of financial cycles before the Great Recession: FR, ES,
the UK and the US (see Section 4.4.5).

Overall, results reveal that, for each model, the average AUCs obtained from the models with
financial variables are significantly higher than the corresponding AUCs of the baseline models. The
only exception is the real-time forecast using the extended HP for the panel of eight countries (in
row e, and the corresponding test in row f): although the model with financial variables yields higher
AUC than the baseline model, the difference is not statistically significant. The difference between
the AUCs is systematically higher for the restricted sample. The largest difference is obtained for the
real-time forecast using the the semi-structural VAR on the restricted sample (see rows m and n).
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We arrive to the same conclusion when each of the probit specification and estimation sample
are separately assessed. In the vast majority of the cases, adding financial variables improves the
forecasting performance of the models. Out of the 96 model comparisons (16 probit specifications
× 3 models, in-sample and real-time forecasting performance), the models with financial variables
yield higher AUCs in 93 cases, out of which 68 are significant at the 5% level and an additional 7 are
significant at the 10% level. There are only 3 cases in which the baseline AUCs are higher than those
with the financial variables, and the difference is significant in 1 case only. On the restricted sample,
the superiority of the model with financial variables is even more obvious: out of the 54 comparison
tests performed, the AUCs with financial variables are significantly higher at the 5% level than the
baseline model in 52 cases; it is higher at the 10% significance level in 1 case; and it is higher, but the
difference is not statistically significant in 1 case. Together with the tests performed on the average
AUCs presented in Table 4.3, these results provide robust evidence that financial variables enhance
the models’ forecasting performance.
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Table 4.3: Receiver operating characteristic (ROC) analysis

extended HP semi−struct. UCM semi−struct. VAR

baseline w/ fin. vars. baseline w/ fin. vars. baseline w/ fin. vars.

(A) Full sample

(a) AUC (in-sample) 0.63 0.65 0.58 0.69 0.69 0.73
(0.019) (0.020) (0.022) (0.024) (0.018) (0.018)

(b) diff. w.r.t. 0.02** 0.11*** 0.03**
baseline (p = 0.037) (p < 0.001) (p = 0.037)

(c) diff. w.r.t. -0.05*** 0.04** 0.07*** 0.08***
extended HP (p < 0.001) (p = 0.037) (p < 0.001) (p < 0.001)

(d) diff. w.r.t. semi− 0.11*** 0.04*
struct. UCM (p < 0.001) (p = 0.075)

(e) AUC (real-time) 0.58 0.60 0.61 0.69 0.60 0.67
(0.020) (0.023) (0.023) (0.025) (0.021) (0.022)

(f) diff. w.r.t. 0.02 0.08*** 0.07***
baseline (p = 0.253) (p < 0.001) (p = 0.004)

(g) diff. w.r.t. 0.03** 0.09*** 0.02 0.07***
extended HP (p = 0.049) (p < 0.001) (p = 0.379) (p = 0.001)

(h) diff. w.r.t. -0.01 -0.03
semi−struct. UCM (p = 0.442) (p = 0.145)

(B) Restricted sample (four countries)

(i) AUC (in-sample) 0.68 0.74 0.66 0.78 0.72 0.85
(0.031) (0.034) (0.042) (0.031) (0.030) (0.018)

(j) diff. w.r.t. 0.06*** 0.12*** 0.13***
baseline (p < 0.001) (p < 0.001) (p < 0.001)

(k) diff. w.r.t. -0.03 0.04** 0.04 0.11***
extended HP (p = 0.139) (p = 0.024) (p = 0.305) (p = 0.001)

(l) diff. w.r.t. semi− 0.06 0.07**
struct. UCM (p = 0.185) (p = 0.018)

(m) AUC (real-time) 0.64 0.68 0.70 0.83 0.65 0.83
(0.034) (0.037) (0.039) (0.023) (0.035) (0.018)

(n) diff. w.r.t. 0.05*** 0.13*** 0.18***
baseline (p < 0.001) (p < 0.001) (p < 0.001)

(o) diff. w.r.t. 0.06*** 0.15*** 0.02 0.15***
extended HP (p < 0.001) (p < 0.001) (p = 0.502) (p < 0.001)

(p) diff. w.r.t. -0.05* 0.00
semi−struct. UCM (p = 0.073) (p = 0.969)

Notes: Row (a) presents the average AUCs obtained from a set of probit model specifications. Row (b) compares, for each

model, the baseline specification with the model with financial variables. In rows (c) and (d), the AUCs obtained for the

various models are compared. The second block of the table (rows e–h) presents the results for the real-time output gap

estimates. The bottom panel (B) shows the same results for a restricted sample of four countries: FR, ES, the UK and the

US. See the text for more details.
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In terms of model comparison, results are more mixed. When financial variables are added to the
models, both semi-structural models seem to significantly outperform the extended HP filter (see the
tests in rows c, g, k and o). Comparing the two semi-structural models with financial variables, the
VAR seems to have an edge over the UCM in terms of in-sample forecasting accuracy (see rows d and
l), but there is no significant difference in their forecasting performance in real-time (rows h and p).
No clear message emerges for the baseline specifications.

These results are consistent with the conclusions drawn from the comparison of the results of
each probit specification and estimation sample. In about 28 per cent of the cases (9 out of 32),
the differences between the AUCs for the three models with financial variables are not statistically
significant.17 The semi-structural UCM has either the highest or not significantly different from the
highest AUC in 21 out of the remaining 23 cases. The same number for the semi-structural UCM is 15,
while there is only one case in which the extended HP shares the first place with the semi-structural
VAR. To put it differently, when financial variables are included in the models, the semi-structural
VAR significantly falls behind the best performing model in 2 cases only. The semi-structural UCM
is the close second with 8 such cases, while the extended HP filter lags behind the best performing
model in 22 cases.

At last, we also repeat the same exercise using an alternative, more flexible dependent variable in
the probit equation 4.14. Instead of predicting the probability of being in recession exactly h periods
ahead,Rit is defined as being in recession during a one-year interval between t and t+3. The resulting
AUCs are systematically higher with this more flexible recession definition. Overall, all our previous
conclusions hold true even when the more flexible probit is considered.

4.5 Discussion and conclusion

This paper estimates the sustainable growth and the finance-neutral output gap for eight advanced
economies: CA, FR, DE, IT, JP, ES, the UK and the US. We test the implications of incorporating
financial cycle indicators into various signal extraction models. As a first step, we estimate three
“baseline” models: (A) a reduced form “extended HP filter”, advanced by Borio et al. (2017), in which
business and financial cycle indicators are directly incorporated into the state-space representation of
the HP filter as deterministic covariates; (B) a simple semi-structural UCM featuring a Phillips curve,
an Okun’s law and a stochastic process relating output gap to capacity utilisation; and (C) a new
approach, a multivariate semi-structural VAR with long-run restrictions à la Blanchard and Quah
(1989) in which only one of the several structural shocks (the supply shock) is recovered. Usual
business cycles are captured in these models by the unemployment rate, the capacity utilisation rate

17This includes the cases in which no clear winner can be identified, e.g. when A>B, A=C and B=C).
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and (in the semi-structural model) CPI inflation. As a second step, the implications of adding data on
credit and on house prices to capture financial cycles are tested.

The three models have different properties along several important dimensions. The comparison
of the two UCMs (models A and B) assesses the practical advantages and the potential pitfalls of
treating the cycle indicator variables as deterministic (as in model A) compared to modelling them as
stochastic processes (as in model B). On the one hand, the reduced form extended HP filter is partic-
ularly appealing for its simplicity and real-time stability. Indeed, there are only a limited number of
parameters to estimate, the identification of the model is quite straightforward and, as a consequence,
the model exhibits relatively stable output gap estimates in terms of real-time revisions. With financial
variables, this model is particularly stable compared to the other models: it is the least revised model
at the 1-year horizon for all countries considered, and it is also the least revised after 3 years for 6 out
of 8 countries.

On the other hand, this approach requires accurate and readily available cycle indicators to achieve
unbiased output gap estimates. Since “pure” business or financial cycle indicators unaffected by struc-
tural changes are in practice almost never available, some form of pre-transformation should be ap-
plied to the auxiliary variables before feeding them into the model. A variety of alternative stationary-
inducing transformations can be employed. For example, if the time series is supposed to be trend
stationary, de-trending the data by regressing out a – linear or higher order, depending on properties
of the time series – time trend is a valid approach. A different procedure involves detrending the data
by filtering out very low frequency signals, but still allowing the trend to slowly evolve following a
stochastic process. In principle, any pre-transformation is valid if it leads to stationary time series.
The difficulty is to select the best approach that results in the most accurate cycle indicator.18

Results suggest that the choice of the pre-treatment method is very important. If the pre-transformed
indicator does not accurately capture the cyclical pattern of the variable at the relevant frequency range,
the variable plugged into the model can either receive a positive weight and transmit the bias to the
estimated output gap, or with a (close to) zero coefficient it cannot impact the estimated output gap.
For example, our results indicate that a relatively standard pre-treatment of the business and financial
cycle indicators using a HP filter with smoothing parameter (λ) of 400,000 leads to a likely under-
estimation of the importance of credit cycles in the UK. In fact, this approach can be viewed as a two
step procedure, in which possible structural shocks to the indicator variables are first removed before
their impact on the cyclical pattern of GDP is assessed. By re-estimating the model for all countries
using various alternative trend removal techniques, we show that close to half of the differences in
the output gap estimates compared to the semi-structural UCM can be explained by the differences

18In a broader sense, the seasonal adjustment applied to original series is also a form of pre-transformation. While the sea-
sonal adjustment filters out signals at the yearly frequency, de-trending the series (either by regressing out a deterministic
trend or by applying a filter) removes very low frequency signals.
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between the pre-treated cycle indicators and the cyclical parts of the same indicator estimated using
the semi-structural UCM.

Since the semi-structural UCM allows for stochastic shocks to the trend of business cycle indi-
cators and financial variables, the model can be viewed as the simultaneous estimation of these two
steps. However, this flexibility is not without a price. Although the method does not require pre-
transforming the business and financial cycle indicators, it does require introducing potentially strong
prior judgements by choosing the structure of the model and by defining Bayesian prior distributions
on the parameters. To illustrate the benefits and potential shortcomings of this approach, this paper
presents a simple yet widely used UCM with very light structure and standard Bayesian prior beliefs
about the parameters. While the baseline output gap estimates are generally close to those obtained
using the extended HP filter, there are several examples showing that the two UCMs use the additional
information provided by the financial variables differently. For example, the cases of JP and – to a
lesser extent – the US illustrate how different approaches trigger different results and give a warning
that relying on a more flexible approach may also lead to misleading conclusions. More in line with
the Japanese “Lost Decade” paradigm, the extended HP filter reveals a significantly higher and more
prolonged impact of the Japanese financial bubble of the 1990s than the semi-structural UCM. Sim-
ilarly, the reduced form model seems to better able to signal the “overheating” of the US economy
before the global financial crisis than the semi-structural UCM.

The proposed semi-structural VAR addresses the difficulty of estimating the unobserved output
gap from a different angle. Similarly to the bivariate Blanchard and Quah (1989) model, the beauty
of this approach is that the identifying assumption perfectly matches with the definition of potential
growth: only the (supply) shocks to the trend have permanent effects on GDP. In contrast to the origi-
nal model, we exploit a wider set of information by using several (both regular business and financial)
cycle indicators without imposing further restrictions. Since the model uses different identifying as-
sumptions to recover the output gap, it can provide very informative insights in addition to the other
UCM-based models – especially so since the two UCMs share the same basic structure. In the same
way, it is also an ideal candidate for external validation of the UCMs’ results. For example, the model
reinforces the findings from the extended HP filter for JP and the US, while it rather gives credit to
the semi-structural UCM in the case of the UK. As with the extended HP filter, one drawback of the
semi-structural VAR is that the model is sensitive to the pre-treatment method applied to the auxiliary
variables. However, compared to the reduced form UCM approach, the change in the resulting output
gap estimates is much less predictable.

Both in terms of model used or the sets of variables incorporated in the models, our results highlight
a possible trade-off between accurately disentangling short-term and long-term (sustainable) economic
dynamics and the real-time stability of the output gap estimates. The deterioration of the real-time
stability of the model with financial variables (compared to the model which already includes relevant
business cycle indicators, such as unemployment and capacity utilisation) is a common feature of all
approaches. The increased (absolute) revisions is typical both in the short-run and the longer-run,
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sometimes even for countries without clear financial cycles identified ex-post (most importantly for
DE).

Although the stability of a model is an important aspect – since a model substantially revised when
new data becomes available is of limited use for policy analysis –, relatively large revisions do not nec-
essarily preclude the usefulness of the model.19 On the contrary: the models with financial variables
included generally prove to be more successful in identifying unsustainable economic developments
both ex-post and in real-time. By assessing the three models’ forecasting performance, the paper
shows that including financial variables significantly improves the models’ accuracy in predicting re-
cessions. This is also true when real-time output gap estimates are used, in particular for the countries
in which large pre-crisis imbalances are identified ex-post. For these countries, the models with finan-
cial variables consistently indicate larger pre-crisis (positive) output gap already before the outbreak
of the crisis. To put it into policy perspective, credit and house prices in ES, for example, would
have signalled a much larger boom before the 2008-09 crisis and could have helped the authorities to
mitigate its impact.

In a similar vein, the trade-off between accuracy and real-time stability is also apparent when the
various models are compared. While the semi structural models are generally less stable than the
reduced form model, especially when financial variables are added to the models, they also seem to
better capture the increase in macroeconomic and financial imbalances and to more accurately predict
future recessions. Our proposed semi-structural VAR augmented with financial variables performs
particularly well in terms of predicting power: it features the best in-sample forecasting performance
of recession probabilities among all three models, and it has similar real-time prediction capabilities
to the semi-structural UCM and clearly superior to the extended HP filter.

This brings us to the following more general conclusions. First, financial information should be
taken into account when assessing the cyclical position of the economy. For most countries, there
is already enough data and variability to estimate the interaction between financial cycles and GDP.
Obviously, there is no guarantee that the models augmented with financial variables would accurately
capture the build-up of imbalances coming from other sources. Moreover, even if the source is iden-
tified, it may not be possible to empirically assess its impact on GDP if the sample does not cover a
sufficient number of cycles for this source. Nevertheless, the real-time results for the UK suggest that
it is still beneficial to incorporate relevant information into the model after the burst of the bubble:
the model may be quicker to adjust the subsequent output gap estimates as new data points become
available.

Second, given the large uncertainty surrounding output gap estimates, as also illustrated by our
results, relying on a single model (or a few closely related models that can be seen as model variants)

19To give an extreme example, an unrealistic rigid model such as ŷt = πt − 2 is admittedly never revised, yet its poor
accuracy makes it irrelevant.
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is hardly enough to draw robust conclusions. In this regard, the proposed semi-structural VAR is
an ideal complement of the more widely used UCM approaches. This paper does not propose a
statistical method for weighting the different results. Instead, in order to avoid policy mistakes caused
by, for example, false and short-lived signals of the more flexible approaches or, inversely, by failing
to consider relevant information hidden (smoothed out) by the more stable models, it is sensible to
monitor the results obtained from several methods.

Obviously, this paper does not cover all possible methods, not even within the UCM-based statisti-
cal filtering family. The comparison of the two UCMs presented in the paper illustrate one particularly
relevant aspect of the methods, namely the implications of treating the (financial) cycle indicator vari-
ables as deterministic compared to modelling them as stochastic processes. Moreover, results from an
alternative reduced form approach (model A′, the “dynamic multivariate filter”, presented in Appendix
4.B) suggest that the exact formulation of the reduced form model is of limited practical relevance.
Yet, the possibilities of adjusting the semi-structural UCM by imposing more structure on it are end-
less. Furthermore, by imposing the full general equilibrium structure of the model, we arrive at a
second class of methods: the structural approaches (see e.g. the classification of Mishkin (2007)). In
this approach, potential output is the “frictionless” part of GDP. Finally, according to the classification
of Mishkin (2007), a separate class of methods is dedicated to the “production function” approach.
However, from the methodological point of view this approach is not a trend-cycle decomposition
technique per se: the input factors need to be decomposed – individually or simultaneously – before
recovering the potential growth and the output gap. These trend-cycle decompositions are usually
carried out using simple univariate or small multivariate UCMs, but a semi-structural model with an
additional restriction given by the production function relating the different (trend) input factors to
(trend) GDP can, in principle, also be considered. Whether or not these additional restrictions are
helpful to recover the finance-neutral output gap is ultimately an empirical question. We leave this for
future research.
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APPENDIX

4.A Data sources

Table 4.4: Data sources

Variable Main sources Other sources

Total Gross Domestic Product in
Constant Prices

OECD, "Main Economic Indicators -
complete database", Main Economic
Indicators (database),
http://dx.doi.org/10.1787/data-00052-en

For Canada, Germany, Spain, Italy and
Japan: GDP is computed with GDP growth
rate from the OECD (Sources : Leading
Indicators OECD: Reference Series: Gross
Domestic Product).
For the United States and the United
Kingdom, GDP is in chained 2000 National
Currency Units.

Consumer Price Index of All
Items ; Index 2010

OECD, "Main Economic Indicators -
complete database", Main Economic
Indicators (database),
http://dx.doi.org/10.1787/data-00052-en

Rate of Capacity utilisation OECD, "Main Economic Indicators -
complete database", Main Economic
Indicators
(database),http://dx.doi.org/10.1787/data-
00052-en

For Canada, Industrial Capacity utilisation
rates are from Statistics Canada.
For Japan, data are “Operating Ratio index”
from “Indices of Industrial Production,
Ministry of Economy, Trade and Industry,
Statistics”.

Unemployment Rate ; Aged
15-74: All Persons

OECD Economic Outlook database For Germany, data are from OECD, "Main
Economic Indicators - complete database",
Main Economic Indicators
(database),http://dx.doi.org/10.1787/data-
00052-en

Total credit to private
non-financial sector, all sectors,
adjusted for breaks

BIS total credit statistics

Real Residential Property Prices;
Long Series; Index 1995

National sources, BIS Residential Property
Price database
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4.B Dynamic multivariate filter

The model is as follows:


ŷt = α1ŷt−1 + γ′zt + εŷt

y?t = y?t−1 + gyt + εy
?

t

gyt = α2ḡ
y + (1− α2) gyt−1 + εgyt

(4.15)

where the notations are similar as in model A (section 4.2.1). ḡy is calibrated as the sample
average growth rate. εŷt , ε

y?

t and εgyt are i.i.d. error terms. To achieve stationarity, we apply the same
pre-transformation technique on the additional variables zt as in the extended HP filter.

This model is arguably more flexible than the extended HP filter, but the increased number of pa-
rameters to be estimated makes the identification less straightforward. In particular, since the scaling
factor is now estimated instead of calibrated, the “pile-up problem” becomes a major issue. To over-
come the difficulties in estimating the model, we use Bayesian techniques (see DeJong and Whiteman
(1993); Kim and Kim (2013)). The priors and the posterior estimates are presented in Table 4.5.
Results are shown in Figure 4.5.
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Figure 4.5: Output gap estimates: dynamic multivariate filter
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4.C Parameter estimates

For reasons of brevity reasons, only the estimated parameters of the baseline (model a) and the most
complete model with both credit and house prices included (model b) are shown. The other estimation
results are available from the authors upon request.

Table 4.7: Parameter estimates: extended Hodrick-Prescott filter

model u c cr hp

CA (a) -1.01 (0.10) 0.24 (0.02)

(b) -0.97 (0.11) 0.25 (0.02) 0.04 (0.03) -0.01 0.02)

FR (a) -0.63 (0.14) 0.26 (0.03)

(b) -0.48 (0.16) 0.21 (0.03) -0.01 (0.04) 0.08 (0.02)

DE (a) -1.17 (0.20) 0.32 (0.03)

(b) -0.51 (0.21) 0.38 (0.03) 0.24 (0.07) 0.06 (0.05)

IT (a) -0.89 (0.16) 0.45 (0.03)

(b) -0.66 (0.18) 0.47 (0.03) 0.01 (0.03) 0.05 (0.02)

JP (a) -1.35 (0.41) 0.16 (0.02)

(b) -0.99 (0.43) 0.15 (0.02) 0.03 (0.08) 0.22 (0.06)

ES (a) -0.60 (0.09) 0.06 (0.03)

(b) -0.53 (0.10) 0.06 (0.03) -0.05 (0.04) 0.05 (0.02)

UK (a) -1.27 (0.18) 0.15 (0.04)

(b) -1.08 (0.21) 0.08 (0.04) -0.04 (0.04) 0.08 (0.02)

US (a) -0.73 (0.15) 0.31 (0.04)

(b) -0.37 (0.17) 0.35 (0.04) 0.12 (0.04) 0.04 (0.02)
Notes: This table shows the estimated parameters for the extended HP model and their standard

deviation (in parentheses). Rows (a) show the estimations of the baseline model, while rows (b)

present the estimations of the model augmented with credit and house prices.

198



Ta
bl

e
4.

8:
Pa

ra
m

et
er

es
tim

at
es

:s
em

i-
st

ru
ct

ur
al

m
od

el
(p

ar
t1

)

m
od

el
α

1
α

2
ḡ
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4.D List of recessions

Recession is defined as two consecutive quarters of negative seasonally adjusted GDP growth. “Mild
recessions” are those which last less than a year and result in a drop in GDP of less than 1 per cent.
The list of recessions in our sample is (mild recessions are in parentheses):

• CA: (1980q2–1980q3), 1981q3–1982q4, 1990q2–1991q1, 2008q4–2009q2, (2015q1–2015q2)

• FR: 1992q2–1993q1, 2008q2–2009q2

• DE: 1974q4–1975q2, 1980q2–1980q4, 1982q2–1982q3, (1991q2–1992q3), 1992q2–1993q1,
1995q4–1996q1, 2002q4–2003q1, 2008q2–2009q1, (2012q4–2013q1)

• IT: 1974q4–1975q2, 1977q2–1977q3, 1982q2–1982q4, 1992q2–1993q3, (2001q2–2003q2), (2007q3–2007q4),
2008q2–2009q2, 2011q3–2013q1

• JP: 1993q2–1993q3, 1998q1–1998q2, 2001q2–2001q4, (2007q2–2007q3), 2008q2–2009q1, 2010q4–2011q2,
(2012q2–2012q3), 2014q2–2014q3

• ES: (1978q3–1979q1), (1981q1–1981q2), 1992q4–1993q2, 2008q3–2009q4, 2011q1–2013q3

• UK: 1990q3–1991q3, 2008q2–2009q2

• US: 1974q3–1975q1, 1980q2–1980q3, 1981q4–1982q1, 2008q3–2009q2

The list of recessions is consistent with general knowledge about economic and financial turmoil in
these countries in our sample. For the US, the main recessions identified by the NBER20 are listed:
the oil crisis of 1974; a relatively short recession in 1980; the recession caused by the sharp increase
in oil prices following the Iranian revolution and the tight monetary policy in the US in 1981; and the
Great Financial Crisis of 2008-2009. The NBER’s recession following the collapse of the speculative
dot-com bubble in 2001 is excluded from our analysis because it did not last 2 consecutive quarters.
As for the Euro Area countries, the financial recessions identified by Lang et al. (2019) are included
in our list. Other recessions which do not result from systemic financial crises are: the recessions in
the 1980s and the 1990s in DE; the recessions in the 1970s and the 1980s in IT; and the recession in
the 1990s in ES. All recessions listed in Lang et al. (2019) for CA, JP and the UK are also included in
our list.

20See https://www.nber.org/cycles/.
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4.E Distance between the time of entry into recession and the
closest peak

A peak in the output gap is identified if ŷit > ŷit+l,∀l ∈ {−12, ...,−1, 1, ..., 12}. The histogram of
the distances between the time of entry into recession and the closest peak is plotted in Figure 4.6. We
disregard the observations in which the entry into recession precedes the closest peak by more than
four quarters (15 cases out of the total of 204 distance measures).

Figure 4.6: Distance between the time of entry into recession and the closest peak (all countries and
models)
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