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Bézier curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

5.87 A solution orbit (blue curve) and an orbit of control function (red
curve) of (5.42) in Example 8 as the control function is a quadratic
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Chapter 1

Introduction

English Introduction

Optimization on the set of curves is a ubiquitous problem which has a long

history in the literature. Its importance is due to the fact that, optimization on

the set of curves appears in many fields of applications, not only mathematics

themselves. For example, the trajectory optimization is applied in industry,

robotic, walking, path-planning and aerospace ([16, 35–37, 65, 74, 76, 92, 94]).

Plane shape optimization can be interpreted as a special case of curve optimization

and it arises in many design problems such as structural mechanics, aerospace,

automotive, hydraulic, oceanology and wind engineering ([3, 15, 27, 48, 70, 71, 81]).

We focus on a special type of curves: oriented curves admitting a

parametrization from a compact real interval I to Rn. A parametrization of a curve

is a continuous map from a compact real interval I to Rn. There always exists an

increasing diffeomorphism from the compact interval I to the segment [0, 1], so we

can consider I to be [0, 1] without loss of generality. Two parametrizations are

equivalent if they are different by an increasing diffeomorphism. Two equivalent

parametrizations have the same image, but the converse is not true. In order

to overcome this problem, we consider the set of curves whose parametrizations

are embeddings. Then, the set of curves C is identified by the quotient of the

embedding space over the increasing diffeomorphism group

C = Emb
(
[0, 1],R2

)
/Diff+ ([0, 1]) .

The difficulty to solve the optimization on the set of curves is that the set

of curves is an infinite-dimensional manifold and a curve has infinitely many

parametrizations (see more detail in Subsection 2.4.1).

We already have many methods to solve optimization problems such as Simplex
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algorithm of George Dantzig, Quantum optimization algorithms, Newton’s

method, Interior point methods, Coordinate descent methods, Conjugate gradient

methods, Ellipsoid method, Conditional gradient method (Frank–Wolfe), Quasi-

Newton methods, Interpolation methods, Pattern search methods, etc.

In order to use these methods on the set of curves, we need to define a

distance on the set of curves. Usually, just as we do, curves are given by

parametrizations. This is not obvious to define a distance between curves given

by their parametrizations since the distance must not depend on the chosen

parametrizations. There are mainly two ways to define distance between curves.

The first way, the elastic distance between curves is defined by the minimal

energy required to transform one curve into the other ([51, 63, 95, 96]). The

second way, the geodesic distance between curves is defined through geodesics

[8, 9, 17, 19, 24, 54, 69]. But those distances are computationally and conceptually

hard to handle. Here we propose a description of the set of curves through normal

forms. This allows us to define a distance between normal forms giving distance

between curves independently from the chosen parametrizations.

The core idea is that two embeddings of the same curve are deduced one from

the other by an increasing diffeomorphism. It is to say that we have an action of

the increasing diffeomorphism group on the space of embeddings. Two embeddings

are equivalent if they are different by an increasing diffeomorphism. From this

idea, we construct (in Section 3.2) a normalization on the space of embeddings

Emb ([0, 1],Rn) with respect to the equivalent relation by the action of Diff+ ([0, 1])

as follows

N : Emb ([0, 1],Rn)→ Emb ([0, 1],Rn)

γ 7→ N(γ) = γ ◦ l−1
γ ◦ kγ,

(1.1)

where

• kγ : [0, 1]→ [0, Lγ], kγ(v) = v.Lγ with Lγ =
1∫
0

‖γ̇(s)‖2 ds is the length of γ.

• lγ : [0, 1]→ [0, Lγ], lγ(v) =
v∫
0

‖γ̇(s)‖2 ds is the arc length of γ.

A curve is represented by the normal form of its parametrizarions. We identify

the set of curves with the set of normal forms

C ≡ N (Emb ([0, 1],Rn)) .
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Then we can consider the map N as follows

N : Emb ([0, 1],Rn)→ C

γ 7→ N(γ).
(1.2)

We define a distance between curves by using their normal forms. Doing

so, we can define a distance between curves which is independent of the chosen

parametrizations.

dN : C× C→ R+

(N(γ),N(β)) 7→ dN (N(γ),N(β)) :=

1∫
0

‖N(γ)(t)−N(β)(t)‖dt,

where ‖·‖ is the Euclidean norm on Rn and N(γ),N(β) are normal forms in C (see

Section 3.3). This distance is a distance between curves in the geometric meaning.

From this distance we research topologies and differential structures on the set of

curves.

The set of curves C is a manifold by itself and dN is a distance on C, so the set

of curves C has the topology induced by the distance dN. The set of curves C is also

a quotient of the right group action of Diff+ ([0, 1]) on the space Emb ([0, 1],Rn) ,

thus we have the quotient topology on the set of curves C. Furthermore, the set

of curves C is a submanifold of the space Emb ([0, 1],Rn) , so C has the induced

topology inherited from the classical topology of Emb ([0, 1],Rn) . In Section 3.4,

we will compare the topologies on the set of curves C.

The maps N is a map between two differential manifolds. Naturally, we check

the map N is a differential map. Then, for any γ ∈ Emb ([0, 1],Rn) , the differential

of the function N at γ, noted DN(γ), is defined as follows

DN(γ) : TγEmb ([0, 1],Rn)→ TN(γ)C

~u = ∂tf0 7→ DN(γ)(~u) := lim
t→0

N(ft)−N(f0)

t

(1.3)

(see Definition 3.20 in Subsection 3.6.3). The function DN(γ) is a surjective

function from TγEmb ([0, 1],Rn) to TN(γ)C.

We give everything to do differential and variational calculus on the set of

curves. But this is an infinite-dimensional manifold. Really hard to use so we use

some finite-dimensional subspaces to approximate curves.

Bézier curves and piecewise Bézier curves are used to make approximations
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in the space of continuous curves. The space of Bézier curves and the space of

piecewise Bézier curves are finite-dimensional vector spaces. Piecewise uniform

cubic Bézier curves are most common in practice. In order to solve optimal

problems on the set of curves, we will use piecewise uniform cubic Bézier curves to

find approximations of optimal solutions. So, we focus on piecewise uniform cubic

Bézier curves.

In Subsection 4.2.2, we define a norm ‖·‖BDp on the space BD of Bézier curves of

degree D and a norm ‖·‖BN,Dp on the space BN,D of uniform N -piece Bézier curves

of degree D. The norms ‖·‖BDp and ‖·‖BN,Dp are determined through control points.

The space BN,3 of uniform N -piece cubic Bézier curves is a subspace of the

space C0([0, 1],Rn), then BN,3 inherits the Lp norm, 1 ≤ p ≤ ∞. The equivalence

constants for the norm ‖·‖BN,3p and the Lp norm on the space BN,3 are studied in

Subsection 4.2.3. This is the core idea of Algorithm 2 on page 86 in Chapter 5

using piecewise uniform cubic Bézier curves.

A Bézier curve of degree D can be written as a Bézier curve of degree D + 1.

Then we have more control points in order to give additional freedom for curve

design. In Subsection 4.2.4, we will find the equivalence constants for the norm

‖·‖BN,Dp and the norm ‖·‖BN,D+1
p on the space BN,D of uniform N -piece Bézier curves

of degree D.

A uniform N -piece cubic Bézier curve can be split to become a uniform 2N -

piece cubic Bézier curve. This approach creates extra control points in order to give

additional freedom for curve design and avoids increasing the degree of the curve.

Splitting piecewise cubic Bézier curves plays an important role in Algorithm 2 on

page 86 in Chapter 5 using piecewise uniform cubic Bézier curves. So, in Subsection

4.2.4, we will investigate the equivalence constants for the norm ‖·‖B2N,3
p and the

norm ‖·‖BN,3p on the space BN,3.

In Chapter 5, we apply piecewise uniform cubic Bézier curves to trajectory

optimization problems, autonomous ordinary differential equations and control of

autonomous ordinary differential equations.

Trajectory optimization problems appear in many different domains as robotic

([16, 36, 37, 75]), astrophysics ([6, 76, 92, 94]) and the core of motion planning

which is known to be a very difficult problem ([18, 35, 37, 74, 88]). We will propose

an algorithm using piecewise uniform cubic Bézier curves to approximate optimal

trajectories in trajectory optimization problems (see Section 5.1).

An autonomous ordinary differential equation is a system of ordinary

differential equations which does not explicitly depend on the independent variable

([45, 62, 66, 90, 91]). When the variable is time, they are also called time-invariant
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systems. Many laws in physics, where the independent variable is usually assumed

to be time, are expressed as autonomous ordinary differential equations because it

is assumed the laws of nature which hold now are identical to those for any point

in the past or future. In Section 5.3, we will apply our method to approximate

solution orbits of autonomous ordinary differential equations. In order to show the

efficiency of our method, we are going to compare our method and some classical

methods in Subsection 5.3.4.

Our method can be applied to control of autonomous ordinary differential

equations. In Section 5.5, we will present some examples of control of autonomous

ordinary differential equations.
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Introduction français

L’optimisation sur l’ensemble des courbes est un problème omniprésent qui a

une longue histoire dans la littérature scientifique. Son importance est due au

fait que, l’optimisation sur l’ensemble des courbes apparâıt dans de nombreux

domaines d’applications et pas seulement en mathématiques. Par exemple,

l’optimisation des trajectoires a des applications dans l’industrie, la robotique, la

marche, la planification de mouvement et l’aérospatiale. L’optimisation de la forme

plane peut être interprétée comme un cas particulier d’optimisation de courbes et

il se retrouve dans de nombreux problèmes de conception mécanique, l’industrie

aérospatiale, la construction automobile, hydraulique, l’océanographie.

Nous nous concentrons sur un type particulier de courbes: courbes orientées

admettant une paramétrisation à partir d’un intervalle réel compact I to Rn. Un

paramétrage. Une courbe est représenté comme image d’une fonction continue

définie sur un intervalle réel compact I à valeur dans Rn. Il existe toujours

un difféomorphisme croissant entre I et le segment [0, 1]. Nous pouvons donc

considérer que I est [0, 1] sans perte de généralité. Deux paramétrisations

sont équivalentes si on obtient l’une de m’autre par composition avec un

difféomorphisme croissant. Deux paramétrisations équivalentes ont la même

image, mais l’inverse n’est pas vrai. Afin de surmonter ce problème, nous

considérons l’ensemble des courbes dont les paramétrisations sont des plongements.

Ainsi, l’ensemble des courbes C est identifié par le quotient de l’espace de

plongements sur le groupe des difféomorphismes croissants

C = Emb
(
[0, 1],R2

)
/Diff+ ([0, 1]) .

Une difficulté pour résoudre u problème d’optimisation sur l’ensemble des courbes

est que l’ensemble des courbes est une variété de dimension infinie et qu’une courbe

a une infinité de paramétrisations.

Nous avons déjà de nombreuses méthodes pour résoudre des problèmes

d’optimisation tels que l’algorithme du simplexe, l’algorithmes d’optimisation

quantique, la méthode de Newton, les méthodes de points intérieurs, les

méthodes de descente, la méthode du gradient conjugué, la méthode de

l’ellipsöıde, l’ algorithme de Frank-Wolfe, la méthode quasi-Newton, les méthodes

d’interpolation, les méthodes de recherche directe, etc.

Afin d’utiliser ces méthodes sur l’ensemble des courbes, nous devons définir

une distance sur l’ensemble des courbes. Habituellement, comme nous le faisons,

les courbes sont données par paramétrisation. Il n’est pas évident de définir
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une distance entre courbes donnée par leurs paramétrisations puisque la distance

ne doit pas dépendre des paramétrisations choisies. Il existe principalement

deux façons classiques de définir la distance entre les courbes. La première, la

distance élastique entre les courbes est définie par l’énergie minimale requise pour

transformer une courbe en une autre. La deuxième, la distance géodésique entre les

courbes est définie par la géodésique. Mais ces distances sont algorithmiquement

et conceptuellement difficile à gérer. Nous proposons ici une description de

l’ensemble des courbes à travers des formes normales. Cela nous permet de définir

une distance entre les formes normales donnant une distance entre les courbes

indépendamment des paramétrisation choisies.

L’idée centrale est que deux plongements de la même courbe se déduisent l’une

de l’autre par un difféomorphisme croissant. C’est dire que nous avons une action

du groupe de difféomorphisme croissant sur l’espace de plongements et que deux

plongements sont équivalent si et seulement si ils définisssent la même courbe.

Suivant cette idée, nous construisons (dans la section 3.2) une normalisation sur

l’espace de plongements Emb ([0, 1],R2) par rapport à la relation équivalente par

l’action de Diff+ ([0, 1]) comme suit

N : Emb ([0, 1],Rn)→ Emb ([0, 1],Rn)

γ 7→ N(γ) = γ ◦ l−1
γ ◦ kγ,

(1.4)

En posant :

• kγ : [0, 1] → [0, Lγ], kγ(v) = v.Lγ avec Lγ =
1∫
0

‖γ̇(s)‖2 ds est la longueur de

γ.

• lγ : [0, 1]→ [0, Lγ], lγ(v) =
v∫
0

‖γ̇(s)‖2 ds est la longueur d’un arc γ.

Une courbe est représentée par la forme normale de sa paramétrisation. On

identifie l’ensemble des courbes avec l’ensemble des formes normales

C ≡ N (Emb ([0, 1],Rn)) .

Ensuite, nous considérons la fonction N comme suit

N : Emb ([0, 1],Rn)→ C

γ 7→ N(γ).
(1.5)

Nous définissons une distance entre les courbes en utilisant les formes
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normales de leurs paramétrisations. La distance obtenue est indépendante de

paramétrisations choisies au départ pour représenter les courbes.

dN : C× C→ R+

(N(γ),N(β)) 7→ dN (N(γ),N(β)) :=

1∫
0

‖N(γ)(t)−N(β)(t)‖dt,

où ‖·‖ est la norme euclidienne sur Rn et N(γ), N(β) sont des formes normales

dans C (voir Section 3.3). Cette distance est une distance entre des courbes dans

le sens géométrique. Nous nous servons de cette distance pour étudier les proprítés

topologiques et différentielles de l’espace des courbes.

L’ensemble des courbes est une variété intrinsèque et dN est une distance sur

C, donc l’ensemble des courbes C admet une topologie induite par la distance

dN. L’ensemble des courbes C est aussi un quotient de l’action à droite d’un

groupe Diff+ ([0, 1]) sur l’espace Emb ([0, 1],Rn) , ainsi nous avons une topologie

quotient sur l’ensemble des courbes C. De plus, l’ensemble des courbes C est une

sous-variété de l’espace Emb ([0, 1],Rn) , alors C a la topologie induite de celle de

Emb ([0, 1],Rn). Dans Section 3.4, nous comparons ces topologies sur l’ensemble

des courbes C.

La fonction N est une application entre variétés différentielles. Naturellement,

nous vérifions la fonction N est une fonction différentielle. Ensuite, pour tout

γ ∈ Emb ([0, 1],Rn) , le différentiel de la fonction N en γ, noté DN(γ), est défini

comme suit

DN(γ) : TγEmb ([0, 1],Rn)→ TN(γ)C

~u = ∂tf0 7→ DN(γ)(~u) := lim
t→0

N(ft)−N(f0)

t

(1.6)

(voir Définition 3.20 dans Sous-section 3.6.3). La fonction DN(γ) est une fonction

surjective de TγEmb ([0, 1],Rn) à TN(γ)C.

Nous developpons les outils nécessaires pour faire du calcul différentiel et

variationnel sur l’ensemble des courbes. Mais C est une variété de dimension

infinie, ce qui rend le calcul explicite très difficile. Nous explorons alors l’idée

d’étudier de faire des approximation dans des sous-espaces de dimensions finies.

Les courbes de Bézier et courbes de Bézier par morceaux sont utilisées pour

faire des approximations dans l’espace des courbes continues. Ces espaces sont des

espaces vectoriels de dimension finie. Les courbes de Bézier cubiques uniformes

par morceaux sont les plus couramment utilisés en pratique. Afin de résoudre des

8 Distance, geometry of the set of curves and optimal trajectories



1. Introduction

problèmes d’optimisation sur l’ensemble des courbes, nous utiliserons des courbes

de Bézier cubiques uniformes par morceaux pour trouver des approximations de

solutions optimales. Nous nous concentrons alors sur les courbes de Bézier par

morceaux uniformes de degré 3.

Dans Sous-section 4.2.2, nous définissons une norme ‖·‖BDp sur l’espace BD des

courbes de Bézier de degré D et une norme ‖·‖BN,Dp sur l’espace BN,D des N -

pièce uniformes courbes de Bézier de degré D. Les normes ‖·‖BDp et ‖·‖BN,Dp sont

déterminées uniquement par des points de contrôle, ce qui les rend facile à utiliser

en pratique.

L’espace BN,3 des N -pièce uniformes courbes de Bézier cubiques est un sous-

espace de l’espace C0([0, 1],Rn), alors BN,3 hérite de la norme Lp, 1 ≤ p ≤ ∞. Les

constantes d’équivalence pour la norme ‖·‖BN,3p et la norme Lp sur l’espace BN,3

sont étudiées à la sous-section 4.2.3. C’est l’idée principale de Algorithme 2, à la

page 86 du Chapitre 5, qui utilise des courbes de Bézier cubiques uniformes par

morceaux.

Une courbe de Bézier de degré D peut s’écrire comme une courbe de Bézier

de degré D + 1. Ceci permet de rajouter des points de contrôle afin de donner

une liberté supplémentaire pour la conception des courbes. Dans Sous-section

4.2.4, nous allons aprocher les constantes d’équivalence pour la norme ‖·‖BN,Dp et

la norme ‖·‖BN,D+1
p sur l’espace BN,D des N -pièce uniformes courbes de Bézier de

degré D.

Une courbes de Bézier uniforme cubique ayant N morceaux peut être divisée

pour en obtenir une ayant 2N morceaux cubiques. Cette approche crée des

points de contrôle supplémentaires afin de donner une liberté supplémentaire à la

conception de la courbe et évite d’augmenter le degré de la courbe. La division de

courbes de Bézier cubiques par morceaux joue un rôle important dans Algorithme 2

dans page 86, au Chapitre 5, en utilisant des courbes de Bézier cubiques uniformes

par morceaux. Donc, dans Sous-section 4.2.4, nous étudierons les constantes

d’équivalence pour la norme ‖·‖B2N,3
p et la norme ‖·‖BN,3p sur l’espace BN,3.

Dans Chapitre 5, nous utilisons des courbes de Bézier cubiques uniformes

par morceaux aux problèmes d’optimisation de trajectoire, aux équations

différentielles ordinaires autonomes et au contrôle d’équations différentielles

ordinaires autonomes.

Les problèmes d’optimisation de trajectoire apparaissent dans de nombreux

domaines différents sous forme de robotique, astrophysique et le noyau de la

planification de mouvement qui est connu pour être un problème très difficile.

Nous proposerons un algorithme utilisant des courbes de Bézier cubiques uniformes
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par morceaux pour approcher des trajectoires optimales dans des problèmes

d’optimisation de trajectoire (voir Section 5.1).

De nombreuses lois de la physique sont exprimées sous forme d’équations

différentielles ordinaires autonomes. Dans Section 5.3, nous appliquerons

notre méthode pour approcher les orbites de solution d’équations différentielles

ordinaires autonomes. Afin de montrer l’efficacité de notre méthode, nous

comparons notre méthode et certaines méthodes classiques dans Sous-section 5.3.3.

Notre méthode peut être appliquée au contrôle d’équations différentielles

ordinaires autonomes. Dans Section 5.5, nous présenterons quelques exemples

d’application de notre approche à des problèmes de contrôle d’équations

différentielles ordinaires autonomes.
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Chapter 2

Background

In this chapter, we introduce the mathematical background on normalization,

topology, differential geometry, geometry, curves and Bézier curves. These tools

will be used in the next chapter. The normalization is related to group action and

rewriting. We use this to define a distance between curves and study topologies

and differential structures on the set of curves. In Chapter 4, we study the

space of Bézier curves. We use piecewise uniform cubic Bézier curves to do some

applications in Chapter 5.

2.1 Normalizations

Let S be a set and let R be an equivalent relation on S. Naturally we have the

quotient set S/R which is the set of equivalence classes. A normalization is a

surjective map

N : S → S/R

such that N(x) = N(y) if and only if xRy.

We denote Diff+ ([0, 1]) be the group of increasing diffeomorphisms from [0, 1]

to itself and Emb ([0, 1],Rn) be the space of embeddings from [0, 1] to Rn. The

increasing diffeomorphism group Diff+ ([0, 1]) acts on the space of embeddings

Emb ([0, 1],Rn) on the right. Two embeddings γ1, γ2 are equivalent if there

exists δ ∈ Diff+ ([0, 1]) such that γ1 = γ2 ◦ δ. Then we consider the quotient

Emb ([0, 1],Rn) /Diff+ ([0, 1]) . In this thesis, we identify the set of curves with

the quotient Emb ([0, 1],Rn) /Diff+ ([0, 1]) . The main idea in Chapter 3 is to give

normal forms of curves.

We go into the details of the definition of a normalization and examples.
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2.1. Normalizations

2.1.1 Definitions

We consider S to be a set and R be an equivalent relation on S. We want to have

a way to represent the quotient set S/R. Since elements of S/R are equivalence

classes, the idea is to be able to associate each class with a special element in the

class: the normal form of all elements of the class. Since each class is represented

by an element of the class, the quotient set S/R is considered as a subset of S.

Generally, a normal form system is given by using a map N : S → S such that is

xRy ⇔ N(x) = N(y). Then we identify S/R with N(S).

Definition 2.1. ([47, 60, 80]) A normalization with respect to an equivalence

relation R on a set S is a mapping c : S → S such that for all s, s1, s2 ∈ S :

1. c(s) = c(c(s)) (idempotence),

2. c(s1) = c(s2) if and only if s1 R s2 (decisiveness) and

3. s R c(s) (representativeness).

The element c(s) is called the normal form of s.

The property 3 is redundant, it follows by applying 2 to 1.

In practical terms, one wants to be able to compute the normal forms. There is

also a practical, algorithmic question to consider: how to pass from a given object

s in S to its normal form s∗? If c is a morphism and S/R has a structure, then it

is possible to operate directly on the equivalence classes. For example, in modular

arithmetic, the normal form for a residue class is usually taken as the least non-

negative integer in it. Operations on classes are carried out by combining these

representatives and then reducing the result to its least non-negative residue. The

uniqueness requirement is sometimes relaxed, allowing the forms to be unique up

to some finer equivalence relation, like allowing reordering of terms (if there is no

natural ordering on terms).

A normal form may simply be a convention, or a deep theorem. For example,

polynomials are conventionally written with the terms in decreasing powers: it is

more usual to write x2 + x+ 30 rather than x+ 30 + x2 , although the two forms

define the same polynomial. In contrast, the existence of Jordan normal form for

a matrix is a deep theorem.
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𝑂

𝑀

𝑓(𝑀)

Fig. 2.1: The normalization on the set R2\{(0, 0)}.

2.1.2 Examples

The normalization on the set R2\{(0, 0)}

We consider the set R2\{(0, 0)}. Two points M,N in R2\{(0, 0)} are equivalent if

there exists λ ∈ R+\{0} such that M = λN.

The normalization f on R2\{(0, 0)} is defined as follows

f : R2\{(0, 0)} → R2\{(0, 0)}

M 7→ f(M) :=
M

‖OM‖
,

where ‖·‖ is the Euclidean norm on R2.

The normalization f satisfies

1. f(M) = f(f(M)) (idempotence),

2. f(M) = f(N) if and only if M is equivalent to N (decisiveness)

for all M,N ∈ R2\{(0, 0)}.

From the equivalent relation on R2\{(0, 0)}, each equivalence class is a semi-

line which starts the origin. A semi-line which starts the origin intersects the unit

circle at the unique point. With a point on the unit circle, there is a semi-line

which starts the origin and goes through the point. So, the set of equivalence

classes is isomorphic to the unit circle. An equivalence class is presented by a

point on the unit circle.
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Normal matrices over the complex numbers

A complex square matrix A is normal if

A∗A = AA∗,

whereA∗ is the conjugate transpose ofA. That is, a matrix is normal if it commutes

with its conjugate transpose.

Proposition 2.2. ([11, 49, 50]) A matrix A is normal if and only if there exists a

diagonal matrix Λ and a unitary matrix U such that A = UΛU∗.

Matrix A is equivalent to matrix B if A = U∗BU for some unitary matrix U.

We set M be the normal matrices over the complex numbers. The normalization

f on M as follows

f :M→M

A 7→ ΛA,

where ΛA is the diagonal matrix which is unitarily similar to A.

The normalization f satisfies

1. f(A) = f(f(A)) (idempotence),

2. f(A) = f(B) if and only if A is equivalent to matrix B (decisiveness)

for all A,B ∈M.

From the equivalent relation on the set M, for each A ∈ M, we have the

equivalence class

A := {U∗AU | U is a unitary matrix } .

An equivalence class A has the unique diagonal matrix ΛA. Another way, from

a diagonal matrix Λ, we have the unique equivalent relation Λ. So, the set of

equivalence classes on M is isomorphic to the set of diagonal matrices. An

equivalence class on M is presented by a diagonal matrix.

Matrices over the complex numbers

We consider the set X of matrices over the complex numbers. On X we consider

an equivalence relation: Matrix A is equivalent to matrix B if A = UBV ∗ for some

unitary matrices U and V.
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Theorem 2.3. ([40, 42]) ( Singular-value decomposition ) Suppose M is a m× n
matrix whose entries come from the fieldK, which is either the field of real numbers

or the field of complex numbers. Then there exists a factorization, called a singular

value decomposition of M , of the form

M = UΣV ∗,

where

• U is an m × m unitary matrix over K (if K = R, unitary matrices are

orthogonal matrices),

• Σ is a diagonal m × n matrix with non-negative real numbers on the diagonal,

• V is an n× n unitary matrix over K and

• V ∗ is the conjugate transpose of V .

The diagonal entries σi of Σ are known as the singular values of M . A common

convention is to list the singular values in descending order. In this case, the

diagonal matrix, Σ, is uniquely determined by M (though not the matrices U and

V ).

The normalization h on X as follows

h : X → X

M 7→ ΣM ,

where ΣM is a diagonal matrix which is is uniquely determined by M.

The normalization h satisfies

1. h(A) = h(h(A)) (idempotence),

2. h(A) = h(B) if and only if A is equivalent to matrix B (decisiveness)

for all A,B ∈ X .
From the equivalent relation on the set X , for each A ∈ X , we have the

equivalence class

A := {UAV ∗| U, V are unitary matrices } .

An equivalence class A has the unique diagonal matrix ΣA. Another way, from a

diagonal matrix Σ, we have unique equivalent relation Σ. So, the set of equivalence

Distance, geometry of the set of curves and optimal trajectories 15



2.2. Topologies

classes on X is isomorphic to the set of diagonal matrices. An equivalence class

on X is presented by a diagonal matrix.

2.2 Topologies

Let S be a topological space, R be an equivalent relation on S and N : S → S/R

be a normalization. We have two types of topology which we can consider on S/R :

the quotient topology (the one for whichN is continuous) and the topology which is

induced from a distance on S/R. We will focus on these two types of topology. The

aim of this section is to recall definitions of topologies and continuous functions.

2.2.1 Topological spaces

Definition 2.4. ([25, 32, 52]) A topological space is a pair (X, τ) consisting of a

set X and a family τ of its subsets which is subject to the following conditions:

1. ∅ ∈ τ,X ∈ τ.

2. If U1 ∈ τ and U2 ∈ τ, then U1 ∩ U2 ∈ τ.

3. If Us ∈ τ for every s ∈ S, where S is an arbitrary set, then
⋃
s∈S

Us ∈ τ.

The set X will be called a space, its elements are points of the space and subsets

belonging to the family τ are open sets in the space. The family τ is called a

topology on the set X.

A subset of X is said to be closed if its complement is in τ (i.e., its complement

is open). A subset of X may be open, closed, both (clopen set), or neither. The

empty set and X itself are always both closed and open.

Example 2.5. (Finite complement topology) Define τ to be the collection of all

subsets U of X such that X \ U either is finite or X itself. Then τ defines a

topology on X, called finite complement topology of X.

Once we define a structure on a set, often we try to understand what the

minimum data you need to specify the structure. In many cases, this minimum

data is called a basis and we say that the basis generates the structure.

Definition 2.6. ([25, 32, 52]) Let (X, τ) be a topological space. A family B ⊂ τ

is called a base of the topological space (X, τ) if:

16 Distance, geometry of the set of curves and optimal trajectories



2. Background

1. For every x ∈ X, there is an element B in B such that x ∈ B.

2. If x ∈ B1 ∩ B2 where B1, B2 are in B, then there is B3 in B such that

x ∈ B3 ⊂ B1 ∩B2.

Example 2.7. (Standard Topology of R) Let R be the set of all real numbers.

Let B be the collection of all open intervals:

(a, b) := {x ∈ R| a < x < b}

Then R is a basis of a topology and the topology generated by R is called the

standard topology of R.

Definition 2.8. ([25, 32, 52]) Let τ1, τ2 be two topologies for a set X. We say τ2

is thinner than τ1 or τ1 is coarser than τ2 if τ1 ⊂ τ2. The intuition for this notion

is “(X, τ2) has more open subsets to separate two points in X than (X; τ1)”.

2.2.2 Induced topology

A subset Y of a topological space X has a naturally topology induced by the

topology of X, called the induced topology.

Definition 2.9. ([25, 32, 52]) Let (X; τ) be a topological space. Let Y be a subset

of X. The collection

τY := {Y ∩ U | U ∈ τ}

is a topology on Y, called the induced topology.

2.2.3 Hausdorff Spaces, Continuous Functions

Definition 2.10. ([25, 32, 52]) A topological space (X; τ) is called a Hausdorff

space if

∀x, y ∈ X such that x 6= y, ∃Ux, Uy ∈ τ such that x ∈ Ux, y ∈ Uy and Ux∩Uy = ∅

i.e., for every pair of distinct points x, y in X, there are disjoint neighbourhoods

Ux and Uy of x and y respectively.

Example 2.11. Rn with the standard topology is a Hausdorff space.

Definition 2.12. ([25, 32, 52]) Let {xn|n ∈ N} be a sequence of points in a

topological space. The sequence {xn|n ∈ N} converges to a point x ∈ X if, for
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every neighborhood U of x, there is a positive integer N ∈ N such that xn ∈ U for

all n ≥ N .

Continuity is a topological notion.

Definition 2.13. ([25, 32, 52]) Let X, Y be topological spaces. A function f :

X → Y is continuous if f−1(U) is open in X for all open sets U ∈ Y.

Proposition 2.14. ([25, 32, 52]) A function f : X → Y is continuous if and only

if f−1(V ) is closed in X for all closed sets V ∈ Y.

2.2.4 Quotient topology

Let (X, τ) be a topological space, and let ∼ be an equivalence relation on X. The

quotient space, Y = X/∼ is defined to be the set of equivalence classes of elements

of X

Y = {[x] : x ∈ X} = {{v ∈ X : v ∼ x} : x ∈ X} ,

equipped with the topology where the open sets are defined to be those sets of

equivalence classes whose unions are open sets in X

τY =

{
U ∈ Y :

⋃
U =

⋃
[a]∈U

[a] ∈ τX
}
.

The topology τY is called a quotient topology on the quotient space Y = X/∼ .

One can see more detail in ([25, 32, 52]).

From the definition, if N : S → S/R is a normalization, then N is continuous

for the quotient topology.

2.3 Differential Geometry

This section is devoted to the needed background of differential geometry.

2.3.1 Finite dimensional manifolds

Definitions

A differential manifold is a set where each point has a neighborhood diffeomorphic

to an open subset of Rd and with compatibility condition between two

neighborhoods.
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Definition 2.15. ([59, 93, 97]) Let M be a topological Hausdorff space. A d-

dimensional local chart on M is a pair (U,Φ) where U is an open subset of M and

Φ a homeomorphism between U and some open subset of Rd.

Two d-dimensional local charts, (U1, Φ1) and (U2, Φ2) are C∞-compatible if

either U1 and U2 do not overlap, or the function Φ1 ◦ Φ−1
2 is a C∞-diffeomorphism

between Φ2(U2 ∩ U1) and Φ1(U2 ∩ U1).

A d-dimensional atlas on M is a family of pairwise compatible local charts

((Ui, Φi), i ∈ I), such that M =
⋃
i

Ui. Two atlases on M are equivalents if their

union is also an atlas, i.e., if every local chart of the first one is compatible with

every local chart of the second one.

A Hausdorff space with a d-dimensional atlas is called a d-dimensional (C∞)

differential manifold.

If M is a manifold, a local chart on M will always be assumed to be compatible

with the atlas on M. If M and N are two manifolds, their product M×N is also a

manifold; if (U,Φ) is a chart on M, (V, Ψ) a chart on N, (U × V, (Φ, Ψ)) is a chart

on M ×N , and one shows easily that one can form an atlas for M ×N from cross

products of two atlases of M and N.

When a local chart (U,Φ) is given, the coordinate functions x1, ..., xd are defined

by Φ(p) = (x1(p), ..., xd(p)) for p ∈ U. Formally, xi is a function from U to R.
However, when a point p is given, one generally refers to xi = xi(p) ∈ R as the ith

coordinate of p in the chart (U,Φ).

We now consider functions on manifolds.

Definition 2.16. ([59, 93, 97]) A function ψ : M → R is C∞ if, for every local

chart (U,Φ) on M , the function ψ ◦ Φ−1 : Φ(U) ⊂ Rd → R, is C∞ in the usual

sense. The function ψ ◦ Φ−1 is called the interpretation of ψ in (U,Φ).

From the compatibility condition, if this property is true for an atlas, it is

true for all charts compatible with it. The set of C∞ functions on M is denoted

C∞(M). If U is open in M, the set C∞(U) contains functions defined on U which

can be interpreted as C∞ functions of the coordinates for all local charts of M

which are contained in U.

The tangent space

We fix, in this section, a differential manifold, denoted M, of dimension d.

Suppose that M is a Ck manifold (k ≥ 1) and that x ∈ M. Pick a coordinate

chart ϕ : U → Rn, where U is an open subset of M containing x. Suppose further
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that two curves γ1, γ2 : (−ε, ε) → M with γ1(0) = x = γ2(0) are given such that

both ϕ ◦ γ1, ϕ ◦ γ2 : (−ε, ε) → Rn are differentiable in the ordinary sense (we

call these differentiable curves initialized at x). Then γ1 and γ2 are said to be

equivalent at 0 if and only if the derivatives of ϕ◦γ1 and ϕ◦γ2 at 0 coincide. This

defines an equivalence relation on the set of all differentiable curves initialized at

x, and equivalence classes of such curves are known as tangent vectors of M at x.

The equivalence class of any such curve γ is denoted by γ′(0). The tangent space

of M at x, denoted by TxM, is then defined as the set of all tangent vectors at x;

it does not depend on the choice of coordinate chart ϕ : U → Rn.

To define vector-space operations on TxM, we use a chart ϕ : U → Rn and

define a map dϕx : TxM → Rn by dϕx (γ′(0)) :=
d

dt
[(ϕ ◦ γ)(t)] |t=0.

Proposition 2.17. ([55, 56, 59, 82–86, 97]) For all p ∈M, the tangent space TpM

is an d-dimensional vector space.

Maps Between Two Manifolds

Definition 2.18. ([59, 93, 97]) Let M and N be two differentiable manifolds. A

map Φ : M → N has class C∞ (or smooth or differentiable) if and only if, for all

ϕ ∈ C∞(N), one has ϕ ◦ Φ ∈ C∞(M).

Definition 2.19. ([59, 93, 97]) Let a differentiable map ϕ : M → N between

differentiable manifolds and x ∈ M . The derivative of the ϕ at x between their

corresponding tangent spaces

Dϕx : TxM → Tϕ(x)N

is defined by: for all ~u ∈ TxM,

Dϕx(~u) := (ϕ ◦ γ)′(0)

where γ : (−ε, ε) is a curve which satisfies γ(0) = x and γ′(0) = ~u.

An important result regarding the derivative map is the following

Theorem 2.20. ([55, 56, 59, 82–86, 97]) If ϕ : M → N is a local diffeomorphism

at x in M, then Dϕx : TxM → Tϕ(x)N is a linear isomorphism. Conversely, if Dϕx

is an isomorphism, then there is an open neighborhood U of x such that ϕ maps

U diffeomorphically onto its image.
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Theorem 2.21. ([55, 59, 61, 82, 83, 85]) Let ϕ : M → N be a differentiable map

between differentiable manifolds and let x ∈M . Then the derivative of the ϕ at x

Dϕx : TxM → Tϕ(x)N

is linear.

Immersions and embeddings

Definition 2.22. ([1, 68, 78]) Let M and N be smooth manifolds and f : M → N

be a smooth map. Then f is called an immersion if its derivative is everywhere

injective.

Definition 2.23. ([1, 68, 78]) Let M and N be smooth manifolds and f : M → N

be a smooth map. Then f is called an embedding (or a smooth embedding) if it is

an injective immersion which is an embedding in the topological sense mentioned

above (i.e., homeomorphism onto its image).

Theorem 2.24. ([1, 68, 78]) If f : M → N is an injective immersion, and M is

compact, then f is an embedding.

2.3.2 Infinite dimensional manifolds

This section is devoted to the foundations of infinite dimensional manifolds. We

treat here only manifolds described by charts onto open subsets of convenient

vector spaces.

A chart (U, u) on a set M is a bijection u : U → u(U) ⊆ EU from a subset

U ⊆M onto an open subset of a convenient vector space EU .

For two charts (Uα, uα) and (Uβ, uβ) on M the mapping uαβ := uα◦uβ : uβ(Uαβ)→
uα(Uαβ) for α, β ∈ A is called the chart changing, where Uαβ := Uα ∩Uβ. A family

(Uα, uα)α∈A of charts on M is called an atlas for M, if the Uα form a cover of M

and all chart changings uαβ are defined on open subsets.

An atlas (Uα, uα)α∈A for M is said to be a C∞−atlas, if all chart changing uαβ :

uβ(Uαβ)→ uα(Uαβ) are smooth. Two C∞−atlas are called C∞−equivalent, if their

union is again a C∞−atlas for M. An equivalence class of C∞−atlas is sometimes

called a C∞−structure on M. The union of all atlas in an equivalence class is again

an atlas, the maximal atlas for this C∞−structure. A C∞−manifold M is a set

together with a C∞−structure on it.
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A mapping f : M → N between manifolds is called smooth if for each x ∈ M
and each chart (V, v) on N with f(x) ∈ N there is a chart (U, u) on M with

x ∈ U, f(U) ⊆ V, such that v ◦ f ◦ u−1 is smooth.

We will denote by C∞(M,N) the space of all C∞−mappings from M to N.

A smooth mapping f : M → N is called a diffeomorphism if f is bijective and

its inverse is also smooth. Two manifolds are called diffeomorphic if there exists a

diffeomorphism between them.

The natural topology on a manifold M is the identification topology with

respect to some (smooth) atlas (uα : M ⊇ Uα → uα(Uα) ⊆ Eα), where a subset

W ⊆M is open if and only if uα(Uα∩W ) is C∞−open in Eα for all α. This topology

depends only on the structure since diffeomorphisms are homeomorphisms for the

C∞−topologies.

One can see more detail in [57, 68].

2.4 Geometry and Bézier curves

In this section, we remind about the set of curves, parametrization of a curve and

arc length. These definitions, notations are used a lot in this thesis. We also

introduce Bézier curve. We will research the space of Bézier curve in chapter 4

and use it to do some applications in chapter 5.

2.4.1 Geometry

Parametrized curve

Definition 2.25. ([28, 97]) A parametrization of a curve is a map γ : [a, b]→ Rn,

where I = [a, b] is an interval.

The image of the parametrization is called a parametrized curve in Rn.

The curve is closed if its starting point is also its ending point.

A curve is a Jordan curve if it is closed and it has no self-intersection.

The curve is piecewise if its parametrization is continuous and C1 everywhere

except in a finite number of points.

Definition 2.26. ([28, 97]) A C1 curve is a regular curve if its parametrization

γ : I → Rn satisfies γ̇(u) 6= 0 for all u ∈ I. If γ is only piecewise C1, we extend

the definition by requiring that all left and right derivatives of its parametrization

are non-vanishing.

22 Distance, geometry of the set of curves and optimal trajectories



2. Background

Notation 2.27. We denoted C be the set of parametrized curves and we often

omit the word parametrized.

Geometric Equivalence

Definition 2.28. ([28, 30, 97]) Let γ : I → Rn be a parametrization, where I is a

compact interval. A change of parameter for γ is a function δ : I ′ → I such that:

1. I ′ is a compact interval;

2. δ is increasing (strictly) and is a diffeomorphism.

The new parametrization γ̃ = γ ◦ δ is called a reparametrization of γ. The images

γ(I) and γ̃(I ′) coincide.

(Can sua doan nay )

Notation 2.29. ([97, chapter 1, p. 2]) Let γ ∈ C0 ([0, 1],Rn) be a parametrization,

and let δ ∈ Diff+([0, 1]) be an increasing diffeomorphism of [0, 1]. The map γ ◦ δ is

called a reparameterization of γ.

Notation 2.30. ([2, p. 86], [41, p. 763]) A diffeomorphisms δ : [0, 1] → [0, 1] is

called increasing when the derivative is always positive on [0, 1].

The set of increasing diffeomorphisms on [0, 1] is denoted Diff+([0, 1]).

Remark 2.31. There always exists an increasing diffeomorphism from the

compact interval I to the segment [0, 1], so we can consider I to be [0, 1] without

loss of generality.

Notation 2.32. We denote Diff+ ([0, 1]) be the set of increasing diffeomorphisms

from [0, 1] to itself.

A curve has a parametrization γ, then γ ◦ δ, ∀δ ∈ Diff+ ([0, 1]) is also a

parametrization of the curve. So, a parametrized curve has infinitely many

parametrizations.

Definition 2.33. ([28, 30, 97]) Two parametrizations γ1, γ2 are equivalent if there

exists δ ∈ Diff+ ([0, 1]) such that γ1 = γ2 ◦ δ.

This relation is an equivalent relation. Two equivalent parametrizations define

the same curve. Note that the converse is not true. Two parametrizations have the

same image, they are not necessarily equivalent. For example, the parametrization

γ(t) = (2t, 0), t ∈ [0, 1/2] and γ(t) = (2 − 2t, 0), t ∈ [1/2, 1] has same image with
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γ̃(t) = (t, 0), t ∈ [0, 1] but they are not equivalent, since we have required the

change of parameter to be increasing (changes of orientation are not allowed).

In order to overcome this problem, we consider the space of parametrizations

those are embeddings.

Notation 2.34. We denote Emb ([0, 1],Rn) be the space of embeddings from [0, 1]

to Rn.

From this section, we always consider a curve is a parametrized curve and

its parametrization is an embedding from [0, 1] to Rn. The space of embeddings

Emb ([0, 1],Rn) have many useful properties.

Proposition 2.35. ([46, 57, 68]) The space Emb ([0, 1],Rn) is a Fréchet manifold.

Proposition 2.36. ([1, 68, 78]) If two embeddings have the same image and the

same starting point, then two embeddings are equivalent.

Therefore we identify the set of curves with the quotient

C = Emb ([0, 1],Rn) /Diff+ ([0, 1]) .

We have the important property about the set of curves.

Proposition 2.37. ([12, 20, 67, 68]) The quotient C :=

Emb ([0, 1],Rn) /Diff+ ([0, 1]) is a smooth Hausdorff manifold.

Arc Length

We recall that a curve is an image of an embedding. A parametrization of a curve

is an embedding from [0, 1] to Rn.

Definition 2.38. ([89, 97]) Let γ be a curve and let γ ∈ Emb ([0, 1],Rn) be a

parametrization of γ. Its length Lγ is defined by

Lγ =

1∫
0

‖γ̇(t)‖2dt.

The function lγ : [0, 1]→ [0, Lm] defined by

lγ(u) =

u∫
0

‖γ̇(t)‖2dt
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is called the arc length of the curve (it is the length of the arc between γ(a) and

γ(u)).

We have the important properties:

Proposition 2.39. ([7, 53, 89, 97]) The length of a curve does not depend on

reparametrization.

Proposition 2.40. ([7, 53, 89, 97]) Let γ be a curve and let γ ∈ Emb ([0, 1],Rn)

be a parametrization of γ. The function lγ is an increasing diffeomorphism form

[0, 1] to [0, Lγ].

2.4.2 Bézier curves

The Bézier curve was widely publicized in 1962 by the French engineer Pierre

Bézier. The set of all Bézier curves of degree D is a finite dimensional vector

space. Each Bézier curve just depends on a finite number of control points and

it lies on convex hull of these control points. The Bézier curves space is used to

make the approximation in the space of continuous curves.

Definition 2.41. ([38, 44, 72]) (Explicit definition) Let P = {P0, . . . , PD} be a

set of distinct points Pi ∈ Rn,∀i = 0, . . . , D. The Bézier curve associated to the

set P define as follows

B ([P0, . . . , PD], t) :=
D∑
i=0

Pibi,D(t), t ∈ [0, 1], (2.1)

where bi,D(t), i = 0, . . . , D, represents the Bernstein polynomial which is given by

bi,D(t) =

(
D

i

)
ti (1− t)D−i .

Definition 2.42. ([38, 44, 72]) (Recursive definition) Let P = {P0, . . . , PD} be a

set of distinct points Pi ∈ Rn,∀i = 0, . . . , D. The Bézier curve associated to the

set P is

B ([P0, . . . , PD], t) :=

P0 if D = 0

(1− t)B ([P0, . . . , PD−1], t) + tB ([P1, . . . , PD], t) if D ≥ 1.

Definition 4.9 and Definition 2.42 are equivalent.
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Remark 2.43. From (4.1), the Bézier curve lies inside the convex hull of its control

points.

From Definition 4.9, all Bézier curves are polynomial curves. Conversely, from

properties of Bernstein polynomials, all polynomial curves are also Bézier curves.

Theorem 2.44. ([13, 38, 43, 44, 72]) Let Γ be a continuous curve on the interval

[0, 1]. There exists a sequence of Bézier curves {Γn} which tends uniformly to Γ.

Definition 2.45. ([38, 44, 72]) Let P = {P0, . . . , PD, . . . , PDN} be a set of distinct

points Pi ∈ Rn,∀i = 0, . . . , DN − 1. An N -piece Bézier curve Γ : [0, 1] → Rn

associated to the set P = {P0, . . . , PD, . . . , PDN} is formed by N Bézier curves

B ([PjD, . . . , PjD+D], t) which is a Bézier curve of degree D associated to D + 1

points PjD, . . . , PjD+D, j = 0, . . . , N − 1.

Γ(t) = B ([PjD, . . . , PjD+D], Nt− j) if t ∈
[
j

N
,
j + 1

N

]
, t ∈ [0, 1].

Theorem 2.46. ([13, 38, 43, 44, 72]) Let Γ be a continuous curve on the interval

[0, 1]. There exists a sequence of N -piece Bézier curves {ΓN} which tends uniformly

to Γ.
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Chapter 3

Normal forms of parametrized

curves and the distance between

curves

We consider oriented curves, i.e., each curve has a starting point and an end point.

This is not the case in the literature on distance on the space of curves since they

often consider closed curves without consideration of the orientation. That fact can

explain that the simple ideas presented here can not be found in current literatures.

We note that we consider only parametrized curves and parametrizations of curves

are embeddings.

The set of curves is an infinite-dimensional manifold and a curve has infinitely

many parametrizations. In order to define a distance between curves, we need to

find a distance which is independent in the chosen parametrizations. The distance

between curves is often calculate by geodesic distance ([8, 9, 17, 19, 24, 54, 69])

or elastic distance ([51, 63, 95, 96]). But those distances are difficult to compute.

We determine a special parametrization of each curve. This parametrization is

called the normal form of the curve. Each curve is presented by a normal form,

so we identify the set of curves with the set of normal forms. Using normal forms

of curves, we can define a distance between curves. From the distance between

curves, we can research topologies and differential structures on the set of curves.

3.1 The set of curves

The goal here is to explain that we can restrict our work to the study of

parametrizations from [0, 1] to Rn and define the set of curves as a quotient space.
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A curve is an image of a compact interval by an embedding. The set of curves

is denoted by C. A parametrization of a curve is a function from a compact interval

I to Rn. There always exists an isomorphism from the compact interval I to the

segment [0, 1], so we consider I to be [0, 1] without loss of generality. In this

chapter, a parametrization is an embedding from [0, 1] to Rn. We denote the set

of embeddings from [0, 1] to Rn by Emb ([0, 1],Rn) . In order to reparametrize,

we consider Diff+ ([0, 1]) being the set of increasing diffeomorphism from [0, 1] to

[0, 1]. If γ is a parametrization, γ ◦δ is also a parametrization of the same curve for

all δ ∈ Diff+ ([0, 1]) . The group Diff+ ([0, 1]) acts on Emb ([0, 1],Rn) on the right.

Each curve is presented by a class [γ] :=
{
γ ◦ δ| δ ∈ Diff+ ([0, 1])

}
in the quotient

Emb ([0, 1],Rn) /Diff+ ([0, 1]) . So,

C := Emb ([0, 1],Rn) /Diff+ ([0, 1]) .

In all the reminder of this thesis, we will refer to C as the set of curves.

3.2 The normalization on Emb ([0, 1],Rn)

A curve has infinitely many parametrizations. We want to determine a normal form

of each curve. From the idea that two parametrizations of a curve are equivalent

and the length of a curve does not depend on the reparametrization, we construct

a normalization on Emb ([0, 1],Rn) for the action of Diff+ ([0, 1]) .

The group Diff+ ([0, 1]) acts on Emb ([0, 1],Rn) on the right. The associated

equivalence relation is defined as follows:

Definition 3.1. Two embeddings γ1, γ2 ∈ Emb ([0, 1],Rn) are equivalent if there

exists δ ∈ Diff+ ([0, 1]) such that γ1 = γ2 ◦ δ.

Let us consider the following map from Emb ([0, 1],Rn) into itself.

Definition 3.2. We define the map N as follows

N : Emb ([0, 1],Rn)→ Emb ([0, 1],Rn)

γ 7→ N(γ) = γ ◦ l−1
γ ◦ kγ,

(3.1)

where

• kγ : [0, 1]→ [0, Lγ], kγ(v) = v.Lγ with Lγ =
1∫
0

‖γ̇(s)‖2ds is the length of γ.
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• lγ : [0, 1]→ [0, Lγ], lγ(v) =
v∫
0

‖γ̇(s)‖2ds is the arc length of γ.

It is clear that l−1
γ and kγ are smooth functions and their derivatives are positive.

Since l−1
γ ◦ kγ goes from [0, 1] to [0, 1], the map l−1

γ ◦ kγ ∈ Diff+ ([0, 1]) . Thus N is

a map from Emb ([0, 1],Rn) into itself.

We will show that the map N is a normalization on Emb ([0, 1],Rn) with respect

to the action of Diff+ ([0, 1]) on Emb ([0, 1],Rn) .

Proposition 3.3. For any γ ∈ Emb ([0, 1],Rn) , we have N(γ) = N (N(γ)) .

Proof. Let t ∈ [0, 1]. From the definition of N, it is easy to see that the point

v ∈ [0, 1] satisfying
v∫
0

‖γ̇(s)‖2ds = tLγ will hold the following formula

N(γ)(t) = γ(v).

By the same reasoning, we also have

N (N(γ)) (t) = N(γ)(u) = γ
(
(l−1
γ ◦ kγ)(u)

)
for some u ∈ [0, 1] and

u∫
0

∥∥(N(γ))′ (s)
∥∥

2
ds = tLN(γ).

Because N(γ) = γ ◦ l−1
γ ◦ kγ and l−1

γ ◦ kγ ∈ Diff+ ([0, 1]) ,

u∫
0

∥∥(N(γ))′ (s)
∥∥

2
ds =

u∫
0

∥∥γ′ ((l−1
γ ◦ kγ)(s)

)∥∥
2

(
l−1
γ ◦ kγ

)′
(s)ds

=

(l−1
γ ◦kγ)(u)∫

0

‖γ̇(s)‖2 ds

and LN(γ) = Lγ. Then

N (N(γ)) (t) = γ
(
(l−1
γ ◦ kγ)(u)

)
,

where u ∈ [0, 1] and

(l−1
γ ◦kγ)(u)∫

0

‖γ̇(s)‖2 ds = tLγ =

v∫
0

‖γ̇(s)‖2 ds.

Hence we have (l−1
γ ◦ kγ)(u) = v and N (N(γ)) (t) = γ(v) = N(γ)(t). This means
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that

N(γ)(t) = N (N(γ)) (t),∀t ∈ [0, 1].

Proposition 3.4. Let γ, β ∈ Emb ([0, 1],Rn) . Then N(γ) = N(β) if and only if

γ is equivalent to β.

Proof. If N(γ) = N(β), we have γ ◦ l−1
γ ◦ kγ = β ◦ l−1

β ◦ kβ. So,

γ = β ◦ l−1
β ◦ kβ ◦

(
l−1
γ ◦ kγ

)−1
= β ◦

(
l−1
β ◦ kβ ◦

(
l−1
γ ◦ kγ

)−1
)
.

Since l−1
γ ◦ kγ ∈ Diff+ ([0, 1]) and l−1

β ◦ kβ ∈ Diff+ ([0, 1]) , l−1
β ◦ kβ ◦

(
l−1
γ ◦ kγ

)−1 ∈
Diff+ ([0, 1]) . This means that γ is equivalent to β.

If γ is equivalent to β, then γ = β ◦ δ for some δ ∈ Diff+ ([0, 1]) . Let t ∈ [0, 1].

From the definition of N, it is easy to see that the point u ∈ [0, 1] satisfying
u∫
0

‖β̇(s)‖2ds = tLβ will hold the following formula

N(β)(t) = β(u).

By the same reasoning, for v ∈ [0, 1] such that
v∫
0

‖γ̇(s)‖2ds = tLγ, we also have

N(γ)(t) = γ(v) = β (δ(v)) .

Because γ = β ◦ δ,

v∫
0

‖γ̇(s)‖2 ds =

v∫
0

‖β′ (δ(s))‖2 δ
′(s)ds =

δ(v)∫
0

∥∥∥β̇(s)
∥∥∥

2
ds

and Lβ = Lγ. Thus u = δ(v) and N(β)(t) = β (δ(v)) = N(γ)(t). Therefore

N(β)(t) = N(γ)(t),∀t ∈ [0, 1].

From the two above propositions, we have the following theorem.

Theorem 3.5. The map N is a normalization on Emb ([0, 1],Rn) with respect to

the action of Diff+ ([0, 1]) on Emb ([0, 1],Rn) .
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Two equivalent embeddings have the same normal form. So, each equivalence

class on C is presented by a normal form. We identify the set of curves with the

set of normal forms

C ≡ N
(
Emb

(
[0, 1],R2

))
.

Therefore we can consider the map N as follows

N : Emb ([0, 1],Rn)→ C ⊂ Emb ([0, 1],Rn)

γ 7→ N(γ).
(3.2)

Thanks to the map N we will be able to consider C as a submanifold of

Emb ([0, 1],Rn) .

3.3 The distance between curves

A curve is represented by a normal form. In order to define a distance between

curves, we will use the normal forms of those curves. Doing so, we can define a

distance between curves which is independent of the chosen parametrizations. It

is to say that, it is a distance between curves in the geometric meaning.

Definition 3.6. The function dN is defined as follows

dN : C× C→ R+

(N(γ),N(β)) 7→ dN (N(γ),N(β)) :=

1∫
0

‖N(γ)(t)−N(β)(t)‖ dt,

where ‖·‖ is the Euclidean norm on Rn and N(γ),N(β) are normal forms in C.

Proposition 3.7. The function dN is a distance on the set of curves C.

From properties of the Euclidean norm on Rn and the integral, it is clear that dN

satisfies all conditions of a distance. Since N is a normalization on Emb ([0, 1],Rn)

with respect to the equivalence relation associated the right action of Diff+ ([0, 1]) ,

we have the following property.

Proposition 3.8. The distance dN does not depend on the chosen

parametrizations.

Remark 3.9. This distance is called the normal form distance or the distance

through normal forms.
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Using this distance between curves, we study topologies and differential

structures on the set of curves.

3.4 Topologies on the set of curves C

The set of curves C is a manifold by itself and dN is a distance on C, so the set of

curves C has the topology induced by the distance dN. The set of curves C is also

a quotient of the right group action of Diff+ ([0, 1]) on the space Emb ([0, 1],Rn) ,

thus we have the quotient topology on the set of curves C. Furthermore, the set

of curves C is a submanifold of the space Emb ([0, 1],Rn) , so C has the induced

topology inherited from the classical topology of Emb ([0, 1],Rn) . In Section 3.2,

we will compare the topologies on the set of curves C.

We note that on the space Emb ([0, 1],Rn) , we consider the classical topology

which is induced by the classical distance

d (α, β) =

1∫
0

‖α(t)− β(t)‖dt,

where ‖·‖ is the Euclidean norm on Rn and α, β ∈ Emb ([0, 1],Rn) .

We first compare the topology induced by the distance dN and the quotient

topology on the set of curves C. The following lemmas is used to the comparison

of the topologies.

Lemma 3.10. On the set of curves C, the topology induced by the distance dN is

not a subset of the quotient topology.

Proof. We will show that there exists an open set in C for the topology induced

by the distance dN such that it is not an open set in C for the quotient topology.

Let γ(s) = (s, 0), s ∈ [0, 1] be an embedding. We have N(γ) ∈ C and an open

ball B(N(γ), 1
32

) :=
{
N(ψ) ∈ C : dN(N(γ),N(ψ)) < 1

32
,
}
⊂ C in C for the topology

induced by the distance dN. We will prove that B(N(γ), 1
32

) is not an open set in

C for the quotient topology. This means we show that N−1
(
B(N(γ), 1

32
)
)

is not

an open set in Emb ([0, 1],Rn) for the classical topology.

It is clear that γ ∈ N−1
(
B(N(γ), 1

32
)
)
. We consider a sequence {γn} ⊂

Emb ([0, 1],Rn) as follows

γn(s) =

(s, 0) if s ∈ [0, 1− 1/n] ,(
1− 1

n
, (n− 1)s+ (2− n− 1

n
)
)

if s ∈
[
1− 1

n
, 1
]
.
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We have the normal form of γn as follows

N(γn)(s) =


(
s(2− 2

n
), 0
)

if s ∈
[
0, 1

2

]
,(

1− 1
n
, s(2− 2

n
− 1 + 1

n
)
)

if s ∈
[

1
2
, 1
]

and the normal form of γ as follows

N(γ)(s) ≡ γ(s) = (s, 0), s ∈ [0, 1].

We have d(γn, γ) → 0 as n → ∞. So, if N−1
(
B(N(γ), 1

32
)
)

is an open set then

γn ∈ N−1
(
B(N(γ), 1

32
)
)

for all n large enough.

However,

dN(N(γ),N(γn)) =

1∫
0

‖N(γn)(s)−N(γ)(s)‖ ds

≥
1/2∫

1/4

‖N(γn)(s)−N(γ)(s)‖ ds =

1/2∫
1/4

∣∣∣s− 2s

n

∣∣∣ds
=

3

32
− 1

2n
.

This implies that for all n large enough, dN(N(γ),N(γn)) ≥ 3
32
− 1

2n
> 1

32
and

N(γn) 6∈ B(N(γ), 1
32

). Then N−1(N(γn)) 3 γn /∈ N−1
(
B(N(γ), 1

32
)
)

for all n large

enough.

Therefore N−1
(
B(N(γ), 1

32
)
)

is not an open set in Emb ([0, 1],Rn) for the

classical topology.

Lemma 3.11. On the set of curves C, the quotient topology is a subset of the

topology induced by the distance dN.

Proof. Let U be an open set in C for the quotient topology. We show that U is

also an open set in C for the topology induced by the distance dN.

If U is not an open set in C for the topology induced by the distance dN, then

there exists an element N(γ) ∈ U such that for every r > 0, we have

B (N(γ), r) :=
{
N(ψ) ∈ C : dN (N(γ),N(ψ)) < r

}
6⊂ U.

This means that there exists a sequence {N(γn)} ⊂ C such that

N(γn) 6∈ U,∀n and dN (N(γn),N(γ)) <
1

n
.
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We consider the sequence {N(γn)} ⊂ Emb ([0, 1],Rn) . We have d (N(γn),N(γ)) =

dN (N(γn),N(γ)) <
1

n
. This means N(γn) → N(γ) as n → ∞. It is clear that

N(γ) ∈ N−1 (N(γ)) and N−1(U) is an open set in Emb ([0, 1],Rn) for the classical

topology. Because N(γn)→ N(γ) as n→∞, there exists N such that

N(γn) ∈ N−1(U),∀n > N.

Therefore N (N(γn)) ≡ N(γn) ∈ U for all n > N. This contradicts N(γn) 6∈ U

for all n. So, U is also an open set in C for the topology induced by the distance

dN.

Combining the two above lemmas, we have the following proposition.

Proposition 3.12. On the set of curves C, the topology induced by the distance

dN is strictly thinner than the quotient topology.

Consequently, the topology induced by the distance dN brings more information

than the quotient topology. We next compare the induced topology and the

quotient topology on the set of curves C.

Proposition 3.13. On the set of curves C, the induced topology is strictly thinner

than the quotient topology.

Proof. Let U be an open set in C for the quotient topology. By the definition of

the quotient topology, we have N−1(U) is an open set in Emb ([0, 1],Rn) for the

classical topology. And by the definition of the map N, we have U ⊂ N−1(U).

Hence U is an open set in C for the induced topology since U = U ∩N−1(U) and

N−1(U) is an open set in Emb ([0, 1],Rn) for the classical topology. This means

that the quotient topology is a subset of the induced topology.

The opposite is not true. We will show that there exists an open set in C for

the induced topology but it is not an open set in C for the quotient topology. We

consider γ(s) ≡ N(γ0) = (s, 0), s ∈ [0, 1] and the set A = C ∩B(γ, 1
32

), where

B(N(γ0), ε) :=
{
γ ∈ Emb ([0, 1],Rn) : d(γ,N(γ)) < ε

}
⊂ Emb ([0, 1],Rn) .

It is clear that A is an open set in C for the induced topology. We prove that

N−1(A) is not an open set in Emb ([0, 1],Rn) for the classical topology. Let a

sequence {γn} ⊂ Emb ([0, 1],Rn) as follows

γn(s) =

(s, 0) if s ∈ [0, 1− 1/n] ,(
1− 1

n
, (n− 1)s+ (2− n− 1

n
)
)

if s ∈
[
1− 1

n
, 1
]
.
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We have the normal form of γn as follows

N(γn)(s) =


(
s(2− 2

n
), 0
)

if s ∈
[
0, 1

2

]
,(

1− 1
n
, s(2− 2

n
− 1 + 1

n
)
)

if s ∈
[

1
2
, 1
]

and the normal form of γ as follows

N(γ)(s) ≡ γ(s) = (s, 0), s ∈ [0, 1].

Thus

dN(N(γ),N(γn)) =

1∫
0

‖N(γn)(s)−N(γ)(s)‖ ds

≥
1/2∫

1/4

‖N(γn)(s)−N(γ)(s)‖ ds =

1/2∫
1/4

∣∣∣s− 2s

n

∣∣∣ds
=

3

32
− 1

2n
.

We have d(γn, γ) → 0 as n → ∞. But for n large enough, dN(N(γ),N(γn)) ≥
3
32
− 1

2n
> 1

32
and N(γn) 6∈ B(N(γ), 1

32
). Then, there exists a sequence {γn} such

that γn → γ ∈ N−1(A) but {γn} 6⊂ N−1(A). This means that N−1(A) is not an

open set in Emb ([0, 1],Rn) for the classical topology.

Then, the induced topology brings more information than the quotient

topology. Finally, we study the relation between the induced topology and the

topology induced by the distance dN on the set of curves C.

Proposition 3.14. On the set of curves C, the induced topology equals the

topology induced by the distance dN.

Proof. Let A be an open set in C for the induced topology. We show that A is an

open set in C for the topology induced by the distance dN. By the definition of the

induced topology, there exists an open set U in Emb ([0, 1],Rn) for the classical

topology such that A = C ∩ U. For any N(γ0) ∈ A, there is an open ball

B(N(γ0), ε) :=
{
γ ∈ Emb ([0, 1],Rn) : d(γ,N(γ)) < ε

}
⊂ Emb ([0, 1],Rn)

in Emb ([0, 1],Rn) for the classical topology such that B(N(γ0), ε) ⊂ U. We
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consider an open ball in C for the topology induced by the distance dN as follows

BN(N(γ0), ε) :=
{
N(γ) ∈ C : dN(N(γ0),N(γ)) < ε

}
⊂ C.

It is easy to see that BN(N(γ0), ε) ⊂ B(N(γ0), ε). So, N(γ0) ∈ BN(N(γ0), ε) ⊂
C ∩ U = A. This means that there exists the open set BN(N(γ0), ε) in C for the

topology induced by the distance dN such that N(γ0) ∈ BN(N(γ0), ε) ⊂ A. Then

A is an open set in C for the topology induced by the distance dN.

Let A be an open set in C for the topology induced by the distance dN. We

show that A is an open set in C for the induced topology. For any N(γ0) ∈ A,

there exists an open ball

BN(N(γ0), ε) :=
{
N(γ) ∈ C : dN(N(γ0),N(γ)) < ε

}
⊂ C

in C for the classical topology such that N(γ0) ∈ BN(N(γ0), ε) ⊂ A. We consider

an open ball in Emb ([0, 1],Rn) for the classical topology as follows

B(N(γ0), ε) :=
{
γ ∈ Emb ([0, 1],Rn) : d(γ,N(γ)) < ε

}
⊂ Emb ([0, 1],Rn) .

It is clear that BN(N(γ0), ε) = C ∩ B(N(γ0), ε). This means that there exists

the open set C ∩ B(N(γ0), ε) in C for the induced topology such that N(γ0) ∈
C ∩B(N(γ0), ε) ⊂ A. Then A is an open set in C for the induced topology.

3.5 Continuous functions

From the topologies on the set of curves C, we study the continuity of functions

on the set of curves C.

Let X be a topological space. Continuous maps from C → X will come from

continuous maps from Emb ([0, 1],Rn) → X being invariant under the action of

Diff+ ([0, 1]) .

Definition 3.15. Let X be a topological space. A function f : Emb ([0, 1],Rn)→
X is called compatible with the action of Diff+ ([0, 1]) if N(γ1) = N(γ2) implies

f(γ1) = f(γ2).

Proposition 3.16. Let X be a topological space. Let f : Emb ([0, 1],Rn) → X

be a function such that f is continuous for a classical topology on Emb ([0, 1],Rn)
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and f is compatible with the action of Diff+ ([0, 1]) . Then there exists a continuous

function f̄ : C→ X for the quotient topology such that

f̄ (N(γ)) = f (γ) ,∀γ ∈ Emb ([0, 1],Rn) .

Proof. We define f̄ as follows

f̄ : C→ X

N(γ) 7→ f̄ (N(γ)) := f(γ).
(3.3)

Since f is compatible with the action of Diff+ ([0, 1]) , f̄ is well definited on C. We

prove that f̄ is a continuous function.

Let U be an open set on X. We show that f̄−1(U) ={
N(γ) ∈ C|f̄ (N(γ)) = f(γ) ∈ U

}
is an open set on C for the quotient topology.

By the definition of the quotient topology, we need to show that N−1
(
f̄−1(U)

)
is

an open set on Emb ([0, 1],Rn) .

The function f is a continuous function and U is an open set on X, hence the

set f−1(U) is an open set on Emb ([0, 1],Rn) . We will prove that N−1
(
f̄−1(U)

)
equals f−1(U).

Let γ be an element in N−1
(
f̄−1(U)

)
. We have N (γ) ∈ f̄−1(U). Clearly,

f(γ) = f̄ (N(γ)) ∈ U. So,

γ ∈ f−1(U),∀γ ∈ N−1
(
f̄−1(U)

)
.

Equivalently, N−1
(
f̄−1(U)

)
⊂ f−1(U).

Let γ be an element in f−1(U). We have f̄ (N(γ)) = f(γ) ∈ U. Clearly, N(γ) ∈
f̄−1(U). So,

γ ∈ N−1 (N(γ)) ⊂ N−1
(
f̄−1(U)

)
,∀γ ∈ f−1(U).

Equivalently, f−1(U) ⊂ N−1
(
f̄−1(U)

)
.

Thus N−1
(
f̄−1(U)

)
equals f−1(U). This means that f̄−1(U) is an open set on

C for the quotient topology. Therefore f̄ is a continuous function for the quotient

topology and it is clear that

f̄ (N(γ)) = f (γ) , ∀γ ∈ Emb ([0, 1],Rn) .
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3.6 The tangent space

We want to understand differential structures of the set of curves C in order to be

able to do variational calculus. Then in this section, we show the existence of the

differential of the map N going from the tangent space of the embedding space to

the tangent space of the set of curves. Hence we research the tangent space of the

set of curves.

We first define the tangent space of Emb ([0, 1],Rn) and the tangent space of the

set of curves C. We show that for γ ∈ Emb ([0, 1],Rn) , there exists the differential

of N at γ

DN(γ) : TγEmb ([0, 1],Rn)→ TN(γ)C.

Furthermore, for any γ ∈ Emb ([0, 1],Rn) , we will construct a group H acting on

TγEmb ([0, 1],Rn) on the right such that TγEmb/H is isomorphic to TN(γ)C.

3.6.1 Definition of the tangent space of Emb ([0, 1],Rn)

At each γ ∈ Emb ([0, 1],Rn) , the tangent space TγEmb ([0, 1],Rn) is defined as

follows:

Let f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) be a smooth function such that

f0 = γ. The derivative of f at t = 0 is defined by

∂tf0 := ∂tft

∣∣∣
t=0

= lim
t→0

ft − f0

t
.

Two smooth functions f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) and g :

t ∈ (−ε, ε) 7→ gt ∈ Emb ([0, 1],Rn) such that f0 = g0 = γ are said to be

equivalent at t = 0 if and only if the derivatives ∂tf0, ∂tg0 coincide. This defines

an equivalence relation on the set of all smooth functions initialized at γ, and

equivalence classes of such curves are known as tangent vectors of Emb ([0, 1],Rn)

at γ. The equivalence class of any such function f is denoted by ∂tf0. The tangent

space of Emb ([0, 1],Rn) at γ, denoted by TγEmb ([0, 1],Rn), is then defined as the

set of all tangent vectors at γ.

C1 ([0, 1],Rn) is an affine space with C1 ([0, 1],Rn) as the underlying vector

space. So, to each γ ∈ C1 ([0, 1],Rn) we have TγC
1 ([0, 1],Rn) = C1 ([0, 1],Rn) .

Furthermore, Emb ([0, 1],Rn) is a dense open subset in C1 ([0, 1],Rn) ([22, 31, 57,

68]). In a way that for every γ ∈ Emb ([0, 1],Rn) we have TγEmb ([0, 1],Rn) =
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TγC
1 ([0, 1],Rn) . Then for any γ ∈ Emb ([0, 1],Rn) we have

TγEmb ([0, 1],Rn) = C1 ([0, 1],Rn) .

3.6.2 Definition of the tangent space of the set of curves C

At each N(γ) ∈ C, the tangent space TN(γ)C is defined as follows:

Let f̂ : t ∈ (−ε, ε) 7→ f̂t ∈ C be a smooth function such that f̂0 = N(γ). The

derivative of f̂ at t = 0 is defined by

∂tf̂0 := ∂tf̂t

∣∣∣
t=0

= lim
t→0

f̂t − f̂0

t
.

Two smooth functions f̂ : t ∈ (−ε, ε) 7→ f̂t ∈ C and ĝ : t ∈ (−ε, ε) 7→ ĝt ∈ C

such that f̂0 = ĝ0 = N(γ) are said to be equivalent at t = 0 if and only if the

derivatives ∂tf̂0, ∂tĝ0 coincide. This defines an equivalence relation on the set of

all smooth functions initialized at N(γ), and equivalence classes of such curves are

known as tangent vectors of C at N(γ). The equivalence class of any such function

f̂ is denoted by ∂tf̂0. The tangent space of C at N(γ), denoted by TN(γ)C, is then

defined as the set of all tangent vectors at N(γ).

3.6.3 The differential of the map N

In this subsection, we show that for γ ∈ Emb ([0, 1],Rn) , there exists the

differential of N at γ going from the tangent space of Emb ([0, 1],Rn) at γ to

the tangent space of C at N(γ).

Firstly, we remark that for any γ ∈ Emb ([0, 1],Rn) we have N(γ) = γ◦l−1
γ ◦kγ ∈

Emb ([0, 1],Rn) . Then the map N : Emb ([0, 1],Rn)→ C is an embedding. So, the

limits and everything take place in Emb ([0, 1],Rn) .

In order to show the differential of the map N, we need some lemmas as follows:

Lemma 3.17. Let f, g : [0, 1]→ Rn be two continuous functions such that f(v) 6=
0Rn for every v ∈ [0, 1]. The following holds

lim
t→0

1∫
0

‖f(v) + tg(v)‖2 dv −
1∫
0

‖f(v)‖2 dv

t
=

1∫
0

〈f(v), g(v)〉
‖f(v)‖2

dv.

From the properties of the inner product and the integral, we can easily prove

this lemma. Using this lemma, we have the following lemma.
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Lemma 3.18. Let ε > 0 and f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) be a smooth

function. Then for any v ∈ [0, 1] we have

lim
t→0

kft(v)− kf0(v)

t
= v

1∫
0

〈∂vf0(v), ∂tvf0(v)〉
‖∂vf0(v)‖2

dv.

Proof. Let v ∈ [0, 1]. Because f is smooth and using Taylor’s theorem ([23, chapter

5, p. 111]) for f at t = 0, we have

ft = f0 + t∂tf0 +
t2

2
∂ttfc (3.4)

for some real number c between 0 and t. Since f is smooth and ft, f0, fc ∈
Emb ([0, 1],Rn) , we can take the derivative of the functions in (3.4) with respect

to the variable v and obtain

∂vft(v) = ∂vf0(v) + t∂tvf0(v) +
t2

2
∂ttvfc(v)

for some real number c between 0 and t. Then we have

lim
t→0

kft(v)− kf0(v)

t

= lim
t→0

vLft − vLf0
t

= v lim
t→0

1∫
0

‖∂vft(v)‖2 dv −
1∫
0

‖∂vf0(v)‖2 dv

t

=v lim
t→0

1∫
0

‖∂vf0(v) + t∂tvf0(v) +
t2

2
∂ttvfc(v)‖2dv −

1∫
0

‖∂vf0(v)‖2 dv

t

=v lim
t→0

1∫
0

‖∂vf0(v) + t∂tvf0(v)‖2dv −
1∫
0

‖∂vf0(v)‖2 dv

t

+ v lim
t→0

t∈[− ε
2
, ε
2

]

t2

2t

1∫
0

〈
2∂vf0(v) + 2t∂tvf0(v) +

t2

2
∂ttvfc(v), ∂ttvfc(v)

〉
dv.

Since f is smooth on (−ε, ε)× [0, 1], the functions ∂vf, ∂tvf and ∂ttvf are bounded

on the compact set [− ε
2
, ε

2
]× [0, 1]. Thus

lim
t→0

kft(v)− kf0(v)

t
= v lim

t→0

1∫
0

‖∂vf0(v) + t∂tvf0(v)‖2dv −
1∫
0

‖∂vf0(v)‖2 dv

t
.
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Because f0 is an embedding, ∂vf0(v) 6= ORn for all v ∈ [0, 1]. Applying Lemma

3.17, we get

lim
t→0

kft(v)− kf0(v)

t
= v

1∫
0

〈∂vf0(v), ∂tvf0(v)〉
‖∂vf0(v)‖2

dv.

The following lemma states the differential of the map l−1
γ .

Lemma 3.19. For any γ ∈ Emb ([0, 1],Rn), the function

lγ(v) =

v∫
0

‖γ̇(s)‖2 ds

has an inverse function (lγ)
−1 which is continuously differentiable.

Proof. It is clear that lγ is continuously differentiable. Since γ is an embedding,

γ̇(s) 6= ORn , ∀s ∈ [0, 1]. So ‖γ̇(s)‖2 > 0, ∀s ∈ [0, 1]. Applying Inverse mapping

theorem ([58, chapter 17, p. 418]), the function lγ has an inverse function (lγ)
−1

which is continuously differentiable.

Using the above lemmas, we define the differential of the normalization N as

follows:

Definition 3.20. Let γ ∈ Emb ([0, 1],Rn) . For any ~u ∈ TγEmb ([0, 1],Rn) , let

f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) be a smooth function such that f0 = γ and

∂tf0 = ~u. We define the function DN(γ) as follows

DN(γ) : TγEmb ([0, 1],Rn)→ TN(γ)C

~u = ∂tf0 7→ DN(γ)(~u) :=
d

dt

(
N(ft)

)∣∣∣
t=0

= lim
t→0

N(ft)−N(f0)

t
.

(3.5)

The function DN(γ) is called the differential of N at γ.

We show that
d

dt

(
N(ft)

)∣∣∣
t=0

exists and
d

dt

(
N(ft)

)∣∣∣
t=0

does not depend on the

chosen function f. So, we will find the formula of the differential of N at γ.

We propose two ways to compute the formula of the differential of N at γ using

two different methods and check that those give the same result.

First way: we use the derivative of a composite function and compute
d

dt
(zft(v))

∣∣∣
t=0

=
d

dt

(
(l−1
ft
◦ kft)(v)

) ∣∣∣
t=0

by using lft ◦ zft = kft .
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We set zγ := l−1
γ ◦ kγ : [0, 1]→ [0, 1]. For v ∈ [0, 1], we have

d

dt

(
N(ft)(v)

)∣∣∣
t=0

=
d

dt

(
(ft ◦ l−1

ft
◦ kft)(v)

)∣∣∣
t=0

=
d

dt
ft

(
zft(v)

)∣∣∣
t=0

=∂tft

(
zft(v)

)∣∣∣
t=0

+ ∂zft

(
zft(v)

)∣∣∣
t=0
.
d

dt
(zft(v))

∣∣∣
t=0

=∂tf0

(
zf0(v)

)
+ ∂zf0

(
zf0(v)

)
.
d

dt
(zft(v))

∣∣∣
t=0

=~u(zγ(v)) + γ̇(zγ(v)).
d

dt
(zft(v))

∣∣∣
t=0
.

From Lemma 3.18, we have

d

dt
kft(v)

∣∣∣
t=0

= lim
t→0

v
1∫
0

‖∂vft(s)‖2ds− v
1∫
0

‖∂vf0(s)‖2ds

t
= v

1∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds

=v.

1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds.

Furthermore,

lft ◦ zft = kft .

Then, for v ∈ [0, 1], we have

d

dt
kft(v) =

d

dt
(lft ◦ zft)(v) =

d

dt
lft

(
zft(v)

)
=

d

dt

zft (v)∫
0

‖∂vft(s)‖2ds

=

zft (v)∫
0

d

dt
‖∂vft(s)‖2ds+ ‖∂vft(zft(v))‖2.

d

dt
zft(v)

=

zft (v)∫
0

〈∂vft(s), ∂tvft(s)〉
‖∂vft(s)‖2

ds+ ‖∂vft(zft(v))‖2.
d

dt
zft(v)

So,

d

dt
zft(v) =

1

‖∂vft(zft(v))‖2

 d

dt
kft(v)−

zft (v)∫
0

〈∂vft(s), ∂tvft(s)〉
‖∂vft(s)‖2

ds


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⇒ d

dt
zft(v)

∣∣∣
t=0

=
1

‖∂vf0(zf0(v))‖2

 d

dt
kft(v)

∣∣∣
t=0
−

zf0 (v)∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds


=

1

‖γ̇(zγ(v))‖2

v. 1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds−
zγ(v)∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds

 .

Then

d

dt

(
N(ft)(v)

)∣∣∣
t=0

=~u(zγ(v)) + γ̇(zγ(v)).
d

dt
(zft(v))

∣∣∣
t=0

=~u(zγ(v)) +
γ̇(zγ(v))

‖γ̇(zγ(v))‖2

v. 1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds−
zγ(v)∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds

 ,

where zγ(v) = (l−1
γ ◦ kγ)(v).

So, for v ∈ [0, 1], we have

d

dt

(
N(ft)(v)

)∣∣∣
t=0

= ~u(zγ(v)) +
γ̇(zγ(v))

‖γ̇(zγ(v))‖2

(
v.

1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds−
zγ(v)∫

0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds

)
,

where zγ(v) = (l−1
γ ◦ kγ)(v).

Second way: we compute
d

dt
(zft(v))

∣∣∣
t=0

=
d

dt

(
(l−1
ft
◦ kft)(v)

) ∣∣∣
t=0

directly.

We set zγ := l−1
γ ◦ kγ : [0, 1]→ [0, 1]. For v ∈ [0, 1], we have

d

dt

(
N(ft)(v)

)∣∣∣
t=0

=
d

dt

(
(ft ◦ l−1

ft
◦ kft)(v)

)∣∣∣
t=0

=
d

dt
ft

(
zft(v)

)∣∣∣
t=0

=∂tft

(
zft(v)

)∣∣∣
t=0

+ ∂zft

(
zft(v)

)∣∣∣
t=0
.
d

dt
(zft(v))

∣∣∣
t=0

=∂tf0

(
zf0(v)

)
+ ∂zf0

(
zf0(v)

)
.
d

dt
(zft(v))

∣∣∣
t=0

=~u(zγ(v)) + γ̇(zγ(v)).
d

dt
(zft(v))

∣∣∣
t=0
.

We will compute
d

dt
(zft(v))

∣∣∣
t=0

=
d

dt

(
(l−1
ft
◦ kft)(v)

) ∣∣∣
t=0

directly. Suppose that

t0 = (l−1
f0
◦ kf0)(v) and t1 = (l−1

ft
◦ kft)(v).
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Then,
t0∫

0

‖∂vf0(s)‖2ds = v

1∫
0

‖∂vf0(s)‖2ds (3.6)

and
t1∫

0

‖∂vft(s)‖2ds = v

1∫
0

‖∂vft(s)‖2ds. (3.7)

We have that ft(s) = f(t, s), hence

∂vft(s) =∂vf(t, s) = ∂vf(0, s) + ∂tvf(0, s)t+O(t)

=∂vf0(s) + ∂tvf0(s)t+O(t)

=∂vf0(s) + g(t, s).

So,

1∫
0

‖∂vft(s)‖2ds =

1∫
0

‖∂vf0(s) + g(t, s)‖2ds

=

1∫
0

(
‖∂vf0(s)‖2+

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+‖g(t, s)‖2

)
ds

(3.8)

and

t1∫
0

‖∂vft(s)‖2ds =

t1∫
0

‖∂vf0(s) + g(t, s)‖2ds

=

t1∫
0

(
‖∂vf0(s)‖2+

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+‖g(t, s)‖2

)
ds

(3.9)

Combining (3.7), (3.8) and (3.9), we have that

v

1∫
0

(
‖∂vf0(s)‖2+

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

)
ds

=

t1∫
0

(
‖∂vf0(s)‖2+

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

)
ds.
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Since
t0∫
0

‖∂vf0(s)‖2ds = v
1∫
0

‖∂vf0(s)‖2ds, we get

t0∫
0

‖∂vf0(s)‖2ds+ v

1∫
0

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

ds

=

t1∫
0

(
‖∂vf0(s)‖2+

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

)
ds.

Hence

t1∫
t0

‖∂vf0(s)‖2ds

=v

1∫
0

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

ds−
t1∫

0

2 〈∂vf0(s), g(t, s)〉+ ‖g(t, s)‖2
2

‖∂vf0(s) + g(t, s)‖2+ + ‖g(t, s)‖2

ds.

Dividing both side by t and passing to the limit as t→ 0, we obtain

lim
t→0

1

t

t1∫
t0

‖∂vf0(s)‖2ds = v

1∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds−
t0∫

0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds.

On the other hand, we have that

lim
t→0

1

t

t1∫
t0

‖∂vf0(s)‖2ds = ‖∂vf0(t0)‖2. lim
t→0

t1 − t0
t

.

Hence, we obtain that

lim
t→0

t1 − t0
t

=
1

‖∂vf0(t0)‖2

v 1∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds−
t0∫

0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds


⇒ d

dt

(
(l−1
ft
◦ kft)(v)

) ∣∣∣
t=0

=
1

‖∂vf0(t0)‖2

(
v

1∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds

−
t0∫

0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds

)
.
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Then,

d

dt

(
N(ft)(v)

)∣∣∣
t=0

=~u(zγ(v)) + γ̇(zγ(v)).
d

dt
(zft(v))

∣∣∣
t=0

=~u(zγ(v)) + γ̇(zγ(v)).
d

dt

(
(l−1
ft
◦ kft)(v)

) ∣∣∣
t=0

=~u(zγ(v)) +
γ̇(zγ(v))

‖∂vf0(t0)‖2

(
v

1∫
0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds

−
t0∫

0

〈∂vf0(s), ∂tvf0(s)〉
‖∂vf0(s)‖2

ds

)

=~u(t0) +
γ̇(t0)

‖γ̇(t0)‖2

v. 1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds−
t0∫

0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds

 ,

where t0 = zγ(v) = (l−1
γ ◦ kγ)(v).

So, for v ∈ [0, 1], we have

d

dt

(
N(ft)(v)

)∣∣∣
t=0

= ~u(t0) +
γ̇(t0)

‖γ̇(t0)‖2

(
v.

1∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds−
t0∫
0

〈γ̇(s), ~̇u(s)〉
‖γ̇(s)‖2

ds

)
,

where t0 = (l−1
γ ◦ kγ)(v).

We observe that
d

dt

(
N(ft)

)∣∣∣
t=0

just depends on γ and ~u. Then the function

DN(γ) : TγEmb ([0, 1],Rn)→ TN(γ)C is well defined.

Remark 3.21. The definition does not depend on the chosen f.

It is easy to see that the function DN(γ) : TγEmb ([0, 1],Rn) → TN(γ)C is a

linear map. We next consider how the action of Diff+ ([0, 1]) goes to the differential

of the map N.

Proposition 3.22. Let γ ∈ Emb ([0, 1],Rn) and δ ∈ Diff+ ([0, 1]) . For any smooth

function f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) such that f0 = γ, then

DN(γ) (∂tf0) = DN(γ ◦ δ)
(
∂t(f0 ◦ δ)

)
.

Proof. We have N (f0 ◦ δ) = N (f0) = N(γ) and N (ft ◦ δ) = N(ft) for every

t ∈ (−ε, ε). Then DN(γ) (∂tf0) = DN(γ ◦ δ)(∂t(f0 ◦ δ)).

The following proposition presents the images of the differentials of the map N

at two equivalent embeddings.
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Proposition 3.23. If two embeddings α, β are equivalent, then the image of

DN(α) and the image of DN(β) are the same.

Proof. We first show that DN(α) (TαEmb ([0, 1],Rn)) ⊆
DN(β) (TβEmb ([0, 1],Rn)) . For any ~u ∈ TαEmb ([0, 1],Rn) , there exists a

smooth function f : t ∈ (−ε, ε) 7→ ft ∈ Emb ([0, 1],Rn) such that f0 = α and

∂tf0 = ~u. Because α, β are equivalent, there exists δ ∈ Diff+ ([0, 1]) such that

α = β ◦ δ. We consider the function

g : (−ε, ε)→ Emb ([0, 1],Rn)

t 7→ gt := ft ◦ δ.

It is easy to check that g0 = α◦δ = β and g is smooth. So ∂tg0 ∈ TβEmb ([0, 1],Rn) .

Using Proposition 3.22, we have

DN(α) (∂tf0) = DN(α ◦ δ)
(

(∂t(f0 ◦ δ)
)

= DN(β) (∂tg0) .

Then

DN(α) (~u) = DN(β) (∂tg0) ∈ DN(β) (TβEmb ([0, 1],Rn)) .

This means that DN(α) (TαEmb ([0, 1],Rn)) ⊆ DN(β) (TβEmb ([0, 1],Rn)) .

Similarly, we have DN(β) (TβEmb ([0, 1],Rn)) ⊆ DN(α) (TαEmb ([0, 1],Rn)) .

The following proposition states that the differential of N at an embedding is

a surjection.

Proposition 3.24. For γ ∈ Emb ([0, 1],Rn) , the function DN(γ) :

TγEmb ([0, 1],Rn)→ TN(γ)C is surjective.

Proof. For any û ∈ TN(γ)C, there exists a smooth function f̂ : t ∈ (−ε, ε) 7→ f̂t ∈ C

such that f̂0 = N(γ) and ∂tf̂0 = û. Because C ⊂ Emb ([0, 1],Rn) and there exists

δ ∈ Diff+ ([0, 1]) such that N(γ) ◦ δ = γ, we consider

f : (−ε, ε)→ Emb ([0, 1],Rn)

t 7→ ft := f̂t ◦ δ.

It is easy to check that f is a smooth function and f0 = γ. Then

∂tf0 ∈ TγEmb ([0, 1],Rn) .

Distance, geometry of the set of curves and optimal trajectories 47



3.6. The tangent space

We have N (f0) = N(γ) and N (ft) = N(f̂t ◦ δ) = f̂t for every t ∈ (−ε, ε). So

DN(γ) (∂tf0) = ∂tf̂0 = û.

Therefore the function DN(γ) is surjective.
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Chapter 4

The space of N-piece cubic Bézier

curves

Just as rationals give a way to approximate real numbers, Bézier curves and

piecewise Bézier curves are used to approximate continuous curves. Piecewise

uniform cubic Bézier curves are most common in practice. We will make

special emphasis on the space BN,3 of uniform N -piece cubic Bézier curves. For

convenience, we sometimes drop “uniform”.

In this chapter, we define a new norm ‖·‖BDp on the space BD of Bézier curves

of degree D and a new norm ‖·‖BN,Dp on the space BN,D of uniform N -piece Bézier

curves of degree D. The norms ‖·‖BDp and ‖·‖BN,Dp are determined through control

points. This chapter deals with the equivalence constants for the norm ‖·‖BN,3p and

the Lp norm on the space BN,3. This is the core idea of Algorithm 2 on page 86 in

Chapter 5 using piecewise uniform cubic Bézier curves.

Theorem 4.1. Let p ∈ [1,∞[∪{∞}. For any Γ ∈ BN,3, we have

‖Γ‖Lp≤ ‖Γ‖BN,3p ≤ 210 ‖Γ‖Lp .

A Bézier curve of degree D can be written as a Bézier curve of degree D + 1.

Then we have more control points in order to give additional freedom for curve

design. We will study the equivalence constants for the norm ‖·‖BN,Dp and the norm

‖·‖BN,D+1
p on the space BN,D.

Theorem 4.2. Let p ∈ [1,∞[∪{∞}. For all Γ ∈ BN,D, we have

1

2(D + 1)
‖Γ‖BN,Dp ≤ ‖Γ‖BN,D+1

p ≤ 2‖Γ‖BN,Dp .
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A uniform N -piece cubic Bézier curve can be split to become a uniform 2N -

piece cubic Bézier curve. This approach creates extra control points in order to

give additional freedom for curve design and avoids increasing the degree of the

curve. Splitting piecewise cubic Bézier curves plays an important role in Algorithm

2 on page 86 in Chapter 5 using piecewise uniform cubic Bézier curves. So, we

investigate the equivalence constants for the norm ‖·‖B2N,3
p and the norm ‖·‖BN,3p

on the space BN,3.

Theorem 4.3. Let p ∈ [1,∞[∪∞. For any Γ ∈ BN,3, we have

min
{ 1

241/p
,
1

4

}
‖Γ‖BN,3p ≤ ‖Γ‖B2N,3

p ≤ 31/p ‖Γ‖BN,3p .

4.1 Norms on the space of parametrizations

In this section, we recall the Lp norm and define a norm ‖·‖∗ on the space of

parametrizations. The norm ‖·‖∗ is invariant under any change of parametrization

and convenient for computations.

4.1.1 The space of parametrizations

A parametrization of a curve is a map from the parameter interval [0, 1] to Rn.

The image of a parametrization is called a curve. A parametrization contains more

information about a curve than its image. It tells us, for example, how fast we go

along a curve. Let us first fix some notations and definitions:

Notation 4.4. ([34, chapter 1, p. 3]) C0([0, 1],Rn) is the set of continuous

parametrizations on [0, 1].

The set C0([0, 1],Rn) is a vector space over R. Since the segment [0, 1] is

compact and each parametrization in the vector space C0 ([0, 1],Rn) is continuous,

every parametrization in C0 ([0, 1],Rn) is integrable on [0, 1]. Hence, one can define

norms and distances on C0 ([0, 1],Rn) using integrals.

50 Distance, geometry of the set of curves and optimal trajectories
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4.1.2 Lp norm on the space of parametrizations

On the space C0([0, 1],Rn), we have the Lp norm ([14, chapter 4], [34, chapter 1])

as follows

‖·‖Lp : C0([0, 1],Rn)→ R

α 7→ ‖α‖Lp :=


( 1∫

0

‖α(t)‖ppdt
)1/p

if p ∈ [1,∞[

max
t∈[0,1]

‖α(t)‖∞ if p =∞,

where ‖·‖p is the p-norm on Rn.

We associate to ‖·‖Lp a distance dLp on C0([0, 1],Rn) defined as usual

dLp(α, β) := ‖α− β‖Lp .

4.1.3 Invariance of ‖·‖∗ under Diff+([0, 1]) action

We want a norm which is independent of the reparametrization and easy to

compute.

Notation 4.5. We denote by C1([0, 1],Rn) the vector space of continuously

differentiable parametrizations on [0, 1].

Definition 4.6. On the vector space C1([0, 1],Rn), we define a function ‖·‖∗:
C1([0, 1],Rn)→ R as follows

‖α‖∗:=
1∫

0

‖α′(t)‖1dt+ ‖α(0)‖1,

where ‖·‖1 is the 1-norm on Rn.

From the properties of the norm ‖·‖1 on Rn, it is easily seen that ‖·‖∗ is a norm

on the vector space C1([0, 1],Rn).

Proposition 4.7. The norm ‖·‖∗ is invariant under any change of parametrization.

Proof. For any α ∈ C1 ([0, 1],Rn) and ϕ ∈ Diff+ ([0, 1]) , we have ϕ(0) = 0 and

ϕ′(t) > 0,∀t ∈ [0, 1]. Then

‖α ◦ ϕ‖∗=
1∫

0

‖α′i(ϕ(t))‖1ϕ
′(t)dt+ ‖α(ϕ(0))‖1=

1∫
0

‖α′(t)‖1dt+ ‖α(0)‖1= ‖α‖∗.
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Notation 4.8. We can use ‖·‖∗ to compute norms of curves because ‖·‖∗ does not

depend on the chosen parametrization.

Since C1([0, 1],Rn) is a vector space, we have a distance d∗ on C1([0, 1],Rn)

defined by d∗ (α, β) := ‖α− β‖∗.
The distance d∗ is not parameterization invariant although ‖·‖∗ is invariant

under any change of parametrization. In practice, we use some finite-dimensional

spaces to approximate curves. Next, we consider the space of N -piece cubic Bézier

curves.

4.2 Norms on the space of N-piece cubic Bézier

curves

The Bernstein polynomials have been known since 1912, but their applicability to

graphics was not realized for another half century. The Bézier curve was widely

publicized in 1962 by the French engineer Pierre Bézier. The study of these curves

was however first developed in 1959 by the mathematician Paul de Casteljau using

de Casteljau’s algorithm. The space of Bézier curves is used to make approximation

in the space of continuous curves. Many books and articles present Bézier curves

such as [39, 44, 64, 72, 79].

A continuous curve can be approximated by a Bézier curve but the degree of

this Bézier curve may be large. Higher degree curves are computationally more

expensive to evaluate. When more complex shapes are needed, low order Bézier

curves are patched together, producing a composite Bézier curve. In practice, N -

piece cubic Bézier curves are most common. So we concentrate on the space of

uniform N -piece cubic Bézier curves.

In this section, we introduce a norm ‖·‖BDp on BD and a norm ‖·‖BN,Dp on BN,D.

We will study the equivalence constants for the norm ‖·‖BN,3p and the Lp norm on

the space BN,3.

A uniform N -piece Bézier curve of degree D can be considered as an N -piece

Bézier curve of degree D + 1. This means that the space BN,D inherits the norm

‖·‖BN,D+1
p . We look for the equivalence constants for the norm ‖·‖BN,D+1

p and the

norm ‖·‖BN,Dp on the space BN,D.

We then present how to split a uniform N -piece cubic Bézier curve to become

a uniform 2N -piece cubic Bézier curve. So, a uniform N -piece cubic Bézier curve
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Fig. 4.1: A cubic Bézier curve.

can be considered as a uniform 2N -piece cubic Bézier curve and the norm ‖·‖B2N,3
p

is a norm on the space BN,3. We also investigate the equivalence constants for the

norm ‖·‖B2N,3
p and the norm ‖·‖BN,3p on the space BN,3.

4.2.1 Bézier curves and N-piece Bézier curves

This subsection presents some definitions and notations of Bézier curves, N -piece

Bézier curves.

Definition 4.9. ([64, chapter 6, p. 141]) Let D ≥ 0 be an integer. Let P =

{P0, . . . , PD} ⊂ Rn. The Bézier curve of degree D associated to the set P is defined

as follows

B ([P0, . . . , PD], t) :=
D∑
i=0

Pibi,D(t), t ∈ [0, 1], (4.1)

where bi,D(t), i = 0, . . . , D, represents the Bernstein polynomial which is given by

bi,D(t) =

(
D

i

)
ti (1− t)D−i .

The points P0, . . . , PD are called control points of the Bézier curve.

A uniform N -piece Bézier curve of degree D is a piecewise Bézier curve which

has N pieces, each piece is a Bézier curve of degree D and the point at t = j
N
,

j = 1, . . . , N − 1, is the connecting point of the pieces. We often drop “uniform”.

Let us consider the definition of the N -piece Bézier curve of degree D.

Definition 4.10. ([64, chapter 7, p. 169]) Let D ≥ 0 and N > 0 be integers. Let

P = {P0, . . . , PND} ⊂ Rn. The N-piece Bézier curve of degree D associated to the
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Fig. 4.2: A two-piece cubic Bézier curve.

set P is formed by

Γ : [0, 1]→ Rn

t 7→ Γ(t) = B ([PjD, . . . , PjD+D], Nt− j) if t ∈
[ j
N
,
j + 1

N

]
.

The points P0, . . . , PND are called control points of Γ.

Notation 4.11.

• The symbol BD denotes the vector space of Bézier curves of degree D.

• The symbol BN,D denotes the vector space of N -piece Bézier curves of degree

D.

4.2.2 Norms and distances on BD, BN,D

In this section, we define some norms and distances through control points on the

space of Bézier curves of degree D and on the space of N -piece Bézier curves of

degree D.

Definition 4.12. Let Γ ∈ BD be a Bézier curve of degree D defined by

Γ(t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1],

where Pi ∈ Rn, i = 0, . . . , D. Let p ∈ [1,∞[∪{∞}. We define a function ‖·‖BDp :
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BD → R as follows:

‖Γ‖BDp :=


( D∑
i=0

‖Pi‖pp
)1/p

if p ∈ [1,∞[

max
i=0,...,D

{‖Pi‖∞} if p =∞,

where ‖·‖p is the p-norm on Rn.

From the properties of the p-norm on Rn and the Minkowski inequality, it is

easily seen that ‖·‖BDp is a norm on the vector space BD. In fact, it is a norm on

the space (Rn)D+1 of control polygons. We then have an induced distance on BD

by dBDp (Γ,∆) := ‖Γ−∆‖BDp .

Definition 4.13. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D defined

by

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[
j

N
,
j + 1

N

]
,

j = 1, . . . , N − 1,

where PjD+i ∈ Rn, j = 0, . . . , N − 1, i = 0, . . . , D. Let p ∈ [1,∞[∪{∞}. We define

a function ‖·‖BN,Dp : BN,D → R by:

‖Γ‖BN,Dp :=


1

N1/p

(
N−1∑
j=0

(
‖Γ(j)‖BDp

)p)1/p

if p ∈ [1,∞[

max
j=0,...,N−1

{
‖Γ(j)‖BD∞

}
if p =∞.

From the properties of the norm ‖·‖BDp on BD and the Minkowski inequality,

it is easy to check that ‖·‖BDp is a norm on the vector space BN,D. Then we have

again an induced distance on BN,D defined by d
BN,D
p (Γ,∆) := ‖Γ−∆‖BN,Dp .

These norms and these distances can be computed more efficiently than, for

example, the Lp- norm.

4.2.3 The equivalence between the norm ‖·‖BN,3
p and the

norm ‖·‖Lp
on the space BN,3

The spaceBN,3 is a subspace of the space C0 ([0, 1],Rn). So, the spaceBN,D inherits

the norm ‖·‖Lp from the space C0 ([0, 1],Rn) . We defined the norm ‖·‖BN,Dp through
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control points on the space BN,D and this norm is easy to compute. When the

degree of Bézier curves is big, the estimation of the constants in the equivalence

inequalities between the norm ‖·‖BN,Dp and the norm ‖·‖Lp seems to be difficult to

compute. However, it is common and convenient to approximate continuous curves

by N -piece cubic Bézier curves. So, in this subsection, we study the equivalence

constants for the norm ‖·‖BN,3p and the norm ‖·‖Lp on the space BN,3.

Find a constant m such that m‖·‖Lp≤ ‖·‖
BN,D
p on BN,D

Consider p ∈ [1,∞[. First, we look for a lower bound for the norm ‖·‖BDp with

respect to the norm ‖·‖Lp on the space BD. Using this lower bound, we get a

constant m such that m‖·‖Lp≤ ‖·‖
BN,D
p on the space BN,D of N -piece Bézier curves

of degree D.

Lemma 4.14. For every p ∈ [1,∞[, the following inequality

‖Γ‖Lp≤ ‖Γ‖BDp

holds for any Γ ∈ BD.

Proof. Let Γ ∈ BD be a Bézier curve of degree D with control points Pi ∈ Rn,

i = 0, . . . , D. So

Γ(t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1].

We have

‖Γ‖Lp=
( 1∫

0

∥∥∥ D∑
i=0

Pibi,D(t)
∥∥∥p
p
dt

)1/p

≤
( 1∫

0

( D∑
i=0

‖Pi‖pbi,D(t)
)p
dt

)1/p

.

Case p = 1. We get

D∑
i=0

‖Pi‖1bi,D(t) ≤
D∑
i=0

‖Pi‖1 =
( D∑
i=0

‖Pi‖1
1

)1/1

.

Case p ∈]1,∞[. Using Holder’s inequality, we get

D∑
i=0

‖Pi‖pbi,D(t) ≤
( D∑
i=0

‖Pi‖pp
)1/p( D∑

i=0

(bi,D(t))p/(p−1)
)(p−1)/p

≤
( D∑
i=0

‖Pi‖pp
)1/p( D∑

i=0

bi,D(t)
)(p−1)/p

=
( D∑
i=0

‖Pi‖pp
)1/p

.
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Combining the above two cases, we obtain

‖Γ‖Lp≤
( 1∫

0

D∑
i=0

‖Pi‖ppdt
)1/p

=
( D∑
i=0

‖Pi‖pp
)1/p

= ‖Γ‖BDp .

We use this lower bound on the space BD of Bézier curves of degree D to obtain

a lower estimate for the norm ‖·‖BN,Dp with respect to the norm ‖·‖Lp on the space

BN,D of N -piece Bézier curves of degree D.

Proposition 4.15. For every p ∈ [1,∞[, the following inequality

‖Γ‖Lp≤ ‖Γ‖BN,Dp

holds for any Γ ∈ BN,D.

Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

We have

‖Γ‖Lp=
( 1∫

0

‖Γ(t)‖ppdt
)1/p

=

(N−1∑
j=0

j+1
N∫
j
N

‖Γ(j)(Nt− j)‖ppdt
)1/p

=
1

N1/p

(N−1∑
j=0

1∫
0

‖Γ(j)(t)‖ppdt
)1/p

.

Using Lemma 4.14, we get

‖Γ‖Lp≤
1

N1/p

(N−1∑
j=0

(
‖Γ(j)‖BDp

)p)1/p

= ‖Γ‖BN,Dp .
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Find a constant m such that m‖·‖L∞≤ ‖·‖
BN,D
∞ on BN,D

We find a lower bound for the norm ‖·‖BD∞ with respect to the norm ‖·‖L∞ on the

space BD. Using this, we obtain as before a constant m such that m‖·‖L∞≤ ‖·‖
BN,D
∞

on the space BN,D of N -piece Bézier curves of degree D.

Lemma 4.16. For any Γ ∈ BD, we have

‖Γ‖L∞≤ ‖Γ‖BD∞ .

Proof. Let Γ ∈ BD be a Bézier curve of degree D with control points Pi ∈ Rn,

i = 0, . . . , D. So

Γ(t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1].

We have

∥∥∥ D∑
i=0

Pibi,D(t)
∥∥∥
L∞
≤

D∑
i=0

‖Pi‖∞bi,D(t) ≤
( D∑
i=0

bi,D(t)
)

max
i=0,...,D

‖Pi‖∞= max
i=0,...,D

‖Pi‖∞.

Thus

‖Γ‖L∞≤ ‖Γ‖BD∞ .

Proposition 4.17. For any Γ ∈ BN,D, we have

‖Γ‖L∞≤ ‖Γ‖BN,D∞ .

Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.
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We have

‖Γ‖L∞= max
t∈[0,1]

‖Γ(t)‖∞= max
j=0,...,N−1

max
t∈[ j

N
, j+1
N

]
‖Γ(j)(Nt− j)‖∞

= max
j=0,...,N−1

max
t∈[0,1]

‖Γ(j)(t)‖∞.

Using Lemma 4.16, we get

‖Γ‖L∞≤ max
j=0,...,N−1

‖Γ‖BD∞ = ‖Γ‖BN,D∞ .

Consequently, for p ∈ [1,∞[∪{∞}, we obtained a constant m such that

m‖·‖Lp≤ ‖·‖
BN,D
p on the space BN,D. The above propositions can be applied to

the space BN,3 of N -piece cubic Bézier curves

Find a constant M such that ‖·‖BN,3p ≤M‖·‖Lp on BN,3

Consider p ∈ [1,∞[. When the degree of Bézier curves is greater than 3, it seems

to be difficult to find a constant M such that ‖·‖BN,Dp ≤M‖·‖Lp on the space BN,D

of N -piece Bézier curves of degree D. So, we consider the space BN,3 of N -piece

cubic Bézier curves.

We first estimate the cubic Bézier curves. This is the core idea to look for a

constant M such that ‖·‖BN,3p ≤M‖·‖Lp on the space BN,3 of N -piece cubic Bézier

curves.

Lemma 4.18. Let p ∈ [1,∞[. For any P0, P1, P2, P3 ∈ Rn, we have

1∫
0

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥p
p
dt ≥ 1

210p

( 3∑
i=0

‖Pi‖pp
)
.

Proof. We consider max
{
‖P0‖p,

1

3
‖P1‖p,

1

3
‖P2‖p, ‖P3‖p

}
.

• Case 1: ‖P0‖p= max
{
‖P0‖p,

1

3
‖P1‖p,

1

3
‖P2‖p, ‖P3‖p

}
.
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We consider the interval
[
0,

1

16

]
. For any t ∈

[
0,

1

16

]
, we have

‖P0(1− t)3‖p≥
(

1− 1

16

)3

‖P0‖p=
153

163
‖P0‖p.

‖P13t(1− t)2‖p≤ 3
1

16

(
1− 1

16

)2

‖P1‖p≤ 3‖P0‖p
3.152

163
=

9.152

163
‖P0‖p

‖P23t2(1− t)‖p≤ 3
( 1

16

)2(
1− 1

16

)
‖P2‖p≤ 3‖P0‖p

3.15

163
=

9.15

163
‖P0‖p

‖P3t
3‖p≤

1

163
‖P3‖p≤

1

163
‖P0‖p.

So, for any t ∈
[
0,

1

8

]
, we have

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥
p

≥ ‖P0(1− t)3‖p−‖P13t(1− t)2‖p−‖P23t2(1− t)‖p−‖P3t
3‖p

≥ 153

163
‖P0‖p−

9.152

163
‖P0‖p−

9.15

163
‖P0‖p−

1

163
‖P0‖p=

1214

4096
‖P0‖p.

Then

1∫
0

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥p
p
dt ≥

1
16∫

0

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥p
p
dt ≥

1
16∫

0

(
1214

4096

)p
‖P0‖ppdt

≥ 1

16

(
1214

4096

)p
1

2 + 2.3p

( 3∑
i=0

‖P0‖pp
)
≥ 1

210p

( 3∑
i=0

‖P0‖pp
)
.

• Case 2:
1

3
‖P1‖p= max

{
‖P0‖p,

1

3
‖P1‖p,

1

3
‖P2‖p, ‖P3‖p

}
.

We consider the interval
[ 7

32
,

9

32

]
. For any t ∈

[ 7

32
,

9

32

]
, we have

‖P13t(1− t)2‖p≥ 3
7

32

(
1− 7

32

)2

=
3.7.252

323
‖P1‖p

‖P0(1− t)3‖p≤
(

1− 7

32

)3

‖P0‖p≤
253

323

1

3
‖P1‖p=

253

3.323
‖P1‖p

‖P23t2(1− t)‖p≤ 3
( 9

32

)2(
1− 9

32

)
‖P2‖p≤

3.92.23

323
‖P1‖p

‖P3t
3‖p≤

93

323
‖P3‖p≤

1

3
‖P1‖p

93

323
=

93

3.323
‖P1‖p.
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So, for any t ∈
[ 7

32
,

9

32

]
, we have

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥
p

≥ ‖P13t(1− t)2‖p−‖P0(1− t)3‖p−‖P23t2(1− t)‖p−‖P3t
3‖p

≥ 3.7.252

323
‖P1‖p−

253

3.323
‖P1‖p−

3.92.23

323
‖P1‖p−

93

3.323
‖P1‖p=

6254

98304
‖P1‖p.

Then

1∫
0

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥p
p
dt ≥

9
32∫

7
32

∥∥∥ 3∑
i=0

aibi,D(t)
∥∥∥p
p
dt ≥

9
32∫

7
32

(
6254

98304

)p
‖P1‖ppdt

≥ 1

16

(
6254

98304

)p
1

2 + 2.3−p

( 3∑
i=0

‖Pi‖pp
)

≥ 1

210p

( 3∑
i=0

‖Pi‖pp
)
.

• Case 3:
1

3
‖P2‖p= max

{
‖P0‖p,

1

3
‖P1‖p,

1

3
‖P2‖p, ‖P3‖p

}
. Case 3 becomes

Case 2 when we make the substitution s = 1− t.

• Case 4: ‖P3‖p= max
{
‖P0‖p,

1

3
‖P1‖p,

1

3
‖P2‖p, ‖P3‖p

}
. Case 4 becomes Case

1 when we make the substitution s = 1− t.

Combining the above four cases, we get

1∫
0

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥p
p
dt ≥ 1

210p

( 3∑
i=0

‖Pi‖pp
)
.

We use the above lemma to find a constant M such that ‖·‖BN,3p ≤ M‖·‖Lp on

the space BN,3 of N -piece cubic Bézier curves.

Proposition 4.19. Let p ∈ [1,∞[. Then for any Γ ∈ BN,3, we have

‖Γ‖BN,3p ≤ 210‖Γ‖Lp .

Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈

Distance, geometry of the set of curves and optimal trajectories 61



4.2. Norms on the space of N -piece cubic Bézier curves

Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

We have

‖Γ‖Lp=
( 1∫

0

‖Γ(t)‖ppdt
)1/p

=

(N−1∑
j=0

j+1
N∫
j
N

∥∥∥ 3∑
i=0

Pj3+ibi,3(Nt− j)
∥∥∥p
p
dt

)1/p

=
1

N1/p

(N−1∑
j=0

1∫
0

∥∥∥ 3∑
i=0

Pj3+ibi,3(t)
∥∥∥p
p
dt

)1/p

.

Using Lemma 4.18, we obtain

‖Γ‖Lp≥
1

N1/p

(N−1∑
j=0

1

210p

( 3∑
i=0

‖Pj3+i‖pp
))1/p

≥ 1

210
‖Γ‖BN,3p .

Find a constant M such that ‖·‖BN,3∞ ≤M‖·‖L∞ on the space BN,3

We first consider the maximum of cubic Bézier curves. From this, we obtain a

constant M such that ‖·‖BN,3∞ ≤M‖·‖L∞ on the space BN,3 of N -piece cubic Bézier

curves.

Lemma 4.20. For any P0, P1, P2, P3 ∈ Rn, we have

max
t∈[0,1]

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥
∞
≥ 13

96
max
i=0,...,3

‖Pi‖∞.

Proof. We consider max
{
‖P0‖∞,

1

3
‖P1‖∞,

1

3
‖P2‖∞, ‖P3‖∞

}
.

• Case 1: ‖P0‖∞= max
{
‖P0‖∞,

1

3
‖P1‖∞,

1

3
‖P2‖∞, ‖P3‖∞

}
.
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We consider at t = 0. We have

∥∥∥ 3∑
i=0

Pibi,D(0)
∥∥∥
∞

= ‖P0‖∞

⇒ max
t∈[0,1]

∥∥∥ 3∑
i=0

Pibi,D(0)
∥∥∥
∞
≥ ‖P0‖∞= max

i=0,...,3
‖Pi‖∞.

• Case 2:
1

2
‖P1‖∞= max

{
‖P0‖∞,

1

3
‖P1‖∞,

1

3
‖P2‖∞, ‖P3‖∞

}
.

We consider at t =
1

4
. We have

∥∥∥ 3∑
i=0

Pibi,D

(1

4

)∥∥∥
∞
≥27

64
‖P1‖∞−

27

64
‖P0‖∞−

9

64
‖P2‖∞−

1

64
‖P3‖∞

≥27

64
‖P1‖∞−

9

64
‖P1‖∞−

9

64
‖P1‖∞−

1

192
‖P1‖∞

=
13

96
‖P1‖∞.

Thus

max
t∈[0,1]

∥∥∥ 3∑
i=0

aibi,D(t)
∥∥∥
∞
≥ 13

96
max
i=0,...,3

‖ai‖∞.

• Case 3:
1

3
|‖P2‖∞= max

{
‖P0‖∞,

1

3
‖P1‖∞,

1

3
‖P2‖∞, ‖P3‖∞

}
. This case is

similar to Case 2.

• Case 4: ‖P3‖∞= max
{
‖P0‖∞,

1

3
‖P1‖∞,

1

3
‖P2‖∞, ‖P3‖∞

}
. This case is

similar to Case 1.

Combining the above four cases, we obtain

max
t∈[0,1]

∥∥∥ 3∑
i=0

Pibi,D(t)
∥∥∥
∞
≥ 13

96
max
i=0,...,3

‖Pi‖∞.

From the above lemma, we have the following proposition on the space BN,3 of

N -piece cubic Bézier curves.

Proposition 4.21. For any Γ ∈ BN,3, we have

‖Γ‖BN,3∞ ≤ 96

13
‖Γ‖L∞ .
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Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈
Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

We have

‖Γ‖L∞= max
t∈[0,1]

‖Γ(t)‖∞= max
j=0,...,N−1

max
t∈[ j

N
, j+1
N

]

∥∥∥ 3∑
i=0

Pj3+ibi,3(Nt− j)
∥∥∥
∞

= max
j=0,...,N−1

max
t∈[0,1]

∥∥∥ 3∑
i=0

Pj3+ibi,3(t)
∥∥∥
∞
.

Using Lemma 4.20, we get

‖Γ‖L∞≥ max
j=0,...,N−1

13

96
max
i=0,...,3

‖Pj3+i‖∞ =
13

96
‖Γ‖BN,3∞ .

Equivalence constants for the norms ‖·‖BN,3p and ‖·‖Lp on BN,3

Combining the above propositions, we have the equivalence constants for the norm

‖·‖BN,3p and the norm ‖·‖Lp on the space BN,3 of N -piece cubic Bézier curve as

follows.

Theorem 4.1. Let p ∈ [1,∞[∪{∞}. For any Γ ∈ BN,3, we have

‖Γ‖Lp≤ ‖Γ‖BN,3p ≤ 210 ‖Γ‖Lp .

Proof. Using Proposition 4.15, Proposition 4.17, Proposition 4.19 and Proposition

4.21, we have the proof of this theorem.

The equivalence constants does not depend on the number of pieces in piecewise

cubic Bézier curves. This theorem plays an important role in Algorithm 2 on

page 86 in Chapter 5. From the above theorem, we get the following corollary:

dLp(Γ−∆) ≤ dBN,3p (Γ−∆) ≤ 210 dLp(Γ−∆)

64 Distance, geometry of the set of curves and optimal trajectories



4. The space of N -piece cubic Bézier curves

for any Γ,∆ ∈ BN,3.

4.2.4 The equivalence between the norm ‖·‖BN,D+1
p and the

norm ‖·‖BN,D
p on the space BN,D

A Bézier curve of degree D can be considered as a Bézier curve of degree D+1. So

the space BD is a subspace of the space BD+1 and ‖·‖BD+1
p is also a norm on the

space BD. More generally, the space BN,D is a subspace of the space BN,D+1 and

then ‖·‖BN,D+1
p is also a norm on the space BN,D. The purpose of this subsection

is to study the equivalence constants for the norm ‖·‖BN,D+1
p and the norm ‖·‖BN,Dp

on the space of N -piece Bézier curves of degree D.

For any Bézier curve of degree D,

Γ(t) = B([P0, . . . , PD], t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1],

where Pi ∈ Rn, i = 0, . . . , D.

We can consider Γ as a Bézier curve of degree D + 1 as follows

Γ(t) = B([Q0, . . . , QD+1], t) =
D+1∑
i=0

Qibi,D(t), t ∈ [0, 1],

where Qi ∈ Rn, i = 0, . . . , D + 1, such that

Qi =


P0 if i = 0,
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi if i = 1, . . . , D,

PD if i = D + 1.

(4.2)

It is clear that

Γ(t) = B([P0, . . . , PD], t) = B([Q0, . . . , QD+1], t),∀t ∈ [0, 1].

Notation 4.22. For convenience, we denote P−1 = PD+1 = ORn .

Then

Qi =
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi, ∀i = 0, . . . , D + 1.
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Find a constant M such that ‖·‖BN,D+1
p ≤M‖·‖BN,Dp on BN,D

Consider p ∈ [1,∞[. First we estimate an upper bound for the norm ‖·‖BD+1
p with

respect to the norm ‖·‖N,BDp on the space BD. Then we use this estimate to look

for a constant M such that ‖·‖BN,D+1
p ≤M‖·‖BN,Dp on the space BN,D.

Lemma 4.23. Let p ∈ [1,∞[. Then for all Γ ∈ BD, we have

‖Γ‖BD+1
p ≤ 2‖Γ‖BDp .

Proof. For any Γ ∈ BD, we can assume that

Γ(t) =B([P0, . . . , PD], t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1]

=B([Q0, . . . , QD+1], t) =
D+1∑
i=0

Qibi,D+1(t), t ∈ [0, 1],

where Pi ∈ Rn, i = 0, . . . , D, and Qi ∈ Rn, i = 0, . . . , D + 1, such that

Qi =


P0 if i = 0,
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi if i = 1, . . . , D,

PD if i = D + 1.

We then have

‖Γ‖BD+1
p =

(D+1∑
i=0

‖Qi‖pp
)1/p

=

(D+1∑
i=0

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

.

Using the Minkowski inequality, we get

‖Γ‖BD+1
p ≤

(D+1∑
i=0

∥∥∥ i

D + 1
Pi−1

∥∥∥p
p

)1/p

+

(D+1∑
i=0

∥∥∥D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

≤
( D∑

i=0

‖Pi‖pp
)1/p

+

( D∑
i=0

‖Pi‖pp
)1/p

= 2‖Γ‖BDp .

Proposition 4.24. Let p ∈ [1,∞[. Then for all Γ ∈ BN,D, we have

‖Γ‖BN,D+1
p ≤ 2‖Γ‖BN,Dp .
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Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

Each piece Γ(j) can be considered as a Bézier curve of degree D + 1. This means

that Γ can be considered as an N -piece Bézier curve of degree D+1. Using Lemma

4.23, we have

‖Γ‖BN,D+1
p =

1

N1/p

(N−1∑
j=0

(
‖Γ(j)‖BD+1

p

)p)1/p

≤ 1

N1/p

(N−1∑
j=0

(
2‖Γ(j)‖BDp

)p)1/p

= 2‖Γ‖BN,Dp .

Find a constant M such that ‖·‖BN,D+1
∞ ≤M‖·‖BN,D∞ on BN,D

Similarly, we look for the upper bound for the norm ‖·‖BD+1
∞ with respect to the

norm ‖·‖BD∞ on the space BD and then we get a constant M such that ‖·‖BN,D+1
∞ ≤

M‖·‖BN,D∞ on the space BN,D.

Lemma 4.25. For all Γ ∈ BD, we have

‖Γ‖BD+1
∞ ≤ 2‖Γ‖BD∞ .

Proof. For any Γ ∈ BD, we can assume that

Γ(t) =B([P0, . . . , PD], t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1]

=B([Q0, . . . , QD+1], t) =
D+1∑
i=0

Qibi,D+1(t), t ∈ [0, 1],
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where Pi ∈ Rn, i = 0, . . . , D, and Qi ∈ Rn, i = 0, . . . , D + 1, such that

Qi =


P0 if i = 0,
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi if i = 1, . . . , D,

PD if i = D + 1.

We then have

‖Γ‖BD+1
∞ = max

i=0,...,D+1
‖Qi‖∞= max

i=0,...,D+1

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥
∞

≤ max
i=0,...,D+1

∥∥∥ i

D + 1
Pi−1

∥∥∥
∞

+ max
i=0,...,D+1

∥∥∥D + 1− i
D + 1

Pi

∥∥∥
∞

≤2 max
i=0,...,D

‖Pi‖∞= 2‖Γ‖BD∞ .

Proposition 4.26. For all Γ ∈ BN,D, we have

‖Γ‖BN,D+1
∞ ≤ 2‖Γ‖BN,D∞ .

Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

Each piece Γ(j) can be considered as a Bézier curve of degree D + 1. This means

that Γ can be considered as an N -piece Bézier curve of degree D + 1. We have

‖Γ‖BN,D+1
∞ = max

j=0,...,N−1
‖Γ(j)‖BD+1

∞ .

Using Lemma 4.25, we obtain

‖Γ‖BN,D+1
∞ ≤ max

j=0,...,N−1
2‖Γ(j)‖BD∞ = 2‖Γ‖BN,D∞ .
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Find a constant m such that m‖·‖BN,Dp ≤ ‖·‖BN,D+1
p on BN,D

Consider p ∈ [1,∞[. To evaluate a lower bound for the norm ‖·‖BD+1
p with respect

to the norm ‖·‖BDp on the space BD, we need to consider the parity of the degree

D. Then we look for a constant m such that m‖·‖BN,Dp ≤ ‖·‖BN,D+1
p on the space

BN,D.

Lemma 4.27. Let p ∈ [1,∞[. For any Γ ∈ BD, we have

1

2(D + 1)
‖Γ‖BDp ≤ ‖Γ‖BD+1

p .

Proof. For any Γ ∈ BD, we can assume that

Γ(t) =B([P0, . . . , PD], t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1]

=B([Q0, . . . , QD+1], t) =
D+1∑
i=0

Qibi,D+1(t), t ∈ [0, 1],

where Pi ∈ Rn, i = 0, . . . , D, and Qi ∈ Rn, i = 0, . . . , D + 1, such that

Qi =


P0 if i = 0,
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi if i = 1, . . . , D,

PD if i = D + 1.

We consider 2 cases.

• Case 1: D is an odd number. We have

‖Γ‖BD+1
p =

(D+1∑
i=0

‖Qi‖pp
)1/p

≥
( (D+1)/2∑

i=0

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

.
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Using the Minkowski inequality, we obtain

‖Γ‖BD+1
p ≥

( (D+1)/2∑
i=0

∥∥∥D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

−
( (D+1)/2∑

i=0

∥∥∥ i

D + 1
Pi−1

∥∥∥p
p

)1/p

≥
( D+1

2
−1∑

i=0

D + 1− i
D + 1

‖Pi‖pp
)1/p

−
( D+1

2
−1∑

i=0

i+ 1

D + 1
‖Pi‖pp

)1/p

≥
( D+1

2
−1∑

i=0

D + 3

2(D + 1)
‖Pi‖pp

)1/p

−
( D+1

2
−1∑

i=0

D + 1

2(D + 1)
‖Pi‖pp

)1/p

≥ 1

D + 1

( D+1
2
−1∑

i=0

‖Pi‖pp
)1/p

.

Furthermore, we have

‖Γ‖BD+1
p =

(D+1∑
i=0

‖Qi‖pp
)1/p

≥
( D+1∑
i=D+1

2
+1

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

.

Using the Minkowski inequality, we obtain

‖Γ‖BD+1
p ≥

( D+1∑
i=D+1

2
+1

∥∥∥ i

D + 1
Pi−1

∥∥∥p
p

)1/p

−
( D+1∑
i=D+1

2
+1

∥∥∥D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

≥
( D∑
i=D+1

2

i+ 1

D + 1
‖Pi‖pp

)1/p

−
( D∑
i=D+1

2

D + 1− i
D + 1

‖Pi‖pp
)1/p

≥
( D∑
i=D+1

2

D + 3

2(D + 1)
‖Pi‖pp

)1/p

−
( D∑
i=D+1

2

D + 1

2(D + 1)
‖Pi‖pp

)1/p

=
1

D + 1

( D∑
i=D+1

2

‖Pi‖pp
)1/p

.

Then

2‖Γ‖BD+1
p ≥ 1

D + 1

( D+1
2
−1∑

i=0

‖Pi‖pp
)1/p

+
1

D + 1

( D∑
i=D+1

2

‖Pi‖pp
)1/p

≥ 1

D + 1

( D∑
i=0

‖Pi‖pp
)1/p

=
1

D + 1
Γ‖BDp .

70 Distance, geometry of the set of curves and optimal trajectories



4. The space of N -piece cubic Bézier curves

• Case 2: D is an even number. We have

‖Γ‖BD+1
p =

(D+1∑
i=0

‖Qi‖pp
)1/p

≥
( D/2∑

i=0

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

.

Using the Minkowski inequality, we obtain

‖Γ‖BD+1
p ≥

( D/2∑
i=0

∥∥∥D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

−
( D/2∑

i=0

∥∥∥ i

D + 1
Pi−1

∥∥∥p
p

)1/p

=

( D/2∑
i=0

D + 2

2(D + 1)
‖Pi‖pp

)1/p

−
( D

2
−1∑

i=0

D

2(D + 1)
‖Pi‖pp

)1/p

≥
( D/2∑

i=0

D + 2

2(D + 1)
‖Pi‖pp

)1/p

−
( D/2∑

i=0

D

2(D + 1)
‖Pi‖pp

)1/p

=
1

D + 1

( D/2∑
i=0

‖Pi‖pp
)1/p

.

Furthermore, we have

‖Γ‖BD+1
p =

(D+1∑
i=0

‖Qi‖pp
)1/p

≥
( D+1∑
i=D

2
+1

∥∥∥ i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

.

Using the Minkowski inequality, we obtain

‖Γ‖BD+1
p ≥

( D+1∑
i=D

2
+1

∥∥∥ i

D + 1
Pi−1

∥∥∥p
p

)1/p

−
( D+1∑
i=D

2
+1

∥∥∥D + 1− i
D + 1

Pi

∥∥∥p
p

)1/p

≥
( D∑
i=D/2

D + 2

2(D + 1)
‖Pi‖pp

)1/p

−
( D∑
i=D

2
+1

D

2(D + 1)
‖Pi‖pp

)1/p

≥
( D∑
i=D

2
+1

D + 2

2(D + 1)
‖Pi‖pp

)1/p

−
( D∑
i=D

2
+1

D

2(D + 1)
‖Pi‖pp

)1/p

=
1

D + 1

( D∑
i=D

2
+1

‖Pi‖pp
)1/p

.
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Then

2‖Γ‖BD+1
p ≥ 1

D + 1

( D/2∑
i=0

‖Pi‖pp
)1/p

+
1

D + 1

( D∑
i=D

2
+1

‖Pi‖pp
)1/p

≥ 1

D + 1

( D∑
i=0

‖Pi‖pp
)1/p

=
1

D + 1
Γ‖BDp .

From the above two cases, we get

‖Γ‖BD+1

1 ≥ 1

2(D + 1)
‖Γ‖BD1 .

Next, we consider on the space BN,D of N -piece Bézier curve of degree D.

Proposition 4.28. Let p ∈ [1,∞[. Then for all Γ ∈ BN,D, we have

1

2(D + 1)
‖Γ‖BN,Dp ≤ ‖Γ‖BN,D+1

p .

Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

Each piece Γ(j) can be considered as a Bézier curve of degree D + 1. This means

that Γ can be considered as an N -piece Bézier curve of degree D + 1. We have

‖Γ‖BN,D+1
p =

1

N1/p

(N−1∑
j=0

(
‖Γ(j)‖BD+1

p

)p)1/p

.

Using Lemma 4.27, we obtain

‖Γ‖BN,D+1
p ≥ 1

N1/p

(N−1∑
j=0

( 1

2(D + 1)
‖Γ(j)‖BDp

)p)1/p

=
1

2(D + 1)
‖Γ‖BN,Dp .
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Find a constant m such that m‖·‖BN,D∞ ≤ ‖·‖BN,D+1
∞ on BN,D

Using the relation between control points, we determine a lower bound for the

norm ‖·‖BD+1
∞ with respect to the norm ‖·‖BD∞ on the space BD. We then have a

constant m such that m‖·‖BN,D∞ ≤ ‖·‖BN,D+1
∞ on the space BN,D.

Lemma 4.29. For any Γ ∈ BD, we have

1

D + 1
‖Γ‖BD∞ ≤ ‖Γ‖BD+1

∞ .

Proof. For any Γ ∈ BD, we can assume that

Γ(t) =B([P0, . . . , PD], t) =
D∑
i=0

Pibi,D(t), t ∈ [0, 1]

=B([Q0, . . . , QD+1], t) =
D+1∑
i=0

Qibi,D+1(t), t ∈ [0, 1],

where Pi ∈ Rn, i = 0, . . . , D, and Qi ∈ Rn, i = 0, . . . , D + 1, such that

Qi =


P0 if i = 0,
i

D + 1
Pi−1 +

D + 1− i
D + 1

Pi if i = 1, . . . , D,

PD if i = D + 1.

We assume that ‖Γ‖BD∞ = ‖Pi0‖∞, where i0 ∈ {0, . . . , D}.

• Case 0 ≤ i0 <
D + 1

2
. We have

‖Γ‖BD+1
∞ = max

i=0,...,D+1
{‖Qi‖∞} ≥

∥∥∥ i0
D + 1

Pi0−1 +
D + 1− i0
D + 1

Pi0

∥∥∥
∞

≥D + 1− i
D + 1

‖Pi0
∥∥∥
∞
− i0
D + 1

‖Pi0−1‖∞

=
D + 1− 2i0
D + 1

‖Pi0‖∞≥
1

D + 1
‖Pi0‖∞=

1

D + 1
‖Γ‖BD∞ .
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• Case i0 =
D + 1

2
. (This case happens only if D is an even number.) We have

‖Γ‖BD+1
∞ = max

i=0,...,D+1
{‖Qi‖∞} ≥

∥∥∥ i0 + 1

D + 1
Pi0 +

D + 1− (i0 + 1)

D + 1
Pi0+1

∥∥∥
∞

≥ i0 + 1

D + 1
‖Pi0

∥∥∥
∞
− D − i0
D + 1

‖Pi0+1‖∞

=
2i0 + 1−D
D + 1

‖Pi0‖∞≥
1

D + 1
‖Pi0‖∞=

1

D + 1
‖Γ‖BD∞ .

• Case i0 >
D + 1

2
. We have

‖Γ‖BD+1
∞ = max

i=0,...,D+1
{‖Qi‖∞} ≥

∥∥∥ i0 + 1

D + 1
Pi0 +

D + 1− (i0 + 1)

D + 1
Pi0+1

∥∥∥
∞

≥ i0 + 1

D + 1
‖Pi0

∥∥∥
∞
− D − i0
D + 1

‖Pi0+1‖∞

=
2i0 + 1−D
D + 1

‖Pi0‖∞≥
1

D + 1
‖Pi0‖∞=

1

D + 1
‖Γ‖BD∞ .

From the above three cases, we get

‖Γ‖BD+1
∞ ≥ 1

D + 1
‖Γ‖BD∞ .

Applying the above lemma to each piece of the N -piece Bézier curve of degree

D, we have the following result.

Proposition 4.30. For all Γ ∈ BN,D, we have

1

D + 1
‖Γ‖BN,D∞ ≤ ‖Γ‖BN,D+1

∞ .

Proof. Let Γ ∈ BN,D be an N -piece Bézier curve of degree D with control points

PjD+i ∈ Rn, i = 0, . . . , D, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

D∑
i=0

Pibi,D(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
D∑
i=0

PjD+ibi,D(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

Each piece Γ(j) can be considered as a Bézier curve of degree D + 1. This means
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that Γ can be considered as an N -piece Bézier curve of degree D + 1. We have

‖Γ‖BN,D+1
∞ = max

j=0,...,N−1
‖Γ(j)‖BD+1

∞ .

Using Lemma 4.29, we get

‖Γ‖BN,D+1
∞ ≥ max

j=0,...,N−1

1

D + 1
‖Γ(j)‖BD∞ =

1

D + 1
‖Γ‖BN,D∞ .

Equivalence constants for the norms ‖·‖BN,D+1
p and ‖·‖BN,Dp on BN,D

Combining the above propositions, we have the following theorem about the

equivalence constants for the norm ‖·‖BN,D+1
p and the norm ‖·‖BN,Dp on the space

BN,D.

Theorem 4.2. Let p ∈ [1,∞[∪{∞}. For all Γ ∈ BN,D, we have

1

2(D + 1)
‖Γ‖BN,Dp ≤ ‖Γ‖BN,D+1

p ≤ 2‖Γ‖BN,Dp .

Proof. Using Proposition 4.24, Proposition 4.28, Proposition 4.26 and Proposition

4.30, we have the proof of this theorem.

From the above theorem, we obtain the corollary as follows

1

2(D + 1)
dBN,Dp (Γ,∆) ≤ dBN,D+1

p (Γ,∆) ≤ 2dBN,Dp (Γ,∆),

for any Γ,∆ ∈ BN,D.

4.2.5 Splitting N-piece cubic Bézier curves

When the curve object is complicated, we need more control points in order to

give additional freedom for curve design. To solve this problem without increasing

the degree of curves, we split N -piece cubic Bézier curves. Splitting N -piece cubic

Bézier curves plays an important role in Algorithm 2 on page 86 in Chapter 5 using

piecewise cubic Bézier curve. The current subsection is devoted to presenting how

to split an N -piece cubic Bézier curve to become a 2N -piece cubic Bézier curve.

This means that an N -piece cubic Bézier curve can be considered as a 2N -piece

cubic Bézier curve and the norm ‖·‖B2N,3
p is also a norm on the space BN,3. We
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then study the equivalence constants for the norm ‖·‖B2N,3
p and the norm ‖·‖BN,3p

on the space BN,3.

Splitting N-piece cubic Bézier curves

The purpose of this paragraph is to rewrite an N -piece cubic Bézier curve as a new

piecewise cubic Bézier curve such that the number of pieces in the new piecewise

cubic Bézier curve is greater than N. We will see that when we split every piece of

an N -piece cubic Bézier curve at the middle point of the piece, we get a 2N -piece

cubic Bézier curve.

Let Γ ∈ B3 be a cubic Bézier curve with control points Pi ∈ Rn, i = 0, . . . , 3.

So

Γ(t) =
3∑
i=0

Pibi,3(t), t ∈ [0, 1].

By ([26, chapter 9, p. 201]), we can split Γ at any t0 ∈ (0, 1). When we split Γ

at t0 6=
1

2
, we get 2 cubic Bézier curves but the point Γ

(1

2

)
is not the connecting

point of the pieces. In order to get a uniform 2-piece cubic Bézier curve, we split

Γ at t =
1

2
and obtain a uniform two-piece cubic Bézier curve as follows

Γ(t) =


Γ(0)(2t) =

3∑
i=0

Qibi,3(2t) if t ∈
[
0, 1

2

]
Γ(1)(2t− 1) =

3∑
i=0

Q3+ibi,3(2t− 1) if t ∈
[

1
2
, 1
]
,

(4.3)

where 
Qi =

i∑
l=0

bl,i

(1

2

)
Pi−l, i = 0, . . . , 3,

Q3+i =
i∑
l=0

bl,i

(1

2

)
P3−i+l, i = 0, . . . , 3.

Then a cubic Bézier curve can be considered as a uniform two-piece cubic Bézier

curve.

More generally, let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control

points Pj3+i ∈ Rn, j = 0, . . . , N − 1, i = 0, . . . , 3. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

(4.4)
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If we just split a piece of Γ, we get N + 1 pieces but some points at t = j
N+1

,

j = 1, . . . , N, are not the connecting points of the pieces. Then we split every

piece of Γ at the middle point of the piece and obtain a uniform 2N -piece cubic

Bézier curve as follows

Γ(t) =


∆(2j)(2Nt− 2j) =

3∑
i=0

Q2j3+ibi,3(2Nt− 2j) if t ∈
[

2j
2N
, 2j+1

2N

]
∆(2j+1)(2Nt− 2j − 1) =

3∑
i=0

Q(2j+1)3+ibi,3(2Nt− 2j − 1) if t ∈
[

2j+1
2N

, 2j+2
2N

]
,

j = 0, . . . , N − 1,

(4.5)

where
Q2j3+i =

i∑
l=0

bl,i

(1

2

)
Pj3+i−l, i = 0, . . . , 3, j = 0, . . . , N − 1,

Q(2j+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj3+3−i+l, i = 0, . . . , 3, j = 0, . . . , N − 1.

(4.6)

So, Γ can be considered as a 2N -piece cubic Bézier curve. This means that the

space BN,3 is a subspace of the space B2N,3 and the space BN,3 inherits the norm

‖·‖B2N,3
p . We next study the equivalence constants for the norm ‖·‖BN,3p and the

norm ‖·‖B2N,3
p on the space BN,3.

Find a constant M such that ‖·‖B2N,3
p ≤M‖·‖BN,3p on BN,3

We first estimate M in two cases p ∈ [1,∞[ and p = ∞. We then combine the

results of the two cases.

Lemma 4.31. Let p ∈ [1,∞[. For any Γ ∈ BN,3, we have

‖Γ‖B2N,3
p ≤ 31/p ‖Γ‖BN,3p .

Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈
Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 0, . . . , N − 1.
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From (4.5), Γ can be considered as a 2N -piece cubic Bézier curve as follows

Γ(t) =


∆(2j)(2Nt− 2j) =

3∑
i=0

Q2j3+ibi,3(2Nt− 2j) if t ∈
[

2j
2N
, 2j+1

2N

]
∆(2j+1)(2Nt− 2j − 1) =

3∑
i=0

Q(2j+1)3+ibi,3(2Nt− 2j − 1) if t ∈
[

2j+1
2N

, 2j+2
2N

]
,

j = 0, . . . , N − 1,

where 
Q2j3+i =

i∑
l=0

bl,i

(1

2

)
Pj3+i−l, i = 0, . . . , 3, j = 0, . . . , N − 1,

Q(2j+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj3+3−i+l, i = 0, . . . , 3, j = 0, . . . , N − 1.

Since

(
‖∆(2j)‖B3

p

)p
=

3∑
i=0

∥∥∥ i∑
l=0

bl,i

(1

2

)
Pj3+i−l

∥∥∥p
p

≤ 3 max
i=0,...,3

‖Pj3+i‖pp≤ 3
3∑
i=0

‖Pj3+i‖pp= 3
(
‖Γ(j)‖B3

p

)p
,

∀j = 0, . . . , N − 1,

and similarly

(
‖∆(2j+1)‖B3

p

)p
=

3∑
i=0

∥∥∥ i∑
l=0

bl,i

(1

2

)
Pj03+3−i+l

∥∥∥p
p
≤ 3
(
‖Γ(j)‖B3

p

)p
,∀j = 0, . . . , N − 1,

we get

‖Γ‖B2N,3
p =

1

(2N)1/p

( N∑
j=0

(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p)1/p

≤ 1

(2N)1/p

( N∑
j=0

6
(
‖Γ(j)‖B3

p

)p)1/p

≤ 31/p ‖Γ‖BN,3p .

Lemma 4.32. For any Γ ∈ BN,3, we have

‖Γ‖B2N,3
∞ ≤ ‖Γ‖BN,3∞ .
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Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈
Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 0, . . . , N − 1.

From (4.5), Γ can be considered as a 2N -piece cubic Bézier curve as follows

Γ(t) =


∆(2j)(2Nt− 2j) =

3∑
i=0

Q2j3+ibi,3(2Nt− 2j) if t ∈
[

2j
2N
, 2j+1

2N

]
∆(2j+1)(2Nt− 2j − 1) =

3∑
i=0

Q(2j+1)3+ibi,3(2Nt− 2j − 1) if t ∈
[

2j+1
2N

, 2j+2
2N

]
,

j = 0, . . . , N − 1,

where 
Q2j3+i =

i∑
l=0

bl,i

(1

2

)
Pj3+i−l, i = 0, . . . , 3, j = 0, . . . , N − 1,

Q(2j+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj3+3−i+l, i = 0, . . . , 3, j = 0, . . . , N − 1.

Since

‖∆(2j)‖B3
∞= max

i=0,...,3

∥∥∥ i∑
l=0

bl,i

(1

2

)
Pj3+i−l

∥∥∥
∞
≤ max

i=0,...,3
‖Pj3+i‖∞= ‖Γ(j)‖B3

∞ ,

∀j = 0, . . . , N − 1,

and similarly

‖∆(2j+1)‖B3
∞= max

i=0,...,3

∥∥∥ i∑
l=0

bl,i

(1

2

)
Pj3+i−l

∥∥∥
∞
≤ ‖Γ(j)‖B3

∞ , ∀j = 0, . . . , N − 1,

we get

‖Γ‖B2N,D
∞ = max

j=0,...,N−1
max

{
‖∆(2j)‖BD∞ , ‖∆(2j+1)‖BD∞

}
≤ max

j=0,...,N−1
‖Γ(j)‖BD∞ = ‖Γ‖BN,D∞ .
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From the above two lemmas, we have the following proposition.

Proposition 4.33. Let p ∈ [1,∞[∪{∞}. For any Γ ∈ BN,3, we have

‖Γ‖B2N,3
p ≤ 31/p ‖Γ‖BN,3p .

Proof. Using Lemma 4.31 and Lemma 4.32, we get the proof of this proposition.

Find a constant m such that m‖·‖B2N,3
p ≤ ‖·‖BN,3p on BN,3

We also consider two cases p ∈ [1,∞[ and p = ∞. Combining the results of the

two cases, we get a constant m such that m‖·‖B2N,3
p ≤ ‖·‖BN,3p on the space BN,3.

Lemma 4.34. Let p ∈ [1,∞[. For any Γ ∈ BN,3, we have

1

241/p
‖Γ‖BN,3p ≤ ‖Γ‖B2N,3

p .

Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈
Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 0, . . . , N − 1.

From (4.5), Γ can be considered as a 2N -piece cubic Bézier curve as follows

Γ(t) =


∆(2j)(2Nt− 2j) =

3∑
i=0

Q2j3+ibi,3(2Nt− 2j) if t ∈
[

2j
2N
, 2j+1

2N

]
∆(2j+1)(2Nt− 2j − 1) =

3∑
i=0

Q(2j+1)3+ibi,3(2Nt− 2j − 1) if t ∈
[

2j+1
2N

, 2j+2
2N

]
,

j = 0, . . . , N − 1,

where 
Q2j3+i =

i∑
l=0

bl,i

(1

2

)
Pj3+i−l, i = 0, . . . , 3, j = 0, . . . , N − 1,

Q(2j+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj3+3−i+l, i = 0, . . . , 3, j = 0, . . . , N − 1.

We first consider
(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
, j = 0, . . . , N − 1.
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• Case 1: ‖Pj3‖p= max
{
‖Pj3‖p,

1

2
‖Pj3+1‖p,

1

2
‖Pj3+2‖p, ‖Pj3+3‖p

}
.

We have(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
≥
(
‖∆(2j)‖B3

p

)p
≥ ‖Qj3‖pp= ‖Pj3‖pp

≥1

6

3∑
i=3

‖Pj3+i‖pp=
1

6

(
‖Γ(j)‖B3

p

)p
.

• Case 2:
1

2
‖Pj3+1‖p= max

{
‖Pj3‖p,

1

2
‖Pj3+1‖p,

1

2
‖Pj3+2‖p, ‖Pj3+3‖p

}
.

We have(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
≥
(
‖∆(2j)‖B3

p

)p
≥ ‖Q2j3+1‖pp

=
∥∥∥1

2
Pj3 +

1

2
Pj3+1

∥∥∥p
p
≥ 1

4
‖Pj3+1‖pp

≥ 1

12

3∑
i=3

‖Pj3+i‖pp=
1

12

(
‖Γ(j)‖B3

p

)p
.

• Case 3:
1

2
‖Pj3+2‖p= max

{
‖Pj3‖p,

1

2
‖Pj3+1‖p,

1

2
‖Pj3+2‖p, ‖Pj3+3‖p

}
.

In this case, we consider ∆(2j+1). As similar to Case 2, we obtain(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
≥
(
‖∆(j+1)‖B3

p

)p
≥ 1

12

(
‖Γ(j)‖B3

p

)p
.

• Case 4: ‖Pj3+4‖p= max
{
‖Pj3‖p,

1

2
‖Pj3+1‖p,

1

2
‖Pj3+2‖p, ‖Pj3+3‖p

}
.

In this case, we consider ∆(2j+1). As similar to Case 1, we obtain(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
≥
(
‖∆(2j+1)‖B3

p

)p
≥ 1

6

(
‖Γ(j)‖B3

p

)p
.

From the above four cases, we get(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p
≥ 1

12

(
‖Γ(j)‖B3

p

)p
, ∀j = 0, . . . , N − 1.

Then

‖∆Γ,j0‖B2N,D
p =

1

(2N)1/p

(
N−1∑
j=0

(
‖∆(2j)‖B3

p

)p
+
(
‖∆(2j+1)‖B3

p

)p)1/p

≥ 1

(2N)1/p

(N−1∑
j=0

1

12

(
‖Γ(j)‖B3

p

)p)1/p

=
1

241/p
‖Γ‖BN,Dp .
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Lemma 4.35. For any Γ ∈ BN,3, we have

1

4
‖Γ‖BN,3∞ ≤ ‖Γ‖B2N,3

∞ .

Proof. Let Γ ∈ BN,3 be an N -piece cubic Bézier curve with control points Pj3+i ∈
Rn, i = 0, . . . , 3, j = 0, . . . , N − 1. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 0, . . . , N − 1.

From (4.5), Γ can be considered as a 2N -piece cubic Bézier curve as follows

Γ(t) =


∆(2j)(2Nt− 2j) =

3∑
i=0

Q2j3+ibi,3(2Nt− 2j) if t ∈
[

2j
2N
, 2j+1

2N

]
∆(2j+1)(2Nt− 2j − 1) =

3∑
i=0

Q(2j+1)3+ibi,3(2Nt− 2j − 1) if t ∈
[

2j+1
2N

, 2j+2
2N

]
,

j = 0, . . . , N − 1,

where 
Q2j3+i =

i∑
l=0

bl,i

(1

2

)
Pj3+i−l, i = 0, . . . , 3, j = 0, . . . , N − 1,

Q(2j+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj3+3−i+l, i = 0, . . . , 3, j = 0, . . . , N − 1.

We first consider max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
, j = 0, . . . , N − 1.

• Case 1: ‖Pj3‖∞= max
{
‖Pj3‖∞,

1

2
‖Pj3+1‖∞,

1

2
‖Pj3+2‖∞, ‖Pj3+3‖∞

}
.

We have

max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥ ‖∆(2j)‖B3

∞≥ ‖Q2j3‖∞= ‖Pj3‖∞= ‖Γ(j)‖B3
∞ .

• Case 2:
1

2
‖Pj3+1‖∞= max

{
‖Pj3‖∞,

1

2
‖Pj3+1‖∞,

1

2
‖Pj3+2‖∞, ‖Pj3+3‖∞

}
.
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We have

max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥‖∆(2j)‖B3

∞≥ ‖Q2j3+1‖∞=
∥∥∥1

2
Pj3 +

1

2
Pj3+1

∥∥∥
∞

≥1

4
‖Pj3+1‖∞=

1

4
‖Γ(j)‖B3

∞ .

• Case 3:
1

2
‖Pj3+2‖∞= max

{
‖Pj3‖∞,

1

2
‖Pj3+1‖∞,

1

2
‖Pj3+2‖∞, ‖Pj3+3‖∞

}
.

In this case, we consider ∆(2j+1). As similar to Case 2, we obtain

max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥ ‖∆(2j+1)‖B3

∞≥
1

4
‖Γ(j0)‖B3

∞ .

• Case 4: ‖Pj3+3‖∞= max
{
‖Pj3‖∞,

1

2
‖Pj3+1‖∞,

1

2
‖Pj3+2‖∞, ‖Pj3+3‖∞

}
.

In this case, we consider Γ(1). As similar to Case 1, we obtain

max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥ ‖∆(2j+1)‖B3

∞≥ ‖Γ(j)‖B3
∞ .

From the above four cases, we get

max
{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥ 1

4
‖Γ(j)‖B3

∞ . (4.7)

Then

‖Γ‖B2N,D
∞ = max

j=0,...,N−1
max

{
‖∆(2j)‖B3

∞ , ‖∆(2j+1)‖B3
∞

}
≥ max

j=0,...,N−1

1

4
‖Γ(j)‖B3

∞=
1

4
‖Γ‖BN,D∞ .

From the above two lemmas, we have the following proposition.

Proposition 4.36. Let p ∈ [1,∞[∪{∞}. For any Γ ∈ BN,3, we have

min
{ 1

241/p
,
1

4

}
‖Γ‖BN,3p ≤ ‖Γ‖B2N,3

p .

Proof. Using Lemma 4.34 and Lemma 4.35, we get the proof of this proposition.

Equivalence constants for the norms ‖·‖B2N,3
p and ‖·‖BN,3p on BN,3

Combining the above two propositions, we have the following theorem.
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Theorem 4.3. Let p ∈ [1,∞[∪∞. For any Γ ∈ BN,3, we have

min
{ 1

241/p
,
1

4

}
‖Γ‖BN,3p ≤ ‖Γ‖B2N,3

p ≤ 31/p ‖Γ‖BN,3p .

Proof. Using Proposition 4.33 and Proposition 4.36, we have the proof of this

theorem.

From the above theorem, we have the following corollary:

min
{ 1

241/p
,
1

4

}
dBN,3p (Γ−∆) ≤ dB2N,3

p (Γ−∆) ≤ 31/p dBN,3p (Γ−∆),

for any Γ,∆ ∈ BN,3.

From results in this chapter, we have the norm ‖·‖BN,3p on the space BN,3. The

equivalence constants for the norm ‖·‖BN,3p and the norm Lp do not depend on the

number N of pieces. We can use the norm ‖·‖BN,3p to consider the convergence

for sequences of piecewise cubic Bézier curves. An N -piece Bézier curve can be

split and reparametrized to become an N + 1-piece Bézier curve. This way creates

extra control points in order to give additional freedom for curve design and avoids

increasing the degree of the curve. Then we are going to propose an algorithm

using piecewise cubic Bézier curves to find optimal trajectories in the next chapter.

This method can be applied to approximate solution orbits of autonomous ordinary

differential equations and control of autonomous ordinary differential equations.
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Chapter 5

Application to trajectory

optimization problems,

autonomous ordinary differential

equations and control of

autonomous ordinary differential

equations

In this chapter, we focus on using piecewise uniform cubic Bézier curves in order

to approximate optimal trajectories. Optimal trajectory problem appears in

many different domains as robotic ([16, 36, 37, 75]), astrophysics ([6, 76, 92, 94])

and the core of motion planning which is known to be a very difficult problem

([18, 35, 37, 74, 88]). Roughly, the optimal trajectory problem is an optimization

problem when the “variable” is a curve. Using piecewise uniform cubic Bézier

curves, we reduce an infinite-dimensional optimization problem to a finite-

dimensional optimization problem and the smoothness can be integrated with

using constraints. We use this idea in the context of geodesic for condition metric.

Condition metric is an important aspect in the studies of complexity of numerical

methods ([5, 10]). We also apply our method to approximate solution orbits of

autonomous ordinary differential equations and control of autonomous ordinary

differential equations. Our method is more effective than the Euler method

and the Runge-Kutta method for finding solution orbits of autonomous ordinary

differential equations (see Figures 5.48, 5.49, 5.50, 5.51, 5.52 and 5.53).
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5.1. Trajectory optimization

We have a general method which applies to many different problems using the

same methodology. It gives a unifying approach to problems in optimal trajectory,

autonomous ordinary differential equation and control theory. We will show this

unifying approach on (hopefully) significant examples in this chapter.

5.1 Trajectory optimization

In this section, we propose an algorithm using piecewise uniform cubic Bézier

curves to approximate optimal trajectories.

Let F : C0 ([0, 1],Rn) → R be a continuous function. We require that this

objective function F should be invariant under reparametrization. An element

γ0 ∈ C0 ([0, 1],Rn) is called a local minimum of F if there exists r > 0 such that

F (γ0) ≤ F (γ) for all γ ∈ B(γ0, r) for the Lp-norm. For N ∈ N, we denote by

F |BN,3 the restriction of F to the space BN,3 of uniform N -piece cubic Bézier

curves. We first consider some properties about the convergence of a sequence to

a local minimum.

Proposition 5.1. Let F : C0 ([0, 1],Rn) → R be a continuous function such

that F is invariant under reparametrization. Let γ0 ∈ C0 ([0, 1],Rn) be a local

minimum of F and r > 0 be such that F (γ0) ≤ F (γ) for all γ ∈ B(γ0, r) for

the Lp-norm. Let γ̃N be a minimum of F |BN,3 on the set BN,3 ∩ B(γ0, r). If the

sequence {γ̃N} converges with respect to the norm Lp on the space C0 ([0, 1],Rn)

and lim
N→∞

γ̃N ∈ B(γ0, r), then the limit lim
N→∞

γ̃N is a local minimum of F.

Proof. We denote γ̃0 = lim
N→∞

γ̃N .

If F (γ̃0) = F (γ0), then γ̃0 is a local minimum of the function F.

If F (γ̃0) 6= F (γ0), we set ε = F (γ̃0) − F (γ0) > 0. Since γ0 ∈ C0 ([0, 1],Rn) , there

exists a sequence {αN} such that αN ∈ BN,3 and {αN} converges to γ0 with respect

to the norm Lp.

We have γ0 ∈ B(γ0, r), thus there exists N0 > 0 such that

∀N > N0, αN ∈ BN,3 ∩B(γ0, r).

Because the function F is continuous, αN converges to γ0 and F (γ0) ≤ F (γ) for

all γ ∈ B(γ0, r), there exists N1 ∈ N such that

∀N > N1, F (γ0) ≤ F (αN) ≤ F (γ0) + ε/2.
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Taking lim
N→∞

, we have F (γ0) ≤ F (γ̃0) ≤ F (γ0)+ε/2. This contradicts with F (γ̃0) =

F (γ0) + ε. So F (γ̃0) = F (γ0) and therefore the limit γ̃0 = lim
N→∞

γ̃N is a local

minimum of F.

If we drop some hypotheses, Proposition 5.1 will be not true. We can see this

in the following example.

Example 5.2. Let γ0 be the upper half circle

γ0 : [0, 1]→ R2

t 7→ γ0(t) = (cos(π − tπ), sin(π − tπ)) .

Consider the continuous function

F : C0
(
[0, 1],R2

)
\ {γ0} → R

γ 7→ −1

‖γ − γ0‖L2

.

We have F (γ0) = −∞. So γ0 is not a minimum of F. But F |BN,3 : BN,3 → R has

a minimum γ̃N ∈ C0 ([0, 1],R2) \ {γ0} such that γ̃N → γ0 as N →∞.

Proposition 5.3. Let F : C0 ([0, 1],Rn)→ R be a continuous function such that

F is invariant under reparametrization. Let γ̃N be a minimum of F |BN,3 on the

set BN,3 ∩ VN , where VN is an open set of C0 ([0, 1],Rn) for the Lp-norm. If

• the sequence {γ̃N} converges with respect to the norm Lp on C0 ([0, 1],Rn) ,

• the limit lim
N→∞

γ̃N is in C0 ([0, 1],Rn) ,

•
⋂
N

VN is a non-empty open set of C0 ([0, 1],Rn) for the Lp-norm,

then the limit lim
N→∞

γ̃N is a local minimum of F.

Proof. We set γ̃0 = lim
N→∞

γ̃N and V0 =
⋂
N

VN . Let γ be an element in V0. Since γ is

continuous, there exists a sequence {αN} such that αN ∈ BN,3 and {αN} converges

to γ with respect to the norm Lp.

We have γ ∈ V0, thus there exists a positive integer N such that

∀N > N0, αN ∈ V0.

Since γ̃N is a minimum of F |BN,3 on the set BN,3 ∩ VN and V0 =
⋂
N

VN , we have

∀N > N0, F (γ̃N) ≤ F (αN).
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Taking lim
N→∞

, we have F (γ̃0) ≤ F (γ). Then γ̃0 is a minimum of F on V0.

Combining Proposition 5.1, Proposition 5.3 and Theorem 4.1, we propose

Algorithm 2 using piecewise uniform cubic Bézier curves to approximate optimal

trajectories. In the Algorithm 2, the objective function F is invariant under

reparametrization.

The idea is to improve the approximation of the trajectory by splitting pieces

when they bring improvement. Along the algorithm, the current approximation

is a list of pieces. The split procedure allows to replace one piece by two pieces

without changing the curve. We run along the list of pieces and successively.

We first establish Algorithm 1. Algorithm 1 is a sub-algorithm of Algorithm

2. In Algorithm 1, we split a uniform N -piece cubic Bézier curve γ̃N at a fixed

index ith and reparametrize to become a uniform N + 1-piece cubic Bézier curve

γN+1. Since the objective function is invariant under reparametrization, we have

F (γN+1) = F (γ̃N). This approach creates 3 extra control points in order to give

additional freedom for curve design. Then we find γ̃N+1 that is a local minimum

of F on BN+1,3 from the initial curve γN+1. This step is a finite-dimensional

optimization problem. In numerical tests, we use Fmincon in Matlab to find

the local minimum γ̃N+1 of F on BN+1,3. If ‖γ̃N+1 − γN+1‖
BN+1,3
p is small enough,

the difference |F (γ̃N+1)−F (γN+1)| is very small. This means we can not improve

the curve by splitting γ̃N at the ith piece. We will save this index to avoid splitting

this piece at next steps.

Algorithm 1 SPLIT-OPTIMAL (F, γ̃, i, ε, I) . Split at a fixed piece and
optimize a piecewise uniform cubic Bézier curve

Input F : C0 ([0, 1],Rn) → R is invariant under reparametrization, γ̃ is a
piecewise uniform cubic Bézier curve, i is a piece index, ε is a constant, I is a set
of piece indexes.

Output A piecewise uniform cubic Bézier curve and a set of piece indexes.

1: Begin Procedure
2: N := the number of pieces of γ̃
3: Split γ̃ ∈ BN,3 at the ith piece and reparametrize to become γN+1 ∈ BN+1,3 .

We note that F (γN+1) = F (γ̃N)
4: Find γ̃N+1 being a local minimum of F on BN+1,3 from the initial curve γN+1

5: if ‖γ̃N+1 − γN+1‖
BN+1,3
p < ε then

6: Put the piece indexes ith and (i+ 1)th in the set I
7: end if
8: return [γ̃N+1, I]
9: End Procedure
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Fig. 5.1: A uniform 2-piece cubic
Bézier curve γ2.
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Fig. 5.2: Split γ2 at the 2nd piece.

We recall the way to split a uniform N -piece cubic Bézier curve at the jth0

piece and reparametrize to become a uniform N + 1-piece cubic Bézier curve. Let

Γ ∈ BN,3 be a uniform N -piece cubic Bézier curve with control points Pj3+i ∈ Rn,

j = 0, . . . , N − 1, i = 0, . . . , 3. So

Γ(t) =


Γ(0)(Nt) =

3∑
i=0

Pibi,3(Nt) if t ∈
[
0,

1

N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
,

j = 1, . . . , N − 1.

By ([26, chapter 9, p. 201]), we can split Γ at the jth0 piece and obtain

Γ(t) =



Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
, ∀j = 0, . . . j0 − 1

∆(j0)(2Nt− 2j0) =
3∑
i=0

Qj03+ibi,3(2Nt− 2j0) if t ∈
[

2j0
2N
, 2j0+1

2N

]
∆(j0+1)(2Nt− 2j0 − 1) =

3∑
i=0

Q(j0+1)3+ibi,3(2Nt− 2j0 − 1) if t ∈
[

2j0+1
2N

, 2j0+2
2N

]
,

Γ(j)(Nt− j) =
3∑
i=0

Pj3+ibi,3(Nt− j) if t ∈
[ j
N
,
j + 1

N

]
, ∀j = j0 + 1, . . . N − 1.

where 
Qj03+i =

i∑
l=0

bl,i

(1

2

)
Pj03+i−l, i = 0, . . . , 3,

Q(j0+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj03+3−i+l, i = 0, . . . , 3.

We reparametrize Γ to become a uniform N + 1-piece cubic Bézier curve ∆ as
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follows

∆(t) =


∆(0)((N + 1)t) =

3∑
i=0

Qibi,3(Nt) if t ∈
[
0,

1

N + 1

]
,

∆(j)((N + 1)t− j) =
3∑
i=0

Qj3+ibi,3(Nt− j) if t ∈
[ j

N + 1
,
j + 1

N + 1

]
,

j = 1, . . . , N,

where 

Qj3+i = Pj3+i,∀j = 0, . . . , j0 − 1, i = 0, . . . , 3,

Qj03+i =
i∑
l=0

bl,i

(1

2

)
Pj03+i−l, i = 0, . . . , 3,

Q(j0+1)3+i =
i∑
l=0

bl,i

(1

2

)
Pj03+3−i+l, i = 0, . . . , 3,

Qj3+i = P(j−1)3+i,∀j = j0 + 2, . . . , N, i = 0, . . . , 3.

In Algorithm 2, we split each piece of the curve and optimize respectively.

At each step, we just split one piece and then optimize. The number of pieces

increases one piece and the number of control points increases 3 points after each

step. The algorithm will be stop if we can not improve the curve by splitting any

pieces.

Algorithm 2 OPTIMAL (F, γ1, ε) . Using piecewise uniform cubic Bézier
curves to approximate optimal trajectories

Input F : C0 ([0, 1],Rn) → R is invariant under reparametrization, γN0 ∈
BN0,3 and ε > 0. . N0 ∈ N+

Output A piecewise uniform cubic Bézier curve.

1: Begin Procedure
2: N = N0;
3: I = []; . The indexes of pieces which are optimal
4: Find γ̃N0 being a local minimum of F on BN0,3 from the initial curve γN0

5: while All piece indexes of the curves does not belong I do
6: j = 0; . The increasing in the number of pieces of the curve
7: for i := 1 to N do . We split each piece of the curve and optimize
8: if i+ j 6∈ I then
9: [γ̃N+1, I] := SPLIT-OPTIMAL ( F, γ̃N , i+ j, ε, I );

10: N := N + 1;
11: j := j + 1;
12: end if
13: end for
14: end while
15: return γ̃N+1 . The approximation of the optimal trajectory
16: End Procedure
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Fig. 5.3: Example 5.4.

We will now present some experiments in order to illustrate the efficiency of the

proposed method. We will consider simple problems and progressively go to more

and more advanced problems. The first problem is a geometric approximation of

the arc of the unit circle.

Example 5.4. Let S1 be the unit circle on the plane. Let a1, . . . , a6 be six rays

as follows

(a1) y = 8x, x ≥ 0

(a2) y = 3x, x ≥ 0

(a3) y = 1.5x, x ≥ 0

(a4) y = 0.7x, x ≥ 0

(a5) y = 0.4x, x ≥ 0

(a6) y = 0.1x, x ≥ 0.

For a curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =
6∑
i=1

‖(γ ∩ ai)− (γ ∩ S1)‖2.

We want to find a curve γ going from A(0, 1) to B(
√

3/2, 0.5) such that F (γ) is

minimum. (See Figures 5.3)

It is easily seen that the arc α of the circle going from A to B realizes the minimum

of F : we have F (α) = 0.

We use piecewise uniform cubic Bézier curves and Algorithm 2 to find an

approximation of the minimum of F. We run Algorithm 2 step by step and obtain
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Fig. 5.4: Step 1 in Example 5.4: the initial curve γ1 ∈ B1,3.

the list of curves at each step (See Figure 5.4, Figure 5.5, Figure 5.6, Figure 5.7,

Figure 5.8, Figure 5.9, Figure 5.10 and Figure 5.11).

Summary: We have a table of values and some notations when using Algorithm

2 to approximate the minimum of F in Example 5.4 as follows:

|F (γ̃i)− F (α)| |F (γ̃i)− F (γi)|
F (γ̃i)

F (γi)
‖γ̃i − γi‖

Bi,3
2

i = 1 4.7817.10−04 205.1609 0.2330.10−5 2.8848

i = 2 1.8505.10−07 4.7798.10−4 0.3870.10−3 0.0042

i = 3 7.7819.10−08 1.0723.10−7 0.4205 4.6025.10−8

i = 4 7.7819.10−08 0 1 0

• The arc α of the circle going from A to B realizes the minimum of F : we

have F (α) = 0.

• γi ∈ Bi,3 is a reparametrization of γ̃i−1 ∈ Bi−1,3. Since F is invariant under

reparametrization, we have F (γi) = F (γ̃i−1).

• Each step from γ̃i to γ̃i+1, the number of pieces increases one piece and the

number of control points increases 3 points.

• |F (γ̃i − F (γi)|→ 0 as i→ 4.

• ‖γ̃i − γi‖
Bi,3
2 → 0 as i→ 4.
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Fig. 5.5: Step 2 in Example 5.4: the local minimum γ̃1 ∈ B1,3 of F |B1,3
from the initial curve

γ1 ∈ B1,3.
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Fig. 5.6: Step 3 in Example 5.4: split and reparametrize γ̃1 ∈ B1,3 to become γ2 ∈ B2,3.
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Fig. 5.7: Step 4 in Example 5.4: the local minimum γ̃2 ∈ B2,3 of F |B2,3 from the initial curve
γ2 ∈ B2,3.
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Fig. 5.8: Step 5 in Example 5.4: split at the first piece and reparametrize γ̃2 to become γ3 ∈ B3,3.
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Fig. 5.9: Step 6 in Example 5.4: the local minimum γ̃3 ∈ B3,3 of F |B2,3 from the initial curve
γ3 ∈ B3,3.
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Fig. 5.10: Step 7 in Example 5.4 : split at the third piece and reparametrize γ̃3 to become
γ4 ∈ B4,3.
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Fig. 5.11: Step 8 in Example 5.4: the local minimum γ̃4 ∈ B4,3 of F |B4,3
from the initial curve

γ4 ∈ B4,3.

• |F (γ̃i)− F (α)| approaches to nearly zero as i→ 4.

• The rate of decrease of |F (γ̃i)− F (α)| slows down over each step.

• When the value of ‖γ̃i−γi‖
Bi,3
2 is small enough, |F (γ̃i)−F (γi)| is very small.

• At i − 1, we split and reparametrize γ̃i−1 ∈ Bi−1,3 at one piece to become

γi ∈ Bi,3. Then we use Fmincon in Matlab to find the local minimum

γ̃i ∈ Bi,3 from the initial curve γi ∈ Bi,3.

• At Step 5 and Step 6, we split γ̃2 at the first piece, reparametrize to become

γ3 ∈ B3,3 and then find the local minimum γ̃3 ∈ B3,3. We see that ‖γ̃3−γ3‖
B3,3

2

and |F (γ̃3)−F (γ3)| are very small. This means that we can not improve the

curve by splitting the first piece of γ̃2. So we remember the first piece and

the second piece of γ̃3 in the set I and stop splitting these pieces in the next

steps.

• At Step 7 and Step 8, we split γ̃3 at the third piece, reparametrize to become

γ4 ∈ B3,3 and then find the local minimum γ̃4 ∈ B3,3. We see that ‖γ̃4−γ4‖
B4,3

2

and |F (γ̃4) − F (γ4)| are very small. This means that we can not improve

the curve by splitting the third piece of γ̃3. So we remember the third piece
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Fig. 5.12: Step 1 in Example 5.5: the initial curve γ1 ∈ B1,3.

and fourth piece of γ̃4 in the set I and stop splitting these pieces in the next

steps.

• After Step 8, all piece indexes of γ̃4 belong to I. This means that we can

not improve the curve. Then the algorithm stops and we obtain γ̃4 as an

approximation of α.

Example 5.5. We consider again the unit circle S1 on the plane. For a curve

γ : [0, 1]→ R2, we define our objective function F by

1∫
0

‖γ̇(t)‖2.d(γ(t), S1)dt,

where d(γ(t), S1) = min
A∈S1
‖γ(t)−A‖2. We want to find a curve γ going from A(0, 1)

to B(0,−1) such that F (γ) is minimum.

It is clear that the semi circle α going from A to B realizes the minimum of F.

We use piecewise uniform cubic Bézier curves and Algorithm 2 to find an

approximation of the semi circle α. We run Algorithm 2 step by step and obtain

the list of curves at each step (See Figure 5.12, Figure 5.13, Figure 5.14, Figure

5.15, Figure 5.16, Figure 5.17, Figure 5.18, Figure 5.19, Figure 5.20, Figure 5.21,

Figure 5.22, Figure 5.23, Figure 5.24, Figure 5.25, Figure 5.26 and Figure 5.27).
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Fig. 5.13: Step 2 in Example 5.5: the local minimum γ̃1 ∈ B1,3 of F |B1,3
from the initial curve

γ1 ∈ B1,3.
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Fig. 5.14: Step 3 in Example 5.5: split and reparametrize γ̃1 ∈ B1,3 to become γ2 ∈ B2,3.
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Fig. 5.15: Step 4 in Example 5.5: the local minimum γ̃2 ∈ B2,3 of F |B2,3
from the initial curve

γ2 ∈ B2,3.
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Fig. 5.16: Step 5 in Example 5.5: split at the first piece and reparametrize γ̃2 to become
γ3 ∈ B3,3.
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Fig. 5.17: Step 6 in Example 5.5: the local minimum γ̃3 ∈ B3,3 of F |B3,3 from the initial curve
γ3 ∈ B3,3.
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Fig. 5.18: Step 7 in Example 5.5: split at the third piece and reparametrize γ3 ∈ B3,3 to become
γ4 ∈ B4,3.
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Fig. 5.19: Step 8 in Example 5.5: the local minimum γ̃4 ∈ B4,3 of F |B4,3 from the initial curve
γ4 ∈ B4,3.
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Fig. 5.20: Step 9 in Example 5.5: split at the first piece and parametrize γ4 ∈ B4,3 to become
γ5 ∈ B5,3.
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Fig. 5.21: Step 10 in Example 5.5: the local minimum γ̃5 ∈ B5,3 of F |B5,3
from the initial

curve γ5 ∈ B5,3.
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Fig. 5.22: Step 11 in Example 5.5: split at the third piece and reparametrize γ̃5 ∈ B5,3 to
become γ6 ∈ B6,3.
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Fig. 5.23: Step 12 in Example 5.5: the local minimum γ̃6 ∈ B6,3 of F |B6,3 from the initial
curve γ6 ∈ B6,3.
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Fig. 5.24: Step 13 in Example 5.5: split at the fifth piece and reparametrize γ̃6 ∈ B6,3 to
become γ7 ∈ B7,3.
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Fig. 5.25: Step 14 in Example 5.5: the local minimum γ̃7 ∈ B7,3 of F |B7,3 from the initial
curve γ7 ∈ B7,3.
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Fig. 5.26: Step 15 in Example 5.5: split at the seventh piece and reparametrize γ7 ∈ B7,3 to
become γ8 ∈ B8,3.
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Fig. 5.27: Step 18 in Example 5.5: the local minimum γ̃8 ∈ B8,3 of F |B8,3
from the initial

curve γ8 ∈ B8,3.

Summary: We have a table of values and some notations when using Algorithm

2 to approximate the optimal trajectory in Example 5.5:

|F (γ̃i)− F (α)| |F (γ̃i)− F (γi)|
F (γ̃i)

F (γi)
‖γ̃i − γi‖

Bi,3
2

i = 1 0.0074 4.6726 1.5811.10−3 4.0479

i = 2 1.0438.10−04 0.0072 1.4105.10−2 0.1423

i = 3 6.4337.10−05 4.0043.10−5 0.6163 0.0056

i = 4 1.4791.10−05 4.9546.10−5 0.2298 0.0017

i = 5 1.3482.10−05 1.309.10−6 0.9115 7.4317.10−05

i = 6 9.6766.10−06 3.8054.10−6 0.7177 1.1210.10−04

i = 7 6.4016.10−06 3.275.10−6 0.6615 5.5171.10−05

i = 8 2.3964.10−06 4.0052.10−6 0.3743 4.7458.10−05

• γi ∈ Bi,3 is a reparametrization of γ̃i−1 ∈ Bi−1,3. Since F is invariant under

reparametrization, we have F (γi) = F (γ̃i−1).

• Each step from γ̃i to γ̃i+1, the number of pieces increases one piece and the

number of control points increases 3 points.

• The decrease of |F (γ̃i) − F (α)| at step i = 3 and at step i = 4 are quite
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similar because these steps split each piece of γ̃2 and optimize respectively.

• The value of ‖γ̃i − γi‖
Bi,3
2 at step i = 3 and at step i = 4 are quite similar

because these steps split each piece of γ̃2 and optimize respectively.

• The decrease of |F (γ̃i)−F (α)| at step i = 5, at step i = 6, at step i = 7 and

at step i = 8 are quite similar because these steps split each piece of γ̃4 and

optimize respectively.

• The value of ‖γ̃i − γi‖
Bi,3
2 at step i = 5, at step i = 6, at step i = 7 and at

step i = 8 are quite similar because these steps split each piece of γ̃4 and

optimize respectively.

• When the value of ‖γ̃i−γi‖
Bi,3
2 is small enough, |F (γ̃i)−F (γi)| is very small.

• At i − 1, we split and reparametrize γ̃i−1 ∈ Bi−1,3 at one piece to become

γi ∈ Bi,3. Then we use Fmincon in Matlab to find the local minimum

γ̃i ∈ Bi,3 from the initial curve γi ∈ Bi,3.

• At Step 9 and Step 10, we split γ̃4 at the first piece, reparametrize to become

γ5 ∈ B5,3 and then find the local minimum γ̃5 ∈ B5,3. We see that ‖γ̃5−γ5‖
B5,3

2

and |F (γ̃5)−F (γ5)| are very small. This means we can not improve the curve

by splitting the first piece of γ̃4. So we remember the first piece and the second

piece of γ̃5 in the set I and stop splitting these pieces in the next steps.

• At Step 11 and Step 12, we split γ̃5 at the third piece, reparametrize to

become γ6 ∈ B6,3 and then find the local minimum γ̃6 ∈ B6,3. We see that

‖γ̃6 − γ6‖
B6,3

2 and |F (γ̃6) − F (γ6)| are very small. This means we can not

improve the curve by splitting the third piece of γ̃5. So we remember the

third piece and the fourth piece of γ̃6 in the set I and stop splitting these

pieces in the next steps.

• At Step 13 and Step 14, we split γ̃6 at the fifth piece, reparametrize to

become γ7 ∈ B7,3 and then find the local minimum γ̃7 ∈ B7,3. We see that

‖γ̃7 − γ7‖
B7,3

2 and |F (γ̃7) − F (γ7)| are very small. This means we can not

improve the curve by splitting the third piece of γ̃6. So we remember the fifth

piece and the sixth piece of γ̃7 in the set I and stop splitting these pieces in

the next steps.

• At Step 15 and Step 16, we split γ̃7 at the seventh piece, reparametrize to

become γ8 ∈ B8,3 and then find the local minimum γ̃8 ∈ B8,3. We see that
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‖γ̃8 − γ8‖
B8,3

2 and |F (γ̃8) − F (γ8)| are very small. This means we can not

improve the curve by splitting the seventh piece of γ̃7. So we remember the

seventh piece and the eighth piece of γ̃8 in the set I and stop splitting these

pieces in the next steps.

• After Step 16, all piece indexes of γ̃8 belongs I. This means that we

can not improve the curve. Then the algorithm stops and we obtain an

approximation γ̃8 of the semi circle α going from A to B.

We next consider some examples of trajectory optimization problems.

5.2 Some examples of trajectory optimization

problems

In this section, we present some instances of trajectory optimization problems.

We are going to use piecewise uniform cubic Bézier curves and Algorithm 2

to approximate optimal trajectories. These trajectory optimization problems is

applied to the movement of robots.

We consider the problem: Given two points A,B ∈ R2 and a compact set

Σ ⊂ R2. For a continuously differentiable curve γ : [0, 1] → R2, we define our

objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,

where ‖·‖2 is the Euclidean norm on R2 and d(γ(t),Σ) = min
P∈Σ
‖γ(t) − P‖2 for

t ∈ [0, 1]. We want to find a continuously differentiable curve γ going from A to B

such that γ is a local minimum of F.

Piecewise uniform cubic Bézier curves are continuously differentiable

everywhere except at a countable set of points. We use piecewise uniform cubic

Bézier curves, Algorithm 2 and Matlab to approximate optimal trajectories of this

problem.
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Fig. 5.28: Some locally optimal trajectories as Σ is a point Σ := {O(0, 0)}.
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Fig. 5.29: Some locally optimal trajectories as Σ is a point Σ := {O(0, 0)}.

5.2.1 Case Σ is a point

Given two points A,B and a set Σ := {O(0, 0)}. For a continuously differentiable

curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

‖γ(t)−O‖2

dt.

We want to find a continuously differentiable curve γ going from A to B such that

γ is a local minimum of F.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.28 and 5.29). We

have some remarks about this problem as following:
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Remark 5.6.

• We find a curve γ0 connecting A and B such that γ0 is as far Σ := {O} as

good and γ0 is also as short as good.

• For two points A,B, there are two locally optimal trajectories connecting A

and B.

• When the initial curve is near the locally optimal trajectory Γ0, the output

of the algorithm is an approximation of Γ0.

• If γ contains O, then the code stops at γ since F (γ) =∞. But γ containing

M or N is not a locally optimal trajectory.

• If d(A,O) = d(B,O), optimal trajectories are arcs of circles.

• An optimal trajectory is not always an arc of a circle.

5.2.2 Case Σ is two points

Given two points A,B and a set Σ := {M,N}. For a continuously differentiable

curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,

where d(γ(t),Σ) = min {‖γ(t)−M‖2 , ‖γ(t)−N‖2} . We want to find a

continuously differentiable curve γ going from A to B such that γ is a local

minimum of F.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.30 and 5.31). We

have some remarks about this problem as following:

Remark 5.7.

• We find a curve γ0 connecting A and B such that γ0 is as far Σ := {M,N}
as good and γ0 is also as short as good.

• This example has four locally optimal trajectories.

• When the initial curve is near the locally optimal trajectory Γ0, the output

of the algorithm is an approximation of Γ0.
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Fig. 5.30: Four locally optimal trajectories which go from A(−2, 0) to B(2, 0) as Σ is two points
Σ := {M(−1, 0), N(1, 0)}.
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Fig. 5.31: Four locally optimal trajectories which go from A(−2,−0.5) to B(3, 1) as Σ is two
points Σ := {M(−1, 0), N(1, 0)}.
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• At each t ∈ [0, 1], d(γ(t),Σ) exists uniquely because Σ := {M,N} is a

compact set.

• If γ contains M or N, then the code stops at γ since F (γ) = ∞. But γ

containing M or N is not a locally optimal trajectory.

We note that a local optimal trajectory of this problem is not always an arc of

a circle. For example, let us consider Σ := {M(−1, 0), N(1, 0)}. We will consider

two cases of A,B as follows:

• Case 1: A = (1, 2) and B = (1,−2).

In this case, we found a local optimal trajectory being a half circle (the

magenta curve in Figure 5.32).

• Case 2: A = (1, 2) and B = (1,−1).

In this case, we found a local optimal trajectory γ1 (the red curve in Figure

5.32) and we have F (γ1) = 3.2172.

The half circle γ2 (the black curve in Figure 5.32) connecting A and B has

the following formulax = 1 + 1.5 cos
(π

2
− πt

)
y = 0.5 + 1.5 sin

(π
2
− πt

)
,

t ∈ [0, 1].

We have F (γ2) = 3.2348 > F (γ1) = 3.2172.

So, the arc γ2 is not a local optimal trajectory.

5.2.3 Case Σ is a segment

Given two points A,B and a segment Σ := MN. For a continuously differentiable

curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,

where d(γ(t),Σ) = min
P∈Σ
‖γ(t)− P‖2 . We want to find a continuously differentiable

curve γ going from A to B such that γ is a local minimum of F.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.33 and 5.34). We

have some remarks about this problem as following:
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Fig. 5.32: Σ := {M(−1, 0), N(1, 0)} : red curve and magenta curve are two optimal trajectories,
black curve (a half circle) is not a optimal trajectory.

Remark 5.8.

• We find a curve γ0 connecting A and B such that γ0 is as far the segment

Σ := MN as good and γ0 is also as short as good.

• This example has two locally optimal trajectories.

• When the initial curve is near the locally optimal trajectory Γ0, the output

of the algorithm is an approximation of Γ0.

• At each t ∈ [0, 1], d(γ(t),Σ) always exists uniquely because the segment

Σ := MN is a compact set.

• If γ contains a point in the segment Σ := MN, then the code stops at γ

since F (γ) =∞. But γ is not a locally optimal trajectory.

5.2.4 Case Σ is three points

Given two points A,B and a set Σ = {M,N,K}. For a continuously differentiable

curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,
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Fig. 5.33: Two locally optimal trajectories which go from A(−2, 0.5) to B(2, 0.5) as Σ is the
segment M(−1, 0)N(1, 0).

-4 -3 -2 -1 0 1 2 3 4

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

Fig. 5.34: Two locally optimal trajectories which go from A(0,−2) to B(0, 2) as Σ is the segment
M(−1, 0)N(1, 0).

where d(γ(t)Σ) = min {‖γ(t)−M‖2 , ‖γ(t)−N‖2 , ‖γ(t)−K‖2} . We want to find

a continuously differentiable curve γ going from A to B such that γ is a local

minimum of F.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.35). We have some

remarks about this problem as following:

Remark 5.9.

• We find a curve γ0 connecting A and B such that γ0 is as far Σ := {M,N,K}
as good and γ0 is also as short as good.

• This example has six locally optimal trajectories.
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Fig. 5.35: Six locally optimal trajectories which go from A(−2.5, 0) to B(2.5, 0) as Σ is three
points M(−2, 0), N(2, 0),K(0, 0.5).

• When the initial curve is near the locally optimal trajectory Γ0, the output

of the algorithm is an approximation of Γ0.

• At each t ∈ [0, 1], d(γ(t),Σ) always exists uniquely because Σ := {M,N,K}
is a compact set.

• If γ contains M or N or K, then the code stops at γ since F (γ) = ∞. But

γ is not a locally optimal trajectory.

5.2.5 Case Σ is a triangle

Given two points A,B and a triangle Σ := 4MNK. For a continuously

differentiable curve γ : [0, 1]→ R2, we define our objective function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,

where d(γ(t),Σ) = min
P∈

∑ ‖γ(t)− P‖2 . We want to find a continuously differentiable

curve γ going from A to B such that γ is a local minimum of F.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.36 and 5.37). We

have some remarks about this problem as following:
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Fig. 5.36: Two locally optimal trajectories which go from A(−1, 0.5) to B(2, 1) as Σ is the
triangle M(0, 0)N(1, 1)K(2, 0)
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Fig. 5.37: Two locally optimal trajectories which go from A(0.5,−1) to B(1, 2) as Σ is the
triangle M(0, 0)N(1, 1)K(2, 0)
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Fig. 5.38: Some optimal trajectories as Σ is the unit circle

Remark 5.10.

• We find a curve γ0 connecting A and B such that γ0 is as far Σ := 4MNK

as good and γ0 is also as short as good.

• This example has two locally optimal trajectories.

• When the initial curve is near the locally optimal trajectory Γ0, the output

of the algorithm is an approximation of Γ0.

• At each t ∈ [0, 1], d(γ(t),Σ) always exists uniquely because the triangle

Σ := 4MNK is a compact set.

• If γ contains a point lying on the triangle 4MNK then the code stops at γ

since F (γ) =∞. But γ is not a locally optimal trajectory.

5.2.6 Case Σ is the unit circle

Given the unit circle Σ on the plane and two points A,B inside the unit circle

Σ. For a continuously differentiable curve γ : [0, 1] → R2, we define our objective

function F by

F (γ) =

1∫
0

‖γ̇(t)‖2

d(γ(t),Σ)
dt,

where d(γ(t),Σ) = min
P∈Σ
‖γ(t)− P‖2 . We want to find a continuously differentiable

curve γ going from A to B such that γ is a local minimum of F.
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Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate optimal trajectories of this problem (see Figures 5.38). We have some

remarks about this problem as following:

Remark 5.11.

• We find a curve γ0 connecting A and B such that γ0 is as far the unit circle

Σ as good and γ0 is also as short as good.

• For any two points A,B inside the unit circle, there is an optimal trajectory

connecting A and B.

• At each t ∈ [0, 1], d(γ(t),Σ) always exists uniquely since the unit circle Σ is

a compact set.

• If γ contains a point lying on the unit circle Σ, then the code stops at γ since

F (γ) =∞. But γ is not a optimal trajectory.

Given two district points A,B inside the unit circle, the optimal trajectory

connecting A and B is the geodesic of them. The length of the geodesic is defined

as the distance between A and B. The unit circle with this geodesic distance is

called Poincaré disk model. The Poincaré disk model is a classical model of 2-

dimensional hyperbolic geometry ([4, chapter 4, p. 117], [77, chapter 25, p. 489]).

5.3 Autonomous ordinary differential equation

In this section, we study the relation between the autonomous ordinary differential

equation and the trajectory optimization problem. Then we propose a method to

approximate orbits of autonomous ordinary differential equations.

The method is not really to compute solutions of the autonomous ODE.

The interesting point is that we can compute orbits of autonomous ordinary

differential equations in an accurate way avoiding some difficulties arising from

parametrization.

Once the orbit is known, we do not need to compute quadrature formula to

have numerical approximation of the solution. Locally, at any point, its enough to

recall the derivative to have the same norm as the vector field.
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5.3.1 Theoretical basis

An autonomous ordinary differential equation is a system of ordinary differential

equations of the form

Ẋ(t) = f(X(t)).

This system is said to be autonomous because the right hand side of the differential

system does not depend explicitly on t.

We consider an autonomous ordinary differential equation together with initial

condition as follows Ẋ(t) = f(X(t))

X(t0) = X0,
(5.1)

where f : U → TU, U ⊂ Rn, I ⊂ R, t0 ∈ I and X0 ∈ U.
We refer [91, Chapter 2, p. 7], [29, Chapter IX, p. 400] for a complete description

of this problem.

Following [21, p. 2], they define the orbit of the solution X : I → U to be the

set

OX := {X(t)| t ∈ I}.

We will propose a way to find solution orbits of the autonomous ordinary

differential equation together with initial condition. Then we use our method

using piecewise uniform cubic Bézier curves to approximate solution orbits.

Proposition 5.12. Let U be a subset in Rn, X0 ∈ U and I = [t0, t1) ⊂ R.
Let f : U → TU be a Lipschitz continuous function. We consider the following

autonomous ordinary differential equation together with initial condition Ẋ(t) = f(X(t)),∀t ∈ I

X(t0) = X0.
(5.2)

If γ : [0, 1]→ U is a continuously differentiable function such that γ̇(v) 6= 0 for all

v ∈ [0, 1] and Ff (γ) =
1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv = 0,

γ(0) = X0,

(5.3)

then there exists an increasing differentiable function ϕ : I → [0, 1] such that γ ◦ϕ
is a solution of (5.2).
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Proof. We have

Ff (γ) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv = 0.

Since γ and f are continuous,

‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉 = 0,∀v ∈ [0, 1]

⇒ cos (γ̇(v), f(γ(v))) = 1,∀v ∈ [0, 1].

This means that for every v ∈ [0, 1], γ̇(v) and f(γ(v)) are collinear and in the same

direction.

We need to show that there exists ϕ : I → [0, 1] such that γ ◦ϕ is a solution of

5.2. This means  (γ̇ ◦ ϕ) (t).ϕ̇(t) = f((γ ◦ ϕ) (t))

ϕ(t0) = 0

⇒

 ϕ̇(t) =
‖f((γ ◦ ϕ) (t))‖2

‖(γ̇ ◦ ϕ) (t)‖2

ϕ(t0) = 0.

We consider the following one-dimensional differential equation ϕ̇ = h(t, ϕ)

ϕ(t0) = 0,
(5.4)

where h(t, ϕ) =
‖f (γ(ϕ)) ‖2

‖γ̇(ϕ)‖2

.

From the assumption of f, γ and [33, Theorem 8.5, p. 96], [33, Theorem 8.6,

p. 96], the function h satisfies Lipschitz condition in the variable ϕ. Following [91,

Theorem 1.1, p. 3], (5.4) exists a unique solution ϕ : I → [0, 1]. It is clear that

ϕ(t) ≥ 0,∀t ∈ I.

Otherwise, if ϕ : I → [0, 1] is solution of 5.4, we have

‖(γ̇ ◦ ϕ) (t)‖2.ϕ̇(t) = ‖f((γ ◦ ϕ) (t))‖2,∀t ∈ I

and ϕ(t0) = 0. Combining the fact that γ̇(v) and f(γ(v)) are colinear and in the

same direction for every v ∈ [0, 1], we find that γ ◦ ϕ is solution of (5.2).
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From Proposition 5.12, we see that the continuously differentiable solutions of

the system 5.3 differ from the solutions of the autonomous ordinary differential

equation 5.2 by an increasing differentiable function. The solutions of the system

5.3 can be simpler than the solution of the autonomous ordinary differential

equation 5.2. Let us consider the following example.

Example 5.13. Let X0 ∈ R2 \ {(0, 0)}. We introduce a function

f : R2 → TR2

M 7→ −M.

We consider the following autonomous ordinary differential equation Ẋ(t) = f(X(t)) = −X(t), ∀t ∈ [0,∞[

X(0) = X0.
(5.5)

From Proposition 5.12, we can translate 5.5 to the following problem Ff (γ) =
1∫
0

(‖γ̇(t)‖2.‖−γ(t)‖2−〈γ̇(t),−γ(t)〉) dt = 0

γ(0) = X0.

(5.6)

Case 1: The function

γ0(t) = X0 − tX0, t ∈ [0, 1]

satisfies Ff (γ0) = 0 and γ0(0) = X0. However, γ0 is not a solution of (5.5). We

show that there exists an increasing differentiable function ϕ : I → [0, 1] such that

γ0 ◦ ϕ is a solution of (5.5).

From the proof of Proposition 5.12, the function ϕ is a solution of the following

one-dimensional differential equation ϕ̇(t) =
‖− (X0 − ϕ(t)X0) ‖2

‖−X0‖2

ϕ(t0) = 0

⇒

 ϕ̇(t) = |1− ϕ(t)|

ϕ(0) = 0.
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Since ϕ(t) ≤ 1, we have 
ϕ̇(t) = −ϕ(t) + 1

ϕ(t0) = 0

ϕ(t) ∈ [0, 1].

This is a linear differential equation with constant coefficients and we have the

solution

ϕ0(t) = −e−t + 1, t ∈ I ≡ [0,∞[.

It is clear that

Y0(t) = (γ0 ◦ ϕ0) (t) = e−tX0, t ∈ I ≡ [0,∞[

is a solution of (5.5).

Case 2: The function

γ1(t) = X0 −
1

2
tX0, t ∈ [0, 1]

satisfies Ff (γ1) = 0 and γ1(0) = X0. However, γ1 is not a solution of (5.5). We

show that there exists an increasing differentiable function ϕ : I → [0, 1] such that

γ1 ◦ ϕ is a solution of (5.5).

Similarly, ϕ is a solution of the following one-dimensional differential equation
ϕ̇(t) =

∥∥∥− (X0 −
1

2
ϕ(t)X0)

∥∥∥
2∥∥∥− 1

2
X0

∥∥∥
2

ϕ(0) = 0

⇒

 ϕ̇(t) = |2− ϕ(t)|

ϕ(t0) = 0.

Since ϕ(t) ≤ 1, we have 
ϕ̇(t) = −ϕ(t) + 2

ϕ(t0) = 0

ϕ(t) ∈ [0, 1].

This is a linear differential equation with constant coefficients and we obtain the

solution

ϕ1(t) = −2e−t + 2, t ∈ I ≡ [0, ln 2].
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It is easily seen that

Y1(t) = (γ0 ◦ ϕ1) (t) = e−tX0, t ∈ I ≡ [0, ln 2]

is the solution of (5.5).

We remark that γ0(t) = X0 − tX0, t ∈ [0, 1] and γ1(t) = X0 −
1

2
tX0, t ∈ [0, 1]

are linear. They are simpler than the solution of (5.5).

We note that

Ff (γ) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv

is always non-negative and invariant under reparametrization. Then, the system

5.3 can be considered as the following trajectory optimization problem Ff (γ) =
1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv

γ(0) = X0.

(5.7)

This means that we can find solution orbits of the autonomous ordinary

differential equation 5.2 from the trajectory optimization problem 5.7. Piecewise

uniform cubic Bézier curves are continuously differentiable everywhere except at

a countable set of points. Thus, we use piecewise uniform cubic Bézier curves and

Algorithm 2 to approximate solution orbits of the autonomous ordinary differential

equation. We consider the following example and run Algorithm 2 step by step in

order to illustrate the efficiency of our method.

Example 5.14. We consider the autonomous ordinary differential equation

together with initial condition
y′1 = − y2

1 − 1

y1 − y2

y′2 = − y2
2 − 1

y2 − y1

(y1(0), y2(0)) = (−0.2, 5).

We find a reparametrization of the solution by finding the minimum of the following
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Fig. 5.39: Step 1 in Example 5.14: the initial curve γ1 ∈ B1,3.

problem  F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (−0.2, 5),

where

f : R2 → TR2

(y1, y2) 7→
(
− y2

1 − 1

y1 − y2

,− y2
2 − 1

y2 − y1

)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate the solution orbit of this problem. We have the list of curves at

each step (See Figures 5.39, Figures 5.40, Figures 5.41, Figures 5.42, Figures 5.43,

Figures 5.44, Figures 5.45 and Figures 5.46).

Summary: We have a table of values and some notations when using Algorithm

2 to approximate the solution orbit in Example 5.14:
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Fig. 5.40: Step 2 in Example 5.14: the local minimum γ̃1 ∈ B1,3 of F |B1,3
from the initial

curve γ1 ∈ B1,3.
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Fig. 5.41: Step 3 in Example 5.14: split and reparametrize γ̃1 ∈ B1,3 to become γ2 ∈ B2,3.
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Fig. 5.42: Step 4 in Example 5.14: the local minimum γ̃2 ∈ B2,3 of F |B2,3
from the initial

curve γ2 ∈ B2,3.
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Fig. 5.43: Step 5 in Example 5.14: split at the first piece and reparametrize γ̃2 ∈ B2,3 to become
γ3 ∈ B3,3.
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Fig. 5.44: Step 6 in Example 5.14: the local minimum γ̃3 ∈ B3,3 of F |B3,3
from the initial

curve γ3 ∈ B3,3.
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Fig. 5.45: Step 7 in Example 5.14: split at the third piece and reparametrize γ̃3 ∈ B3,3 to
become γ4 ∈ B4,3.
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Fig. 5.46: Step 8 in Example 5.14: the local minimum γ̃4 ∈ B4,3 of F |B4,3
from the initial

curve γ4 ∈ B4,3.

|F (γ̃i)− 0| |F (γ̃i)− F (γi)|
F (γ̃i)

F (γi)
‖γ̃i − γi‖

Bi,3
2

i = 1 2.9696.10−08 0.0989 0.3002.10−6 1.6405

i = 2 3.2358.10−09 2.6460.10−8 0.1089 0.0020

i = 3 2.3298.10−09 0.906.10−9 0.7200 1.3251.10−5

i = 4 1.7352.10−10 2.1562.10−9 0.0744 2.2561.10−4

• γi ∈ Bi,3 is a reparametrization of γ̃i−1 ∈ Bi−1,3. Since F is invariant under

reparametrization, we have F (γi) = F (γ̃i−1).

• Each step from γ̃i to γ̃i+1, the number of pieces increases one piece and the

number of control points increases 3 points.

• |F (γ̃i)− F (γi)| approaches to nearly zero as i→ 4.

• ‖γ̃i − γi‖
Bi,3
2 approaches to nearly zero as i→ 4.

• F (γ̃i) approaches to nearly zero as i→ 4.

• The rate of decrease of |F (γ̃i)− 0| slows down over each step.

• When the value of ‖γ̃i−γi‖
Bi,3
2 is small enough, |F (γ̃i)−F (γi)| is very small.
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• The decrease of |F (γ̃i)− 0| at Step i = 3 and at Step i = 4 are quite similar

because these steps split each piece of γ̃2 and optimize respectively.

• The value of ‖γ̃i − γi‖
Bi,3
2 at Step i = 3 and at Step i = 4 are quite similar

because these steps split each piece of γ̃2 and optimize respectively.

• At i − 1, we split and reparametrize γ̃i−1 ∈ Bi−1,3 at one piece to become

γi ∈ Bi,3. Then we use Fmincon in Matlab to find the local minimum

γ̃i ∈ Bi,3 from the initial curve γi ∈ Bi,3.

• At Step 5 and Step 6, we split γ̃2 at the first piece, reparametrize to become

γ3 ∈ B3,3 and then find the local minimum γ̃3 ∈ B3,3. We see that ‖γ̃3−γ3‖
B3,3

2

and |F (γ̃3)−F (γ3)| are very small. This means that we can not improve the

curve by splitting the first piece of γ̃2. So we remember the first piece and

the second piece of γ̃3 in the set I and stop splitting these pieces in the next

steps.

• At Step 7 and Step 8, we split γ̃3 at the third piece, reparametrize to become

γ4 ∈ B3,3 and then find the local minimum γ̃4 ∈ B3,3. We see that ‖γ̃4−γ4‖
B4,3

2

and |F (γ̃4) − F (γ4)| are very small. This means that we can not improve

the curve by splitting the third piece of γ̃3. So we remember the third piece

and fourth piece of γ̃4 in the set I and stop splitting these pieces in the next

steps.

• After Step 8, all piece indexes of γ̃4 belong to I. This means that we can

not improve the curve. Then the algorithm stops and we obtain γ̃4 as an

approximation of the solution orbit.

• The image of the curve found by our method is a piece of the solution orbit.

5.3.2 The choice of functions for the orbit approximation

We note that the choice Ff (γ) =
1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv is

important because it removes “time” from the problem. It is clear that Ff (γ) =

Ff (γ ◦ δ) for all δ ∈ Diff+([0, 1]). Thus the function Ff is well defined over C. Our

algorithm using Ff will stop when it reaches a parametrization of the solution. This

means that our algorithm using Ff is to approximate solution orbits of autonomous

ordinary differential equations.
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It is not the case for Gf (γ) =
1∫
0

‖γ̇(v)−f(γ(v))‖2dv. If we use Gf , the algorithm

find a curve γ such that γ̇(v) = f(γ(v)) for every v ∈ [0, 1]. Thus the algorithm

using Gf is to approximate the solution. It is obvious that the algorithm using

Gf has more constraints than our method using Ff . This leads to some types of

problems:

• Solutions given by the algorithm using Gf can be very local.

• Solutions given by the algorithm using Gf can be unstable.

Then the use Ff is more convenient to approximate the solution orbits of

autonomous ordinary differential equations than the use Gf . Let us consider the

following example to see the efficiency of Ff towards Gf .

Example 5.15. We consider the following autonomous ordinary differential

equation 
x′ = 1.5 + cos 4x

y′ = 0

(x(0), y(0)) = (1, 0).

(5.8)

We run our method using Ff (γ) =
1∫
0

(‖γ̇(v)‖2.‖f(γ(v))‖2−〈γ̇(v), f(γ(v))〉) dv and

the method using Gf (γ) =
1∫
0

‖γ̇(v)− f(γ)‖2dv with the same inputs: the starting

curve, ε using to stop the algorithm and then we get the results (see Figure 5.47).

We have some remarks as follows:

Remark 5.16.

• The curve found by our method using Ff is longer than the curve found by

the method using Gf .

• The curve found by our method using Ff is nearer the solution orbit than

the curve found by the method using Gf .

Our approach is general. The regularity of Ff depends on the regularity of

f. For instance, if Ff (γ(t)), for γ ∈ BN,3, is differentiable with respect to the

coordinates of control points, then we use gradient descent to find a local minimum

of Ff . If Ff (γ(t)), for γ ∈ BN,3, is two times differentiable, then we use, for instance,

Newton’s method to find a local minimum of Ff .
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Fig. 5.47: The curve (blue curve) found by using Ff , the curve (red curve) found by using Gf

and the solution orbit (green curve) of (5.8).

5.3.3 Computing a maximal solution

In this subsection, we introduce two methods in order to compute solution over a

wide interval or a maximal solution when it is possible. One of the main drawback

on the method proposed above is that we do not know the interval on which we

are looking for a solution. The first ideas is to exploit the link between the length

of the curve and the interval. The second idea is based on continuation method.

Let us denote Ex0 = {γ ∈ Emb([0, 1], U}. By

5.3.4 Comparison with classical methods

In this subsection, we compare our method and some classical methods. Note

that we focus attention on orbits of autonomous ordinary differential equation.

The Euler method and the Runge-Kutta method are two classical methods to

approximate solutions of ordinary differential equations. We will present some

examples such that our method is more effective than the Euler method and the

Runge-Kutta method.

Example 5.17. We consider the following autonomous ordinary differential
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Fig. 5.48: Our method (blue curve) using ε = 0.5, Euler method (red curve) using the step
size h = 0.5, Runge–Kutta method (magenta curve) using the step size h = 0.5 and the exact
solution (black curve) of (5.9) in Example 5.17.

equation 
x′ = −y

y′ = x

(x(0), y(0)) = (1, 0).

(5.9)

This autonomous ordinary differential equation has the solution

X(t) =

(
cos t

sin t

)
, t ∈ R.

We use our method, the Euler method and the Runge-Kutta method to

approximate the solution of (5.9) (see Figure 5.48 and Figure 5.49). We have

some remarks when using our method, the Euler method and the Runge-Kutta

method as follows:

Remark 5.18.
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Fig. 5.49: Our method (blue curve) using ε = 0.95, Euler method (red curve) using the step
size h = 0.5, Runge–Kutta method (magenta curve) using the step size h = 0.95 and the exact
solution (black curve) of (5.9) in Example 5.17.
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• The orbits found by our method coincides with a portion of the solution

when we use ε = 0.5 (in Figure 5.48) or ε = 0.95 (in Figure 5.49) to stop the

algorithm.

• The orbit found by the Euler method does not coincide the solution when

we use the step size h = 0.5 (see Figure 5.48 and Figure 5.49).

• The orbits found by the Runge-Kutta method do not coincide the solution

when we use the step size h = 0.5 (in Figure 5.48) or the step size h = 0.95

(in Figure 5.49).

Example 5.19. We consider the following autonomous ordinary differential

equation 
x′ = −x− 8y

y′ = 8x− y

(x(0), y(0)) = (1, 0).

(5.10)

This autonomous ordinary differential equation has the solution

X(t) =

(
e−t cos 8t

e−t sin 8t

)
, t ∈ R.

We use our method, the Euler method and the Runge-Kutta method to

approximate the solution of (5.10) (see Figure 5.50). We have some remarks when

using our method, the Euler method and the Runge-Kutta method as follows:

Remark 5.20.

• The orbit found by our method coincides with a portion of the solution when

we use ε = 0.5 to stop the algorithm.

• The orbits found by the Euler method and the Runge-Kutta method do not

coincide the solution when we use the step size h = 0.05.

Example 5.21. We consider the following autonomous ordinary differential

equation 
x′ = x− 8y

y′ = 8x+ y

(x(0), y(0)) = (1, 0).

(5.11)
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Fig. 5.50: Our method (blue curve) using ε = 0.5, Euler method (red curve) using the step
size h = 0.05, Runge–Kutta method (magenta curve) using the step size h = 0.05 and the exact
solution (black curve) of (5.10) in Example 5.19.
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Fig. 5.51: Our method (blue curve) using ε = 0.2, Euler method (red curve) using the step
size h = 0.2, Runge–Kutta method (magenta curve) using the step size h = 0.2 and the exact
solution (black curve) of (5.11) in Example 5.21.

This autonomous ordinary differential equation has the solution

X(t) =

(
et cos 8t

et sin 8t

)
, t ∈ R.

We use our method, the Euler method and the Runge-Kutta method to

approximate the solution of (5.11) (see Figure 5.51 and Figure 5.52). We have

some remarks when using our method, the Euler method and the Runge-Kutta

method as follows:

Remark 5.22.

• The orbit found by our method coincides with a portion of the solution

when we use ε = 0.2 (in Figure 5.51) or ε = 0.5 (in Figure 5.52)) to stop the

algorithm.

• The orbits found by the Euler method do not coincide the solution when we
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Fig. 5.52: Our method (blue curve) using ε = 0.5, Euler method (red curve) using the step
size h = 0.05, Runge–Kutta method (magenta curve) using the step size h = 0.25 and the exact
solution (black curve) of (5.11) in Example 5.21.
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use the step size h = 0.2 (in Figure 5.51) or h = 0.05 (in Figure 5.52)).

• The orbits found by the Runge–Kutta method do not coincide the solution

when we use the step size h = 0.2 (in Figure 5.51) or h = 0.25 (in Figure

5.52)).

Example 5.23. We consider the following autonomous ordinary differential

equation 
x′ = 1

y′ = y sin2 x

(x(0), y(0)) = (0, 1).

(5.12)

This autonomous ordinary differential equation has the solution

X(t) =

(
t

e0.5(t−sin t cos t)

)
, t ∈ R.

We use our method, the Euler method and the Runge-Kutta method to

approximate the solution of (5.12) (see Figure 5.53). We have some remarks when

using our method, the Euler method and the Runge-Kutta method as follows:

Remark 5.24.

• The orbit found by our method coincides with a portion of the solution when

we use ε = 0.9 to stop the algorithm.

• The orbits found by the Euler method and the Runge-Kutta method do not

coincide the solution when we use the step size h = 0.9.

Euler method and Runge-Kutta method do approximation with piecewise

linear. In Euler and Runge-Kutta methods, each sampling point must be satisfied

two constrains: the direction and the length (speed). In our method, each point

just need one constrain: the direction. We do not care the speed in our method.

This means that our method has less constrains than the Euler method and Runge-

Kutta method. We have a table about the Euler method, the Runge-Kutta method

and our method as follows:
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Fig. 5.53: Our method (blue curve) using ε = 0.9, Euler method (red curve) using the step
size h = 0.9, Runge–Kutta method (magenta curve) using the step size h = 0.9 and the exact
solution (black curve) of (5.12) in Example 5.23.
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The Euler method and Our method

the Runge-Kutta method

Result Solutions of autonomous ODEs Trajectories of autonomous ODEs

Constrain Each point must be satisfied Each point is the

the autonomous ODE same direction with the solution

⇒ many constrains ⇒ less constrains

How does xi+1 is determined from xi Find the optimal trajectory

it woks and the step size h in the space of curves

⇒ the error at xi+1 is

greater than xi

The error The step size h and The starting curve and

depends on the number of steps ε using to stop the algorithm

From Example 5.17, Example 5.19 and Example 5.23, we can see that our

method is better than the Euler method and the Runge-Kutta method for finding

solution orbits of autonomous ordinary differential equations. Consequently,

piecewise uniform cubic Bézier curves and Algorithm 2 are useful to approximate

optimal trajectories and solution orbits of autonomous ordinary differential

equations. We next consider some numerical examples.

5.4 Some examples of autonomous ordinary

differential equations

This section presents some autonomous ordinary differential equations. We

will apply Proposition 5.12 and Algorithm 2 to approximate solution orbits of

autonomous ordinary differential equations.

5.4.1 Example 1

We consider the autonomous ordinary differential equation together with initial

condition 
x′ = −x

y′ = −y

(x(0), y(0)) = (x0, y0).

(5.13)
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Fig. 5.54: Some solution orbits in Example 1.

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖−γ(t)‖2 − 〈γ̇(t),−γ(t)〉) dt

γ(0) = (x0, y0),

(5.14)

where

f : R2 → TR2

(x, y) 7→ (−x,−y).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.13) (see Figures 5.54). We have some remarks

about this problem as follows:

Remark 5.25.

• We know that (5.13) has the following solution x = x0.e
−t

y = y0.e
−t.

• The image of the curve found by our method is a piece of the solution orbit

of (5.13).
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• For each initial point (x0, y0), (5.13) has a solution orbit.

• The solution orbits of (5.13) is a segment from (x0, y0) to (0, 0).

• The equation 5.13 has a fix point (0, 0).

5.4.2 Example 2

We consider the autonomous ordinary differential equation together with initial

condition 
x′ = −y

y′ = x

(x(0), y(0)) = (x0, y0).

(5.15)

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (x0, y0),

(5.16)

where

f : R2 → TR2

(x, y) 7→ (−y, x).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.15) (see Figures 5.55). We have some remarks

about this problem as follows:

Remark 5.26.

• Solution orbits of (5.15) is a circle which has center O(0, 0) and goes through

point (x0, y0).

• The image of the curve found by our method is a piece of the solution orbit

of (5.15).

• For each initial point (x0, y0), (5.15) has a solution orbit.

Distance, geometry of the set of curves and optimal trajectories 141



5.4. Some examples of autonomous ordinary differential equations

-4 -3 -2 -1 0 1 2 3 4

-4

-3

-2

-1

0

1

2

3

4

Fig. 5.55: Some solution orbits in Example 2.

5.4.3 Example 3

We consider the autonomous ordinary differential equation together with initial

condition 
x′ = 0.5x

y′ = −0.5y

(x(0), y(0)) = (x0, y0).

(5.17)

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (x0, y0),

(5.18)

where

f : R2 → TR2

(x, y) 7→ (0.5x,−0.5y).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.17) (see Figures 5.56). We have some remarks

about this problem as follows:

Remark 5.27.
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Fig. 5.56: Solution orbits in Example 3.

• We know that (5.17) has the following solution x = x0e
0.5t

y = y0e
−0.5t.

• The image of the curve found by our method is a piece of the solution orbit

of (5.17).

• For each initial point (x0, y0), (5.17) has a solution orbit.

• The code stops if γ contains the origin O(0, 0). So, we can not find the

minimum curve in this case.

5.4.4 Example 4

We consider the autonomous ordinary differential equation together with initial

condition 
x′ =

√
2

2
x+

√
2

2
y

y′ = −
√

2

2
x+

√
2

2
y

(x(0), y(0)) = (x0, y0).

(5.19)
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Fig. 5.57: Some solution orbits in Example 4.

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (x0, y0),

(5.20)

where

f : R2 → TR2

(x, y) 7→

(√
2

2
x+

√
2

2
y,−
√

2

2
x+

√
2

2
y

)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.19) (see Figures 5.57). We have some remarks

about this problem as follows:

Remark 5.28.

• The image of the curve found by our method is a piece of the solution orbit

of (5.19).

• For each initial point (x0, y0), (5.19) has a solution orbit.
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Fig. 5.58: Some solution orbits in Example 5.

5.4.5 Example 5

We consider the autonomous ordinary differential equation together with initial

condition 
x′ = y

y′ = x− 0.1y

(x(0), y(0)) = (1, 0).

(5.21)

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (1, 0),

(5.22)

where

f : R2 → TR2

(x, y) 7→ (y, x− 0.1y) .

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of this problem (see Figures 5.58). We have some

remarks about this problem as follows:

Remark 5.29.

• The image of the curve found by our method is a piece of the solution orbit
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of (5.21).

• For each initial point (x0, y0), (5.21) has a solution orbit.

5.4.6 Example 6

We consider the autonomous ordinary differential equation together with initial

condition 
y′1 = − y2

1 − 1

y1 − y2

y′2 = − y2
2 − 1

y2 − y1

(y1(0), y2(0)) = (a, b).

(5.23)

We find a reparametrization of the solution by finding the minimum curve of the

following problem F (γ) =
1∫
0

(‖γ̇(t)‖2 . ‖f(γ(t))‖2 − 〈γ̇(t), f(γ(t))〉) dt

γ(0) = (a, b),

(5.24)

where

f : R2 → TR2

(y1, y2) 7→
(
− y2

1 − 1

y1 − y2

,− y2
2 − 1

y2 − y1

)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of this problem (see Figures 5.59, 5.60, 5.61 and 5.62).

We have some remarks about this problem as follows:

Remark 5.30.

• The image of the curve found by our method is a piece of the solution orbit

of (5.23).

• If there exists t ∈ [0, 1] such that two coordinates of γ(t) are the same, then

f(γ(t)) =∞. So, we can not the minimum curve in this case.

• The equation 5.23 has two fix points (−1, 1) and (1,−1).

On the autonomous ordinary differential equation together with initial

condition, we do not control the interval which the solution is defined. Then we
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Fig. 5.59: Some solution orbits in Example 6.
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Fig. 5.60: Some solution orbits in Example 6.
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Fig. 5.61: Some solution orbits in Example 6.
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Fig. 5.62: Some solution orbits in Example 6.
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have a piece of the solution orbit of the autonomous ordinary differential equation

only when applying this method.

5.5 Control of autonomous ordinary differential

equations

In this section, we apply our method to approximate solution orbits of control of

autonomous ordinary differential equations.

We consider the following control of autonomous ordinary differential equation
Ẋ(t) = f(X(t), Y (t)),∀t ∈ I

X(t0) = X0

X1 ∈ X(I),

where f : U × V → TRn, U ⊂ Rn, V ⊂ Rm, X0, X1 ∈ U and I = [t0,∞[⊂ R. The

function Y is called the control function. The function Y is used to control the

function X such that X passes through X1. We have a proposition as follows:

Proposition 5.31. Let U be a subset in Rn, V ⊂ Rm, X0 ∈ U, X1 ∈ U, and

I = [t0,∞[⊂ R. Let f : U ×V → TU be a Lipschitz continuous function such that

f(x, y) 6= 0 for (x, y) ∈ U × V. We consider the following control of autonomous

ordinary differential equation
Ẋ(t) = f(X(t), Y (t)), ∀t ∈ I

X(t0) = X0

X1 ∈ X(I).

(5.25)

If γ : [0, 1] → U and β : [0, 1] → V are continuously differentiable functions such

that γ̇(v) 6= 0 for all v ∈ [0, 1] and
Ff (γ, β) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), β(v)‖2−〈γ̇(v), f(γ(v), β(v)〉) dv = 0

γ(0) = X0

γ(1) = X1,

(5.26)

then there exists an increasing differentiable function ϕ : I → [0, 1] such that

(γ ◦ ϕ, β ◦ ϕ) is a solution of (5.25).
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The proof of this proposition is similar to that of Proposition 5.12.

From Proposition 5.31, we see that the continuously differentiable solutions

of the system 5.26 are reparametrizations of the solutions of the control of

autonomous ordinary differential equation 5.25. We note that

Ff (γ, β) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), β(v)‖2−〈γ̇(v), f(γ(v), β(v)〉) dv

is always non-negative and invariant under reparametrization. Then, the system

5.26 can be considered as the following trajectory optimization problem
Ff (γ, β) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), β(v)‖2−〈γ̇(v), f(γ(v), β(v)〉) dv

γ(0) = X0

γ(1) = X1.

(5.27)

This means that we can find solution orbits of the control of autonomous ordinary

differential equation 5.25 from the trajectory optimization problem 5.27. Piecewise

uniform cubic Bézier curves are continuously differentiable everywhere except at

a countable set of points. Thus, we use piecewise uniform cubic Bézier curves and

Algorithm 2 to approximate solution orbits of the control of autonomous ordinary

differential equation 5.25. Let us consider some numerical examples. The control

functions in these examples are from simple to more complex.

5.5.1 Example 1

This subsection presents an example with nonlinear autonomous ordinary

differential equation and linear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

 1

−e
1−x2 − 1

e− 1

+

u1

u2


X(0) =

x(0)

y(0)

 =

−1

−1

4

2

 ∈ X(R+).

(5.28)
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Fig. 5.63: The solution orbit (blue curve) of (5.29) without control.

The control of autonomous ordinary differential equation 5.28 is derived directly

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

 1

−e
1−x2 − 1

e− 1


X(0) =

x(0)

y(0)

 =

−1

−1

 .

(5.29)

The autonomous ordinary differential equation 5.29 is nonlinear. The solution of

the autonomous ordinary differential equation 5.29 does not pass through the point

(4, 2) (see Figures 5.63). Then we add a control function (u1, u2) such that the

solution of (5.28) passes through the point (4, 2). This control function is simple

and natural.

We find a reparametrization of the solution of (5.28) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (−1,−1)

γ(1) = (4, 2),
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Fig. 5.64: A solution orbit (blue curve) and an orbit of control function (green point) of (5.28)
in Example 1 as the control function is a point (i.e., a constant function).

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→
(

1 + u1,−
e1−x2 − 1

e− 1
+ u2

)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.28) (see Figures 5.64, 5.65 and 5.66). We have

some remarks about this problem as follows:

Remark 5.32.

• The image of the curve found by our method is a portion of the solution

orbit from (−1,−1) to (4, 2).

• When the control function is a point (i.e., a constant function), (5.28) has a

unique solution orbit.

• When the control function is a linear Bézier curve, (5.28) has many solution

orbits.

5.5.2 Example 2

This subsection presents an example with nonlinear autonomous ordinary

differential equation and linear control.
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Fig. 5.65: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.28)
in Example 1 as the control function is a linear Bézier curve.
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Fig. 5.66: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.28)
in Example 1 as the control function is a linear Bézier curve.
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We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

 y

−2x3

+

u1

u2


X(0) =

x(0)

y(0)

 =

1

0

−3

3

 ∈ X(R+).

(5.30)

The control of autonomous ordinary differential equation 5.30 is derived directly

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

 y

−2x3


X(0) =

x(0)

y(0)

 =

1

0

 .

(5.31)

The solution of the autonomous ordinary differential equation 5.31 is a portion of

the closed curve x4 + y2 = 1 (see [29, Chapter IX, p. 409]). It is clear that the

solution of (5.31) does not pass through the point (−3, 3). Then we add a control

function (u1, u2) such that the solution of (5.30) passes through the point (−3, 3).

This control function is simple and natural.

We find a reparametrization of the solution of (5.30) the solution from the

following trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1, 0)

γ(1) = (−3, 3),

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→ (y + u1,−2x3 + u2).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.30) (see Figures 5.67, 5.68 and 5.69). We have
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Fig. 5.67: A solution orbit (blue curve) and an orbit of control function (green point) of (5.30)
in Example 2 as the control function is a point (i.e., a constant function).

some remarks about this problem as follows:

Remark 5.33.

• The image of the curve found by our method is a portion of the solution

orbit from (1, 0) to (−3, 3).

• When the control function is a point (i.e., a constant function), (5.30) has a

unique solution orbit.

• When the control function is a linear Bézier curve, (5.30) has many solution

orbits.

5.5.3 Example 3

This subsection presents an example with linear autonomous ordinary differential

equation and linear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

−x
−y

+

u1 − u2

u2 + 1


X(0) =

x(0)

y(0)

 =

9

9

−5

4

 ∈ X(R+).

(5.32)
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Fig. 5.68: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.30)
in Example 2 as the control function is a linear Bézier curve.
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Fig. 5.69: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.30)
in Example 2 as the control function is a linear Bézier curve.
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The control of autonomous ordinary differential equation 5.32 is derived directly

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

−x
−y


X(0) =

x(0)

y(0)

 =

9

9

 .

(5.33)

The solution of the autonomous ordinary differential equation 5.33 is the segment

connecting the point (9, 9) and the origin O(0, 0) (see Figure 5.54 in Subsection

5.4.1). It is clear that the solution of (5.33) does not pass through the point

(−5, 4). Then we add a control function (u1− u2, u2 + 1) such that the solution of

(5.32) passes through the point (−5, 4). The control function (u1 − u2, u2 + 1) is

linear.

We find a reparametrization of the solution of (5.32) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (9, 9)

γ(1) = (−5, 4),

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→ (−x+ u1 − u2,−y + u2 + 1).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.32) (see Figures 5.70, 5.71 and 5.71). We have

some remarks about this problem as follows:

Remark 5.34.

• The image of the curve found by our method is a portion of the solution

orbit from (9, 9) to (−5, 4).

• When the control function is a point (i.e., a constant function), (5.32) has a

unique solution orbit.
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Fig. 5.70: A solution orbit (blue curve) and an orbit of control function (green point) of (5.32)
in Example 2 as the control function is a point (i.e., a constant function).
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Fig. 5.71: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.32)
in Example 3 as the control function is a linear Bézier curve.
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Fig. 5.72: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.32)
in Example 3 as the control function is a linear Bézier curve.

• When the control function is a linear Bézier curve, (5.32) has many solution

orbits.

5.5.4 Example 4

This subsection presents an example with linear autonomous ordinary differential

equation and nonlinear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

−y
x

+

 u2
1 + 2

−2u2
2 + u2


X(0) =

x(0)

y(0)

 =

1

0

−3

0

 ∈ X(R+).

(5.34)

The control of autonomous ordinary differential equation 5.34 is derived directly
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Fig. 5.73: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.34)
in Example 4 as the control function is a linear Bézier curve.

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

−y
x


X(0) =

x(0)

y(0)

 =

1

0

 .

(5.35)

The solution of the autonomous ordinary differential equation 5.35 is a circle with

center O(0, 0) and radius 1 (see Figures 5.55 in Subsection 5.4.2). It is clear that

the solution of (5.35) does not pass through the point (−3, 0). Then we add a

control function (u2
1 +2,−2u2

2 +u2) such that the solution of (5.34) passes through

the point (−3, 0). The autonomous ordinary differential equation 5.35 is classical

but the control function (u2
1 + 2,−2u2

2 + u2) is nonlinear.

We find a reparametrization of the solution of (5.34) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1, 0)

γ(1) = (−3, 0),
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Fig. 5.74: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.34)
in Example 4 as the control function is a quadratic Bézier curve.
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Fig. 5.75: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.34)
in Example 4 as the control function is a cubic Bézier curve.
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where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→ (−y + u2
1 + 2, x− 2u2

2 + u2).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.34) (see Figures 5.73, 5.74 and 5.75). We have

some remarks about this problem as follows:

Remark 5.35.

• The image of the curve found by our method is a portion of the solution

orbit from (1, 0) to (−3, 0).

• When the control function is a point (i.e., a constant function), (5.34) has

no solution.

• When the control function is a linear Bézier curve, (5.34) has a unique

solution orbit.

• When the control function is a quadratic Bézier curve, (5.34) has many

solution orbits.

5.5.5 Example 5

This subsection presents an example with linear autonomous ordinary differential

equation and nonlinear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =


√

2

2
x+

√
2

2
y

−
√

2

2
x+

√
2

2
y

+

−2u2
1 − u2

u2
2 − u1 + 1


X(0) =

x(0)

y(0)

 =

1

0

4

3

 ∈ X(R+).

(5.36)

The control of autonomous ordinary differential equation 5.36 is derived directly
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Fig. 5.76: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.36)
in Example 5 as the control function is a linear Bézier curve.

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =


√

2

2
x+

√
2

2
y

−
√

2

2
x+

√
2

2
y


X(0) =

x(0)

y(0)

 =

1

0

 .

(5.37)

The autonomous ordinary differential equation 5.37 is studied in Subsection 5.4.4.

We add a control function (−2u2
1−u2, u

2
2−u1 + 1) such that the solution of (5.36)

passes through the point (4, 3). The control function (−2u2
1 − u2, u

2
2 − u1 + 1) is

nonlinear.

We find a reparametrization of the solution of (5.36) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1, 0)

γ(1) = (4, 3),
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Fig. 5.77: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.36)
in Example 5 as the control function is a quadratic Bézier curve.
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Fig. 5.78: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.36)
in Example 5 as the control function is a quadratic Bézier curve.
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where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→
(√2

2
x+

√
2

2
y − 2u2

1 − u2,−
√

2

2
x+

√
2

2
y + u2

2 − u1 + 1
)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.36) (see Figures 5.76, 5.77 and 5.78). We have

some remarks about this problem as follows:

Remark 5.36.

• The image of the curve found by our method is a portion of the solution

orbit from (1, 0) to (4, 3).

• When the control function is a point (i.e., a constant function), (5.36) has

no solution.

• When the control function is a linear Bézier curve, we have a unique solution

orbit.

• When the control function is a quadratic Bézier curve, (5.36) has many

solution orbits.

5.5.6 Example 6

This subsection presents an example with linear autonomous ordinary differential

equation and linear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

 u1y

u2(x− 0.1y)


X(0) =

x(0)

y(0)

 =

 4

−1

−4

1

 ∈ X(R+).

(5.38)

The control of autonomous ordinary differential equation 5.38 is derived directly
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Fig. 5.79: A solution orbit (blue curve) and an orbit of control function (green point) of (5.38)
in Example 6 as the control function is a point (i.e., a constant function).

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

 y

x− 0.1y


X(0) =

x(0)

y(0)

 =

 4

−1

 .

(5.39)

The autonomous ordinary differential equation 5.39 is studied in Subsection 5.4.5.

We use a control function (u1, u2) such that the solution of (5.38) passes through

the point (−4, 1). In this problem, we multiply the control function and the

autonomous ordinary differential equation. The control of autonomous ordinary

differential equation 5.38 is nonlinear.

We find a reparametrization of the solution of (5.38) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1, 0)

γ(1) = (4, 3),
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Fig. 5.80: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.38)
in Example 6 as the control function is a linear Bézier curve.
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Fig. 5.81: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.38)
in Example 6 as the control function is a quadratic Bézier curve.
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Fig. 5.82: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.38)
in Example 6 as the control function is a quadratic Bézier curve.

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→ (u1y, u2(x− 0.1y)).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.38) (see Figures 5.79, 5.80, 5.81 and 5.82). We

have some remarks about this problem as follows:

Remark 5.37.

• The image of the curve found by our method is a portion of the solution

orbit from (4,−1) to (−4, 1).

• When the control function is a point (i.e., a constant function), (5.38) has a

unique solution orbit.

• When the control function is a linear Bézier curve or a quadratic Bézier

curve, (5.38) has many solution orbits.

5.5.7 Example 7

This subsection presents an example with linear autonomous ordinary differential

equation and linear control.
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We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

−u1x− 8y

8x− u2y


X(0) =

x(0)

y(0)

 =

1

0

0.2

0

 ∈ X(R+).

(5.40)

The control of autonomous ordinary differential equation 5.40 is derived directly

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

−x− 8y

8x− y


X(0) =

x(0)

y(0)

 =

1

0

 .

(5.41)

The solution orbit of the autonomous ordinary differential equation 5.41 is a two-

dimensional spiral about the origin (see [29, Chapter IX, p. 404]). We add a

control function (u1, u2) such that the solution of (5.40) passes through the point

(−0.2, 0). In this problem, we multiply the control function and some elements

of the autonomous ordinary differential equation. The control of autonomous

ordinary differential equation 5.40 is nonlinear.

We find a reparametrization of the solution of (5.40) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1, 0)

γ(1) = (−0.2, 0),

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→ (−u1x− 8y, 8x− u2y).

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can
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Fig. 5.83: A solution orbit (blue curve) and an orbit of control function (green point) of (5.40)
in Example 7 as the control function is a point (i.e., a constant function).

-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1

-1

0

1

2

3

4

5

Fig. 5.84: A solution orbit (blue curve) and an orbit of control function (read curve) of (5.40)
in Example 7 as the control function is a linear Bézier curve.
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Fig. 5.85: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.40)
in Example 7 as the control function is a quadratic Bézier curve.
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Fig. 5.86: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.40)
in Example 7 as the control function is a quadratic Bézier curve.
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approximate solution orbits of (5.40) (see Figures 5.83, 5.84, 5.85 and 5.86). We

have some remarks about this problem as follows:

Remark 5.38.

• The image of the curve found by our method is a portion of the solution

orbit from (1, 0) to (−0.2, 0).

• When the control function is a point (i.e., a constant function), (5.40) has a

unique solution orbit.

• When the control function is a linear Bézier curve or a quadratic Bézier

curve, (5.40) has many solution orbits.

5.5.8 Example 8

This subsection presents an example with nonlinear autonomous ordinary

differential equation and nonlinear control.

We consider the control of autonomous ordinary differential equation

X ′ =

x′
y′

 =

2

3
x− 4

3
xy

xy − y

+

 u3
1 + 1

−2u3
2 + u2

1


X(0) =

x(0)

y(0)

 =

1.8

1.8

 2

0.7

 ∈ X(R+).

(5.42)

The control of autonomous ordinary differential equation 5.42 is derived directly

from the following autonomous ordinary differential equation
X ′ =

x′
y′

 =

2

3
x− 4

3
xy

xy − y


X(0) =

x(0)

y(0)

 =

1.8

1.8

 .

(5.43)

This autonomous ordinary differential equation is a Lotka–Volterra equation (see

[29, Chapter IX, p. 435], [73, Chapter 3, p. 79]). We add a control function
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Fig. 5.87: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.42)
in Example 8 as the control function is a quadratic Bézier curve.
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Fig. 5.88: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.42)
in Example 8 as the control function is a cubic Bézier curve.
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Fig. 5.89: A solution orbit (blue curve) and an orbit of control function (red curve) of (5.42)
in Example 8 as the control function is a cubic Bézier curve.

(u3
1+1,−2u3

2+u2
1) such that the solution of (5.42) passes through the point (2, 0.7).

The control of autonomous ordinary differential equation 5.42 is nonlinear.

We find a reparametrization of the solution of (5.42) from the following

trajectory optimization problem
Ff (γ, α) =

1∫
0

(‖γ̇(v)‖2.‖f(γ(v), u(v))‖2−〈γ̇(v), f(γ(v), α(v))〉) dv

γ(0) = (1.8, 1.8)

γ(1) = (2, 0.7),

where

f : R2 × R2 → TR2

(x, y)× (u1, u2) 7→
(2

3
x− 4

3
xy + u3

1 + 1, xy − y − 2u3
2 + u2

1

)
.

Using piecewise uniform cubic Bézier curves, Algorithm 2 and Matlab, we can

approximate solution orbits of (5.42) (see Figures 5.87, 5.88 and 5.89). We have

some remarks about this problem as follows:

Remark 5.39.

• The image of the curve found by our method is a portion of the solution

orbit from (1.8, 1.8) to (2, 0.7).

• When the control function is a point (i.e., a constant function), (5.42) has
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no solution.

• When the control function is a linear Bézier curve, (5.42) has no solution.

• When the control function is a quadratic Bézier curve, (5.42) has a unique

solution orbit.

• When the control function is a cubic Bézier curve, (5.42) has many solution

orbits.

5.5.9 Relation between our approach and the shooting

method

In this section, we want to give a simple comparison with the most commonly

used method for non linear control, the shooting method. Interested reader can

refer to [87] to have a complete presentation of the subject. We give a quick idea

on how the shooting method work and we will give an idea of why our method is

interesting compare to this one. Consider a special case of ODE control problem:
Ẋ(t) = F (X(t), U(t))

X(0) = X0

X(T ) = X1

(5.44)

where X0 and X1 are given points on E. I assume here that a solution exist, i.e.

that X1 is feasible and at the time T . A simple idea is to consider XU , the solution

of the Cauchy problem: {
ẊU(t) = F (XU(t), U(t))

XU(0) = X0

(5.45)

and denote G(U,X0) = XU(T ) − X1. The indirect method consist in finding U

such that G(U) = 0. The most classical strategy consists in discretizing both F

and U in order to have a finite number of variables and then to use the Newton

method. This approach is called the indirect method. The presentation here is

adapted to control and not for optimal control for which the optimality condition

can be used to eliminate U from the definition of G. The main problem of this

approach is linked to stability of X1 that can make it “repealing” for the Newton

method. The approach we propose here, by only considering trajectories rather

than parameterizations get rid of some problem of stability problems since we can

fix X(1) to be X1 has experiments have shown.

Distance, geometry of the set of curves and optimal trajectories 175



5.5. Control of autonomous ordinary differential equations

In short, we have a method using piecewise uniform cubic Bézier curves to

approximate optimal trajectories. This method can be also applied to approximate

solution orbits of autonomous ordinary differential equations and control of

autonomous ordinary differential equations.
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Chapter 6

Conclusion

In this thesis, we focused on the optimization on the set of curves C and on using

piecewise uniform cubic Bézier curves to approximate optimal trajectories and

solution orbits.

In our first contribution, we provided the normalization on Emb ([0, 1],Rn) with

respect to the action of Diff+ ([0, 1]) . Then, we identified the set of curves C by the

set of normal forms. The distance between curves is defined by using its normal

forms. This distance is independent of the chosen parametrizations. From this

distance, we researched topologies and differential structures on the set of curves.

Our second main contribution is to define a norm on the space of piecewise

uniform cubic Bézier curves. This norm is determined through control points of

piecewise uniform cubic Bézier curves. We studied the relation between this norm

and some classical norms on the space of piecewise uniform cubic Bézier curves.

In our final contribution, we proposed a general method for trajectory

optimization problems, autonomous ordinary differential equations and control of

autonomous ordinary differential equations. Our method uses piecewise uniform

cubic Bézier curves to approximate optimal trajectories. We can apply our method

to find approximations of solution orbits of autonomous ordinary differential

equations. In order to see the efficiency of our method, we compared our method

and some classical methods. We then applied our method to control of autonomous

ordinary differential equations.
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Titre thèse anglais: Distance and geometry of the set of curves and
approximation of optimal trajectories

Abstract: Optimization problems on the set of curves appear in many fields of
applications such as industry, robotic, path-planning and aerospace. This thesis
is devoted to study the set of curves and propose a general method for trajectory
optimization problems, autonomous ODEs and control of autonomous ODEs. In
the first part, we provide a normalization of parametrized curves up to increasing
diffeomorphism and use it to define a distance between curves. Then, we study
topologies and differential structures on the set of curves. The second part defines
a norm on spaces of piecewise cubic Bézier curves and estimates equivalence
constants for this norm and some classical norms. The last part proposes a
general method to approximate optimal trajectories using piecewise cubic Bézier
curves. This idea is applied to autonomous ODEs and control of autonomous
ODEs.

Keywords: the set of curves, Bézier curves, piecewise Bézier curves, distance,
norm, normal form, normalization, autonomous ODE, control of autonomous
ODE, optimal trajectory, orbit.



Titre thèse français: La distance et la géométrie de l’ensemble des
courbes et l’approximation des trajectoires optimales

Résumé:
Les problèmes d’optimisation sur l’ensemble des courbes apparaissent dans

de nombreux domaines d’applications l’industrielles comme la robotique, la
planification de mouvements et l’aérospatiale. Dans cette thèse, nous nous
étudions l’ensemble des courbes et proposons une méthode générale pour problèmes
d’optimisation de trajectoires, équations différentielles ordinaires autonome et
commande des équations différentielles ordinaires autonome. Dans la première
partie, nous fournissons une normalisation des courbes paramétrisées sous l’action
des difféomorphismes croissants et nous utilisons cette normalisation pour définir
une distance entre les courbes paramétrées. Nous étudions ensuite la topologie
et la structure différentielle sur l’ensemble des courbes. Dans la seconde partie
nous définissons une norme sur l’espace des courbes de Bézier cubique par
morceaux et nous estimons quelques constantes d’équivalence pour cette norme
et certaines normes classiques. La dernière partie de cette thèse est propose
une méthode générale pour approximer des trajectoires optimales en utilisant des
courbes de Bézier cubiques par morceaux. Cette idèe est appliquée aux équations
différentielles autonomes et au contrôle des équations différentielles autonomes.

Mots clés : ensemble des courbes paramétrées, courbes de Bézier, courbes de
Bézier cubiques par morceaux, distance, norme, forme normale, normalisation,
équations différentielles autonome, contrôle des équations différentielles autonome,
trajectoire optimale, orbite.


