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Introduction

Recent years have seen the revival of artificial intelligence (AI) and machine learn-
ing in particular, both in academic circles and the industry. What made these suc-
cesses possible, in large part, is impetus to the need to process the huge amounts
of data and the increase in raw computational power. Among the areas of AI is
heavily used, machine learning has seen spectacular developments, and contin-
ues to find applicability in a wide range of domains. Its enormous success has
spread its applications in different fields such as searches, speech recognition, and
personal assistants on mobile phones, etc.

The ever-growing availability of data place an increasing demand on a new and
more performant learning techniques. Therefore, in the last decade, we have
seen the growth of many learning techniques from which we can cite several well
known techniques such as ensemble learning (Quost, Masson, & Denœux, 2011),
deep learning (LeCun, Bengio, & Hinton, 2015) and statistical learning (Vapnik,
1999) to cite a few.

Ensemble learning is one of those performing techniques that help improve ma-
chine learning results by combining several models. It relies on getting the
best of several heterogeneous learning techniques using a fusion rules (Weiss &
Kapouleas, 1989). Thus, this approach allows the production of better predic-
tive/classification performance compared to a single model (Rhéaume & Jous-
selme, 2003; Quost et al., 2011). That is why ensemble methods placed first in
many prestigious machine learning competitions, such as the Netflix Competition,
KDD 2009, and Kaggle (Zhou, 2012).

The construction of an ensemble system and more specifically an ensemble classi-
fier requires two main steps. The first one concerns the selection of diverse set of
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individual classifiers, while the second one consists of combining the output pre-
dictions of the selected classifiers. The choice of the individual classifiers as well
as the combination operator could influence the ensemble performance. Ensuring
diversity between the base classifiers has been defended as a successful means for
the production of a performing ensemble system (Zhou, 2012). Diversity can be
ensured in different manners. However, of all ensuring diversity method, diversi-
fying of the input feature space has proven to be theoretically and experimentally
among the most efficient and performing (Bryll, Gutierrez-Osuna, & Quek, 2003;
Tumer & Ghosh, 1996; Turner & Oza, 1999). In fact, it does not only allow the
minimization of the correlation between the combined classifiers, but it also per-
forms faster thanks to the reduced size of the input feature space (Bryll et al.,
2003; Günter & Bunke, 2004; Y. Kim, 2006; Tumer & Oza, 2003).

The process of generating feature subsets with good predicting potential is still
undergoing research study. The Random Subspace Method (RSM) also called
random subspacing is often used in the literature (Kotsiantis & Kanellopoulos,
2012). The major shortcoming of this latter technique is the random partition of
the original input features. As a matter of fact, the random selection may poten-
tially increase the risk of irrelevant and redundant features as part of the selected
subsets.

Despite the promising results of RSM based ensemble classifier, several other
techniques and frameworks have been used to enhance the performance of predic-
tion. From the framework, we single out the mathematical theory of the rough set
theory that has been successfully used to reduce the set of feature of any dataset
(Bhattacharjee, Basu, Nasipuri, & Kundu, 2010). Introduced by Pawlak (Pawlak,
1982), the rough set theory has been successfully applied in pattern recognition,
data mining and machine learning domains, more particularly for attribute re-
duction problems. The reduced attribute set, representing the minimal subset of
attributes that enables the discrimination of objects with different decision values,
is referred to as reduct. The concept of ensemble classifiers through rough set
reducts have been introduced and applied in a wide range of practical problems
such as text classification (Shi, Ma, Xi, Duan, & Zhao, 2011), biomedical classi-
fication (Shi, Xi, Ma, Weng, & Hu, 2011), tumor classification (Wang, Li, Zhang,
Gui, & Huang, 2010), web services classification (Saha, Murthy, & Pal, 2008),
etc. Nevertheless, in spite of their great importance, rough set ensemble classi-
fiers, it has not been applied yet on imperfect data (TRABELSI & ELOUEDI,
2008).
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In real world, the collected data suffer for noises, missing values that makes it im-
perfect and very complex to handle. This imperfection is due to multiple external
factors such as obstacles, interference, missing information, etc. Uncertainty is
generally represented through several uncertain framework such as probabilities,
fuzzy set theory and evidential theory. The latter theory has been widely used
in representing imperfect information in databases (Vannoorenberghe & Denœux,
2002). This data structure with evidential attribute is denoted as the evidential
database. (Samet, Lefèvre, & Yahia, 2014). Despite its asset in modeling im-
perfect knowledge, this kind of database brought more complexity in its handling
and remains time consuming. Therefore, using rough set ensemble classifiers on
this database have never been more challenging. To unlock this research field, we
propose, in this dissertation, a rough set based ensemble for processing data with
evidential attributes.

With the lack of classification algorithms processing data with evidential at-
tributes, we aim to construct novel evidential classifiers by extended some well-
known existing classifiers. From the plethora of machine learning algorithms, we
focus our interest on the decision tree and the k-Nearest Neighbors classifiers.

Decision tree constructs classification models in the form of a tree structure. It
breaks down a training set into smaller subsets to develop the associated decision
tree. The final output is a tree with decision and leaf nodes allowing the classifica-
tion of new test patterns. The C4.5 proposed by Quinlan is the core algorithm for
constructing decision trees (Quinlan, 1986). For the K-NN classifier, a distance
between a test pattern and all the training patterns is computed. This distance can
be computed either by the Euclidian or the Manhattan distances. The probable
classes receive a vote from each of the k patterns that are closest to the test pattern
in terms of the chosen distance. The class with the highest vote is considered to
be the class of the test pattern.

Although the k-NN and the decision trees algorithms are widely used, they have
not the ability to process data with evidential attributes. Thus, the first contribu-
tion of this thesis is to construct two decision tree versions and a k-NN classifier,
called Enhanced Evidential k-NN (EEk-NN), for processing data with evidential
attributes. A comparative study between the proposed classifiers is done to pick
out the best one. Accordingly, the most performant algorithm is used as a base
classifier for constructing rough set based ensemble. Our framework consists on
two main steps: reduct generation and reduct selection for training individual clas-
sifiers.
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As regards reduct generation process, almost all existing heuristics within the stan-
dard case are based on the computation of a discernibility matrix. An example
includes the SAVGenetic reducer implemented within the Rosetta software (El-
Monsef, Seddeek, & Medhat, 2003). This algorithm consists firstly of computing
a discernibility matrix and the non empty set of the obtained matrix will then be
used for picking out approximate hitting sets, meaning approximate reducts. Since
it has yielded satisfactory results, we propose to extend the SAVGenetic algorithm
in the context of evidential data for generating all possible reducts. Recognizing
that hundreds or even thousands of reducts may be generated, the most suitable
ones have to be used for constructing an ensemble classifier with good predict
prower. Three reduct selection approaches have been investigated throughout this
thesis. Suppose that M is the ensemble classifier size. Our first method, named Di-
versity Reduct (DR), consists of selecting M diverse reducts from the original pool
of reducts. The second technique, called Accuracy Diversity Assessment Func-
tion (AD-AF), allows to select at most M reducts by taking into consideration not
only the diversity between reducts but also the diversity and the accuracy between
the individual classifiers. The third and the last approach is the Ensemble Accu-
racy Assessment Function (EA-AF) and it consists of selecting at most M diverse
classifiers that maximize the ensemble accuracy. A comparative study between
the proposed methods is made to examine the impact of the feature subspaces on
classifier ensemble performance.

Concerning the classifier fusion process, the choice of the most appropriate com-
bination rule is a crucial task to achieve performance. In the context of evidential
classifier fusion, we relied mainly on the belief function combination rules. There
exist several rules some of theme deal with the case of distinct sources, while
others assume the independence between sources. Initially, we suppose the inde-
pendence between classifiers that are trained from diverse feature subsets and we
rely on a independent combination rule, notably the Dempster one. However, a
study conducted by Quost et al. (2011) has proven the non efficiency of the Demp-
ster rule when it comes to merge an ensemble of classifiers. An optimized t-norm
based rule, with behavior ranging between the Dempster rule (i.e for independent
classifier fusion) and the cautious rule (i.e for dependent classifier fusion), has
already been suggested as an alternative. In this thesis, we aim to evaluate and
compare the Dempster rule, the cautious rule and the t-norm optimized based rule
in the context of rough set based classifier ensemble. The idea behind the com-
parative study is to identify the most appropriate fusion rule (i.e the rule achieving
the high performance).
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Figure 1: Theoretical aspects of the thesis

This dissertation is structured into two substantial parts.

The first part, named Theoretical aspects, comprised two main Chapters (see Fig-
ure 1):

• Chapter 1: Ensemble classifiers. This chapter outlines the substantial factors
enabling the construction of a good ensemble of classifier.

• Chapter 2: Ensemble classifier within the belief function framework. This
Chapter is devoted to highlighting the basic concepts behind the belief func-
tion theory as well as the concern about ensemble classifier within the frame-
work of belief functions.

The second part of this dissertation presents our main contributions (see Figure
2). It consists of three main chapters as follows:

• Chapter 3: Evidential classifiers. In this Chapter, we propose three machine
learning classifiers for handling data with evidential attributes.

• Chapter 4: A selective ensemble EEk-NN classifiers through rough set
reducts. We propose, in this Chapter, a novel framework for selecting in-
dividual classifiers allowing the highest ensemble performance.

• Chapter 5: Combining selective ensemble EEk-NN classifiers. This Chapter
addresses the combination process. Concretely, we carry out a comparative
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Figure 2: Thesis contributions

study between some well-known combination rules, namely the Dempster
rule, the cautious rule and the optimized t-norm based rule. Our aim is to
select the most suitable operator for an ensemble of EEk-NN classifiers.

Finally, a general conclusion sumps up the main contribution of this Thesis and
presents some possible future work directions.
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Chapter 1
Ensemble classifiers

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Classifier generation . . . . . . . . . . . . . . . . . . . . . . 9

1.2.1 Diversity measures . . . . . . . . . . . . . . . . . . . 9

1.2.2 Ensuring diversity . . . . . . . . . . . . . . . . . . . 12

1.3 Classifier combination . . . . . . . . . . . . . . . . . . . . . 14

1.3.1 Combining class labels . . . . . . . . . . . . . . . . . 14

1.3.2 Combining continuous outputs . . . . . . . . . . . . . 17

1.4 Ensemble size . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.1 Introduction

Ensemble classifiers, also refereed to as ensemble methods, have been theoreti-
cally and experimentally (Hansen & Salamon, 1990) proven to be powerful tech-
niques for improving the prediction performance of pattern recognition problems
since the 1990s. The idea behind ensemble methods is to construct a predictive
model by merging multiple ones. So that, various machine learning algorithms
may potentially offer complementary information about query patterns, which
could improve the performance of the individual classifiers (Quost et al., 2011).
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The success of ensemble methods has been attributed to various reasons, notably
statistical, computational and representational ones (Dietterich, 2000). There are
also preferred when dealing with some application problems, especially those with
a huge amount of data. A commonly used solution is to partitioning the original
data into smallest subsets and then learning a classification algorithm with each
subset of data. The prediction yielded by all classifiers are then merged through
to get an accurate final decision. Ensemble classifiers are also well suited in the
case of online learning. Since classifiers trained with the original data cannot be
updated to learn new inputs, it is preferable to learn a novel individual classifier
with the newest information sources and the obtained results will be merged with
the earlier ones. The general structure of an ensemble classifiers is depicted in
Figure 1.1.

New instance

Classifier 2 Classifier 3Classifier 1

Fusion process

Final Result

Figure 1.1: Ensemble classifier system

The process of designing optimal ensembles is still under study. However, several
factors enable to construct robust ensemble classifiers. The main factors are:

• Classifier generation: Diversity between classifiers is a substantial element
for making efficient ensemble systems. It may be achieved by diversifying
the input data, the outputs or even the models.

8



• Classifier combination: The strategy of combining the prediction yielded by
each individual classifier.

• Ensemble size: Another main issue of ensemble systems is the number of
classifiers which should be merged to get the final decision.

A detailed study of each of these key elements is given in what follows.

1.2 Classifier generation

The first step of classifier ensemble consists of generating a pool of mutually com-
plementary individual classifiers that are accurate and diverse as much as possi-
ble. The concept of diversity is relied on the fact that diverse classifiers can make
different errors on new instances to be classified. It has been proven that the
correlation reduction between individual classifiers increases the accuracy of the
ensemble. Diversity can be ensured by using either implicit or explicit techniques
(Brown, Wyatt, Harris, & Yao, 2005). The former ones rely on randomness to
generate individual diverse classifiers, while the latter ones consists of optimizing
a diversity metric. Measuring diversity is still a challenging research topic which
has led to the introduction of several diversity measures (Kuncheva & Whitaker,
2003). In what follows, we point out some existing diversity metrics and we dis-
cuss the existing procedures allowing to ensure diversity in a classifier ensemble.

1.2.1 Diversity measures

As previously mentioned, diversity is regarded as a vital necessity for the ulti-
mate success of an ensemble classifier. Several diversity metrics have been pro-
posed to compute the diversity between each pair in the ensemble (Kuncheva &
Whitaker, 2003). Suppose that C = {C1, . . . ,CM} be a set of M classifiers. Let X
= {x1, . . . ,xN} be a dataset made up of N objects xi that are characterized by class
labels yi ∈Θ = {θ1, . . . ,θc} (i.e i ∈ {1,N} and c is the number of all possible class
labels). Each classifier Cm ∈ C takes as input a query instance z with a class label
θ j (i.e. m ∈ {1,M} and j ∈ {1,c}). Let sm be a vector reflecting the decision of
the classifier Cm:

sm =

{
1 if Cm(z)=θ j

0 otherwise
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The difference between a pair Cm and Ck can then be represented by a correlation
analysis matrix (see Table 1.1) that displays the frequency distribution of decisions
between Cm and Ck over the given data set X where NT T involves the number of
query instances z ∈ X that are correctly classified through both Cm and Ck, NFF

implies the number of query instances z ∈ X that are incorrectly classified by both
Cm and Ck, NT F refers to the number of query instances z ∈ X that are correctly
classified by the classifier Ck and incorrectly classified by the classifier Cm, and
NFT represents the number of query instances z ∈ X that are well classified by the
classifier Cm and misclassified by the classifier Ck.

Table 1.1: Distribution of decisions between two classifiers

Ck

Cm sm = 1 sm = 0

sk = 1 NT T NT F

sk = 0 NFT NFF

Table 1.1 allows to identify some diversity measures between two given indi-
vidual classifiers. By the following, we describe the Q-statistic, the correlation
coefficient, the disagreement and the double-fault measures.

The Q-statistic

Yule’s Q-statistic is one among various statistics for assessing the similarity be-
tween the predictions of two classifiers. Given two classifiers Ck and Cm, the
Q-statistic measure is given as follows (Crump, 1982):

Qm,k =
NT T NFF −NFT NT F

NT T NFF +NFT NT F
(1.1)

It is worth noting that the Q values vary between -1 and 1. The value of 0 stands for
the case of statistically independent classifiers. A positive value of Qm,k reflects
the case that the classifiers tend to recognize correctly a great number of instances.
A negative value of Qm,k refers to the case where both classifiers commit errors
on different instances.

Given a set of M classifiers, the averaged Q-statistic over all pairs of classifiers is
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set to:

Qavg =
2

M(M−1)

M−1

∑
m=1

M

∑
k=m+1

Qm,k (1.2)

The correlation coefficient ρ

The correlation coefficient between two classifiers Cm and Ck is defined as follows:

ρm,k =
NT T NFF −NFT NT F√

(NT T +NT F)(NFT +NFF)(NT T +NFT )(NT F +NFF)
(1.3)

Note that the correlation coefficient measure may also has a positive or a negative
value. It is probably best to use the Q-statistic correlation measure against the ρ

measure thanks to its simplicity (Kuncheva, 2000).

The disagreement measure

The disagreement measure, introduced by Skalak (1996), has been used to mea-
sure the diversity between a base classifier and a complementary one. It has been
used then by Ho (1998) to compute the diversity in decision forests. It is set to:

Dism,k =
NFT +NT F

NT T +NFF +NT F +NFT
=

NFT +NT F

N
(1.4)

The double-fault measure

The double-fault measure, proposed by Giacinto and Roli (2001), has been used
to construct an M × M diversity matrix that contains the degree of dissimilarity
between all pairs of classifiers. The aim is to pick out the low correlated classifiers.
It is computed as the proportion of the instances that have been misclassified by
both classifiers as follows:

DFm,k =
NFF

NT T +NFF +NT F +NFT
=

NFF

N
(1.5)

Note that for all pairwise measures, we have to compute the average diversity
yielded by all pairs of classifiers in a given pool such as in Equation 1.2. Note
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that these pairwise measures have been proposed as measures of similarity, dis-
similarity or correlation. Table 1.2 summarizes the presented diversity measures
where the arrow indicates whether diversity is greater if the measure is lower (↓)
or greater (↑) and s, dis and c reflect respectively similarity, dissimilarity and cor-
relation.

Table 1.2: Pairwise diversity measures

Measure ↑/↓ s/dis/c Range
Q-statistic ↓ s/c [-1,1]
Correlation coefficient ↓ s/c [-1,1]
Disagreement ↑ dis [0,1]
Double-fault measure ↓ s [0,1]

1.2.2 Ensuring diversity

As already mentioned, the diversity of a classifier ensemble can be ensured by
varying either the input data (training samples, features), the outputs or the models
(Giacinto, Roli, & Fumera, 2000; Kuncheva, 2004). By the following, we present
in more details each of these approaches.

Manipulating the input data

Both theoretical and practical studies have shown that diversity can be ensured by
trained classifiers on different input subspaces. Two main techniques have been
considered: the manipulation of the training samples and the manipulation of the
training features.

Diversifying training data It consists of training a learning algorithm on dif-
ferent subsets of the original training data. This technique has shown a great
success especially when dealing with unstable classifiers (e.g. neural networks
and decision trees). Examples include Bagging (Breiman, 1996) and Boosting
(Freund, 1995). Bagging performs random sampling with replacement in order
to get independent training subsets. The boosting approach updates the training
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samples weights while considering the misclassified samples yielded by the pre-
vious classifiers. The classifiers obtained are then aggregated, using the majority
vote operator.

Diversifying training features Data features can also be used to ensure the
diversity of a pool of classifiers. One of the well-known algorithm is the ran-
dom subspacing (Ho, 1995, 1998). It has been used by several machine learning
classifiers, including decision trees (Breiman, 2001), SVM (Lienemann, Plötz, &
Fink, 2007) and linear classifiers (Skurichina & Duin, 2002). Attribute bagging
is another method for ensuring diversity. It creates random projections of a given
training set by a random selection of feature subsets (Bryll et al., 2003). Fea-
ture subset selection based on relevance-based algorithm has also been introduced
and has yielded satisfactory results (Bell & Wang, 2000). The rough set theory,
proposed in (Pawlak, 1998), has also been used to construct diverse classifiers.
This approach generate firstly all possible minimal subset of attributes (i.e. called
reducts) allowing the same classification ability as the original attribute set. Then,
a diverse subset of these reducts has to be used for training an ensemble of in-
dividual classifiers (Hu, Yu, Xie, & Li, 2007; Debie, Shafi, Lokan, & Merrick,
2013).

Manipulating outputs

In this approach, diversity can be ensured by diversifying the individual classifier
outputs. That is, each classifier has the authority to classify some classes, espe-
cially for handling multi-class classification problems. Error Correcting Output
Coding (ECOC) that has been developed by Dietterich and Bakiri (1995) is a well
known example. It uses a code matrix to transform a multi-class classication prob-
lem into multiple binary ones. The binary classifiers have be merged for yielding
the final decision (Dietterich & Bakiri, 1995). Switching label is another tech-
nique for handling outputs (Martı́nez-Muñoz & Suárez, 2005). It aims to produce
an ensemble of classifiers trained on perturbed versions of the training set where
the training classes are randomly switched.
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Diversifying models

A further method for achieving diversity consists of diversifying the classification
models. Different versions of the same learning algorithm can be more effective
than using different machine leaning algorithms. One alternative solution consists
of injecting randomness into the learning algorithm. For instance, different initial
weights can be randomly assigned to neural networks. The resulting classifiers,
using the same training data but different initial weights, can be quite diverse.
Dietterich (2000) has suggested an ensemble of decision trees by introducing ran-
domness when selecting the best splitting attributes at each internal node.

1.3 Classifier combination

The process of combining the output predictions of a pool of individual classi-
fiers constitutes a fundamental step for any ensemble classifier. The combination
strategy depends mainly on the classifier output forms. Two output forms can
be distinguished: single class label and continuous outputs. In this Section, we
outline some combination rules belonging to each output level.

1.3.1 Combining class labels

This kind of combination rules is dedicated to classifiers providing specific
class support. Assume that Θ = {θ1,θ2, . . . ,θc} be a set of c classes and let
C = {C1,C2, . . . ,CM} be a set of M classifiers. Suppose that z is a query pattern
that has to be classified into one class of Θ. The classifier decisions di, j yielded
by a classifier Ci for a class label θ j (i.e. i ∈ {1, . . . ,M} and j ∈ {1, . . . ,c}) can be
represented in a binary format as follows:

di, j(z) =

{
1 if Ci(z)=θ j

0 otherwise
(1.6)

The decision di, j(z) equals 1 if θ j corresponds to the the predicted class of z
through the classifier Ci. Otherwise, it is equal to 0.
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Majority voting

The majority voting allows to assign a query pattern to the class with the largest
number of votes. Depending to the ensemble decision, three main versions can be
distinguished:

• Unanimous voting: This case requires that all classifiers are agreed.

• Simple majority: The prediction is given by at least one more than half the
pool of classifiers.

• Majority voting: the prediction is assigned to the class with the highest
number of votes.

The decision class θ j∗(z) of z using the majority voting operator can be mathe-
matically defined as follows:

θ j∗(z) = argmax j∈{1,...,c}

M

∑
i=1

di, j(z) (1.7)

Weighted Majority Voting (WMV)

This aggregation rule, proposed by Littlestone and Warmuth (1994), is used in the
case where some classifiers are likely to be correct than others. The main idea
behind the WMV rule is to assign a weight wi for each individual classifier Ci in
proportion of its estimated performance. The decision class corresponds to θ j∗

only if θ j receives the greatest total weighted vote:

θ j∗(z) = argmax j∈{1,...,c}

M

∑
i=1

wi×di, j(z) (1.8)

The process of assigning weights still an open question. One commonly strategy
relies on the performance of each individual classifier on either a validation set or
a training set as an estimation of the generalization performance.

Behavior Knowledge Space (BKS)

This rule uses a look up table to estimate the posterior probabilities and every
combination of votes (Huang & Suen, 1993). Let M be a set of individual clas-
sifiers for solving a c-class classification problem. The BKS table contains cM
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entries (i.e. all possible combinations) where each one keeps the distribution of c
true labels in the training set. Table 1.3 illustrates an example of the BKS table
with three class labels Θ = {θ1,θ2,θ3} and two classifiers C = {C1,C2}. Cells
below C1 and C2 correspond to all possible predictions. Entries below true class
represent the distribution of the true labels that the training data fall into. Suppose
that the predictions of the classifier C1 and C2, for a query instance z, are respec-
tively θ1 and θ1. The final class label of z is obtained by identifying the index that
corresponds to the combination C1(z) = θ1 and C2(z) = θ1 from the look up table.
From this, the class label of z is θ1.

Table 1.3: An example of the BKS table
Prediction True class Chosen Class
C1 C2 θ1 θ2 θ3

θ1 θ1 10 3 3 θ1

θ1 θ2 3 0 6 θ3

θ1 θ3 5 4 0 .
. . . . . .
. . . . . .
. . . . . .

θ3 θ2 2 2 5 θ3

θ3 θ3 0 1 6 θ3

Borda count

Borda count, originally introduced in 1770 by Jean-Charles de Borda, is regarded
as one among the most common classifier combination rules. It considers each
classifier as a voter and the classes as the candidates. It computes at first a
preference ranking from all voters over all candidates and then it sums the
rankings relative to each class. The query instance has to be assigned to the
class with the highest sum of votes. Table 1.4 presents a Borda count example
using three classifiers denoted respectively by C1, C2 and C3 and four class labels
Θ = {θ1,θ2,θ3,θ4}.

The borda count results is given as follows:

• Rθ1 = 4 + 3 + 1 = 8
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Table 1.4: Borda count example
Rank value C1 C2 C3

4 θ3 θ1 θ2

3 θ2 θ2 θ1

2 θ4 θ4 θ3

1 θ1 θ3 θ4

• Rθ2 = 3+3+4 = 10

• Rθ3= 4+2+1= 7

• Rθ4 = 2+2+1 = 5

According to these results, the query pattern will be assigned to the class θ2 as it
has the highest ranking sum.

1.3.2 Combining continuous outputs

In what follows, we pointed out some fusion techniques for classifiers providing
continuous outputs. That is, every individual classifier assigns a degree of support
for each class θ j in Θ that can be interpreted as an estimation of its posterior
probability under the circumstance that the supports over all classes should equal
1. Kuncheva, Bezdek, and Duin (2001) have introduced the decision profile matrix
DP(z) that stores the outputs of M classifiers relative of a query instance z. The
decision profile matrix, is depicted in Figure 1.2 where dsi, j(z) corresponds to the
degree of support relative to the class θ j through the classifier Ci.

The whole support committed exactly to the class θ j is obtained by combining
the individual classifiers. Several combination rules have been introduced and
described by the following:

The average operator

It is regarded as one of the simplest algebraic combiners. The degree of support
assigned to the class θ j is computed as the average of all classifiers’ supports for
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ds1,1(z) . . . ds1, j(z) . . . ds1,c(z)

...
...

...
...

...
dsi,1(z) . . . dsi, j(z) . . . dsi,c(z)

...
...

...
...

...
dsM,1(z) . . . dsM, j(z) . . . dsM,c(z)




Support from

classifiers C1 to

CM for class θ j

Output of

classifier Ci

DP(z)=

Figure 1.2: Decision profile matrix

that class. It is to:

Supθ j(z) =
1
M

M

∑
i=1

dsi, j(z) (1.9)

The class with the highest support will be selected as the predicted class of the
query instance. An example of this combination operator is given in Figure 1.3.
In this example, the query pattern is assigned to the class θ3 as it has the greatest
support.

0.2 0.2 0.5 0.1C1

0.1 0.2 0.6 0.1C2

θ1 θ2 θ3 θ4

0.4 0.2 0.1 0.3C3

input Mean 0.23 0.2 0.4 0.16

θ1 θ2 θ3 θ4

Figure 1.3: Fusion operator example

The K trimmed mean

In some cases, classifiers may give extreme degrees of support. Trimmed mean is
designed to cope with this problem. In fact, it allows to exclude the K% largest
and the K% smallest support degrees and it considers the arithmetic mean of the
remaining support degrees.
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The minimum/maximum rule

These rules depend mainly on the classifier that has the minimum/maximum de-
gree of support for each class. Concerning the maximum rule, the chosen class is
the one with the highest support degree:

θ j∗(z) = argmax j∈{1,...,c}SuppMaxθ j(z) (1.10)

where

SuppMaxθ j(z) =
M

max
i=1
{dsi, j(z)} (1.11)

For the minimum rule, it consists of selecting the class receiving the lowest degree
of support:

θ j∗(z) = argmin j∈{1,...,c}SuppMinθ j(z) (1.12)

SuppMinθ j(z) =
M

min
i=1
{dsi, j(z)} (1.13)

The sum rules

This rule sums the degree of support yielded by each individual classifier and
assigns the test pattern to the class with the highest support.

The product rule

This combination operator requires the assumption that the combined classifiers
are mutually independent. In this method, the degrees of support yielded by the
individual classifiers, for each class θ j, are multiplied:

Suppθ j(z) =
1
M

M

∏
i=1

dsi, j(z) (1.14)

This method is very sensitive to the degree of support that is close to zero or even
to smallest supports.

19



1.4 Ensemble size

Another substantial key element when designing an ensemble classifier is the en-
semble size. There is no doubt that a huge number of classifiers may in the one
hand increase the computational complexity and on the other hand decrease the
comprehensibility. Several researches have been done to predefine a reasonable
ensemble classifier size. Hansen and Salamon (1990) claim that ensembles of
ten classifiers are sufficient for reducing the error rate. Further experimentations,
for neural networks and decision trees ensembles using up to 100 classifiers have
been performed by Opitz and Maclin (1990). Numerical results have shown that
the reduction in error, for both Bagging and Boosting applied to neural networks,
have occurred after 10 to 15 classifiers. For the case of AdaBoost decision tree,
the error reduction is obtained for ensembles containing 25 classifiers. The con-
clusion conducted following this study proves that ensembles of 25 classifiers are
sufficient for reducing the error rate and consequently to improve the classification
performance.

1.5 Conclusion

This Chapter is devoted to highlighting the fundamental concepts of an ensemble
classifier. Three main issues when designing a classifier ensemble have been dis-
cussed. The first one, which is classifier generation, is focused on strategies for
constructing diverse individual classifiers either by manipulating the input data,
the outputs or the models. The second issue is about the strategies used for com-
bining ensemble classifiers. Two main strategies have been distinguished: class
label outputs and continuous output. Concerning the third issue, it concerns the
number of individual classifiers that have to be merged to achieve good perfor-
mance.

One should note that individual classifier outputs can be modeled as a fuzzy mem-
bership function, evidential basic belief assignment function to cite a few. To do
so, fuzzy rules (Cho & Kim, 1995a, 1995b) and belief function techniques (Franke
& Mandler, 1992; Rogova, 1994; Tresp & Taniguchi, 1995) are used. Ensemble
classifiers within the belief function framework will be discussed in more details
in the next Chapter.
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Ensemble classifiers within the

belief function framework
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2.1 Introduction

Ensemble classifiers have rapidly become popular techniques for improving the
performance of complex classification problems. One of the main issues in ensem-
ble systems is that individual classifiers may predict the label class of objects with
some uncertainty. Up to now, various approaches have been proposed to dealing
with knowledge imperfection, including the fuzzy theory (Umano et al., 1994), the
probability theory (Quinlan, 1987), the possibilistic theory (Hüllermeier, 2002;
Jenhani, Elouedi, BenAmor, & Mellouli, 2005; Jenhani, BenAmor, & Elouedi,
2008) and the belief function theory (Elouedi, Mellouli, & Smets, 2001; Van-
noorenberghe, 2004; Vannoorenberghe & Denœux, 2002). This latter approach
has been proven to be a valuable tool for representing and managing the uncer-
tainty associated with the classifier outputs (Mandler & Shurmann, 1988; L. Xu,
Krzyżak, & Suen, 1992; Rogova, 1994; Al-Ani & Deriche, 2002; Denœux, 1995).
The main advantage that makes the belief function theory very appealing over the
other existing theories, is its ability to express in a flexible way all kinds of infor-
mation availability: certain case, partial ignorance and the total ignorance.

In this Chapter, we provide at first an overview of the fundamental concepts of
the belief function theory, including knowledge representation, decision making,
knowledge combination, etc. Besides, we emphasize some of the best-known
researches involving ensemble classifiers within the belief function framework.

2.2 Basic concepts of the belief function theory

The belief function theory, also referred to as evidence theory, is regarded as a
very effective and efficient way for representing and managing uncertain knowl-
edge. It was at first introduced by Dempster (1967) within the context of statistical
inference. It was then formalized by Shafer (1976) into a generic framework for
modeling epistemic uncertainty and developed by Smets (1990) under the name
of Transferable Belief Model (TBM).

It is important to underline that this theory is extensively used for handling sev-
eral real-world applications, including image processing (Bloch, 1996; Lefèvre,
Colot, & Vannoorenberghe, 2002), business decision (Srivastava & Mock, 2002),
multi sensor fusion (H. Kim & Swain, 1995; Appriou, 1999), pattern recognition
(Tupin, Bloch, & Maı̂tre, 1999; Denœux & Zouhal, 2001), medical diagnosis
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(Smets, 1981; Straszecka, 2006), classification (Elouedi et al., 2001; Trabelsi,
Elouedi, & Lingras, 2011) and target tracking (Daum, 1996), etc.

In this Section, we firstly provide a brief overview of the fundamental concepts
of the belief function theory as interpreted by the TBM framework. Besides, we
point out other basic concepts such as the special belief functions, the discount-
ing process, the decision making and the dissimilarity degree between two bbas.
Then, we outline some of the well commonly used combination rules for merging
both distinct and non-distinct information sources.

2.2.1 Knowledge representation

Frame of discernment

Let Θ = {θ1,θ2, . . . ,θc} denotes the frame of discernment including a finite non
empty set of c elementary hypothesis that are assumed to be exhaustive and mu-
tually exclusive. The power set of Θ, denoted by 2Θ, is made up of all the subsets
of Θ:

2Θ = { /0,{θ1},{θ2},{θ1,θ2}, . . . ,Θ} (2.1)

Each element of 2Θ is called a proposition or an event.

Basic belief assignment

An expert’s belief over the subsets of the frame of discernment Θ are represented
by the so-called basic belief assignment (bba) denoted by m. It is carried out in
the following manner:

∑
A⊆Θ

m(A) = 1 (2.2)

The basic belief mass (bbm), denoted by m(A), implies the degree of belief exactly
assigned to the event A. Because of a lack of information, this quantity cannot be
distributed to any strict subset of A. It is worth noting that every subset A of 2Θ

having fulfilled m(A)> 0 is called a focal element.
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In his original work, Shafer (1976) has assigned a null value to the empty set
(i.e., impossible proposition). Such a bba is commonly known as a normalized
basic belief assignment. However, Smets (1990) has introduced the concept of
unnormalized belief functions (m( /0) 6= 0) within the TBM framework where m( /0)
has been interpreted either as the conflict amount between pieces of evidence or
as the part of evidence given when the true value does not belong to Θ.

As well, it is quite possible to transform any unnormalized belief function into a
normalized one as follows:

m(A) =

{
0 if A = /0

k.m(A) otherwise
(2.3)

where k−1 = 1-m( /0) reflects the normalization factor.

Belief function

A belief function bel, relative to a bba m, assigns to any subset A of Θ the sum
of beliefs exactly committed to every subset of A by m (Shafer, 1976). In other
words, it implies the total belief that one commits to A without being also com-
mitted to A. It is worth noting that m( /0) is not included in bel(A), since /0 is a
subset of both A and A. The belief function bel is defined as follows:

bel : 2Θ→ [0,1]

bel(A) = ∑
/0 6=B⊆A

m(B) (2.4)

Plausibility function

The plausibility function pl(A) stipulates the largest possible support that could
be assigned to a subset A of Θ. It is calculated as the sum of the bbms relative to
subsets B compatible with A (i.e., do not contradict A). The plausibility function
is defined as follows (Barnett, 1991):

pl : 2Θ→ [0,1]

pl(A) = ∑
A∩B 6= /0

m(B) (2.5)

= bel(Θ)−bel(A) (2.6)

Where A corresponds to the complement of the subset A relative to Θ.
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Commonality function

The commonality function q(A) quantifies the total mass that can move freely to
any element of a proposition A (Barnett, 1991). It is equal to the sum of the masses
allocated to the supersets of A (i.e., having A in common). It is set as follows:

q : 2Θ→ [0,1]

q(A) = ∑
B⊇A

m(B) (2.7)

(2.8)

Remark: The basic belief assignment (m), the belief function (bel), the plausibil-
ity function (pl) and the commonality function (q) are viewed as various expres-
sions of the same information (Denœux, 1999).

2.2.2 Special bbas

Herein, we point out the special cases of bbas, namely vacuous bba, categorical
bba, Bayesian bba, simple support function, consonant bba, certain bba, dogmatic
and non−dogmatic bbas.

Vacuous bba

A vacuous bba refers to a bba having Θ as its unique focal element. Such a case
reflects the state of total ignorance. A vacuous bba is then defined as follows:

m(Θ) = 1 and m(A) = 0 ∀ A 6= Θ (2.9)

Categorical bba

A bba is called categorical where it has a unique focal element A. It is defined as
follows:

m(A) = 1, for some A ⊂ Θ (2.10)

m(B) = 0, for B ⊆ Θ, B 6= A (2.11)
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Bayesian bba

A bba is called Bayesian where all of its focal elements are singletons:

if m(A) > 0 then |A| = 1 (2.12)

Simple support function

A bba is called simple support function (ssf) if it has at most two focal elements:
the frame of discernment Θ and a strict subset of Θ called the focus of the ssf
(Smets, 1995). A simple support function is defined as:

m(X) =


w if X = Θ

1−w if X = A for some A ⊆ Θ

0 otherwise

(2.13)

where A is the focus and w ∈ [0,1].

In simple terms, such ssf can be written as Aw where A is the focus and w
∈ [0,1].

Consonant bba

A bba is called consonant if its focal elements (A1,A2,...,An) are nested:

A1 ⊆ A2 ⊆ ...⊆ An (2.14)

Certain bba

A certain bba is a particular case of the categorical belief function where its unique
focal element is a singleton. This bba represents the state of total certainty and it
is defined as follows:

m(A) = 1 for some A ⊂ Θ and |A|=1 (2.15)

and

m(B) = 0 for all B ⊆ Θ and B 6= A (2.16)
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Dogmatic and non dogmatic bba

Dogmatic bba A bba is called dogmatic if the frame of discernment Θ is not a
focal element:

m(Θ) = 0 (2.17)

Non-dogmatic bba A bba is called non-dogmatic if the frame of discernment
Θ is a focal element (Smets, 1995):

m(Θ)> 0 (2.18)

2.2.3 Discounting

The reliability of each expert can be quantified. In fact, if experts are not fully
reliable a method of discounting seems imperative to update experts’ beliefs. Let
m(A) be a bba induced from an information source S with a reliability rate 1−α .
The discounted bba mα(A) is obtained as follows:

mα(A) = (1−α)m(A) for A ⊂Θ. (2.19)

mα(Θ) = α +(1−α)m(Θ)

where α reflects the discounting factor.

2.2.4 The dissimilarity between two pieces of evidence

In the research literature, several measures have been proposed to compute the
dissimilarity between two given bbas (A.-L. Jousselme & Maupin, 2012; A. Jous-
selme, Grenier, & Bossé, 2001; Ristic & Smets, 2006; Tessem, 1993). One of
the earliest and the best-known measures is the Jousselme distance. Formally, the
Jousselme distance, for two given bbas m1 and m2, is defined as (A. Jousselme et
al., 2001):

d(m1,m2) =

√
1
2
(m1−m2)T D(m1−m2) (2.20)
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where the Jaccard similarity measure D is set to:

D(A,B) =


1 if A=B= /0
|A∩B|
|A∪B|

∀ A,B ∈ 2Θ
(2.21)

2.2.5 Combining information sources

The fusion of imperfect data is a crucial task owing to its ability to achieve a more
accurate information and improve decision making. The belief function theory is
regarded as a powerful tool to merge imperfect knowledge (uncertain, imprecise
and incomplete data) (Lefèvre et al., 2002; Klein, Lecomte, & Miche, 2008).

Indeed, several combination rules have been proposed to aggregate a set of ev-
idence induced from different information sources. Some of these rules deal
with independent information sources (Dempster, 1967; Dubois & Prade, 1986;
Yager, 1987; Smets, 1998; Martin, 2012), whereas others assume information
sources combined to be distinct (Cattaneo, 2003; Denœux, 2006, 2008; Boubaker,
Elouedi, & Lefèvre, 2013). In what follows, we present some combination rules
dealing with both independent and non-independent information sources.

Combining independent information sources

Let m1 and m2 be two bbas induced from two independent information sources
and defined in the same frame of discernment Θ. Several combination rules have
been proposed to combine such kind of bbas. Ones among the most commonly
combination operators are the conjunctive and the disjunctive rules (Smets, 1998),
the Dempster rule (Dempster, 1967) and the Combination With Adapted Conflict
(CWAC) rule (Lefèvre & Elouedi, 2013):

Conjunctive rule The conjunctive rule of combination, proposed by Smets
(1998), is used to combine two bbas provided by reliable and distinct informa-
tion sources. The resulting bba, denoted by m1 ∩©m2, is defined by:

(m1 ∩©m2)(A) = ∑
B,C⊆Θ:B∩C=A

m(B).m(C) (2.22)
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The conflict, denoted by m1 ∩©m2( /0), quantifies the degree of disagreement
between the two combined sources.

Note that the conjunctive rule can be expressed in terms of the commonality func-
tions as follows:

(q1 ∩©q2)(A) = q1(A)q2(A) (2.23)

where q1 and q2 denote respectively the commonality functions of m1 and m2.

Dempster’s rule The Dempster rule, called also the orthogonal sum, constitutes
the normalized version of the conjunctive rule where the mass assigned to the
empty set must be reallocated over all focal elements thanks to a normalization
factor k (Shafer, 1976). As the conjunctive rule, the Dempster operator assumes
the combined pieces of evidence to be reliable and distinct. It is set to:

(m1⊕m2)(A) = k(m1 ∩©m2)(A) (2.24)

and

(m1⊕m2)( /0) = 0 (2.25)

where

k−1 = 1− (m1 ∩©m2)( /0) (2.26)

Disjunctive rule The disjunctive combination rule, which is the dual of the con-
junctive rule, is used to combine two bbas m1 and m2 when at least one of them
is fully reliable, but we do not know which one. This rule is defined as follows
(Smets, 1998):

(m1 ∪©m2)(A) = ∑
B,C⊆Θ:B∪C=A

m1(B).m2(C) (2.27)

Combination With Adapted Conflict rule (CWAC) As we have already ex-
plained, the mass function m( /0), resulting of the conjunctive combination rule,
reflects the degree of conflict between the combined sources. However, the ba-
sic belief mass assigned to the empty set tends toward 1 when we apply a large
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number of conjunctive combinations (Lefèvre & Elouedi, 2013). Therefore, the
conflict loses its original role as an alarm signal indicating that there is a sort
of disagreement between sources. To cope with this shortcoming, Lefèvre and
Elouedi (2013) have suggested the CWAC rule which is able to maintain the con-
flict as an alarm signal when combining sources.

The CWAC combination rule is defined by an adaptive weighting between the
conjunctive and the Dempster rules. This adaptive weighting provides an effective
way to obtain the same behavior as the conjunctive rule when belief functions are
contradictory and the same behavior as the Dempster rule when belief functions
are similar (Lefèvre & Elouedi, 2013).

So, a distance measure must be used for calculating the dissimilarity d between
two information sources. Note that the CWAC rule relies preliminary on the Jous-
selme distance (see Equation 2.20):

• If d(m1,m2) = 0 then m1 and m2 are in agreement and their combination
should not generate a conflict. Consequently, the conflict must be redis-
tributed in the same manner as the Dempster rule.

• If d(m1,m2) = 1 then m1 and m2 are in disagreement and their combina-
tion generate a conflictual mass which must be kept in the same way as the
conjunctive combination rule.

The CWAC rule, denoted by↔©, is defined as:

m↔©(A) = γ1m∩©(A)+ γ2m⊕(A) (2.28)

with:

m⊕(A) = (m1⊕m2)(A) ∀ A ⊆ Θ (2.29)

m∩©(A) = (m1 ∩©m2)(A) ∀ A ⊆ Θ (2.30)

where γ1 and γ2 should satisfy the following conditions:

γ1 + γ2 = 1 (2.31)

with :

γ1 = d(m1,m2);γ2 = 1−d(m1,m2) (2.32)
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Dependent combination rules

As mentioned in the beginning of this Section, the belief function theory provides
several combination rules where some of them handle independent information
sources while others deal only with dependent information sources. Herein, we
present some well-known dependent combination rules, notably the cautious con-
junctive rule and its normalized version (Denœux, 2006) and the cautious CWAC
rule (Boubaker et al., 2013).

Cautious conjunctive rule The cautious conjunctive rule, denoted by ∧©, has
been proposed by Denœux (2006) to aggregate pieces of evidence induced from
reliable dependent information sources using the conjunctive canonical decompo-
sition stated by Smets (1995). Let m1 and m2 be two non-dogmatic bbas, the result
of their combination, denoted by m1 ∧©m2, is given as follows (Denœux, 2006):

m1 ∧©m2(A) = ∩©A⊂ΘAw1(A)∧w2(A) (2.33)

where w1(A)∧w2(A) corresponds to the weight function of a bba m1 ∧©m2 and
∧ represents the minimum operator. The weights w(A) for every A ⊂ Θ can be
obtained from the commonalities as follows:

w(A) = ∏
B⊇A

q(B)(−1)|B|−|A|−1
. (2.34)

One of the crucial drawbacks of the cautious conjunctive rule is its inability to
preserve the main role of the conflict.

Normalized cautious rule The normalized version of the cautious conjunctive
rule is obtained by replacing the conjunctive operator ∩© by the Dempster operator
⊕ to overcome the conflict effect (Denœux, 2006). This rule is then defined as:

m1 ∧©∗m2 = ⊕
/0 6=A⊂Θ

Aw1(A)∧w2(A) (2.35)

We thus have:

m1 ∧©∗m2(A) = k.m1 ∧©m2(A) and m1 ∧©∗m2( /0) = 0 (2.36)

with k−1 = 1−m1 ∧©m2( /0).

The weight functions of m1 ∧©∗m2 are calculated as follows:

w1 ∧©∗w2(A) = w1 ∧©w2(A) = w1(A)∧w2(A),∀ A ∈ 2Θ \ { /0, Θ} (2.37)

31



The cautious combination with Adaptive Conflict The cautious CWAC rule,
based on the cautious rule and inspired from the behavior of the CWAC rule,
is defined by an adaptive weighting between the unormalized cautious and the
normalized one (Boubaker et al., 2013). This rule allows also to preserve the
initial role of the conflict as an alarm signal reflecting the disagreement between
sources.

The cautious CWAC rule is then defined as follows:

∀ A ⊆ Θ , m∧©( /0) 6= 1 :

m ·©(A) = d(m1,m2)m∧©(A)+(1−d(m1,m2))m∧©∗(A) (2.38)

2.2.6 Decision process

Decision making aims to select the most reasonable hypothesis for a given prob-
lem. In this subsection, we outline some approaches to ensure decision making
within the belief function framework. Firstly, we present the most used one which
is the pignistic probability; proposed by the Transferable Belief Model (TBM)
(Smets, 1988). Then, we detail two other methods, including the maximum of
credibility and the maximum of plausibility.

Pignistic probability

According to the TBM framework, holding beliefs and making decisions are two
distinct processes. Therefore, it is based on two level models as depicted in Figure
2.1:

• The credal level where beliefs are represented by belief functions.

• The pignistic level where beliefs are transformed into probability functions
called the pignistic probabilities denoted by BetP in order to make decision.
The pignistic probability is computed as follows (Smets, 1988):

BetP(A) = ∑
B⊆Θ

|A∩B|
|B|

m(B)
1−m( /0)

∀ A ∈ Θ (2.39)
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Figure 2.1: The generic structure of the TBM framework

Maximum of credibility

It consists of choosing the singleton event of Θ that has the highest value of the
belief function bel. In other words, the most credible hypothesis.

Maximum of plausibility

In analogy with the maximum of credibility, the maximum of plausibility allows
to choose the singleton event of Θ that has the greatest value of pl. So that, the
most plausible hypothesis should be selected for the final decision (Barnett, 1991).

2.3 Ensemble systems within the belief function the-
ory

Data uncertainty is regarded as one of the main issues of several real world ap-
plications that can affect experts’ decisions. Within the fields of data mining and
pattern recognition, several researches have been carried out to process the uncer-
tainty associated to the classifier outputs, notably by transforming the classifier
predictions into evidence. To gain the best performance, ensemble systems within
the belief function framework have been well studied for several years now. Figure
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2.2 represents the general structure of ensemble systems within the belief function
framework.

Figure 2.2: General framework of ensemble systems with belief function frame-
work

The following subsections provides a detailed description of some of the best
known existing ensemble system techniques within the belief function framework.

2.3.1 Mandler and Shurmann method

One of the preliminary carried out works has been proposed by Mandler and Shur-
mann (1988). This method consists of transforming the output of each individual
classifier into evidence through the use of distance measures. It consists firstly
of computing the distance between learning data points and a given number of
reference points to assess the statistical distributions of both inter and intra class
distances. These distributions, indicating the degree of belonging of an input pat-
tern to a certain reference point, are required to estimate the class-conditional
probabilities that has to be converted into evidence and merged. The Dempster
rule of combination will then be used to merge the evidence obtained by the dif-
ferent individual classifiers. To sum up, this method requires the choice of the
reference points as well as the distance measure. According to Rogova (1994),
one must absolutely avoid approximations associated with parameter estimation
of statistical models for inter/intra class distances because of its impact on the
evidence measure.
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2.3.2 Xu et al.’s method

L. Xu et al. (1992) have investigated a belief function model for merging the pre-
diction of multiple classifiers, notably those with single class labels. Their pro-
posed approach transforms the output of a standard classifier into evidence on the
basis of its performance. Examples include the recognition rate (correct answer),
the substitution rate (wrong answer) and the rejection rate that have to be calcu-
lated from a confusion matrix. Let C = {C1, . . . ,CM} be a set of M classifiers,
and let Θ = {θ1, . . . ,θc} be a set of c class labels. Each classifier takes as input a
pattern test z and outputs either a class label θ j (i.e. j ∈ {1, . . . ,c}) or a rejection
class θc+1. The fundamental form of the confusion matrix for a c-class classifica-
tion problem is depicted in Figure 2.3 where Ni j corresponds to the total number
of instance having θi as real class labels while there are classified as θ j.

Predicted label
θ1 . . . θ j . . . θc

A
ct

ua
ll

ab
el θ1 N11 . . . N1 j . . . N1c

...
...

θi Ni1 . . . Ni j . . . Nic
...

...
θc Nc1 Nc j Ncc

θ(c+1) N(c+1)1 N(c+1) j N(c+1)c

Figure 2.3: Confusion Matrix

Let N be the total number of query patterns, the performance rates relative to a
given classifier Ck will then be computed as follows:

• The recognition rate:

Rk =
∑

c
i=1 Nii

N
(2.40)

• The substitution rate:

Sk =
∑

c
i=1 ∑

c
j=1;i6= j Ni j

N
(2.41)

• The rejection rate:

Tk = 1− (Rk +Sk) (2.42)
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According to L. Xu et al. (1992), the output label θ j relative to the query pattern
z through a classifier Ck (k∈ {1, . . .M}) will be modeled in terms of evidence as
follows:

mk
j({θ j}) = Rk,∀ θ j ∈ Θ (2.43)

mk
j(θ̄ j) = Tk,∀ θ j ∈ Θ, θ̄ j = Θ \ {θi} (2.44)

mk
j(Θ) = Sk (2.45)

The evidence obtained by M classifiers for a given test instance z will be merged
by the Dempster rule (Dempster, 1967). The test instance is assigned to the class
with the highest support degree.

2.3.3 Rogova’s method

Rogova (1994) has discussed a model for merging the outputs of neural network
classifiers within the belief function framework. This work is preliminary based
on proximity measures (e.g. the cosine function, the Euclidean distance, etc) be-
tween a reference vector and the output vector of a given classifier. A reference
²vector Rk

i has to be computed for each classifier Ck and each class label θi. Let
θ j be the output label of a query instance z through a classifier Ck. The proximity
measure dk

j = φ(θ j,Rk
i ) between the reference vector Rk

i and θ j allows to estimate
a basic belief assignment for each class and for each classifier. Given a classifier
Ck, the proximity measure dk

j relative to a class label θ j is transformed into mass
functions as follows:

mk
j({θ j}) = dk

j , mk
j(Θ) = 1−dk

j (2.46)

mk
j̄(θ̄ j) = 1−∏

l 6= j
1−dk

l , mk
j̄(Θ) = ∏

l 6= j
1−dk

l (2.47)

The belief associated to the classifier Ck and the label class θ j is computed as the
orthogonal combination of knowledge concerning θ j (i.e. mk

j ⊕mk
j̄). The evidence

yielded by all the classifiers will then be merged through the orthogonal sum to
get a confidence measure for each class label.

Rogova’s work is seen as an extension of the idea proposed in (Mandler & Shur-
mann, 1988) when taking into consideration the process of the reference vectors
computation. On the one hand, she has introduced a generic form of proximity
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measure enabling the use of different distance metrics when computing the class-
conditional probabilities. On the other hand, she has attributed the greatest support
to the label class θ j by combining the masses mk

j and mk
j̄ for a given classifier Ck.

2.3.4 Al-Ani’s method

Al-Ani and Deriche (2002) have carried out a formalism for combining neural
networks outputs within the the belief function framework. This method also cal-
culates the piece of evidences on the basis of a distance metric between a classifier
output and a reference vector. It begins by initializing the reference vectors for
each class. Then, based on the training instances, it tries to optimize those vectors
by minimizing the mean squared errors between the merged classifier outputs and
the target outputs. Subsequently, the relation (the distance measure) between the
classifier outputs and the optimized reference vectors will be defined as a pieces
of evidence. Then, the combination method has to be done in the same manner
as Rogova’s method. Since the optimized reference vector is performing well
compared with the static combination scheme, it entails additional training costs.

2.3.5 The calibration method

P. Xu, Davoine, and Denœux (2014) have suggested an evidential calibration
method that converts the output of the SVM classifiers into evidence. This lat-
ter approach is then applied to the calibration and the combination of several
SVM classifiers. Suppose we have a binary classification problem. Assume that
X = {x1, . . . ,xN} be a given training data with N objects that are characterized
by class labels y j ∈ Θ = {0,1}. Let s j ∈ IR be the score yielded following to a
pre-trained classifier of the ith training instance having with class label y j. The cal-
ibration process consists of estimating the posterior class probability p(y = 1|s) of
a given query instance with a score s ∈ IR and an unknown class label. Although
several calibration methods have been introduced in the literature, it has been
proven that the logistic regression approach is the best suited for the calibration of
maximum margin methods, more particularly the SVM one (Niculescu-Mizil &
Caruana, 2005). Thus, the evidential logistic regression for binary SVM classifier
calibration have been already introduced (P. Xu et al., 2014).
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2.4 Conclusion

In this Chapter, we have discussed the belief function theory as an efficient tool
within which the prediction of standard classifiers are merged for improving ac-
curacy. In the beginning of this Chapter, we have pointed out the fundamental
concepts of the belief function theory including knowledge representation, knowl-
edge combination, etc. Then, we have presented some popular existing works for
classifier ensemble within this theory.

It is substantial to note that the uncertainty may not be restricted to the classi-
fier outputs. However, in several real world data, the attribute values may suffer
from several aspects of uncertainty, including incompleteness and inconsistency.
Since the belief function theory is a valuable tool for representing and managing
all kinds of uncertainty, evidential data (i.e. meaning data with uncertain attribute
values expressed within the belief function theory) have been introduced for sev-
eral years yet (Lee, 1992). Despite their seriousness, classification problems from
evidential data have not received the great attention till now. Our ultimate goal
throughout the contribution part is to construct a classifier ensemble for address-
ing evidential data. One of the most important scientific challenges concerns the
lack of classifiers processing such a kind of data. Thus, in the next Chapter, we
develop three evidential classifiers. More particularly, we propose two decision
tree classification versions that differ in the way of selecting decision attributes
and a k-NN algorithm for addressing data with evidential attributes.
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Chapter 3
New evidential classifiers
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3.1 Introduction

Data uncertainty arises in several real world domains, including machine learning
and pattern recognition applications. In classification problems, we could very
well wind up with uncertain attribute values that are caused by sensor failures,
measurements approximations or even subjective expert assessments, etc. To cope
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with uncertainty that pervades the attribute values, evidential databases have al-
ready been introduced (Lee, 1992). Despite their seriousness, there is a lack of
machine learning algorithms processing such a kind of data. In this Chapter, we
extend some well-known decision tree classifiers and the standard k-NN algorithm
to an evidential context.

The remaining of this Chapter is organized as follows. Firstly, we describe stan-
dard decision tree classifiers. Then, we present our decision trees as well as our
k-NN algorithm to process evidential data. A comparison between these three
algorithms will be carried out on the basis of some assessment criteria.

3.2 Decision tree classifiers for evidential data

In this Section, we present firstly the principale of decision trees. Then we focus
on decision trees within an evidential context. Thus, we present the structure of
evidential data. We outline then on the parameters allowing the construction of our
proposed decision tree classifiers. Subsequently, we highlight our decision tree
procedures which mainly include the construction and the classification levels.

3.2.1 Standard decision trees

Decision trees are recognized among the most effective and efficient machine
learning approaches and they have been successfully applied to solve real world
problems within the artificial intelligence field. This success is mainly due to
their great ability for solving complex problems through human-readable and
computer-readable graphical representations. A plethora of algorithms have been
introduced to construct decision trees from a given training set and to ensure the
classification of query instances (Breiman, Friedman, Olshen, & Stone, 1984;
Quinlan, 1986, 2014). The most used algorithms follow a Top Down Induction of
Decision Tree approach (TDIDT) that consists on a recursive divide and conquer
strategy by following the steps below:

• select, through the use of an attribute selection measure, the attribute that
enables the best possible partitioning of the training set;
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• split the current training data into training subsets according to the selected
attribute values.

• nominate a training subset as a leaf when a stopping criterion is reached.

As regards the attribute selection process, several measures have been proposed
in the literature (De Mántaras, 1991; Quinlan, 1986, 2014). The information gain,
measuring the efficiency of an attribute when classifying the training instances, is
one among the best known and most widely used measures. Given a training data
S and an attribute A, the information gain will be set to:

Gain(S,A) = In f o(S)− In f oA(S) (3.1)

where

In f o(S) =−
Q

∑
i=1

pi.log2 pi (3.2)

and

In f oA(S) =− ∑
v∈Domain(A)

|SA
v |
|S|

(3.3)

where pi reflects the proportion of objects having θi as class (i.e. i ∈ {1, . . . ,Q})
and SA

v corresponds to the training subsets for which the attribute A has v as value.

One major limitation of this measure is that the attributes with the largest values
are the most promoted ones (Quinlan, 2014). This had led to the introduction of
the GainRatio measure used in the C4.5 algorithm (Quinlan, 1986, 2014). It is
given as follows:

GainRatio(S,A) =
Gain(S,A)

SplitIn f o(A)
(3.4)

where

SpliIn f o(A) = ∑
v∈Domain(A)

|SA
v |
|S|

.log2
|SA

v |
|S|

. (3.5)

Example 3.1. Let us treat the problem of the golf club managing. Sometimes
staff are off duty and out of uniform, while the great majority of customers wish
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Table 3.1: An example of training data within a certain environment

Outlook Temperature Humidity Windy Play
D1 Sunny Hot High False No
D2 Sunny Hot High True No
D3 Overcast Hot High False Yes
D4 Rain Mild High False Yes
D5 Rain Cool Normal True No
D6 Rain Cool Normal False No
D7 Overcast Cool Normal True Yes
D8 Sunny Mild High False No

to play golf (i.e. sometimes it is the opposite). Suppose that a manager has to
optimize personnel availability, known that weather forecast may affect customer
attendance. To meet the ultimate objective, the manager has to predict, on the
basis of a knowledge base, the days when people want to play. Thus, he records
approximately eight days of work D j with j ∈ {1,2,3,4,5,6,7,8}. Precisely, his
uncertain initial knowledge about weather consists of four symbolic attributes:

• Outlook {Sunny, Overcast, rain}

• Temperature {Hold, Mild, Cool}

• Humidity {High, Normal}

• Windy {True, False}

and a class label Play reflects customer attendance regarding the weather. This
class label takes values in {Yes, No}, where Yes implies the case where customers
want to play in the day D j and No refers to the case where customers do not want
to play that day. The structure of the knowledge data is defined in Table 3.1.

• We compute firstly the information relative to the whole dataset as follows:

In f o(T ) =−4
8

log2
4
8
− 4

8
log2

4
8
= 1

• We compute then the information after partitioning process with the Outlook,
the Temperature, the Humidity and the Windy attributes:
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– Outlook:

In f oOutlook =
3
8

In f oSOutlook
Sunny

+
2
8

In f oSOutlook
Overcast

+
3
8

In f oSOutlook
Rain

where

* In f oSOutlook
Sunny

= −3
3 log2

3
3 = 0

* In f oSOutlook
Overcast

= −2
2 log2

2
2 = 0

* In f oSOutlook
Rain

= −1
3 log2

1
3 + −2

3 log2
2
3 = 0.92

then

In f oOutlook

= 0.34

– Temperature:

In f oTemperature =

where

* In f oSTemperature
Hot

= −2
3 log2

2
3 - 1

3 log2
1
3=0.92

* In f oSTemperature
Mild

=−1
2 log2

1
2 - 1

2 log2
1
2= 1

* In f oSTemperature
Cool

=−2
3 log2

2
3 - 1

3 log2
1
3=0.92

then

In f oTemperature =
3
8
∗0.92+

2
8
∗1+

3
8
∗0.92

= 0.94

– Humidity:

where

* In f oSHumidity
High

= −3
5 log2

3
5 - 2

5 log2
3
5 =0.97

* In f oSHumidity
Normal

= −2
3 log2

2
3 - 1

3 log2
1
3 = 0.92

then

In f oHumidity =
5
8
∗0.97+

3
8
∗0.92

= 0.95
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– Windy:

where

* In f oSWindy
True

= −2
3 log2

2
3 -1

3 log2
1
3=0.92

* In f oSWindy
False

=−3
5 log2

3
5 -2

5 log2
2
5=0.97

then

In f oWindy =
3
8
∗0.92+

5
8
∗0.97

= 0.95

• We compute the Gain for each attributes:

– Gain(T,Outlook)=1-0.34=0.66

– Gain(T,Temperature)=1-0.94=0.06

– Gain(T,Humidity)=1-0.95=0.05

– Gain(T,Windy)=1-0.95=0.05

• Before computing the Information Gain, we have to calculate firstly the split
info for each attribute:

– SplitInfo(T,Outlook)=−3
8 log238 -2

8 log22
8 -3

8 log23
8=1.56

– SplitInfo(T,Temperature)=-3
8 log238 -2

8 log22
8 -3

8 log23
8=1.56

– SplitInfo(T,Humidity)=-5
8 log25

8 -3
8 log23

8=0.95

– SplitInfo(T,Windy)=-5
8 log25

8 -3
8 log23

8=0.95

• Finally, we compute the information Gain for each attribute:

– GainRatio(T,Outlook)= 0.66
1.56= 0.42

– GainRatio(T,Temperature)= 0.06
1.56=0.03

– GainRatio(T,Humidity)= 0.05
0.95= 0.05

– GainRatio(T,Windy)= 0.05
0.95=0.05

Accordingly, the attribute Outlook will correspond to the root note of the
three. In fact, it has the highest GainRatio.
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In several real world applications, data may be uncertain due to some factors such
as data randomness, data incompleteness, etc. However, classical decision tree
versions did not possess the ability to adapt this kind of data. This shortcoming
has led to the introduction of decision tree approaches to process the uncertain
pervading the class labels. Examples include the fuzzy decision trees (Umano
et al., 1994), the possibilistic decision trees (Hüllermeier, 2002; Jenhani et al.,
2005, 2008), the uncertain decision trees (Qin, Xia, & Li, 2009) and the proba-
bilistic decision trees (Quinlan, 1987). Although the probability theory is widely
used for modeling uncertainty, several researchers have proved that probability
cannot always be the adequate tool for representing data uncertainty, concretely
the epistemic one (Nutter, 1986). Alternatively, the belief function theory has the
advantage to represent all kinds of knowledge availability (Denœux, 1999). The
process of incorporating the belief function theory into decision tree classifiers
has been already developed (Elouedi et al., 2001; Trabelsi, Elouedi, & Mellouli,
2007; Vannoorenberghe & Denœux, 2002). To the best of our knowledge, almost
all existing extended decision tree approaches within the belief function frame-
work handle only the case of uncertain class label. Thus, by the following, we
present the structure of evidential training data and we propose new decision tree
classifier versions to address evidential data.

3.2.2 The structure of evidential training data

Let us remind that any classification problems require the construction of a learn-
ing algorithm from a given training data. This latter will be composed with
instances (e.g. objects, persons, etc), where each one is described by a pair
<Attributes, Class>. Within an uncertain context, an evidential database is com-
posed by N objects x j (i.e. j ∈ {1, . . . ,N}) where each of them is described by
n attribute values A = {A1, . . . ,An} that are expressed within the belief function
framework and a certain class label y j ∈ Θ = {θ1, . . . ,θc} (i.e c is the number of
all possible class labels). Each attribute Ak (i.e. k ∈ {1, . . . ,n}) has a domain of
discrete values denoted by ΘAk . An example of evidential training data is given
below. Let us remind that any classification problems require the construction
of a learning algorithm from a given training data. This latter will be composed
with instances (e.g. objects, persons, etc), where each one is described by a pair
<Attributes, Class>. Within an uncertain context, an evidential database is com-
posed by N objects x j (i.e. j ∈ {1, . . . ,N}) where each of them is described by
n attribute values A = {A1, . . . ,An} that are expressed within the belief function
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framework and a certain class label y j ∈ Θ = {θ1, . . . ,θc} (i.e c is the number of
all possible class labels). Each attribute Ak (i.e. k ∈ {1, . . . ,n}) has a domain of
discrete values denoted by ΘAk . An example of evidential training data is given
below.

Example 3.2. Let us continue with Example 3.1 and suppose that the initial
knowledge about weather are known with uncertainty that are expressed within
the belief function framework. The structure of the knowledge data is defined in
Table 3.2.

Table 3.2: Evidential training data

Outlook Temperature Humidity Wind Play

D1 mΘOutlook

1 ({Sunny})=1 mΘTemperature
1 ({Hot})=0.75

mΘTemperature

1 ({Mild})=0.25
mΘHumidity

1 ({High})=0.65
mΘHumidity

1 ({Normal})=0.35
mΘWindy

1 ({True})=1 Yes

D2 mΘOutlook

2 ({Sunny})=0.8
mΘOutlook

2 ({Overcast})=0.2
mΘTemperature

2 ({Hot})=0.65
mΘTemperature

2 ({Mild})=0.35
mΘHumidity

2 ({High})=0.65
mΘHumidity

2 ({Normal})=0.20
mΘHumidity

2 (ΘHumidity)=0.15

mΘWindy

2 ({False})=1 Yes

D3 mΘOutlook

3 ({Overcast})=1 mΘTemperature

3 ({Hot})=1 mΘHumidity

3 ({High})=0.50
mΘHumidity

3 (ΘHumidity)=0.50
mΘWindy

3 ({False})=0.80
mΘWindy

3 (ΘWindy)=0.20
No

D4 mΘOutlook

4 ({Rain})=0.85
mΘOutlook

4 ({Overcast})=0.15
mΘTemperature

4 ({Mild})=1 mΘHumidity

4 ({High})=0.95
mΘHumidity

4 ({Normal})=0.05
mΘWindy

4 ({False})=1 No

D5 mΘOutlook

5 ({Rain})=1 mΘTemperature

5 ({Cool})=0.63
mΘTemperature

5 (ΘTemperature)=0.37
mΘHumidity

5 ({High})=1 mΘWindy

5 ({False})=0.89
mΘWindy

5 ({True})=0.11
No

D6 mΘOutlook

6 ({Overcast})=0.60
mΘOutlook

6 ({Rain})=0.40
mΘTemperature

6 ({Cool})=1 mΘHumidity

6 ({Normal})=0.75
mΘHumidity

6 ({High})=0.25
mΘWindy

6 ({True})=1 Yes

D7 mΘOutlook

7 ({Sunny})=1 mΘTemperature

7 ({Hot})=0.55
mΘTemperature

7 ({Mild})=0.45
mΘHumidity

7 ({High})=0.74
mΘHumidity

7 (ΘHumidity)=0.26
mΘWindy

7 ({False})=0.95
mΘWindy

7 ({True})=0.05
No

D8 mΘOutlook

8 ({Sunny})=1 mΘTemperature

8 ({Cool})=0.90
mΘTemperature

8 ({Mild})=0.10
mΘHumidity

8 ({Normal})=0.88
mΘHumidity

8 ({High})=0.12
mΘWindy

8 ({False})=1 Yes

3.2.3 Decision tree parameters

This subsection is devoted to highlighting the main parameters enabling the con-
struction of decision tree classifiers from data with evidential attributes. Four main
parameters conduct to the construction of our proposed approaches. We provide a
detailed description for each parameter when relying on following notations:
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• T : a given training set composed by N objects x j; j = {1,. . . ,N}.

• S: a subset of objects belonging to the training set T .

• A={A1,. . .,An}: the set of n attributes.

• ΘAk : corresponds to all the possible values of an attribute Ak ∈ A where
k = {1, . . . ,n}.

• Θ= {θ1,. . . ,θc}: represents the c possible classes of the classification prob-
lem.

• SAk
v : For each value v ∈ ΘAk , we define the subset SAk

v composed with objects
having v as a value.

• m j
Θ

Ak (v): denotes the bbm assigned to the hypothesis that the actual attribute
value of object x j belongs to v ⊆ ΘAk .

• mΘAk
v : is the certain bba corresponding to the attribute Ak and having v as its

unique focal element.

• mΘ
j : corresponds to the bba relative to the class of the object x j.

• L= {L1,. . . ,LF}: represents the F generated leaves when building the deci-
sion tree.

Attribute selection measure

The attribute selection measure is considered as one of the major parameters en-
suring decision tree construction. It consists of choosing, for each decision node
of the tree, the attribute test that will best separate the training instances into ho-
mogenous subsets. The GainRatio and the Di f f Ratio are two commonly attribute
selection measures. The former one is building primarily upon the work con-
ducted by Quinlan (1986), while the latter one is mainly relied on the intra distance
between training instances within the TBM framework (Elouedi et al., 2001). Ac-
cordingly, we suggest to construct two decision tree classifiers, on the basis of the
GainRatio and the Di f f Ratio measures, to process data with evidential attributes.
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The GainRatio measure: This measure is relied on the entropy calculated
from the average probability obtained from the set of objects in the node. With
the aim of choosing the most appropriate attribute, we propose the following steps:

1. We compute the average probability Pr{S}(θi) relative to each class by tak-
ing into account the set of objects S:

Pr{S}(θi) =
1

∑x j∈S PS
j

∑
x j∈S

PS
j γi j (3.6)

where γi j equals 1 if the object x j belongs to the class θi, 0 otherwise and
PS

j corresponds to the probability of the object x j to belong to the subset
S. Assume the independence between attributes, the probability PS

j will be
equal to the product of the different pignistic probabilities induced from the
attribute bbas of the object x j and enabling x j to belong to the node S. Let
AB = {A1, . . . ,AO} ∈ A with values VB = {v1, . . . ,vO} be the set of attributes
leading to the branch S, the probability PS

j will be set to:

PS
j = ∏

Ao∈AB

BetPΘAo
[x j](vo) (3.7)

2. We compute the entropy In f o(S) of the average probabilities in S:

In f o(S) =−
q

∑
i=1

Pr{S}(θi)log2Pr{S}(θi) (3.8)

3. Considering an attribute Ak, for each value v ∈ ΘAk , we define the subset SAk
v

with objects having v as attribute value. As we handle attribute values, the
subset SAk

v will contain objects x j such that their attribute pignistic probabil-
ities of v is computed satisfying:

BetPΘ
Ak{x j}(v) 6= 0 (3.9)

4. We compute, for objects in subset SAk
v , the average probability Pr{SAk

v (θi} of
the class θi (i.e. v ∈ ΘAk and Ak ∈ A):

Pr{SAk
v }(θi) =

1

∑x j∈S
Ak
v

PS
Ak
v

j

∑
x j∈S

Ak
v

PS
Ak
v

j γi j (3.10)
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where PS
Ak
v

j is the probability of the object x j to belong to the subset SAk
v (its

computation is done in the same manner as the computation of PS
j ).

5. We compute In f oAk(S) as discussed in (Quinlan, 1986), while using the
probability distribution instead of the proportions. Assume |S| = ∑x j∈S PS

j

and |SAk
v |= ∑x j∈S

Ak
v

PS
Ak
v

j , we get:

In f oAk(S) = ∑
v∈Θ

Ak

∑x j∈S
Ak
v

PS
Ak
v

j

|S|
In f o(SAk

v ) (3.11)

where In f o(SAk
v ) is calculated from Equation 3.8.

6. We compute the information gain yielded by the attribute Ak over the set of
objects S such that:

Gain(S,Ak) = In f o(S)− In f oAk(S) (3.12)

7. We compute the GainRatio relative to the attribute Ak by the use of the
SplitIn f o

GainRatio(S,Ak) =
Gain(S,Ak)

SplitIn f o(S,Ak)
(3.13)

where the SplitIn f o value is defined as follows:

SplitIn f o(S,Ak) =− ∑
v∈Θ

Ak

∑x j∈S
Ak
v

PS
Ak
v

j

|S|
log2

∑x j∈S
Ak
v

PS
Ak
v

j

|S|
(3.14)

8. We repeat the same process for each attribute Ak ∈ A (from step 3 to step 7)
and then we select the one that has the maximum GainRatio.

Example 3.3. Let us consider the evidential training data given in Example 3.1.
We try to illustrate the attribute selection process, when relied on the GainRatio
measure:
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• We start by computing the entropy In f o(S) using Equation 3.8

In f o(S) =−Pr{S}(Yes)log2Pr{S}(Yes)−Pr{S}(No)log2Pr{S}(No)

=−4
8

log2
4
8
− 4

8
log2

4
8

= 1

• To determine the information gain of the attributes Outlook, Temperature,
Humidity and Windy, we have firstly to compute the probability of the belong-
ing of an object (D j) to the subsets SOutlook

Sunny , SOutlook
Overcast , SOutlook

Rain , STemperature
Hot ,

STemperature
Mild , STemperature

Cool , SHumidity
High , SHumedity

Normal , SWindy
True and SWindy

False . The prob-
ability of belonging of objects in terms of the attribute values are given in
Table 3.3

Table 3.3: The probability of belonging of objects in terms of the attribute values.

Outlook

PSOutlook
Sunny PSOutlook

Overcast PSOutlook
Rain

D1 1 0 0
D2 0.8 0.2 0
D3 0 1 0
D4 0 0.15 0.85
D5 0 0 1
D6 0 0.6 0.4
D7 1 0 0
D8 1 0 0

Temperature

PSTemperature
Hot PSTemperature

Mild PSTemperature
Cool

D1 0.75 0.25 0
D2 0.65 0.35 0
D3 1 0 0
D4 0 1 0
D5 0.12 0.12 0.76
D6 0 0 1
D7 0.55 0.45 0
D8 0 0.1 0.9

Humidity

PSHumidity
High PSHumidity

Normal

D1 0.65 0.35
D2 0.73 0.27
D3 0.75 0.25
D4 0.95 0.05
D5 1 0
D6 0.25 0.75
D7 0.87 0.13
D8 0.12 0.88

Windy

PSWindy
True PSWindy

False

D1 1 0
D2 0 1
D3 0.1 0.9
D4 0 1
D5 0.11 0.89
D6 1 0
D7 0.05 0.95
D8 0 1

• We move on now to compute the average probability associated with each
class according to Equation 3.10. The results are given from Table 3.4 to
Table 3.7.
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Table 3.4: Average Probability associated to the attribute Outlook
Sunny Overcast Rain

Yes 0.74 0.41 0.18
No 0.26 0.59 0.82

Table 3.5: Average Probability associated to the attribute Temperature
Hot Mild Cool

Yes 0.46 0.31 0.72
No 0.54 0.69 0.28

Table 3.6: Average Probability associated to the attribute Humidity
High Normal

Yes 0.33 0.82
No 0.67 0.18

Table 3.7: Average Probability associated to the attribute Windy
True False

Yes 0.89 0.35
No 0.11 0.65

• The next step consists of calculating the information relative to the four un-
certain attributes (see Equation 3.11):

– Outlook:

In f oOutlook =
3.8
8

In f oSOutlook
Sunny

+
1.95

8
In f oSOutlook

Overcast
+

2.25
8

In f oSOutlook
Rain

where

* In f oSOutlook
Sunny

= -0.74 log2 0.74 - 0.26 log2 0.26=0.83

* In f oSOutlook
Overcast

= -0.41 log2 0.41 - 0.59 log2 0.59=0.97

* In f oSOutlook
Rain

= -0.17 log2 0.17 - 0.82 log2 0.82=0.68
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then

In f oOutlook =
3.8
8
∗0.83+

1.95
8
∗0.97+

2.25
8
∗0.68

= 0.82

– Temperature:

In f oTemperature =
3.07

8
In f oSTemperature

Hot
+

2.27
8

In f oSTemperature
Mild

+
2.66

8
In f oSTemperature

Cool

where

* In f oSTemperature
Hot

= -0.46 log2 0.46- 0.54log2 0.54=0.99

* In f oSTemperature
Mild

= -0.31 log2 0.31 - 0.69 log2 0.69=0.89

* In f oSTemperature
Cool

= -0.72 log2 0.72 - 0.28 log2 0.28=0.86

then

In f oTemperature =
3.07

8
∗0.99+

2.27
8
∗0.89+

2.65
8
∗0.86

= 0.92

– Humidity:

In f oHumidity =
5.32

8
In f oSHumidity

High
+

2.68
8

In f oSHumidity
Normal

where

* In f oSHumidity
High

= -0.33 log2 0.33 - 0.67 log2 0.67=0.91

* In f oSHumidity
Normal

= -0.82 log2 0.82 - 0.18 log2 0.18=0.68

then

In f oHumidity =
5.32

8
∗0.91+

2.68
8
∗0.68

= 0.83

– Windy:

In f oWindy =
2.26

8
In f oSWindy

True
+

5.74
8

In f oSHumidity
False

where
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* In f oSWindy
True

= -0.89 log2 0.89 - 0.11 log2 0.11=0.51

* In f oSWindy
False

= -0.35 log2 0.35 - 0.65 log2 0.65=0.93

then

In f oWindy =
2.26

8
∗0.51+

5.74
8
∗0.93

= 0.81

• Let us move on now to compute the gain obtained by each attribute over the
set of objects (see Equation 3.12):

– Gain(S, Outlook)=1-0.83=0.17

– Gain(S, Temperature)=1-0.92=0.08

– Gain(S, Humidity)=1-0.82=0.18

– Gain(S, Windy)=1-0.81=0.19

• Subsequently, we compute the SplitIn f o corresponds to each attribute:

– SplitInfo(S, Outlook)= -3.8
8 log2

3.8
8 -1.95

8 log2
1.95

8 -2.25
8 log2

2.25
8 =1.52

– SplitInfo(S, Temperature)= -3.07
8 log2

3.07
8 -2.27

8 log2
2.27

8 -2.65
8 log2

2.65
8 =1.57

– SplitInfo(S, Humidity)= -5.31
8 log2

5.31
8 -2.68

8 log2
2.68

8 =0.92

– SplitInfo(S, Windy)=-2.26
8 log2

2.26
8 -5.74

8 log2
5.74

8 =0.85

• Finally, we compute the GainRatio relative to every attribute:

– GainRatio(S, Outlook)= 0.18
1.52=0.12

– GainRatio(S, Temperature)= 0.08
1.57= 0.05

– GainRatio(S, Humidity)= 0.17
0.92=0.18

– GainRatio(S, Windy)= 0.19
0.85=0.22

Accordingly, we can deduce that the Windy attribute has the highest GainRatio.
Thus, it will be considered as the root node of the tree.
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The DiffRatio measure: This measure consists of computing the intra-group
distance that measures for each attribute value how much objects are close to each
other. We propose the following steps to pick out the best attribute:

1. We compute the total distance taken over the training set T as follows:

SumD(S) = ∑
xi∈S

∑
x j≥i+1∈S

PS
i .P

S
j λi, j (3.15)

where λi, j equals 1 if both objects xi and x j have the same class label and PS
i

states the probability of belonging of the object xi to the set S. It is calculated
as the cross product of the pignistic probabilities of the different attribute
bbas relative to an object xi and allowing xi to belong to S.

2. Then, for each attribute value v, we compute SumD(SAk
v ) as follows:

SumD(SAk
v ) = ∑

xi∈S
Ak
v

∑
x j≥i+1∈S

Ak
v

PS
Ak
v

i .PS
Ak
v

j λi, j (3.16)

where PS
Ak
v

i quantifies the probability of the object xi to belong to the subset
SAk

v . Note that it is computed as the same manner as the computation of Ps
j .

3. Once the different SumD(SAk
v ) are calculated, for each attribute Ak ∈ A, we

compute SumDAk(S) as follows:

SumDAk(S) = ∑
v∈Θ

Ak

SumD(SAk
v ) (3.17)

4. In analogy to classical decision trees, we compute the difference before and
after performing the partition process by the attribute Ak. This measure,
denoted by di f f (S,Ak), is defined as the difference between SumD(S) and
SumDAk(S) as follows:

di f f (S,Ak) = SumD(S)−SumDAk(S) (3.18)

5. Using the SplitIn f o, we compute the Di f f Ratio relative to the attribute Ak.

Di f f Ratio(S,Ak) =
di f f (S,Ak)

SplitIn f o(S,Ak)
(3.19)

where

SplitIn f o(S,Ak) =− ∑
v∈D(Ak)

∑x j∈S
Ak
v

PS
Ak
v

j

|S|
log2

∑x j∈S
Ak
v

PS
Ak
v

j

|S|
(3.20)
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6. We repeat this process for each attribute Ak ∈ A and then select the one that
maximize the Di f f Ratio.

Example 3.4. Suppose that we have an evidential training data as presented in
Example 3.1. Let us try to illustrate the Di f f Ratio attribute selection measure.

• Let us start by computing the distance SumD(S) which is defined as the sum
of distances between each training instance and the whole set S as follows:

SumD(S) = ∑
Di∈S

∑
D j≥i+1∈S

PS
i .P

S
j λi, j

= 12

• Subsequently, we compute the distance for each attribute values:

– Outlook:

* SumD(SOutlook
Sunny )= 1

* SumD(SOutlook
Overcast)=0.15

* SumD(SOutlook
Rain )=0.85

– Temperature:

* SumD(STemperature
Hot )= 0.74

* SumD(STemperature
Mild )= 0.65

* SumD(STemperature
Cool )= 0.9

– Humidity:

* SumD(SHumidity
High )= 5.03

* SumD(SHumidity
Normal )= 1.28

– Windy:

* SumD(SWindy
True )= 1.02

* SumD(SWindy
False )= 5.24

• We compute, SumDOutlook, SumDTemperature, SumDHumidity, SumDWindy for
respectively the attributes Outlook, Temperature, Humidity and Windy:

– SumDOutlook=SumD(SOutlook
Sunny )+SumD(SOutlook

Overcast)+SumD(SOutlook
Rain )

=1+0.15+0.85=2

– SumDTemperature=SumD(STemperature
Hot )+SumD(STemperature

Mild )+SumD(STemperature
Cool )

=0.74+0.65+0.9=2.29
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– SumDHumidity=SumD(SHumidity
High )+SumD(SHumidity

Normal )

=5.03+1.28=6.31

– SumDWindy=SumD(SWindy
True )+SumD(SWindy

False )

=1.02+5.24=6.26

• As a next step, we compute the difference induced when partitioning the tree
through the four attributes:

– di f f (S,Outlook)= SumD(S)−SumDOutlook= 12-2= 10

– di f f (S,Temperature)= SumD(S)−SumDTemperature= 12-2.29=9.71

– di f f (S,Humidity)= SumD(S)−SumDHumidity=12-6.31=5.69

– di f f (S,Windy)= SumD(S)−SumDOWindy=12-6.26=5.74

• Finally, we turn to compute the Di f f Ratio relative to each attribute:

– Di f f Ratio(S,Outlook)= di f f (S,Outlook)
SplitIn f o(S,Outlook)=

10
1.52= 6.57

– Di f f Ratio(S,Temperature)= di f f (S,Temperature)
SplitIn f o(S,Temperature)=

9.71
1.57= 6.18

– Di f f Ratio(S,Humidity)= di f f (S,Humidity)
SplitIn f o(S,Humidity)=

5.69
0.92= 6.18

– Di f f Ratio(S,Windy)= di f f (S,Windy)
SplitIn f o(S,Windy)=

5.73
0.85= 6.74

From the yielded results, we can remark that the Windy corresponds to the at-
tribute with the greatest Di f f Ratio. Accordingly, this latter will be regarded as
the root node of the decision tree.

Partitioning strategy

The splitting strategy consists of dividing the training set according to the values
of the chosen attribute Ak, meaning that a branch will be associated to each value
v of the chosen attribute and each edge will contain a subset SAk

v from S. Since we
handle data with evidential attributes, each training object may be part of more
than one subset. That is, each training object may belong to more than one branch
with a probability of belonging computed in terms of the pignistic probability. To
put it simply, a given object x j has to be assigned to each branch having v as value
and satisfying BetPΘ

Ak [x j](v) 6= 0.
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Stopping criteria

The stopping criteria are quite similar to those used by the standard decision tree.
There exist mainly four stopping strategies:

1. Only one instance is part to the treated node.

2. Instances of the treated node belong to the same class.

3. There is no further attribute for checking.

4. The remaining attributes have GainRatio or Di f f Ratio equal or less than
zero.

Structure of leaves

Our ultimate purpose is to construct decision tree from data with evidential at-
tributes. In such a case, an object xi may belong to more than one leaf with a
probability of belonging denoted by P

L f
i . As leaves may include objects with dif-

ferent class values, our proposed decision tree building algorithm assigns for each
leaf a probability distribution over the set of classes computed from the proba-
bility of objects belonging to this leaf. The probability distribution relative to L f

over a class Cq ∈C is set to:

Pr{L f }(θq) =
1

∑xi∈L f
P

L f
i

∑
xi∈L f

P
L f
i γiq (3.21)

where γiq equals 1 if the class of the object xi is θq, 0 otherwise and P
L f
i is the

probability of the instance xi to belong to the leaf L f . This latter is calculated as
the cross product of the pignistic probabilities of the object xi to belong to the
nodes that link the root node and the corresponding leaf node L f .

3.2.4 Decision tree procedures

Construction level

The construction of our proposed decision tree classifier within an uncertain en-
vironment follows Quinlan’s algorithm steps. It relies on a top down construction
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approach. Assume that T is our learning set, the different steps of our decision
tree algorithm will be set as follows:

1. We start by creating the root node from the whole learning set T .

2. We check if the root node satisfies any stopping criteria.

• If one stopping criterion is reached, the treated node will be declared as
a leaf for which we compute the probability distribution over the set of
classes.

• else, we pick out the attribute that maximizes the attribute selection mea-
sure presented previously. The chosen one will be the root node of our
decision tree relative to the set T .

3. We create a branch for each attribute value chosen as a root. This partitioning
step leads to several subsets where each one contains close objects according
to the attribute value.

4. We restart the same process from level 2 until all nodes are considered as
leaves.

Example 3.5. Let us continue with the evidential training data given in Table
3.2. Our ultimate goal is to construct belief decision trees that are based on the
GainRatio and Di f f Ratio attribute selection criteria. As previously mentioned,
we resort to both the GainRatio and the Di f f Ratio criteria. Figure 3.1 and Fig-
ure 3.2 correspond respectively to the constructed trees with the GainRatio and
the Di f f Ratio criteria. The probability distribution of leaves for the GainRatio
decision tree and the Di f f Ratio decision trees are given respectively in Table 3.8
and Table 3.9.
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Table 3.8: Probability distribution of
leaves according to the GainRatio
Criterion

Pr{L f }(Yes) Pr{L f }(No)
L1 0.95 0.05
L2 0 1
L3 0 1
L4 0.83 0.17
L5 0.75 0.25
L6 0.45 0.55
L7 0.37 0.63
L8 1 0
L9 0.9 0.1
L10 0.97 0.032
L11 1 0
L12 0.68 0.32
L13 0.75 0.25
L14 1 0
L15 0.15 0.85
L16 0.19 0.81
L17 0 1

Table 3.9: Probability distribution of
leaves according to the Di f f Ratio
Criterion

Pr{L f }(Yes) Pr{L f }(No)
L1 0.95 0.05
L2 0.86 0.14
L3 0.78 0.22
L4 0.45 0.55
L5 0.37 0.63
L6 1 0
L7 0.67 0.32
L8 0.75 0.25
L9 1 0
L10 0.13 0.87
L11 0.32 0.68
L12 0 1
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Classification level

As stated by Quinlan (1987), a decision tree paradigm consists mainly in two dis-
tinct procedures: the construction and the classification steps. Herein, we propose
a novel approach for classifying objects with evidential attributes. Let z be a query
instance described by a set of attributes A= {A1, . . . ,An}. The global frame of dis-
cernment relative to all the attributes, denoted by ΘA, is equal to the cross product
of the different ΘAk as follows:

Θ
A = ×

k=1,...,n
Θ

Ak . (3.22)

Since objects are described by a combination of values, we compute, for query
instance z, the joint bba expressing beliefs on its attribute values. To do so, we
proceed as follows:

• We extend the different bbas mΘ
Ak

z to the global frame of discernment ΘA

(see Equation 3.22) for getting the different bbas mΘ
Ak↑ΘA

z .

• We combine the different extended bbas using the conjunctive operator:

mΘA

z = ∩©
k=1,...,n

mΘ
Ak↑ΘA

z (3.23)

Once the joint bba mΘA

z is obtained, we move on to compute the probability dis-
tribution Prz[x](θq) of each focal element x. The computation of this probability
distribution depends mainly on the focal elements of the bba mΘA

and on the sub-
set x:

• When x is a singleton, the probability distribution Prz[x](θq) corresponds to
the probability assigned to the class θq of the leaf that is attached to the focal
element.

• else, we explore all possible paths correspond to this combination of values.
There are two possible cases:

– The case 1 is that all paths lead to the same leaf. In this case, the proba-
bility Prz[x](θq) will be equal to the probability of assigned to the class
θq of the corresponding leaf.
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– The case 2 is that paths lead to distinct leaves. The probability Prz[x](θq)

of the class θq corresponds to the average probability of the class θq

relative to the different attached leaves.

• Finally, the probability distribution relative to each object test z over the set
of classes will be set to:

Prz(θq) = ∑
x⊆ΘA

mΘA
(x)Prz[x](θq) ∀ q ∈ {1, . . . ,c} (3.24)

The most probable class of the object z is the one with the highest probability
distribution.

Example 3.6. Suppose that the Golf’s manager has beliefs concerning the
weather of a day D9 and he wants to estimate customer attendance. To do so,
he has to classify the new instance through the decision tree constructed from the
data given in Table 3.2. The weather’s beliefs are defined in Table 3.10:

Table 3.10: Evidential attribute values for a query instance

Outlook Temperature Humidity Wind Play

D9 mΘOutlook

9 ({Sunny})=0.6
mΘOutlook

9 ({Overcast})=0.4
mΘTemperature

9 ({Hot})=0.5
mΘTemperature

9 ({Mild})=0.5
mΘHumidity

9 ({Normal})=0.3
mΘHumidity

9 (ΘHumidity)=0.7
mΘWindy

9 ({True})=1 ?

• Let ΘA = ΘOutlook×ΘTemperature × ΘHumidity × ΘWindy be the global frame
of discernment.

• The extension of the different bbas to the frame of discernment ΘA is given
in what follows:

– mΘOutlook↑ΘA
({Sunny}×ΘTemperature×ΘHumidity×ΘWindy)=0.6

– mΘOutlook↑ΘA
({Overcast}×ΘTemperature×ΘHumidity×ΘWindy)=0.4

– mΘTemperature↑ΘA
(ΘOutlook×{Hot}×ΘHumidity×ΘWindy)=0.5

– mΘTemperature↑ΘA
(ΘOutlook×{Mild}×ΘHumidity×ΘWindy)=0.5

– mΘHumidity↑ΘA
(ΘOutlook×ΘTemperature×{Normal}×ΘWindy)=0.3

– mΘHumidity↑ΘA
(ΘA)=0.7

– mΘWindy↑ΘA
(ΘOutlook×ΘTemperature×ΘHumidity×{True}=1
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• The combination result of the extended bba through the conjunctive operator
is:

– mΘA
= mΘOutlook↑ΘA ∩©mΘTemperature↑ΘA ∩©mΘHumidity↑ΘA ∩©mΘWindy↑ΘA

such
that:

* mΘA
(Sunny,Hot,Normal,True) = 0.09

* mΘA
(Sunny,Hot,ΘHumidity,True) = 0.21

* mΘA
(Sunny,Mild,Normal,True) = 0.09

* mΘA
(Sunny,Mild,ΘHumidity,True) = 0.21

* mΘA
(Overcast,Hot,Normal,True) = 0.06

* mΘA
(Overcast,Hot,ΘHumidity,True) = 0.14

* mΘA
(Overcast,Mild,Normal,True) = 0.06

* mΘA
(Overcast,Mild,ΘHumidity,True) = 0.14

• For the classification process, we relied on decision trees given in Figure 3.1
and Figure 3.2 and we identify the corresponding leaves for each bbm:

bbm Leaf (Figure 3.1) Leaf (Figure 3.2)

mΘA
(Sunny,Hot,Normal,True) L6 L1

mΘA
(Sunny,Hot,ΘHumidity,True) L1, L6 L1

mΘA
(Sunny,Mild,Normal,True) L7 L1

mΘA
(Sunny,Mild,ΘHumidity,True) L4, L7 L1

mΘA
(Overcast,Hot,Normal,True) L6 L2

mΘA
(Overcast,Hot,ΘHumidity,True) L2, L6 L2

mΘA
(Overcast,Mild,Normal,True) L7 L2

mΘA
(Overcast,Mild,ΘHumidity,True) L4, L7 L2

The, we compute the probability distribution over each class as follows:

– Decision Tree corresponds to Figure 3.1:

* Pr(Yes)=0.09 × 0.45 + 0.21 × 0.70 + 0.09 × 0.37 + 0.21 × 0.6 +
0.06 × 0.45+ 0.14 × 0.23 +0.06 × 0.37 + 0.14 × 0.6= 0.51

* Pr(No)=0.09 × 0.55 + 0.21 × 0.30 + 0.09 × 0.63 + 0.21 × 0.40 +
0.06 × 0.55+ 0.14 × 0.77 +0.06 × 0.63 + 0.14 × 0.40= 0.49

Accordingly, we can deduce that the most probable hypothesis is that
customers will play Golf in the day D9.
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– Decision Tree corresponds to Figure 3.2:

* Pr(Yes)= 0.09 × 0.95 + 0.21 × 0.95 + 0.09 × 0.95 + 0.21 × 0.95
+ 0.06 × 0.86+ 0.14 × 0.86 +0.06 × 0.86 + 0.14 × 0.86= 0.91

* Pr(No)= 0.09 × 0.048 + 0.21 × 0.048 + 0.09 × 0.048 + 0.21 ×
0.048 + 0.06 × 0.14+ 0.14 × 0.14 +0.06 × 0.14 + 0.14 × 0.14=
0.09

From this results, we can induce that customers will play Golf in the day
D9.

3.3 Enhanced Evidential k-Nearest Neighbors
(EEk-NN)

The k nearest neighbor classifier, firstly proposed by Fix and Hodges (1951), is
also considered as one of the well commonly used classification techniques in
the fields of machine learning and pattern recognition. The original k-NN ver-
sion consists of assigning a query pattern to the majority class of its k nearest
neighbors. The major shortcoming of this technique arises from learning a k-NN
classifier with skewed class distributions, meaning that training instances with the
most prevalent class may dominate the prediction of new query patterns due a
large value of k. From this, numerous researchers have proven that the uncer-
tainty about the class label of a given test pattern can be modeled through various
uncertainty theories, particulary the belief function theory (Shafer, 1976).

Denœux (1995) has proposed an evidence theoretic k-NN (Ek-NN) method relied
on the belief function theory where each neighbor of a query pattern is regarded as
a piece of evidence supporting some hypothesis concerning its class membership.
The basic belief assignments obtained by all the k nearest neighbors have to be
merged through the Dempster rule to get the final decision. An extended version
of the Ek-NN, called Evidential Editing k-NN (EEk-NN), has been introduced in
(Jiao, Denœux, & Pan, 2015), where the label class of each training instance has
to be represented by an evidential label to handle the uncertainty pervading the
class labels. Despite their seriousness, neither the Ek-NN nor the EEk-NN are
able to handle data with evidential attributes. Inspired from these approaches,
we suggest to develop an Enhanced Evidential k-Nearest Neighbors classifier for
handling evidential data.
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Let X be a training set described by N objects x j (i.e. j ∈ {1, . . . ,N}) where each
of them is described by n evidential attribute values A = {A1, . . . ,An} and a class
label θ j expressing with certainty its membership to one class in Θ.

Suppose that z is a new pattern to be classified on the basis of the information
contained in the training set T . The idea consists of computing the distance be-
tween the test pattern z and each object x j in X using a distance metric dz, j. This
distance has to be calculated as the sum of the absolute differences between the
attribute values. More specifically, we have resorted to the Jousselme distance
metric (A. Jousselme et al., 2001). A small value of dz, j reflects the situation that
both instances z and x j have the same class label and a large value of dz, j may
reflect the situation of almost complete ignorance. The information concerning
the label class of the instance z can be modeled through the belief function theory.
So that, each training instance x j provides an item of evidence m( j)(.|x j) over Θ

as follows:

m( j)({θq}|x j) = αΦq(dz, j) (3.25)

m( j)(Θ|x j) = 1−αΦq(dz, j)

m( j)(A|x j) = 0,∀A ∈ 2Θ\{Θ,θq}

where dz, j is computed such as in Equation 2.20, θq is the class label of the in-
stance x j and α is a parameter such that 0 < α < 1. It has been proven by Denœux
that a value of α equals 0.95 can yield good results. The decreasing function Φq,
verifying Φq(0)=1 and limd→∞Φq(d) = 0, should be set to:

Φq(d) = exp(−γqd2) (3.26)

where γq is a positive parameter relative to the class θq. It can be optimized using
either an exact method or a linearization method (Zouhal & Denœux, 1998). The
optimization process consists of minimizing the mean squared classification error
over the whole training set X .

The final bba mz can be obtained by merging the N bbas issued from the different
training instances using the Dempster operator:

mz = m(1)(.|x1)⊕m(2)(.|x2)⊕ . . .⊕m(N)(.|xN) (3.27)

As some training instances may be too far from z, only the k nearest neighbors
should be considered to determinate the class membership. The final bba is ob-
tained as follows as follows:

mz = m(1)(.|x1)⊕m(2)(.|x2)⊕ . . .⊕m(k)(.|xk) (3.28)
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Table 3.11: Distance between query instances
Outlook Temperature Humidity Windy Total

Distance
Average
Distance

d(D1,D9) 0.4 0.25 0.35 0 1 0.25

d(D2,D9) 0.2 0.15 0.28 1 1.63 0.40

d(D3,D9) 0.6 0.5 0.14 0.90 2.14 0.53

d(D4,D9) 0.75 0.5 0.46 1 2.71 0.67

d(D5,D9) 0.87 0.68 0.49 0.89 2.94 0.73

d(D6,D9) 0.52 0.86 0.53 0 1.92 0.48

d(D7,D9) 0.40 0.04 0.28 0.95 1.67 0.41

d(D8,D9) 0.4 0.7810 0.63 1 2.81 0.70

The test pattern is then assigned to the class with the maximum pignistic probabilit
of mz:

θ j∗(z) = argmaxθq∈{θ1,...,θc}BetP({θq}) (3.29)

where BetP({θq}) corresponds to the pignistic probablity of the hypothesis θq

associated to the bba mz.

Example 3.7. Let us continue with the evidential training instances given in Table
3.2 and the test instance presented in Table 3.10. We try to predict the label class
of the query instance through our proposed EEk-NN, when following these steps:

• Assume that γyes and γNo are equal respectively to 0.47 ad 0.53. We calcu-
late the distance between the query instance D9 and each training instance.
The results are presented in Table 3.11.

• Suppose that k equals 3, then the three nearest neighbors of D9 are D1, D2

and D7. Accordingly, the output labels of these three instances will be mod-
eled through belief functions as follows:

D1 m1({Yes}) = 0.95 × e−0.47∗0.252
=0.90

m1(Θ) = 1−m1({Yes})=0.10

D2 m2({Yes}) = 0.95 × e−0.47∗0.412
= 0.87

m2(Θ) = 1−m2({Yes})= 0.13

D7 m7({No}) = 0.95 × e−0.53∗0.422
= 0.84

m7(Θ) = 1−m7({No})= 0.16
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• Besides, we have to merge these bbas through the Dempster operator as
follows:

m9 = m1⊕m2⊕m7

• Thus:

m9({Yes}) = 0.92

m9({No}) = 0.07

m9(Θ) = 0.01

• From this, the pignistic probability relative to m9 is equal to:

BetP(Yes) = 0.93

BetP(No) = 0.07

According to the obtained results, it is more probable that customers play
golf in D9.

3.4 Comparative study

This Section is devoted to examining the performance of our three proposed evi-
dential machine learning classifiers. In what follows, we details our experimenta-
tion settings and results.

3.4.1 Experimentation settings

To evaluate the performance of our three evidential classifiers, we have relied on
some numerical and mixed real world databases acquired from the UCI machine
learning databases (Murphy & Aha, 1996), where some of them are character-
ized by the presence of missing values. Table 3.12 provides a description of
the used databases. In a practical point of view, missing values have to be im-
puted and continuous variables have usually to be discretized into bins. However,
the uncertainty introduced by missing values imputation and continuous variables
discretization have to be addressed. Herein, we propose to generate evidential
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databases from the mentioned ones. That is, the missing values will be repre-
sented by vacuous bbas and symoblic attributes have to be expressed through cer-
tain bbas. With regards to continuous variables, they have been transformed into
beliefs using the Evidential c-Means approach (ECM) (Masson & Denœux, 2008;
Samet, Lefèvre, & Ben Yahia, 2016).

Table 3.12: Description of databases
Databases Heart Japanese Vote records Hepatitis Wine Thoracic

Surgery

Total instances 270 690 435 155 178 470
Total attributes 13 15 16 19 13 17
Missing values No No Yes Yes No No

Number of classes 3 2 2 2 3 2

For the evaluation process, we relied on some standard information retrieval mea-
sures: the Percentage of Correctly Classification (PCC), the recall and the pre-
cision. Let Figure 2.3 illustrates the confusion matrix of a c class classification
problem.

The PCC is calculated as the percentage of well classified instances. It corre-
sponds to the recogration rate computed following to Equation 2.40.

The recall measure, also refereed to as T P rate or sensitivity, is the proportion of
correctly classified positive instances, with respect to all positive instances. The
sensitivity of each class θi ∈ Θ is computed as follows:

Si =
Ni,i

∑
c
j=1 Ni, j

(3.30)

and the sensitivity over all classes will be set to:

S =
1
c

c

∑
i=1

Si (3.31)

The precision is computed as the ratio of the number of correctly classified pos-
itive instances, with respect to the total number of predicted positive instances.
The precision of each class θi ∈ Θ is computed as follows:

Pi =
Ni,i

∑
c
j=1 N j,i

(3.32)
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and the precision over all classes will be set to:

P =
1
c

c

∑
i=1

Pi (3.33)

3.4.2 Results discussions

Following a 5-fold cross validation approach, we firstly present from Figure 5.1
to Figure 3.8, the PCC, the recall and the precision results relative to our EEk-NN
classifier for all k in ∈ {1, . . . ,15}. knowing that in the literature we are restricted
to impair values of k, herein, we aim to test several values of k in the purpose
of studding the impact of the k values on the classification performance and the
identifying the best vale of k in the range [1,15]. As remarked from these figures,
the performance of our EEk-NN classifier varies according to the value of k. For
the heart database the best PCC and precision values are yielded for k equals 15,
while the recall value is achieved where k equals 2.
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Figure 3.3: Results for Heart database
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Figure 3.4: Results for Japanese database
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Figure 3.5: Results for Vote Records database
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Figure 3.6: Results for Hepatitis database
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Figure 3.7: Results for Wine database
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Figure 3.8: Results for Thoracic Surgery database
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Table 3.13: Comparative results in terms of the PCC criterion (%)

Bases EEk-NN
Decision trees

Gain Ratio Diff Ratio

Heart 84.07 ± 0.03
k={15}

80.04 ± 0.15 78.32 ± 0.23

Japanese 85.50 ± 0.07
k={11}

84.98 ± 0.01 82.63 ± 0.03

Vote Records 93.79 ± 0.03
k={6}

89.86 ± 0.06 91.24 ± 0.12

Hepatitis 52.25 ± 0.13
k={7}

49.08 ± 0.17 50.02 ± 0.26

Thoracic Surger 83.61± 0.03
k={11,13}

83.01 ± 0.2 81.17 ± 0.07

Wine 88.57 ± 0.09
k={1}

79.82 ± 0.18 85.11 ± 0.26

Table 3.14: Comparative results in terms of the recall criterion (%)

Bases EEk-NN
Decision trees

Gain Ratio Diff Ratio

Heart 85.62± 0.08
k={2}

78.02± 0.17 75.64 ± 0.01

Japanese 76.48± 0.1
k={11}

82.42 ± 0.26 81.45 ± 0.03

Vote Records 92.93 ± 0.05
k={15}

85.56 ± 0.38 98.56 ± 0.01

Hepatitis 80.15 ± 0.02
k={3}

47.42 ± 0.23 48.49 ± 0.03

Thoracic Surger 84.59±0.03
k={15}

79.78 ± 0.07 79.17 ± 0.1

Wine 98.05± 0.03
k={13,14,15}

75.46 ± 0.13 82.96 ± 0.22

The performance of our proposed EEk-NN classifier with the best value of k will
be compared to our two proposed decision tree classifiers. The comparative results
are given from Table 3.13 to Table 3.15.
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Table 3.15: Comparative results in terms of the precision criterion (%)

Bases EEk-NN
Decision trees

Gain Ratio Diff Ratio

Heart 83.81 ±0.03
k={15}

79.66 ± 0.03 77.76 ± 0.1

Japanese 77.94±0.1
k={11}

83.12 ± 0.24 81.89 ± 0.04

Vote Records 93.65 ± 0.03
k={6}

87.89 ±0.02 90.07 ± 0.23

Hepatitis 65.47 ± 0.23
k={7}

48.26 ± 0.17 49.05 ± 0.04

Thoracic Surger 98.18 ±0.03
k={15}

82.44 ± 0.03 81.05 ± 0.19

Wine 87.65±0.03
k={9,10,11}

78.56 ± 0.04 84.25 ± 0.01

The results presented in Table 3.13, Table 3.14 and Table 3.15 prove the perfor-
mance of our EEk-NN classifier comparatively with our decision tree approaches
in terms of the PCC, the recall and the precision criteria for almost all databases
and almost all values of k. This is justified by the fact that our proposed decision
tree approaches generate trees with a huge number of branches. The occurred
over-fitting has a greatest influence in the classification performance. Another
point to be highlighted is that the EEk-NN classifier performs faster than the de-
cision tree versions.

3.5 Conclusion

In this Chapter, we have proposed three machine learning classifiers for handling
real world data with evidential attributes. The two first ones are extensions of the
classical decision tree classifier, while the third one, referred to as Enhanced Evi-
dential k-NN, is an extension of the standard k-NN classifier. To pick out the most
efficient algorithm among these proposed ones, we have carried out a comparative
study when relied on the PCC, the recall and the precision as assessment criteria.
The obtained results have proven the efficiency of the EEk-NN comparatively with
the decision tree versions across the different databases. To this end, in the next
Chapter, we develop an ensemble EEk-NN classifier through feature subspaces.
More precisely, we propose a rough set based ensemble EEk-NN classifiers.
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Chapter 4
A selective ensemble EEk-NN

classifiers through rough set

reducts
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4.1 Introduction

The construction of a good ensemble classifier has become a vital need thanks to
its ability for yielding appropriate decisions. One solution consists of constructing
an ensemble of classifiers through feature subspaces (Breiman, 2001; Lienemann
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et al., 2007; Skurichina & Duin, 2002). The main key underlying this approach
concerns the generation of the most suitable feature subsets, meaning the minimal
attribute subsets that are diverse as much as possible and allowing the same clas-
sification ability as the original attribute set. In this context, classifier ensembles
through rough set reducts have been very well studied for quite some times (Shi,
Ma, et al., 2011; Shi, Xi, et al., 2011; Wang et al., 2010; Saha et al., 2008).

Since rough set ensemble classifiers for addressing imperfect knowledge, notably
evidential ones, have not attracted the great attention till now, we propose, in this
thesis, to construct a rough set based ensemble for handling such a kind of data.
In analogy with the standard case, the construction of a good ensemble requires
two main steps. the selection of the best individual classifiers (i.e. meaning the
most suitable reducts) and the combination of these classifiers. In this chapter, we
only focus on the classifier selection. Accordingly, we propose a novel framework
for constructing individual base classifiers trained with the most suitable reducts
and enabling the generation of a successfully ensemble of the EEk-NN classifiers.
So, we start by highlighting the basic concepts behind the rough set theory and we
present then our novel framework for generating and selecting appropriate reducts
enabling the construction of a good ensemble EEk-NN classifiers.

4.2 Rough sets: Fundamental concepts

The rough set theory, proposed by Pawlak (1998), is one efficient way for deal-
ing with various application problems, including feature subspaces. It allows to
generate the smallest subsets of relevant features, also called reducts, enabling the
same discrimination as the original attribute set. In practical terms, a data set has
to be represented through a Decision Table (DT) which is defined as a pair DT =
(X ,A∪{y}). The universe X = {x1, . . . ,xN} reflects a non-empty finite set of N
objects, A = {A1, . . . ,An} is a non-empty finite set of n condition attributes with
values V (x j) = {V1(x j), . . . ,Vn(x j)} for each object x j and y ∈ Θ = {θ1, . . . ,θc}
corresponds to the decision attribute value (Yao & Zhao, 2009). Let B denotes a
subset of attributes (i.e. B ⊆ A), an indiscernibility relation, denoted IND(B), is
defined by the following ∀ k = {1, . . . ,n}:

IND(B) = {(xi,x j) ∈ X×X |∀Ak ∈ B,Vk(xi) =Vk(x j)} (4.1)

Example 4.1. Let us continue with Example 3.1 to illustrate how to define an in-
discernibility relation from a decision table. we consider the following three non-
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empty subsets of the conditional attributes: {Outlook}, {Outook,Temperature}
and {Outlook, Temperature, Humidity, Windy}.

• IND(Outlook)= {{D1,D2,D8},{D3,D7},{D4,D5,D6}}.

• IND(Outlook,Temperature)= {{D1,D2},{D3},{D4},{D5,D6},{D7},{D8}}.

• IND(Outlook,Temperature,Humidity,Windy)=
{{D1},{D2},{D3},{D4},{D5},{D6},{D7},{D8}}.

Assuming that U is a subset of the universe X , the B-lower of U denoted by
B(U) and the B-upper of U denoted by B(U) are illustrated in Figure 4.1 and are
computed as follows:

B(U) = {x j|[x j]B ⊆U,x j ∈U} (4.2)

and

B(U) = {x j|[x j]B∩U 6= /0,x j ∈U} (4.3)

Figure 4.1: The illustration of the set approximation

Based on the knowledge in B, objects in B(U) can be with certainty classified as
members of U and objects in B(U) can be only classified as possible members of
U .
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Let B and y be equivalence relations over U , then the positive, negative and bound-
ary regions can be defined:

POSB(y) =
⋃

U∈X/y

B(U) (4.4)

NEGB(y) =U−
⋃

U∈X/y

B(U) (4.5)

BNDB(y) =
⋃

U∈X/y

B(U)−
⋃

U∈X/y

B(U) (4.6)

The positive region contains all objects of U that can be classified to classes of
U/y using the information in attributes B. The boundary region, BNDB(y), is the
set of objects that can possibly, but not certainly, be classified in this way. The
negative region, NEGB(y), is the set of objects that cannot be classified to classes
of U/y.

Example 4.2. Let us continue with the previous example Example 2.3. An illustra-
tive example of the above mentioned calculations is given in what follows where
B={Outlook, Temperature}:

• POSB(y) =
⋃
{{D1,D2,D5,D6},{D3,D4,D7}}

={D1,D2,D3,D4,D5,D6,D7}

• NEGB(y)= U-
⋃
{{D1,D2,D5,D6},{D3,D4,D7}}= {D8}

• BNDB(y)= { /0}

Retain the attributes that preserve the positive region is regarded as an effective
alternative for feature reduction. Since this approach may yield several feature
subsets, only minimal ones, refers to as reducts, have to be chosen for solving a
given machine learning problem. A subset B is a reduct of A with respect to the
decision attribute y, if B is minimal and:

PosB(y) = PosA(y) (4.7)

Another efficient solution for reduct extraction is the discernibility function
(Skowron & Rauszer, 1992). It consists firstly of computing a discernibility ma-
trix DM from a given decision table DT . The entries of the discernibility matrix
DM are computed as follows:

DM(xi,x j) = {Ak ∈ A|Vk(xi) 6=Vk(x j) and yi 6= y j} ∀ i, j = {1, . . . ,N} (4.8)
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Once the discernibility matrix DM is computed, we can define the discernibility
function as follows:

f (DM) = ∧{∨(DM(xi,x j))|∀xi,x j ∈ X ,DM(xi,x j) 6= /0} (4.9)

The discernibility function has to be converted from a conjunctive normal form
into a disjunctive normal form for picking out all possible reducts.

Example 4.3. Let us continue with Example 3.1 and try to compute the discrnibil-
ity matrix. Assume that O, T , H and W reflect respectively the attribute Outlook,
Temperature, Humidity and Windy. The corresponding discernibility matrix is
given in Table 4.1 The discrnibility function is then computed as follows:

Table 4.1: An example of a discernibility matrix
D1 D2 D3 D4 D5 D6 D7 D8

D1 - - - - - - - -
D2 O,T,H - - - - - - -
D3 T,H,W T,H - - - - - -
D4 H,W H H,W - - - - -
D5 W - - O - - - -
D6 W W W O,W O,T,H - - -
D7 - W O - T,H,W T,H - -
D8 O,H,W O,H H,W T,H,W - W - -

f (DM) = ∧{∨({O},{H},{W},{O,W},{O,H},{H,W},{T,H},{T,H,W},{O,H,W},{O,T,H})}
= {O∧H ∧W}

From this example, we can deduce that there is a unique reduct for the data given
in Table 3.1 (i.e. R= {O, H, W}).

In spite of their great success, this approach is very costly and it is impractical
for medium sized or large sized data sets. In light of this shortcoming, several
heuristics have been introduced (Johnson, 1973; Komorowski, Øhrn, & Skowron,
2002)
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4.3 A rough set based selective ensemble EEk-NNs

Almost all existing datasets are described by redundant and irrelevant features
that could adversely affect the classification performance, the computation time
and the memory resources. The rough set theory is widely used for relevant fea-
ture extraction and it has been regarded as a novel way for producing successful
ensemble classifiers, we aim throughout this dissertation to construct a rough set
based ensemble EEk-NN classifiers for addressing data with evidential attributes.
We define the notion of reduct with evidential attributes and we develop a new
rough set reduct method for picking out all possible reducts within an evidential
environment. In a traditional way, ensemble classifiers have to be constructed
with all generated reducts. However, we could very well wind up with hundreds
or even thousands of reducts. Thus, we propose to select the most suitable reducts
for an ensemble of EEk-NN classifiers. Figure 4.2 provides a description of our
novel rough set reducts based selective ensemble.

4.3.1 Reduct extraction from data with evidential attributes

Reduct computation has been proven as an NP-hard problem which has led to
the introduction of several heuristics. The Rosetta software is well-known to be
among the most effective methods for reducts generation. It includes a set of al-
gorithms for extracting multiple reducts. An example includes the SAVGenetic
Reducer (El-Monsef et al., 2003), a genetic algorithm for picking out approxi-
mate reducts. As our aim purpose is to address data with evidential attributes,
we propose to extend the SAVGenetic algorithm to a distance-based definition to
handle evidential attributes when maintaining the used fitness function. In anal-
ogy with the standard version, our belief SAVGenetic reducer starts by calculating
a discernibility matrix Λ′ from the evidential data (Trabelsi, Elouedi, & Lefèvre,
2016a). Assume that X={x1,. . .,xN} is a given data set with N objects. Each ob-
ject xi (i ∈ {1, . . . ,N}) is described by n evidential attributes A = {A1, . . . ,An}
and a certain class label yi ∈ Θ={θ1, . . . ,θc}. Note that each attribute Ak (i.e. k
∈ {1,. . . ,n}) has a domain of discrete values denoted by ΘAk , the entries of the
discernibility matrix Λ′ are set to:

Λ
′(xi,x j) = {Ak ∈ A|dist(mΘ

Ak
i ,mΘ

Ak
j )> T and yi 6= y j} (4.10)

where mΘ
Ak

i states the bba assigned to the attribute Ak of the object xi, T refers to
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Figure 4.2: A rough set based ensemble for data with evidential attributes
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a tolerance threshold (i.e. T is set to 0.4 with the aim of maximizing the search
space) and dist reflects the Jousselme distance (A. Jousselme et al., 2001).

The process of extracting reducts through a discernibility matrix is regarded as
a set cover problem. It consists of finding the minimal hitting sets 1 form the
non empty sets of the obtained discrenability matrix. Since the minimal hitting
set is an NP-hard problem, we relied on the genetic algorithm for picking out
approximate hitting sets, meaning approximate reducts. Suppose that ζ ′ contains
the non empty sets of Λ′, the fitness function corresponds to our genetic algorithm
for each subset B ∈ 2n is set to:

f (B) = (1−α)× |A|− |B|
|B|

+α× ε,
|[z ∈ ζ ′|z∩B 6= /0]|

|ζ ′|
(4.11)

The fitness function f (B) rewards not only subsets that are hitting sets (i.e. mean-
ing subsets having a non empty intersection with all elements of the discernability
matrix) but also subsets with shortest size. Herein, α ∈ [0,1] refers to the adaptive
weighting between the two parts. In our case, we have set α to 0.5.

4.3.2 Reduct selection for ensemble EEk-NN classifiers

As already mentioned, we could end up with several reducts. The process of con-
structing ensemble systems with all generated classifiers is extremely costly espe-
cially for high dimensional databases. An alternative solution consists of selecting
the most appropriate reducts for ensemble learning. We present, throughout this
Section, three approaches enabling to pick out the most suitable reducts for an
ensemble of EEk-NN classifiers.

Select Diverse Reducts (DR)

One of the main keys for constructing a successful rough set ensemble is to ensure
a good diversity between the chosen reducts. Getting inspiration from (Debie
et al., 2013), we propose a new heuristic for selecting diverse reducts from the

1A hitting set of a given multiset ζ ′ of elements from 2n is a set B⊆ n such that the intersection
between B and every set in ζ ′ is non-empty. The set B ∈ HS(ζ ′) (i.e HS denotes the hitting sets)
is a minimal hitting set of ζ ′ if any of its elements are removed
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pool of generated ones (see Algorithm 4.1) when starting with the smallest reduct
instead of applying a random choose. Once the first reduct R1 is picked out, our
algorithms computes the diversity between the chosen reduct R1 and the remaining
ones using Algorithm 4.2. The reduct which has to be chosen is the one with the
highest diversity degree. As in (Debie et al., 2013), the diversity measure will be
computed as the inverse of the average similarity between a candidate reduct R j

and the M′ chosen ones (i.e RED Chosen):

Div j = 1− 1
M′ ∑

Ri∈RED Chosen

|R j∩Ri|
|R j∪Ri|

(4.12)

The most diverse reduct R j will then be chosen for constructing the ensemble
system and it will be removed from the current reduct set RED. This process will
be repeated until at most M reducts are selected or the reduct pool RED is empty.
Regarding the time complexity, it depends mainly on the number of generated
reducts (i.e O(M×|RED|)).

Algorithm 4.1 Select diverse reducts (RD)
1: input: A pool of reducts RED, M is the maximum number of chosen reducts
2: output: M′ diverse reducts
3: RED Chosen← /0
4: R1=minR∈RED cost(R)
5: RED Chosen← {RED Chosen, R1}
6: M′=1
7: RED= RED - R1;
8: While M′ < M or isEmpty(RED) = f alse Do
9: Div ←− ReductDiversity(RED Chosen,RED) {%Computed through Algo-

rithm 4.2}
10: R best= arg maxR j∈RED Div j

11: RED Chosen← {RED Chosen, R best}
12: RED= RED - R best;
13: M′ = M′+1
14: end while

Accuracy-Diversity Assessment Function for reduct selection (AD-AF)

The study conducted by Opitz and Maclin (1999) has demonstrated that both the
accuracy and the diversity of base classifiers may improve the performance of an
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Algorithm 4.2 ReductDiversity(RED Chosen,RED)
1: input: A set of candidate reducts RED and selected reducts RED Chosen
2: output: Diversity between reducts Div
3: for j= 1 to |RED|
4: Sim j=0;
5: for each Ri ∈ RED Chosen
6: Sim j= Sim j + |RED j∩Ri|

|RED j∪Ri|
7: end for
8: Div j = 1- Sim j

|RED Chosen|
9: end for

ensemble system. That is, a good ensemble of classifiers have to be constructed
on the basis of accurate individual classifiers that are diverse as much as possible.

As already stated, a rough set based ensemble classifiers has been viewed for some
years as a valid alternative for ensuring good diversity between the base classifiers.
Herein, we propose to construct a performant classifier ensemble by assessing
a good diversity between the attribute sets and making a trade-off between the
diversity and the accuracy of each individual classifier. More precisely, we relied
on the similarity-based diversity metric (i.e using Equation 4.12) for achieving the
diversity between the the attribute sets and we relied on the assessment function,
proposed by Opitz (Opitz & Maclin, 1999), to extract the most suitable reducts
based on the predictions of the resulting classifier. Opitz’s assessment function
for a candidate classifier f j constructed through a reduct R j is ste to:

Fitness( f j,Ens Cls) = Accuracy( f j,Ens Cls)+ω×Diversity( f j,Ens Cls)
(4.13)

where Ens Cls states the current ensemble of classifiers, and ω corresponds to the
parameter that balances Accuracy and Diversity. Concerning the parameter ω , it
has to be adjusted automatically for maximizing the fitness function value. To put
it more clearly, we keep the value of ω when Fitness is increasing, we increase it
if Accuracy is stable and Diversity is decreasing and we decrease it if Accuracy
is decreasing and Diversity is stable. It will be set to 1 as the initial value and the
changing amount of ω will be set to 10% based on its current value. With regards
to the diversity measure, it is important to note that there are several classifier di-
versity measures. Kuncheva and Whitaker (2003) have distinguished pairwise and
non-pairwise diversity measures. The choice of the most convenient one remains
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unanswered question. Herein, we relied on the disagreement measure (see Equa-
tion 1.4), which is a pairwise one, for computing classifier diversity. Regarding
the Accuracy( f j,Ens Cls), it reflects the average accuracy of the individual clas-
sifiers. Considering that M′= |Chosen RED| is the number of actually selected
reducts. The Accuracy( f j,Ens Cls) is computed as the average of the individ-
ual classifiers and it is obtained from the recognition rate (see Equation 2.40 as
follows:

Accuracy( f j,Ens Cls) =
∑

M′
i=1 Recognition Ratei +Recognition Rate j

M′+1
(4.14)

Our method differs from Opitz’s approach in the way that we take into consider-
ation the accuracy between reducts in addition to the diversity and the accuracy
of individual classifiers. Our proposed framework is detailed in Figure 4.3 and
Algorithm 4.3.

We start by retrieving the reduct R1 with the lowest cost 2 and construct-
ing the first EEk−NN1 classifier (i.e. RED Chosen = {R1} and Ens Cls=
{EEk−NN1}). It calculates then the diversity Div j between the current selected
reducts RED Chosen and each reduct R j ∈ RED using Equation 4.12. Reducts
R j with a diversity measure smaller then a threshold S have to removed from the
reduct pool RED. Each candidate reduct R j ∈ RED will be evaluated using Equa-
tion 4.13. The reduct Rk enabling the highest fitness function has to selected for
constructing our ensemble learning (i.e. Ens Cls = {Ens Cls,EEk−NNk}). This
process has to be repeated until at most a number M of reducts is reached or the
current reduct pool RED is empty.

The key point behind the threshold S is to guarantee the selection of diverse
reducts. So that, if S equals 0 then all the generated reducts have to be consid-
ered as candidates and if S equals 1 there is there is no reduct candidate. In our
experimentation parts, we have set S to 0.7 for reducing the search space). How-
ever, a further studies have to be done for optimizing the value of S that affect the
number of candidate reducts to be assessed through the fitness function.

2The smallest reduct
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Figure 4.3: Reduct selection for ensemble learning
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Algorithm 4.3 A reduct selection approach based on the Accuracy-Diversity as-
sessment function

1: input: A pool of reducts RED, m is the maximum Number of chosen reducts
2: output: Chosen m′ diverse reducts
3: RED Chosen← /0
4: Ens Cls← /0
5: R1=minR∈RED cost(R)
6: RED Chosen← {RED Chosen, R1}
7: M′=1
8: RED= RED - R1;
9: Ens Cls← {Ens Cls, f1}

10: Repeat
11: Div←− ReductDiversity(RED Chosen,RED) {% Computed through Algo-

rithm 4.2}
12: RED New←− R j ∈ RED with Div j > S
13: RED = RED New
14: Choose a new reduct R j from RED satisfying:
15: Fitness( f j,Ens Cls) = maxRk∈RED(Fitness( fk,Ens Cls))
16: Ens Cls← {Ens Cls, f j}
17: RED Chosen← {RED Chosen,R j}
18: RED=RED-R j

19: M′=M′+1
20: until M′ = M or isEmpty(RED) = true

Ensemble Accuracy Assessment Function for reduct selection (EA-AF)

The wrapper approach, using the classifier accuracy as feature selection criterion,
has been successfully used for solving several pattern recognition problems. In
fact, it allows to pick out the feature subset that achieves the greatest classification
accuracy. Herein, we follow the same process as the previous presented approach
but we relied on the ensemble accuracy as a fitness function for extracting the most
appropriate reducts for an ensemble of EEk-NN classifiers. The fitness function
is set to:

Fitness( f j,Ens Cls) = EnsAcc( f j,Ens Cls) (4.15)

where EnsAcc( f j,Ens Cls) reflects the ensemble accuracy of the already chosen
classifiers RED Chosen and the the candidate classifier f j. It corresponds to the
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recognition rate computed following to equation 2.40.

To put it more simply, both AD-AF and the EA-AF assess the diversity of sets
of attributes based on their similarity (i.e using similarity-based diversity measure
(Algorithm 4.1)) and based on the outcomes of the resulting classifier (i.e using
error based diversity measures presented in Section 1.2.1). With regard to the time
complexity, these two approaches are more consuming in comparison with the DR
one. They have |RED| iterations for computing the diversity between the existing
reducts and |REDNew| iterations for the fitness function computation. In sum, they
have a complexity equals O(M×|RED+REDNew|).

4.4 Experimentation settings and results

Following the same experimentation settings of chapter 3, we evaluate the perfor-
mance of our three rough set based selective ensemble EEk-NN classifiers. Before
the evaluation study, we present, in Table 4.2, the number of generated reducts for
the different used databases. From this table, we can remark that a huge num-
ber of reducts have been generated. For instance, we have 8191 reducts for the
Hepatitis databases and we have 975 reducts for the Thoracic Surger one. The
obtained results prove the real need of reduct selection heuristics for ensemble
classifiers. By the following, we evaluate our three reducts selection heuristics in
terms of ensemble size and reduct diversity. One important element which has
to be highlighted concerns the maximum number M of selected reducts, meaning
selected classifiers. According to a study conducted by Opitz and Maclin (1999),
ensembles of 25 classifiers are sufficient for improving the ensemble performance.
Thus, for our experimentation, we set M to 25. Another key issue which has to
be addressed is the number of neighbors yielding satisfactory results. Herein, we
evaluate five values of k which respectively correspond to 1, 3, 5, 7 and 9.

4.4.1 Ensemble size

Herein, we evaluate our three proposed heuristics when relied on the ensemble
size as an evaluation criterion. The obtained results are given from Table 4.3
to Table 4.8 where we can remark that both AD-AF and EA-AF methods have
yielded smallest ensemble in compared with the the DR approach. Let us take
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Table 4.2: Reduct generation for the different databases
Feature subsets Generated reducts

Heart 213 127
Japanese 215 511

Vote Records 216 163
Hepatitis 219 8191

Thoracic Surger 213 975
Wine 216 1824

the Hepatitis database with k equals 1 as example, the ensemble size achieved by
respectively the DR, the AD-AF and the EA-AF are equal to 25, 4 and 4. From this
point of view, we can deduce the efficiency of the AD-AF and EA-AF approaches
for generating ensemble EEk-NN with reduced size.

Table 4.3: Ensemble size for Heart
database

DR AD-AF EA-AF
k=1 25 4 2
k=3 25 3 3
k=5 25 2 3
k=7 25 4 2
k=9 25 2 3

Table 4.4: Ensemble size for
Japanese database

DR AD-AF EA-AF
k=1 25 3 2
k=3 25 3 2
k=5 25 3 3
k=7 25 3 3
k=9 25 3 2

Table 4.5: Ensemble size for Vote
Records database

DR AD-AF EA-AF
k=1 25 3 3
k=3 25 3 2
k=5 25 3 2
k=7 25 3 3
k=9 25 3 2

Table 4.6: Ensemble size for Hepati-
tis database

DR AD-AF EA-AF
k=1 25 4 4
k=3 25 5 3
k=5 25 4 4
k=7 25 3 3
k=9 25 4 4
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Table 4.7: Ensemble size for Tho-
racic Surgery database

DR AD-AF EA-AF
k=1 25 4 3
k=3 25 4 3
k=5 25 4 4
k=7 25 4 4
k=9 25 4 3

Table 4.8: Ensemble size for Wine
database

DR AD-AF EA-AF
k=1 25 3 3
k=3 25 4 3
k=5 25 4 3
k=7 25 3 3
k=9 25 3 3

4.4.2 Reduct diversity

Let us move on now to evaluate our proposed reduct selection approach when
relied on the diversity between the different obtained reducts. We mainly relied
on the Jaccard distance Jδ for measuring the reduct diversity. This measure highly
depends on the number of reducts. In fact, the maximum diversity is yielded when
there is an empty intersection of the generated reducts. It is set to:

Jδ =
|R1∪R2∪ . . .∪RM′|− |R1∩R2∩ . . .∩RM′|

|R1∪R2∪ . . .∪RM′|
(4.16)

The obtained results are given From Table 4.9 to Table 4.14. From these tables,
we can remark that the DR method has achieved in the almots cases the most
diverse reducts comparatively with the AD-AF and EA-AF approaches for almost
databases. This can be explained by specific feature of the Jaccard measure. In
fact, it promotes the ensemble constructed with the largest number of reducts. The
results still show that the AD-AF and EA-AF methods are able to provide sets of
reducts with higher diversity compared to DR on some dataset (e.g., Hepatitis)
and approach the DR performance on others (e.g., Vote) and even be better under
some conditions (e.g., Heart, for k equals 7 and k equals 9).
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Table 4.9: Reduct diversity for Heart
database

DR AD-AF EA-AF
k=1 0.6 0.5 0.54
k=3 0.6 0.5 0.5
k=5 0.6 0.5 0.54
k=7 0.6 0.42 0.86
k=9 0.6 0.42 0.86

Table 4.10: Reduct diversity for
Japanese database

DR AD-AF EA-AF
k=1 0.69 0.65 0.65
k=3 0.69 0.67 0.69
k=5 0.69 0.65 0.63
k=7 0.69 0.69 0.64
k=9 0.69 0.66 0.69

Table 4.11: Reduct diversity for Vote
Records database

DR AD-AF EA-AF
k=1 0.5 0.48 0.49
k=3 0.5 0.49 0.47
k=5 0.5 0.5 0.48
k=7 0.5 0.48 0.50
k=9 0.5 0.5 0.48

Table 4.12: Reduct diversity for
Hepatitis database

DR AD-AF EA-AF
k=1 0.54 0.58 0.54
k=3 0.54 0.58 0.58
k=5 0.54 0.58 0.46
k=7 0.54 0.58 0.54
k=9 0.54 0.58 0.5

Table 4.13: Reduct diversity for
Thoracic Surger database

DR AD-AF EA-AF
k=1 0.94 0.92 0.90
k=3 0.94 0.93 0.94
k=5 0.94 0.93 0.92
k=7 0.94 0.92 0.90
k=9 0.94 0.93 0.91

Table 4.14: Reduct diversity for
Wine Data database

DR AD-AF EA-AF
k=1 0.82 0.79 0.79
k=3 0.82 0.75 0.81
k=5 0.82 0.79 0.76
k=7 0.82 0.81 0.74
k=9 0.82 0.77 0.76

4.5 Conclusion

We have propose, in this Chapter, a novel framework for selecting a successfully
ensemble of the EEk-NN classifier for addressing data with evidential attributes.
Our framework consists firstly of generating all possible reducts and then selecting
the most suitable ones for an ensemble of EEk-NN classifiers. Three approaches
have been proposed for selecting the best reducts, namely the Diversity Reduct
method (DR), the Accuracy-Diversity Assessment Function method (AD-AF) and
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the Ensemble Accuracy Assessment Function method (EA-AF). These mentioned
approaches have been compared in terms of the ensemble size and the reduct
diversity. The achieved results have proven the efficiency of both the AD-AF and
the EA-AF methods over the DR one according to the ensemble size, while the
DR has yielded the most diverse reduct.

In the next Chapter, we select the reduct selection approaches yielding the best
classification performance and we study the impact od some combination rules in
the ensemble performance.
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Chapter 5
Combining selective ensemble

EEk-NNs

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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5.3.2 The optimized t-norm for evidential classifier combi-
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5.1 Introduction

The construction of successfully ensemble classifiers is still a hot undergoing re-
search topic and relied mainly on classifier selection and classifier fusion. In
the previous Chapter, we have proposed three classifier selection approaches and
we have compared them in terms of ensemble size and the training set diversity.
Unfortunately, both measures are insufficient and not suitable to decide the best
classifier selection approach. Thus, in this Chapter, we evaluate and compare our
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three classifier selection methods using some standard information retrieval mea-
sures. The comparison with Random Selected Reducts (RSR), meaning random
sampling with replacement, will also be conducted. The best chosen method will
then be applied for identifying the most appropriate rule.

The random subspace method is similar to bagging except that the features (”at-
tributes”, ”predictors”, ”independent variables”) are randomly sampled, with re-
placement, for each learner

In this Chapter, we suppose firstly the independence between classifiers and we
apply the Dempster operator for making decision about the most appropriate clas-
sifier selection technique. The choice of this rule is justified by its great ability to
merge independent information. However, the classifier independence in an en-
semble seems to be an unreliable assumption and an optimized t-norm rule with
behavior ranging between the Dempster and the cautious rules has to be used as an
alternative Quost et al. (2011). Thus, in this Chapter, we conduct a comparative
study between the Dempster, the cautious and the optimized t-norm rules. The
main aim behind this study is to identify the most appropriate combination rule
for an ensemble classifiers.

5.2 Dempster’s rule for merging classifiers

The belief function theory has not only the advantage to manage and represent
uncertainty. It proposes also a set of combination rules to merge evidence
acquired from several information sources, notably the evidential outputs of an
ensemble of classifiers. The Dempster operator is the well used belief function
rule in the context of classifier fusion within the evidence theory (Quost et al.,
2011). From this, we use the Dempster rule for combining the selected individual
based classifiers obtained by the RD, the AD-AF and the EA-AF methods.
Following the same experimentation settings presented in Chapter 3, we carry out
a comparative study between these classifier selection methods when reling on the
PCC, the recall and the precision as assessment measures. The experimentation
results for the different databases are given from Table 5.1 to Table 5.6. Plots
showing the general tendency of the classifiers performance across the different
datasets with k equals 7 are given from Figure 5.1 to Figure 5.3. From the
obtained redults, we can remarked that the performance of an ensemble system is
greatly influenced by the selected reduct approach.
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Ensembles built from random selected reducts (RSR) provide the most poorly per-
formance comparatively with the DR, the AD-AF and the EA-AF approaches for
all the tested databases and for all values of k. Taken as an example the Heart
dataset with k equals 1, the PCC results for respectively the RSR, DR, the AD-AF
and the EA-AF are equal to 55.88 %, 70%, 73.70% and 77.77%. The recall results
are equal to 61.70%, 70.19%,74.02% and 77.68%. The precision results are equal
to 60.56%, 69.74%, 73.03% and 77.32%. This conclusion may be justified by the
fact that redundant feature may be part of the selected reducts.

Table 5.1: Combination results for Heart
database

RSR DR AD-AF AE-AF

k=1
PCC 55.88

± 0.07
70.00
± 0.04

73.70
± 1.16

77.77
± 1.23

Recall 61.70
± 0.07

70.19
± 0.04

74.02
± 1.16

77.68
± 1.23

Precision 60.56
± 0.06

69.74
± 0.03

73.03
± 1.15

77.32
± 1.22

k=3
PCC 61.48

± 0.03
75.92
± 0.02

75.92
± 1.18

77.77
± 1.25

Recall 67.90
± 0.1

75.82
± 0.02

75.99
± 1.19

77.77
± 1.25

Precision 57.49
± 0.03

75.64
± 0.02

75.39
± 1.18

77.52
± 1.24

k=5
PCC 72.96

± 0.06
78.14
± 0.04

78.88
± 1.24

78.88
± 1.25

Recall 73.84
± 0.05

78.16
± 0.04

78.82
± 1.24

78.93
± 1.25

Precision 71.70
± 0.06

77.59
± 0.04

78.53
± 1.23

78.59
± 1.24

k=7
PCC 72.96

± 0.03
78.88
± 0.03

78.88
± 1.24

82.86
± 1.32

Recall 74.74
± 0.02

79.32
± 0.03

78.98
± 1.24

83.34
± 1.33

Precision 71.13
± 0.03

78.27
± 0.03

78.62
± 1.24

82.43
± 1.33

k=9
PCC 74.44

± 0.03
78.14
± 0.03

80.00
± 1.26

82.59
± 1.30

Recall 75.95
± 0.03

78.67
± 0.03

80.31
± 1.27

82.90
± 1.30

Precision 73.00
± 0.01

77.43
± 0.03

79.26
± 1.25

81.95
± 1.29

Table 5.2: Combination results for Japanese
database

RSR DR AD-AF AE-AF

k=1
PCC 55.94

± 0.02
68.98
±0.03

69.85
± 1.11

72.31
± 1.16

Recall 62.90
± 0.07

62.90
± 0.07

63.02
± 0.9

64.48
± 1.02

Precision 60.08
± 0.09

66.95
± 0.1

66.87
± 1.06

69.00
± 1.10

k=3
PCC 45.21

± 0.3
73.76
± 0.03

76.37
± 1.25

78.69
± 1.30

Recall 56.22
± 0.29

65.99
± 0.09

67.22
± 1.07

68.68
± 1.10

Precision 71.38
± 0.26

71.10
± 0.12

72.05
± 1.16

73.79
± 1.20

k=5
PCC 52.17

± 0.26
71.59
± 0.04

78.40
± 1.28

80.86
± 1.33

Recall 65.83
± 0.09

64.95
± 0.08

69.26
± 1.10

71.00
± 1.13

Precision 57.33
± 0.05

71.81
± 1.01

74.27
± 1.19

76.04
± 1.23

k=7
PCC 55.94

± 0.26
70.86
± 0.09

79 42
± 1.31

80.00
± 1.30

Recall 63.72
± 0.14

65.65
± 0.1

69.19
± 1.10

69.90
± 1.10

Precision 61.05
± 1.12

68.55
± 0.16

73.33
± 1.18

74.04
± 1.18

k=9
PCC 44.92

± 0.3
70.43
± 0.69

81.01
± 1.32

81.01
± 1.32

Recall 65.62
± 0.08

64.08
± 0.09

70.48
± 1.11

70.48
± 1.11

Precision 61.04
± 0.21

66.04
± 0.17

74.81
± 1.18

74.81
± 1.18
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To cope with redundancy, we have proposed firstly the DR approach allowing the
selection of diverse reducts from the original pool. The experimentation results
have proven the impact of diversity when constructing an ensemble system. In
fact, the PCC, the recall and the precision results achieved by the DR approach
are greater than those obtained through the RSR method for almost all cases.

Table 5.3: Combination results for Vote
Record database

RSR DR AD-AF AE-AF

k=1
PCC 92.87

± 0.04
94.02
± 0.04

94.35
± 0.02

95.17
± 0.12

Recall 92.90
± 0.04

93.92
± 0.02

94.07
± 0.03

94.33
± 0.2

Precision 92.21
± 0.23

93.50
± 0.03

94.45
± 0.07

95.02
± 0.1

k=3
PCC 94.02

± 0.04
94.02
± 0.03

94.22
± 0.1

94.46
± 0.07

Recall 94.26
± 0.04

94.45
± 0.04

94.63
± 0.02

95.02
± 0.1

Precision 93.15
± 0.04

93.01
± 0.04

94.25
± 0.06

94.63
± 0.12

k=5
PCC 93.33

± 0.03
93.79
± 0.03

94.01
± 0.05

94.22
±0.17

Recall 93.65
± 0.04

93.79
± 0.03

94.15
± 0.06

94.56
± 0.13

Precision 92.34
± 0.04

92.83
± 0.04

93.17
± 0.03

93.76
± 0.26

k=7
PCC 93.79

± 0.03
93.56
± 0.03

94.22
±0.12

94.35
± 0.17

Recall 94.13
± 0.03

93.82
± 0.03

94.25
±0.07

94.88
± 0.27

Precision 92.83
± 0.03

92.64
± 0.04

92.94
± 0.2

93.56
± 0.23

k=9
PCC 93.16

± 0.03
93.79
± 0.03

94.45
± 0.24

94.63
± 0.23

Recall 93.85
± 0.03

94.02
± 0.03

94.27
± 0.03

94.53
± 0.24

Precision 92.64
± 0.03

92.90
± 0.04

93.19
± 0.15

93.76
± 0.07

Table 5.4: Combination results for Hepatitis
database

RSR DR AD-AF AE-AF

k=1
PCC 45.16

± 0.12
49.03
± 0.1

49.23
±0.06

49.54
±0.13

Recall 78.46
± 0.24

85.75
±0.2

85.89
± 0.23

86.01
±0.12

Precision 54.03
±0.10

49.71
± 0.16

49.89
± 0.25

50.03
± 0.1

k=3
PCC 45.16

± 0.13
47.09
± 0.16

48.46
± 0.23

49.46
± 0.17

Recall 70.05
± 0.24

85.28
± 0.19

85.96
± 0.12

86.25
± 0.23

Precision 48.73
± 0.12

48.64
± 0.1

49.12
±0.03

49.22
±0.24

k=5
PCC 43.87

± 0.13
49.67
± 0.13

50.22
± 0.2

50.34
± 0.07

Recall 71.48
± 0.23

70.06
± 0.02

70.35
±0.14

70.62
± 0.23

Precision 58.60
± 0.12

60.95
± 0.03

62.09
± 0.12

63.47
± 0.01

k=7
PCC 50.32

± 0.12
50.32
± 0.16

51.02
± 0.22

51.45
± 0.05

Recall 72.50
± 0.22

71.33
±0.25

73.45
± 0.05

74.62
± 0.14

Precision 60.23
± 0.13

60.57
± 0.26

61.82
± 0.11

62.45
± 0.27

k=9
PCC 47.74

± 0.13
49.67
± 0.17

50.04
± 0.14

52.23
± 0.22

Recall 71.39
± 0.23

71.39
± 0.23

72.45
± 0.06

73.12
± 0.02

Precision 60.13
± 0.14

59.99
± 0.16

61.02
± 0.17

62.45
± 0.29
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Figure 5.1: PCC results for k equals 7
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Figure 5.2: Recall results for k equals 7
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Figure 5.3: Precision results for k equals 7

Considering diversity between reducts is not only sufficient for achieving the best
performance. Thus, we have proposed the AD-AF method that takes into consider-
ation in addition to the diversity between the selected reducts the diversity and the
accuracy of base classifiers. The obtained results, have proven the effectiveness of
this approach over the DR one for almost all databases. For instance, in Japanese
database with k equals 3, the PCC of the DR and the AD-AF techniques are equal
respectively to 73.76 % and 76.37%, the recall values are equal to 65.99% and
67.22% and the precision values are equal to 71.10 % and 72.05%. Therefore, we
can deduce the effectiveness of the AD-AF technique over the DR in terms of the
ensemble size as well as the classification performance.

98



Table 5.5: Combination results for Wine
database

RSR DR AD-AF AE-AF

k=1
PCC 56.57

± 0.02
90.28
± 0.04

90.45
± 0.02

91.15
± 0.07

Recall 93.99
± 0.08

98.49
± 0.02

98.45
± 0.23

98.79
± 0.02

Precision 56.09
± 0.02

88.41
± 0.03

87.98
± 0.23

88.23
± 0.01

k=3
PCC 56.00

± 0.03
90.28
± 0.03

91.46
±0.12

92.52
± 0.23

Recall 95.44
± 0.06

98.85
± 0.01

99.02
± 0.03

99.15
± 0.03

Precision 54.33
± 0.29

88.41
± 0.02

88.62
± 0.17

88.91
± 0.14

k=5
PCC 52.00

± 0.2
87.42
± 0.05

88.12
± 0.02

91.22
± 0.07

Recall 94.96
± 0.06

98.59
± 0.01

97.98
± 0.12

98.87
± 0.03

Precision 50.23
± 0.19

85.55
± 0.03

87.26
± 0.09

89.54
± 0.11

k=7
PCC 44.00

± 0.1
84.57
± 0.08

86.45
± 0.23

87.07
± 0.12

Recall 94.36
± 0.09

97.73
± 0.03

97.89
± 0.11

98.02
± 0.01

Precision 41.46
± 0.07

82.85
± 0.06

83.84
± 0.04

94.26
± 0.04

k=9
PCC 40.00

± 0.09
84.57
± 0.08

85.22
± 0.01

86.17
± 0.01

Recall 87.00
± 0.2

97.73
± 0.03

97.82
± 0.01

98.05
± 0.01

Precision 40.95
± 0.09

82.85
± 0.07

83.14
± 0.12

84.29
± 0.07

Table 5.6: Combination results for Thoracic
Surgery database

RSR DR AD-AF AE-AF

k=1
PCC 80.21

± 0.03
77.23
± 0.03

81.22
± 0.02

81.44
± 0.05

Recall 53.13
± 0.19

55.53
± 0.06

61.18
± 0.11

61.48
± 0.12

Precision 60.79
± 0.17

53.88
± 0.05

60.88
± 0.02

61.22
± 0.23

k=3
PCC 82.55

± 0.03
82.55
± 0.02

83.16
± 0.01

83.23
± 0.11

Recall 62.25
± 0.12

84.74
± 0.03

85.25
± 0.03

85.49
±0.07

Precision 60.93
± 0.2

97.03
± 0.01

97.63
± 0.11

97.89
± 0.11

k=5
PCC 84.04

± 0.02
83.61
± 0.02

84.16
± 0.03

84.46
± 0.01

Recall 75.04
± 0.14

74.23
± 0.13

76.25
± 0.02

76.67
± 0.02

Precision 80.39
± 0.25

80.34
± 0.25

80.77
± 0.01

81.10
± 0.01

k=7
PCC 84.04

± 0.03
84.04
± 0.02

84.16
± 0.2

84.89
± 0.23

Recall 84.94
± 0.03

78.53
± 0.11

85.12
± 0.03

85.46
± 0.03

Precision 98.74
± 0.12

90.01
± 0.20

98.74
± 0.03

99.02
± 0.03

k=9
PCC 84.89

±
83.40
± 0.62

85.15
± 0.02

96.68
± 0.02

Recall 85.07
± 0.03

84.88
± 0.03

85.13
± 0.07

85.44
± 0.11

Precision 99.75
± 0.05

98.05
± 0.01

99.83
± 0.01

99.94
± 0.01
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In comparison with the AD-AF technique, our third reduct selection approach,
refereed to as EA-AF , consists of selecting reducts when taking into consideration
the accuracy of the ensemble instead of the accuracy and the diversity of individual
classifiers. As can be remarked from Table 5.1 to Table 5.6, the EA-AF has yielded
the best classification performance for all the tested databases and for the different
values of k. From an experimental point of view, a classifier construction strategy
relying on the diversity between reducts and the accuracy of an ensemble system
is well suited procedure for yielding good ensemble performance.

5.3 Mixed rule for combining classifiers

One main point to be addressed is that Dempster’rule assumes evidence to be fully
independent. As remarked From Table 4.9 to Table 4.14, the obtained reducts
through the EA-AF technique are low correlated. For that reason, the Dempster
rule is not very well suited for merging classifier outputs. Alternatively, the op-
timized t-norm based rule has been developed for addressing the case of both
dependent and independent classifiers thanks to its behavior ranging between the
Dempster rule and the cautious rule (Quost et al., 2011). By the following, we
compute firstly the degree of disagreement between the base classifiers using the
EA-AF approach. Then, we briefly review the basic concepts of the optimized
t-norm based rule. Subsequently, we carry out a comparative study between the
Dempster, the cautious and the optimized t-norm combination rules. The under-
ling idea throughout this study is to pick out the most adequate combination rule
for evidential classifier ensemble.

5.3.1 Classifier diversity

As stated in the beginning of this dissertation, several diversity measures have
been reported in the literature and the choice of the most convenient one is still
an open question. Herein, we relied on Equation 1.4 as a measure a diversity
for computing the independence between the individual classifiers. The degree of
independence between classifiers are given in Table 5.7.
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Table 5.7: The degree of independence between individual classifiers
Heart Japanese Vote

Records
Hepatitis Wine Thoracic

Surgery

k=1 0.34
± 0.06

0.35
± 0.05

0.42
± 0.07

0.22
± 0.03

0.31
± 0.23

0.35
± 0.05

k=3 0.30
± 0.09

0.29
± 0.05

0.39
± 0.01

0.25
± 0.09

0.31
± 0.13

0.33
± 0.07

k=5 0.33
± 0.07

0.32
± 0.03

0.41
± 0.1

0.21
± 0.01

0.29
± 0.07

0.37
± 0.01

k=7 0.25
± 0.08

0.30
± 0.06

0.42
± 0.07

0.23
± 0.05

0.28
± 0.03

0.34
± 0.03

k=9 0.26
± 0.05

0.27
± 0.06

0.38
± 0.05

0.22
± 0.05

0.32
± 0.15

0.31
± 0.02

According to Table 5.7, we can conclude that the individual classifiers are not
fully in disagreement. In this context, the Dempster rule is not well suited and
the optimized t-norm based operator can be applied as an alternative (Quost et al.,
2011). By the following, we describe in more details this rule.

5.3.2 The optimized t-norm for evidential classifier combina-
tion

Restricting to separable mass function 1, Quost et al. (2011) have relied on the
Frank t-norm family for processing both the Dempster and the cautious combina-
tion rules as special cases. It is set to:

xTsy = logs(1+
(sx−1)(sy−1)

s−1
) (5.1)

where logs reflects the logarithm function with base s>0. Noting that each value
of the parameter s defines a t-norm and a combination rule as follows:

m1 T©sm2 = ∩©A⊂ΘAw1(A)Tsw2(A) (5.2)

Assume that m1 and m2 are separable mass functions provided by evidential clas-
sifiers. If classifiers are fully independent, the T©0 operator with s equals 0 corre-
sponds to the Dempster operator. In case of not fully independence, t-norm based

1A mass function is separable if it can be written as the combination of simple mass functions.
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rules (i.e when the parameter s is in the range ]0,1]) including the cautious one
may achieve better performance. The issue of optimizing the t-norm based rule for
yielding best performance has already been answered (Quost et al., 2011). Two
strategies have been investigated. The first one consists of learning a single rule
by minimizing an error criterion. Assume that M is the number of classifiers to
be combined, H is the number of validation sets and Esh is the classification error
achieved by optimizing the parameter sh of the t-norm rule on each validation set
h ∈ H. The optimal parameter ŝ is that satisfying the following function.

ŝ = arg min
0<s≤1

∑Esh

H
(5.3)

Regarding the second strategy, it consists of a two-step procedure. The first step is
to group classifiers in terms of their dependencies. A within-cluster rule has to be
used for fusing dependent classifiers within every cluster, while a between-cluster
rule has to be used for combining the outputs provided by each cluster. To put it
more clearly, the optmized t-norm strategy is depicted in Figure 5.4 for the case
of 6 classifiers C={C1 . . . C6} grouped into two clusters with size equals 3.

C1 C2 C3 C4 C5 C6

m1 m2 m3 m4 m5 m6

T©sw
T©sw

m1,2,3 m4,5,6

T©sb

m

Figure 5.4: The optimized t-norm based rule strategy

The clustering process may take different forms. In an effective way, it consists
of increasing the diversity between groups, while decreasing the diversity inside
each group. Two steps should be followed for identifying clusters. The first one
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consists of calculating diversity between classifiers. Quost et al. (2011) have pro-
posed two ways for diversity computing. The first way concerns the use of a
pairwise measure (Kuncheva & Whitaker, 2003), particularly the disagreement
one. The second way is to use the Jousselme distance (A. Jousselme et al., 2001)
for measuring the disagreement between classifier outputs. The distance between
classifiers has to be computed as the average distance yielded through all training
instances. Regarding the second phase, is consists of determining clusters when
relied on the hierarchical clustering algorithm (Dubes & Jain, 1980). This cluster-
ing technique has the advantage to determine the clusters’ number within a fairly
straightforward manner. The conducted experimentations have proven that both
the Jousselme distance and the disagreement measure achieve almost identical
results.

Once the clustering process has been made, classifiers have to be merged follow-
ing two levels. The first level consists of combing classifiers within each cluster
through the within-cluster rule with a parameter value sw and the second level is
to merge clusters’ outputs using the between-cluster rule with a parameter value
sb. The idea behind the optimized t-norm rule is to estimate the pair of values
(ŝw,ŝb) minimizing the cross validation error over H validation sets. That is mean,
with each of the h ∈ H subsamples, values a1 ≈ 0, . . . aR ≈ 1 equally spaced
on a logarithmic scale are picking out as candidate values for sb. Assume that ai

is the selected sb parameter value, values in the range [a1, . . . ,ai] are regarded as
candidate values for sw. The pair (ŝw,ŝb) minimizing the average error over the H
validation sets has to be retained. In sum, we perform R × (R − 1)/2 evaluation
for each subsample h.

5.3.3 A comparative study

As indicated previously, Dempster’s rule is not the most adequate operator for
combining decisions yielded by a classifier ensemble. Therefore, in this subsec-
tion, we investigate the impact of combination rules on the ensemble performance.
From the plethora of rules that exist, we only consider Dempster’s rule, the cau-
tious rule and the optimized t-norm based rule. A comparison with single EEk-NN
classifier for k ∈ {1,3,5,7,9} is also be considered. Assuming that we follow a
5-fold cross validation, the comparative results in terms of the PCC criterion are
presented in Table 5.8 and a plot for a value of k equals 7 is given in Figure 5.5

103



Table 5.8: Combination results: PCC
Heart Japanese Vote

Records
Hepatitis Wine Thoracic

Surgery
Average

k=1
Dempster 77.77

± 1.23
72.31
± 1.16

95.17
± 0.12

49.54
± 0.13

91.15
± 0.07

81.44
± 0.05

77.89

Cautious 76.66
± 1.23

71.14
± 0.12

94.23
± 0.32

49.32
± 0.12

82.79
±0.03

82.21
± 0.03

77.22

Optimized T-norm 83.70
± 1.34

72.31
± 1.16

95.69
± 0.21

52.24
± 0.17

94.32
± 0.17

83.63
± 1.12

80.31

EE1-NN 45.58
± 0.04

81.15
± 0.07

90.57
± 0.03

50.32
± 0.14

88.57
± 0.09

78.29
± 0.03

72.45

k=3
Dempster 77.77

±1.25
78.69
± 1.30

94.46
± 0.07

49.46
±0.17

92.52
± 0.23

83.23
± 0.11

79.35

Cautious 80.00
± 1.26

78.69
±1.10

94.78
± 0.03

49.98
± 0.12

93.12
± 0.07

83.67
± 0.11

80.04

Optimized T-norm 85.92
± 1.38

78.84
±1.30

95.08
± 1.12

52.14
± 0.09

95.42
± 1.15

82.04
± 1.13

81.90

EE3-NN 64.07
± 0.05

83.62
± 0.07

93.33
± 0.04

50.32
± 0.14

84.00
±0.06

81.27
± 0.03

76.10

k=5
Dempster 78.88

±1.25
80.86
±1.33

94.22
± 0.17

50.34
± 0.07

91.22
± 0.07

84.46
± 0.01

79.99

Cautious 81.48
± 1.30

81.5
± 1.12

94.34
± 0.23

51.56
± 1.04

93.37
± 0.11

84.82
± 0.05

81.02

Optimized T-norm 85.55
± 1.35

81.30
±1.30

94.68
± 0.13

53.42
± 1.16

95.42
± 1.12

85.14
± 0.11

82.58

EE5-NN 77.40
± 0.03

83.91
±0.07

93.56
± 0.03

49.63
± 0.11

85.14
± 0.06

81.91
±0.03

78.49

k=7
Dempster 82.96

± 1.32
80.00
± 1.3

94.35
± 0.17

51.45
± 0.15

87.07
± 0.12

84.89
± 0.23

80.12

Cautious 83.70
± 1.33

80.54
± 1.13

94.78
± 0.13

52 .27
± 0.22

91.18
± 0.04

85.11
± 0.12

81.26

Optimized T-norm 86.29
± 1.37

81.01
± 1.33

94.98
± 0.23

54.18
± 1.23

93.71
± 1.49

85.66
± 0.17

82.63

EE7-NN 81.11
± 0.05

84.20
± 0.08

93.56
± 0.04

52.25
± 0.13

85.14
± 0.03

82.55
± 0.02

79.80

k=9
Dempster 82.59

±1.30
81.01
± 1.32

94.63
± 0.23

52.23
± 0.22

86.17
± 0.01

96.68
± 0.02

82.21

Cautious 84.44
± 1.32

81.64
± 1.23

94.63
± 0.23

49.54
± 0.13

86.89
± 1.13

97.02
± 0.02

82.44

Optimized T-norm 86.66
± 1.39

82.02
± 1.34

95.68
± 1.31

54.48
± 0.15

87.23
± 1.27

98.14
± 0.12

84.03

EE9-NN 81.85
± 0.05

85.21
± 0.06

92.64
± 0.05

50.32
± 0.11

88.00
± 0.03

82.97
± 0.02

80.17
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Figure 5.5: A comparison of the PCC results for a value of k equals 7

From these studied rules, the Demspter one has the worst performance compar-
atively to the t-norm optimized and the cautious rules for almost all cases. This
result sustains the conclusion of Quost et al. (2011) about the independence of the
individual classifiers. On the other hand, the optimized t-norm based rule gives
the best results and it has also outperformed the results yielded by the individual
classifier for all the databases, except the Japanese one. These results could be
explained by the mathematical behavior of this rule. Indeed, it takes into consid-
eration the dependence and the independence between individual classifiers.

One important point to be addressed is that ensemble classifier systems are not
suitable for all cases (e.g the Japanese database). However, individual classifiers
may perform well especially for databases with relevant and non redundant at-
tributes.

5.4 Conclusion

In this Chapter, we made experiments to investigate the impact feature subspaces
on the ensemble classifier performance. The obtained results have proven the
effectiveness and the efficiency of the EA-AF approach. In fact, it allows to con-
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struct smallest ensembles that are built from high diverse reducts. We have also
discussed the impact of three well-known combination operators on the classifica-
tion performance. We have experimentally proven the efficiency of the optimized
t-norm rule comparatively with the the Dempster and the cautious ones. This is
may be justified by its ability to consider the independence factor when making
the fusion process.
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Conclusion

Ensemble classifier is regarded as a successful way for solving several machine
learning problems. Since the construction of a good ensemble is a vital necessity,
numerous heuristics have been introduced for several years now. One among them
is rough set based ensemble classifier. Despite its obvious importance, evidential
data have not been considered by a such ensemble classifier strategy.

The main aim underlying our dissertation is to develop a novel rough set based
ensemble classifier for processing evidential data. Initially, we have suggested
three newest evidential machine learning approaches. Notably, we have proposed
two decision tree classifiers that differ on the way of decision attribute selection
(Trabelsi, Elouedi, & Lefèvre, 2016c, 2016b). The thirs proposed algorithm is
a k-NN approach called Evidential Editing k-NN classifier (Trabelsi, Elouedi, &
Lefèvre, 2017). A comparative study between these algorithms has been carried
out. The yielded results have proven the efficiency of the k-NN version over the
proposed decision trees. This concern is justified by a simple theoretical consid-
eration: the splitting process within our proposed generated decision tree induces
trees with several branches. This may significantly increase the chance of over-
fitting and affect the classification performance. For that reason, we have proposed
to construct an rough set based ensemble EEk-NN classifiers (Trabelsi, Elouedi,
& Lefèvre, 2017, 2018).

As the standard ensemble classifier approach, the construction of an ensemble
system follows two main steps: the selection of base individual classifiers (i.e
meaning the selection of the most suitable reducts) and the choice of the most
appropriate fusion rule.

Our individual classifier selection process is primarily based on the feature sub-
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spaces (reducts) selection procedure. To sum up, the choice of the best subsets of
features requires two steps: the generation of all possible reducts and the selection
of the most appropriate ones. We have proposed a novel algorithm for extract-
ing all possible reducts within an evidential context. Our proposed approach for
reduct selection is an extension of the SAVGenetic reducer, a Rosetta toolkit for
generating all possible reduct (El-Monsef et al., 2003). In analogy to SAVGenetic
approach, our proposed algorithm starts by computing a discernibility matrix from
a given evidential data. Then, the non empty set of the obtained matrix have to be
used for picking out approximate hitting sets, meaning approximate reducts.

Regarding the choice of the most suitable reducts, we have proposed three ap-
proaches, namely Diversity Reduct (DR), Accuracy-Diversity Assessment Func-
tion (AD-AF) and Ensemble Accuracy Assessment Function (EA-AF).

Let M be the maximum size of ensemble classifiers to be constructed. Our DR
approach consists of selecting at most M diverse reducts among the pool of all
reducts. As regards the AD-AF technique, it allows to select at most M diverse
reducts maximizing a fitness function defined by an adaptive weighting between
the accuracy and the diversity of the individual base classifiers. The latter ap-
proach (EA-AF) consists of choosing at most M diverse reducts allowing the con-
struction of classifier ensemble with the highest ensemble accuracy. The main
aim behind these three proposed methods is to evaluate the impact of the feature
subsets on the ensemble performance.

For the evaluation process, we have supposed the independence between the base
individual classifiers and we have relied on the Dempster operator for merge clas-
sifiers. This hypothesis has been formulated because it comes to merge individual
classifiers trained with diverse reducts. The obtained results have proven the ef-
ficiency of the EA-AF solution comparatively with the DR and the AD-AF ones.
In fact, it allows to generate ensemble classifiers with smallest size and highest
performance.

However, a more elaborated study has proven the non totally independence be-
tween the constructed ensemble classifiers. This comes back to the fact that the
selected reducts has some features in common. Accordingly, the Dempster oper-
ator may not be the most suitable fusion rule. Alternatively, the optimized t-norm
based rule has been introduced to cope with independent and non fully indepen-
dent classifiers. In fact, it has a behavior ranging between the Dempster rule (i.e
for the case of fully independent classifiers) and the cautious rule (i.e for the case
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of not fully independent classifiers) (Quost et al., 2011). A comparative study be-
tween the optimized t-norm, the Dempster and the cautious rules has been carried
out and the obtained results have proven the efficiency of the optimized t-norm
based rule over the two other rules.

Regarding the future research directions, we look forward investigating more ro-
bust techniques for uncertain data modeling within the belief function framework.
Notably, the case of incomplete data should be well studied. In fact, missig-
ness representation may affect the prediction results (A.-L. Jousselme & Maupin,
2013).

It seems interesting to propose evidential decision tree pruning methods and to
develop rough set based forest techniques. The performance of random forests
has to be compared with rough set based ensemble EEk-NN.

We opt also to determine new research leads for all possible reduct generation
when optimizing the configuration settings. In fact, our actually proposed solution
depends on the choice of the tolerance threshold T that can affect the ensemble
performance.

Concerning the fusion level, we have proven in a previous work the effi-
ciency of the CWAC rule in comparison with the Dempster and the conjunctive
rules(Trabelsi, Elouedi, & Lefèvre, 2015a). On the other side, we have exper-
imentally proven the efficiency of the cautious CWAC rule in comparison with
the cautious conjunctive operator and its normalized version (Trabelsi, Elouedi, &
Lefèvre, 2015b). Thus, it could be useful to study the behavior of a combination
rule with an adaptive weighting between the CWAC rule and the cautious CWAC
rule.
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Hüllermeier, E. (2002). Possibilistic induction in decision-tree learning. In pro-
ceedings of the machine learning (pp. 173–184). Springer.

Jenhani, I., BenAmor, N., & Elouedi, Z. (2008). Decision trees as possibilistic
classifiers. International Journal of Approximate Reasoning, 48(3), 784–
807.

Jenhani, I., Elouedi, Z., BenAmor, N., & Mellouli, K. (2005). Qualitative in-
ference in possibilistic option decision trees. In Symbolic and quantitative
approaches to reasoning with uncertainty (pp. 944–955). Springer.

Jiao, L., Denœux, T., & Pan, Q. (2015). Evidential editing k-nearest neigh-
bor classifier. In proceedings of the european conference on symbolic and
quantitative approaches to reasoning and uncertainty (pp. 461–471).

Johnson, D. S. (1973). Approximation algorithms for combinatorial problems. In
proceedings of the 5th annual ACM symposium on theory of computing (pp.
38–49).
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Résumé:
Dans cette thèse, nous nous intéressons au problème de construction d’ensemble de classifieurs
pour le traitement de données incertaines, plus particulièrement les données modélisées avec
la théorie des fonctions de croyance. Dans un premier lieu, nous introduisons de nouveaux
algorithmes d’apprentissage dans le cadre évidentiel. Par la suite, nous abordons le processus de
construction d’ensemble de classifieurs qui se fonde sur deux étapes importantes : la sélection
des classifieurs individuels et la fusion des classifieurs. En ce qui concerne l’étape de sélection,
la diversité entre les classifieurs individuels est l’un des critères importants qui influe sur la
performance de l’ensemble et peut être assurée en entraı̂nant les classifieurs avec des divers sous
ensembles d’attributs. Ainsi, nous proposons une nouvelle approche permettant l’extraction
de sous ensembles d’attributs à partir des données décrites par des attributs évidentiels. Nous
nous reposons principalement sur la théorie des ensembles approximatifs (rough set theory en
anglais) pour identifier les différents sous ensembles d’attributs minimaux (connus en anglais
sous le nom de reducts) permettant la même discrimination que l’ensemble des attributs intial.
Nous développons ensuite trois méthodes permettant la sélection des reducts les plus appropriés
pour un système d’ensemble. Une évaluation de nos trois méthodes de sélection de reducts a été
effectuée et la meilleure méthode a été utilisée pour la sélection des classifeurs individuels. En
ce qui concerne la phase de fusion, nous proposons de sélectionner l’opérateur de fusion le plus
approprié parmi les règles les plus connues à savoir la règle de combinaison de Dempster, la règle
prudente et la règle t-norm optimisée.

Mots clés: Ensemble des classifieurs, théorie des fonctions de croyance, attributs eviden-
tiels, théorie des ensembles approximatifs, sélection des classifieurs, fusion des classifieurs.

Abstract
The work presented in this Thesis concerns the construction of ensemble classifiers for addressing
uncertain data, precisely data with evidential attributes. We start by developing newest machine
learning classifiers within an evidential environment and then we tackle the ensemble construction
process which follows two important steps: base individual classifier selection and classifier
combination. Regarding the selection step, diversity between the base individual classifiers is
one among the important criteria impacting the ensemble performance and it can be achieved by
training the base classifiers on diverse feature subspaces. Thus, we propose a novel framework for
feature subspace extraction form data with evidential attributes. We mainly relied on the rough set
theory for identifying all possible minimal feature subspaces, called reducts, allowing the same
discrimination as the whole feature set. Then, we develop three methods enabling the selection
of the most suitable diverse reducts for an ensemble of evidential classifiers. The proposed
reduct selection methods are evaluated according to several assessment criteria and the best one
is used for selecting the best individual classifiers. Concerning the integration level, we propose
to select the most appropriate combination operator among some well-known ones, including the
Dempster, the cautious and the optimized t-norm based rules.

keywords Ensemble classifiers, belief function theory, evidential attributes, rough set reducts,
classifier selection, classifier fusion.
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