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Introduction 

This thesis stands at the conjunction of disciplinary boundaries : on one hand, 

biology generally ignores the semiosis of living beings which i t considers foreign 

to its objectives and methods; on the other hand, semiotics, in its original state, 

ignores the possibility of a form of semiosis produced by living  systems without a 

psychic system. Our basic hypothesis is that semiotics can and should be involved 

in the functioning of the elementary system that constitutes the cell or the cellular 

being. Obviously, we are not talking about the semiotics of discou rse, but the 

work carried out in this discipline entitled “biosemiotics”, which is likely  to 

broaden the field of the competence of semiotics in its most general sense, as the 

science of signs. We devote a development to the possibility of taking into 

consideration the exchange of matter and energy between a cell and its 

environment as an act of semiosis that gives rise to meaningful information. We 

are aware of the risk of using the concepts and the lexicon of current semiotics as 

simple metaphors, whereas it is our intention to attest, on the basis of the present 

work, of the reality of a semiosis in the living realm. 

 

An introduction to biosemiotics 

The studies of semiotics see things in the world in a conveyed nature – 

“ aliquid stat pro aliquo, ‘something stands for something else’” (W. Nöth, 1995, p. 84) 

– the first thing is a sign for the second. The process of relating the two things 

gives rise of meaning. Take the example of human spoken language: by 

conventions, a sound is connected to a concept. Therefore, hearing a word is 

related to knowing the meaning of this word, rather than receiv ing sound waves. 
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Although some semioticians, such as Charles Sanders Peirce and Charles Morris, 

have been inspired by biology in formulating their theories (Santaella , 1999; 

Petrilli, 1999 as cited in Kull, 2015, p. 525), the concept of biosemiotics was first 

used by Friedrich Rothschild  in his studies of brain processes (Rothschild, 1962; 

1968 as cited in Kull, 2015, p. 525). Thomas Sebeok, then, studying animal 

communication and ethology, has invented the term of zoosemiotics (Sebeok, 1977 

as cited in Kull, 2015, p. 525). 

Meaning is the main topic of this thesis. More particularly, i t is the meaning 

of life that is being discussed. From the point of view of biologis ts, adaptation is a 

quantitative event characterized by self-replication; however, it is argued by 

biosemioticians that the process is based on history and meaning, thus concerning 

the use of signs (K. Kull, 2009; Sharov, Maran, & Tønnessen, 2015). An example of 

a flowering apple tree is given by Hoffmeyer (2011), suggesting that the tree has 

“some kind of agency” because it exhibits “end-directed behaviors” –  the flowers 

attract bees to help with pollination which can lead to the successful  reproduction 

of the tree (pp. 44-45). Also, the traditional approaches of semiotics based on 

human languages show an evident limitation especially when it comes to 

explaining pre-linguistic sign processes, their relations to lan guages being used 

today, as well as non-linguistic semiosis observed in other species (K. Kull, 2012; 

Sharov et al., 2015).  

It is important to bear in mind that, in this work, the definition of meaning is 

not limited to the realm of human cognition and life does not e qual to the sum of 

activities (physiological and cultural) of all human beings in the so ciety. In fact, 

the definition of meaning is given from two perspectives: one is  semiotics, which 

provides the logical framework and the other is biology, which ext ends “what can 

be meaningful” to the molecular and the cellular levels of the natural w orld, thus 
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including all forms of life as we know. Biosemioticians postulate the co existence of 

life and semiosis: 

“[…] life has a semiotic nature because it is based on endless interpretation of 

environmental cues and transfer of life-related functional meanings v ertically 

across generations and horizontally to neighboring organisms”  (Sharov et al., 2015, 

pp. 1-2). 

To conclude, biosemiotics offers a way to understand life so that physics and 

chemistry are considered the preconditions for sign actions; at the same time, the 

role of signs conveyed and related to other signs is an intrinsic part of the 

biological nature of all living beings. 

 

The four dimensions of life: energy, matter, information, and meanin g 

1. Energy and matter: the thermodynamic feature of life 

There are numerous attempts in the scientific world to disting uish the 

characteristics of living things from the non-living ones. One of t he most 

fundamental features of life is related to the sciences of thermodynamics. In 1943, 

Erwin Schrodinger noted in his book What is Life? that there is a fundamental 

process of life – “order from disorder” (Schrödinger, 1948, p. 82). 

According to the first law of thermodynamics, in an isola ted system (e.g. the 

Universe), the amount of energy does not increase or decrease (Ji, 2012, pp. 10-11). 

In other words, energy cannot be created or destroyed; it can only be converted 

from one form to another (Ji, 2012, pp. 10-11). For example, energy in 

carbohydrates and lipids can be converted to energy in the form of adenosine 

triphosphate (ATP); this energy can be used to do mechanical work, such as 
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muscle contraction (Purves, Sadava, Orians, & Heller, 2004, p. 108). The second 

law of thermodynamics states that, when energy is converted from o ne form to 

another, some of that energy becomes unavailable to do work; it is lost to a form 

associated with disorder measured by entropy (Purves et al., 2004, p. 109). It is also 

claimed by the second law that, because of energy conversions taking place inside 

the isolated system, disorder tends to increase (Purves et al., 2004, p. 109).  

On the other hand, living organisms made of highly orderly mo lecular 

structures appear to be a violation of the second law of thermodynamics 

(Schneider & Kay, 1994). In fact, different from isolated thermodynamic systems, 

living organisms are the open ones that can exchange energy or matter with their 

environment; and the order of living organisms is maintained because  they can 

import usable energy (i.e. free energy) from the environment (Ji, 2012, p. 8). Most 

importantly, “order from disorder” of life is not a contradiction to the second law 

because while the imported order is used in metabolic processes, far more 

disorder is created and exported to the environment – therefore, in the bigger 

system made of organisms and their environment, disorder always  increases 

(Purves et al., 2004, p. 109). 

The thermodynamic feature of living organisms creates, automatic ally, the 

recognition of the boundary between living organisms and their environment 

(Deacon, 2006; Schneider & Kay, 1994). Open systems that can maintain 

themselves away from thermodynamic equilibrium is called by Ilya Pr igogine and 

his colleagues as “dissipative structures” because the entropy is continuously 

dissipated out of the systems (Prigogine & Stengers, 1984, pp. 143-144). 
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2. Information and meaning: semiotic control is needed in th e self-

maintenance of living organisms  

Unlike non-living things, organisms have the goal of self-maintenan ce1 to 

achieve. That is, organisms must make sure that they gain order from the 

environment, not lose it to the environment – this is right where a system of 

control is needed. This control system should be capable of monitoring, evaluating, 

and regulating of the on-going exchanges of matter and energy between an 

organism and its environment; and essentially, control requires inform ation.  

Information is constantly retained, measured, and compared to the 

constraint of the system yielding an assessment of the result. The constraint 

represents the general needs of an organism to satisfy to maintain alive. In the 

discussion of life’s thermodynamic feature, it especially means the import of 

usable energy and the order maintained inside the living orga nism. After 

comparing the received information and the constraint, the s ystem reacts: if the 

result is judged to be beneficial to the self-maintenance of the organism, the 

concerned energy/matter exchange will be allowed; if it is not, i t will be stopped 

and corrected. 

It is argued that living systems are distinguished from non-l iving ones 

because the former is adaptive based on their previous experiences (Kull, 2003). 

For example, genes as a “heritable memory” evolve under the pressure of natural 

selection (Pattee & Kull, 2009, p. 317). Generally, following Heylighen (1991) and 

                                                 
 

1 Following V. N. Alexander (2013), in this thesis, we use the term “self-maintenance” (para. 8) to refer 
to the ability of living organisms to survive and reproduce thus counteracting to the entropic effect. Self-
maintenance is applied to both individual organisms and their species – when the genetic information of 
an organism is transferred to the next generation, this organism is self-maintained.  
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Grandpierre (2013), here we consider information as a kind of knowledge that a 

cell has on its functional status reacting to various perturbatio ns from the 

environment. In the same sense, living organisms are goal-serving “autonomous 

agents” (Kauffman, 2000 as cited in Deacon, 2012, p. 163). The control mechanism 

of life is by nature semiotic – a living organism does not react to information, but 

signs – as it realizes the connection between received information and the 

satisfaction of the goal – its self-maintenance. 

 

From molecule to human: sign actions are involved in every level of 

life events 

Sign actions – defined in this thesis as the creation of meaning, the 

transmission of meaning, and the construction of biosemiotic  living sphere – are 

involved in every level of life events. Regarding the biological part of this work, 

we have taken an evolutionary point of view: starting from t he fundamentals – 

macromolecules, to something more complex – the pathways for metabolic and 

informational exchanges enabling the organism’s homeostasis, and finally to the 

sophisticated behaviors toward a psycho-linguistic world. Eventually, i t is shown 

that cognition can exist from and at the cellular level; and a clear cut between the 

natural and the cultural aspects of life does not necessarily exist. 

The biological facts examined in this thesis are: 

Macromolecules: genes (1.2.1.4 the genetic code; 2.3.2 the genetic code 

extended; 5.3.2 alternative RNA splicing); proteins (2.2.2.1 protein structures). 

Cellular functions: membrane transport (3.2.2; 3.3.2); metabolism (4.2.2; 4.3.2; 

5.2.2); cellular signal transduction (6.2.2; 6.3.2). 
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Organismic functions: immune responses (7.3.2); homeostasis (8.2.2); the 

endocrine and nervous systems (8.3.1; 8.3.2); cognition and behaviors (1.3.1.2; 

7.3.1.2; 7.3.1.3; 8.2.1); self-consciousness and intelligence (7.3.1.4; 9.2.1; 9.2.2; 9.3.1; 

9.3.2).  

 

The structure of the thesis 

This thesis consists of three parts; each part is made of three chapters. In 

every chapter, semiotic theories are first presented; then, analysis of biological 

phenomena based on these theories are given. A review of the previous chapter 

and the presentation of the present one can be found at the beginning of every 

chapter. The three parts are arranged in a logical order: the models of biosemiotics 

signs and the definition of semiotic control in life can be found in Part I; the 

interactions between sign-using agents and the coordination of thei r self-

maintaining actions are discussed in Part II; finally, the devel opment of complex 

cognitive mechanisms endowed with remarkable creativity and flexibilit y is 

addressed in Part III. As an interdisciplinary approach cover ing semiotics and 

biology, this thesis contains introductory content of both do mains. Some concepts 

are explained in the text; the others are provided in the footnot es throughout as 

needed. 
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CHAPTER 1   

A BIOLOGICAL DEFINITION OF SIGN  

 

1.1 INTRODUCTION 

 

 Review of Introduction 

In Introduction, the characterization of life starts from its thermodynamic 

features. Life is a defiance of the increase of disorder in the Universe (Deacon, 2006; 

Schneider & Kay, 1994). The maintenance the orderliness of an organism requires 

the exchange of energy and matter between itself and its environment; order is 

imported from the environment to the organism and m ore disorder is created in 

the bigger system made of the organism and the environment (Ji, 2012, p. 8; 

Purves et al., 2004, p. 109). 

Information is closely associated with the exchange of energy and matter. 

There are many types of information biologically rele vant: the genetic sequence, 

protein structures, signaling pathways, sensorial st imulus, thoughts in language, 

etc. They are descriptions of an organism’s self-maintaining actions, thus can be 

used to control and regulate these actions. Information becomes meaningful when 

it is connected to a self-maintaining action. Meaning is an important component of 

life. The aim of this thesis is to show that self-maintainin g actions of organisms not 

only rely on causal relations imposed by the natural laws, they are also placed 

inside semiotic frameworks that specify the ways in which chemical and physical 
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changes can take place. If self-maintaining actions are messages, life is a language 

as a system of rules which is responsible for the production of these messages. 

This is exactly the focus of biosemiotics as an emerging interdisciplinary science. 

 

 Presentation of Chapter 1 

Semiotics is the study of signs. Briefly presented in Introduction, a sign is 

made of two different things where there is a connection between them, or simply 

put, “something stands for something else” (Nöth, 199 5, p. 84). Here in Chapter 1, 

at the beginning of this work, it is necessary to start from a thorough definition of 

the sign in the biological context. 

The first sign model may already be formulated in Ari stotle, which has three 

components: “pragmata (‘the things to which the sign  refers’), the expressive 

element (‘that which is in the voice’), and thoughts (‘that which is in the mind’)” 

(Violi, 1999, p. 744). In the contemporary time, the term “semiotics” is first used by 

John Locke (1690) in Essay Concerning Human Understanding where semiotics is 

considered as a science on the mental ability to use signs to acquire knowledge 

(Rattasepp & Kull, 2015). Semiotics is related to human mental life from its 

historical roots, but our study is not limited to hum an cognitive abilities. It should 

be noted that the sign models proposed in this thesis expand semiotic theories on 

the level of sign users – besides humans, there are cells, unicellular organisms 

(prokaryotic and eukaryotic), and non-human animals. The aim is to provide 

perspectives in redefining cognition from a developme ntal point of view. 

Starting from the late nineteenth century, there appeared to be two main 

directions in semiotic research: interpretative semiotics inspired by the work of 

Charles Sanders Peirce, and structural semiotics, also referred to as “semiology” 
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by Ferdinand de Saussure (Rattasepp & Kull, 2015). In Chapter 1, we start from 

introducing the classic sign models of Peirce and Saussure: the components, the 

definitions of “mediation through signs”, and  the characterist ics of these theories. 

Then, two other sign models are presented and compared with the classic ones. 

One is the code model proposed by Marcello Barbieri showing that a sign is “two 

independent worlds that are connected by the conventional rules of a code” 

(Barbieri, 2008a, p. 578); the other is the teleological model from Victoria N. 

Alexander  emphasizing that the creation and the use of sign is closely connected 

to a purpose (Alexander, 2013). 

The first chapter of the thesis is about concepts – the definitions of 

information and meaning, as well as the definitions of the purpose -satisfying 

actions in the biosemiotic context. In Chapter 2 and Chapter 3, respectively, 

theories related to the code model and the teleological model are presented and 

discussed, with examples of their applications in analyzing biological fa cts. 
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1.2 SIGN AS INFORMATION-MEANING COMPLEX 

 Saussure’s theory of sign and the theory of code 

semiosis 

 

1.2.1.1 Saussure’s semiotics 

Saussure’s sign model was first elaborated to analyze linguistic signs; then, 

the model was transferred to the study of nonlinguis tic signs. The Saussurean sign 

is dyadic, made of Signifier – a sound-image, and Signified – a concept (Figure 1.1) 

(Nöth, 1995, p. 59).  

Saussure has emphasized that Signifier and Signified together form one sign2; 

they cannot be separated one from the other (Noth, p. 59). The inseparability 

between Signifier and Signified is compared to which between the two sides of a 

sheet of paper:  

“Thought is the front and the sound the back; one cannot cut the front 

without cutting the back at the same time” (Saussure, 1916b: 113 as cited in Nöth, 

1995, p. 59). 

It is argued by Saussure that the relation between Signifier and Signified is 

an arbitrary one since it is determined by a social convention, not a material 

connection between the sound-image and the concept: “the idea of ‘sister’ is not 

                                                 
 

2 In this thesis, when modeling a sign,  the components are written with the first letter in uppercase. For 
example: according to Saussure, a sign is made of “Signifier” and “Signified”. Also, “sign” is 
distinguished from “Sign”; the latter is a component of a model of sign. 
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linked by any inner relationship to the succession of sounds s-ö-r which serves as 

its signifier in French” (Saussure, CLG, 100, 67 as cited in Holdcroft, 1991, p. 52) 

 

Figure 1.1 Saussure's Sign Model. A sign is made of a Signifiant which is a sound-image and 
a Signified which is a concept. 

 

In Saussure’s semiotics, a sign is a mental entity which is independent of any 

external object – not even the sound-image represented by Signifier: “The latter is 

not the material sound, a purely physical thing, but t he psychological imprint of 

the sound, the impression that it makes in our senses” (Saussure, 1916b: 66 as cited 

in Nöth, 1995, p. 60). Also, Saussure’s mentalist conception of sign has ruled out 

the connection to the physical reality reflected as the differences between 

individual uses of sign (Nöth, 1995, pp. 60-61). Explicitly rejecting the existence of 

a referential object in his dyadic sign model, Saussure believes that nothing exists 

beyond the Signifier and the Signified in a sign system. His sign system is not used 

to mediate between thought and reality: “the linguisti c sign unites, not a thing 

[chose] and a name, but a concept and a sound-image” (Saussure, 1916b: 66 as 

cited in Nöth, 1995, p. 60). In conclusion, Saussure’s sign is created inside a system 

of collectively agreed conventions in the form of ps ychological institutions that are 

(relatively) independent of the reality; meaning app ears when concepts coincide 

with sound-images in the human mind.  
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Moreover, Saussure has associated the economics-inspired concept of value 

with meaning (Holdcroft, 1991, p. 109) It is proposed by Saussure that there are 

two aspects of value: (1) dissimilar things that can be exchanged based on a given 

value; (2) similar things that can be compared based on a given value (Saussure, 

CLG, 159, 115 as cited in Holdcroft, 1991, p. 109). The first aspect is referred to as 

the process of signification – the association between Signifier and Signified to 

produce meaning – a sign is seen as the counterpart of other signs. The second 

aspect suggests that the relationship between a sign and other signs determine the 

value of the sign. Saussure claimed that: “Language is a system of interdependent 

terms in which the value of each term results solely from the simultane ous 

presence of the others” (Saussure, CLG, 159, 114 as coted in Holdcroft, 1991, p. 108). 

An example used by Saussure to explain value is comparing French “mouton” to 

English “sheep”: The value of the English word is different from the F rench one 

because English “sheep” can only mean the animal, given there is an opposition 

between English “sheep” and English “mutton”; while French “mouton” can 

mean both the animal and its meat  (Saussure, 1916b: 11415 as cited in Nöth, 1995, 

p. 61). The differentiated use of “sheep” in the English language system accounts 

for the difference in meaning (when it is opposed to “mutton”). Cen tral to the 

Saussurean structuralism, the syntagmatic and associative relations between 

linguistic units play an important role in the determinati on of their meaning 

(Holdcroft, 1991, p. 112). 

 

1.2.1.2 The theory of code semiosis 

As a major contributor to the theory of code semiosis, Barbieri (2008a, 2008b) 

has built a sign model made of Sign, Meaning, and Code (Figure 1.2). Barbieri 

(2008a) explained that, “a semiotic system, is always made of at least two distinct 
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worlds: a world of entities that we call signs and a w orld of entities that represent 

their meanings” (p. 578); also, “a bridge between the two worlds can be 

established only by conventional rules, i.e., by the rules of a code” (p. 578). 

Nevertheless, the most important concept in Barbieri ’s semiotics is that these 

three components of sign do not come into existence by themselves; they are 

produced by the same agent named a codemaker (Barbieri, 2008a). The concept of 

sign making by a codemaker fits right in the biologi cal context; for example, 

proteins, essential to a variety of functions in li ving organisms 3, are considered 

“manufactured” molecules (Barbieri, 2008a). By introduci ng the concept of 

codemaker, Barbieri (2008a, 2008b) emphasized that there cannot be semiosis 

without an act that connects Sign and Meaning by establishing rules. According to 

Barbieri (2008b) “an act of semiosis is always an act of coding” (pp. 25-26). 

 

Figure 1.2 The Model of Code Semiosis. A sign is made of entities from two worlds – Signs 
and Meanings – connected by a code. 

 

Saussure’s Signifier and Signified as mental entities are evidently different 

from Barbieri’s Sign and Meaning which can correlate to macromolecules inside a 

cell (DNA and protein) (Barbieri, 2008a, 2008b). Barbieri’s semiosis focuses on a 

more generic level of living organisms – the level of the cell. On the level of human 

                                                 
 

3 Citing Purves, Sadava, Orians, and Heller (2004): “The functions of proteins include structural 
support, protection, transport, catalysis, defense, regulation, and movement.” (p. 38). 
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mental life, Barbieri (2008b) suggested that signs are used in a mediated manner 

for humans to know the reality. “[Humans] have a built-in drive to mak e sense of 

the world […] when we give a meaning to something, that something becomes a 

sign for us” (p. 25). 

In Saussure’s semiotics, the relationship between Signifier and Signified is 

characterized as arbitrariness, namely the result of an outside system of rules 

collectively obeyed (Holdcroft, 1991, p. 52). Barbieri (2008a, 2008b) acknowledged 

the mutual independence between Sign and Meaning by suggesting a system of 

arbitrary conventions that is responsible for connecting the  two: in protein 

production, for example, the sequence of DNA determines, arbitrari ly, the 

sequence of amino acids in a produced protein. However, the arbitrariness defined 

by Barbieri is different from the one defined by Saussure (Barbieri, 2008a, 2008b). 

For linguistic signs, the codemaker (i.e. humans) of the grammatical rules is 

outside the system (i.e. language); thoughts are inevitably separated from the 

reality. For signs involved in the production of proteins, t he codemaker (i.e. RNA) 

of the genetic code is a part of the system (i.e. the cell); the symbolic and the 

material aspects are integrated into the same living system.  

 

1.2.1.3 The attention on the “third entity” 

On the “third entity” – named as rules, conventions, or cod e in the sign 

models of Barbieri and Saussure, the difference is remarkable. In the linguistics-

inspired Saussurean model, a Signifier is always connected to a Signified in the 

sense that this connection is random and stable within the given (linguistic) 

system. It implies, to some extent, that anything can be a sign of something else. 

On the other hand, postulated by the code model of Barbieri, the connection 
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between Sign and Meaning should not be seen as something that already exists 

and keeps existing without any effort of coding – the act of r ule-establishment. 

This connection (i.e. code), in this sense, is neither random nor stable. The Sign is 

only meaningful to the agent (i.e. codemaker) who created and constantly 

maintains the connection. Although Barbieri (2013a, 2013b) explicitly distinguishes 

between code semiosis and interpretative semiosis, that is, semiosis based on code 

is not an act of interpretation, his code is nevertheless reality-based. Barbieri 

(2013b) argued that: “[…] the names are no longer arbitrary labels but true 

‘observables’ because they describe characteristics that we observe in Nature.” 

(para. 17). 

In the biological reality, as many examples can show, without rules, ther e are 

only things, not signs: (1) In eukaryotic genes, non-coding sequences (introns) are 

interspersed with coding ones (exons); they cannot be converted into proteins 

(Purves et al., 2004, p. 285); (2) Humans with their sensory organs cannot perceive 

magnetic field, but homing pigeons can. The pigeons use it for navigation 

(Bookmam, 1977). We believe that Barbieri’s statement “signs do not come into 

existence on their own” (Barbieri, 2008b, p. 26) should not be understood as an 

implication of the ability to interpret 4, but a distinctive feature of living organisms, 

which is the creation and the use of sign. As Battail (2009) suggested: 

Biosemiosis in Barbieri’s meaning implies the existence of natural conventions, 

a seeming oxymoron. This existence has far-reaching consequences, tending to 

blur the frontier between culture and nature, and suggesting that the truly 

significant divide lies between the living and the inanimate. (p. 325) 

                                                 
 

4 The issue of interpretation is addressed by Alexander in formulating the teleological model of sign, 
according to which semiosis can include both mental and non-mental instances (see 1.3.1.2). 
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Signifier and Signified are defined by Saussure as mental entities (Nöth, 1995, 

p. 60), implying that human mind is a premise of semiosis. T he subjects of 

biosemiotics studies, however, are not limited to human nor huma n psychology. 

This difference is addressed by Barbieri as the determining role of codemaker. 

According to Barbieri (2008a, 2008b), Sign, Meaning and Code are brought into 

existence by the same codemaker, thus, the nature of the codemaker determines 

the nature of the sign. If there is a boundary between culture and nature, despite 

that biosemiotics does not seem to support such separation, the distinction is made 

during the process of coding. When the codemaker is the human mind, mental 

entities as Signifier and Signified are created and connected to each other; when 

the codemaker is RNA-based molecular machines, the sequence of genetic 

information stored in DNA is correlated to the sequence of amino acids in a 

protein (Barbieri, 2008a, 2008b). 

 

1.2.1.4 Code semiosis exemplified by the genetics  

In 1957, Francis Crick suggested a model for information flow that is known 

as the central dogma of molecular biology (Tropp, 2012, pp. 22–23). By the mid-

1960s, the central dogma was extensively supported by experimental evidence; the 

enzymes that catalyze the “flows” of genetic information were discovered (T ropp, 

2012, p. 23). Simply put, the central dogma states that “the genetic information 

flows from DNA to DNA (DNA replication), from DNA to RNA (transcription), 

and from RNA to a polypeptide (translation)” (Figure 1.3) (Tropp, 2 012, p. 23).5 

                                                 
 

5 The central dogma of molecular biology may be too simple to describe the complex cellular 
mechanisms of information processing. For example, the primary transcripts of the eukaryotic genes 
(pre-mRNA) contain both coding and non-coding regions and the coding regions should be spliced 
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The genetic code required in the production of prot eins is used by Barbieri to 

illustrate the semiotic nature of life (Barbieri, 2008a, 2008b, 2013b). 

 

Figure 1.3 The Central Dogma. As indicated by the arrows, information flows from DNA  to 
RNA to proteins; DNA can replicate itself. Adapted from Encyclopedia of genetics, genomics, 

proteomics, and informatics (Entry Central dogma, p. 309) by G. P. Rédei, 2008, Springer Science & 
Business Media. Copyright 2008 by Springer. Adapted wit h permission. 

 

It is proposed and confirmed by Crick that an RNA mo lecule forms as a 

complementary copy of one DNA strand of a gene; this p roduced RNA, called 

messenger RNA (or mRNA), serves as a template to produce proteins (Purves et 

al., 2004, p. 236). Then, Crick proposed the existence of an adapter molecule that 

binds a specific amino acid while recognizing a sequence of nucleotides carried by 

mRNA; these adapters, called transfer RNA (or tRNA), were also experimentally 

identified (Purves et al., 2004, p. 236). Summarily, a gene is transcribed to produce 

a mRNA; then, the mRNA is translated by tRNA into li nked amino acids of a 

corresponded sequence. 

                                                                                                                                                    
 

together to make a functional transcript (mature mRNA) for the synthesis of proteins (Purves et al., 
2004, p. 285-290). RNA splicing is addressed in 1.2.2.1 and 5.3.2. For more information, See Shapiro, J. 
A. (2009). Revisiting the central dogma in the 21st century. Annals of the New York Academy of 
Sciences, 1178(1), 6-28. 
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Before examining the genetic code, it is necessary to know that: (1) DNA 

molecules are made of linear chains of nucleotides and proteins are made of linear 

chains of amino acids (Purves et al., 2004, p. 38; 54). (2) The four types of 

nucleotides of DNA (i.e. deoxyribonucleotides) are distinguished by  their 

nitrogenous bases – adenine (A), guanine (G), cytosine (C), and thymine (T) 

(Purves et al., 2004, p. 54). In RNA, there are also four types of nucleotides (i.e. 

ribonucleotides). Three of the four bases are the same as in DNA; except thymine 

(T) is replaced by uracil (U) in RNA (Purves et al., 2004, p. 55). (3) According to the 

principle of complementary base pairing, in double-stranded DNA, ade nine 

always pairs with thymine (A-T) and cytosine always pairs with cytosine (C-G) 

(Purves et al., 2004, p. 55). Also, following the same principle, RNA can pair with 

single-stranded DNA, except adenine pairs with uracil, not thymi ne (A-U) (Purves 

et al., 2004, p. 55). (4) There are 20 different amino acids found in protein (Purves 

et al., 2004, p. 39). Then, the question is: What is the corresponding relation 

between the sequences of nucleobases and amino acids? In fact, a real code is 

responsible for relating the genetic message carried by mRNA to a specific 

sequence of amino acids. 

The genetic message in a mRNA molecule can be seen as “a series of 

sequential, non-overlapping ‘words’”; each word (called a codon ) is made of three 

“letters (i.e. nucleobases)” and corresponds to a specific amino acid (Purves et al., 

2004, p. 239). The correspondence between codons and amino acids are shown in 

the table below (Figure 1.4). Accordingly, Barbieri (2008a, 2008b, 2013b) suggested 

that genes and proteins, as two individual words, are connected by an arbitrary 

code brought into existence by the codemaker – RNA.  
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Figure 1.4 The Universal Genetic Code. Genetic information is encoded in mRNA in codons – 
the three-lettered unit made up of the bases uracil (U), cytosine (C), adenine (A), and guanine 
(G); each condon corresponds to an amino acid. Adapted from “Mechanism of expanding the 
decoding capacity of tRNAs by modification of uridines” by A. Weixlbaumer, F. V. Murphy 
IV, A. Dziergowska, A. Malkiewicz, F. A. Vendeix, P. F. Agris,  &  V. Ramakrishnan,  2007, 

Nature Structural & Molecular Biology, 14(6), para. 8.  
 

From the table, we can see that there are more codons than different amino 

acids in proteins: the combinations of the four “let ters” –  the nucleobases of RNA 

– U, C, A, G give 64 (43) different three-letter codons, but these codons determine 

only 20 amino acids (Purves et al., 2004, p. 239). In fact, the codon AUG not only 

codes for the amino acid methionine but also function s as the initiation signal for 

translation (i.e. a start codon); three of the codons – UAA, UAG, and UGA – all 

signal for the termination of translation (i.e. stop codo ns); besides, an amino acid is 

coded by different codons (Purves et al., 2004, pp. 239–240). The phenomenon is 

referred to as redundancy (Purves et al., 2004, p. 240). 
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As a matter of fact, many people experience redundancy in their daily lives 

by using their languages. English, for example, there is an evident mismatch of 

quantity between the 26 letters of the alphabet and the concepts to signify. The 

problem is solved with the creation of words, as comb inations of different letters 

in different orders, to correspond to various concepts . Usually, the correspondence 

is not of a one-to-one type – a word may have several different meanings. The 

situation is addressed in Saussure’s concept of value (see 1.2.1.1): the opposition 

between concepts makes the sign semantically different. Furthermore, the rules by 

which letters are combined and arranged can be considered code defined in 

Barbieri’s semiotics. In other words, it can be postulated that codes are created as 

solutions to maintain a qualitative match between Signs and Meanings (Neuman 

& Nave, 2008). This issue is discussed in detail in 2.3.1. 

 

 Defining information and meaning 

 

1.2.2.1 Distinguishing natural and conventional signs 

Barbieri (2008a) believes that the way in which protein is produced separates 

it from “inorganic” molecules 6 . In the “inorganic” world, the structure of 

molecules is determined by the chemical bonds7 that exist between their atoms – 

by internal factors. In living systems, instead, prot eins are made by molecular 

machines (represented by RNA) which bind amino acids  in the order prescribed 

                                                 
 

6 We believe that the term “inorganic” is used by Barbieri to refer to chemical compounds of a non-
biological origin. The absence of carbon in their compositions should not be considered a criterion here.  
7 It is defined that: “A chemical bond is an attractive force that links two atoms together to form a 
molecule.” (Purves et al., 2004, p. 20) Several kinds of chemical bonds are addressed in 2.2.2.1. 
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by an external template of nucleotides – the reason why Barbieri (2008a) calls 

proteins “manufactured molecules” and considers life as “artifact-ma king” (p. 

579). The two types of connection are addressed by Barbieri as the distinction 

between symptoms and symbols – natural and conventional signs (Barbieri, 2008a). 

A physical link exists between Sign and Meaning in natural sig ns, while in 

conventional signs, the relation between Sign and Meaning is determined by 

arbitrary rules. 

At the molecular level, DNA replication 8 and the transcription from DNA to 

mRNA (pre-mRNA) are cases where natural signs are involved: the processes are 

based on the complementary mapping of nucleobases9 between the template and 

the produced molecule. The relation between them is physically causal. On the 

other hand, conventional signs are involved in the translation of mature  mRNA to 

amino acids. The correspondence between mature mRNA base triplets (i.e. codons) 

and amino acids of a given protein is by nature arbitrary, no o ther than the rules 

used to connect sound-images and concepts in a linguistic system. Kjosavik (2014) 

considers the code as a “reading frame” imposed upon the mRNA transcript (p. 

386). More precisely, the convention is used to create the “higher order of 

organization (into triplets)” to realize a qualitative match between gene tic 

information and amino acids (Kjosavik, 2014, p. 386).  

                                                 
 

8 The division of a cell requires that the genetic information of the parent cell to be replicated and 
distributed to the daughter cells (Purves et al., 2004, p. 165). The replication of DNA, considered 
“semiconservative”, takes place in two steps – the two strands of DNA are seprated so that each can 
serve as a template for base pairing; nucleotides are connected to form a new strand with its sequence 
determined by the template strand based on the principle of complementary base pairing (Purves et al., 
2004, p. 222). 
9 Complementary base pairing is involved in both DNA replication and the transcription from DNA to 
mRNA. 
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In both cases presented above, DNA provides the information needed for the 

assembly of the second molecule (a replicated DNA/a pre-mRNA, o r amino acids); 

however, as the production rules are different, it is suggested by Barbieri that the 

meaning of this information is also different in each case (Barbieri, 2008a). Barbieri 

(2008a) believes that information (Sign) and meaning (Meaning) are not intrinsic 

properties of the molecules that carry them; they are produced by a codemaker 

during the process of coding (semiosis). 

 

1.2.2.2 Information and meaning 

Comparing words as a sequence of letters and genetic information as a 

sequence of nucleotides, both are combinations of subunits arranged in a specific 

order. The specificity for the arrangement of a sequence of letters or nucleotides is 

evidently important – a misspelled word is meaningless to the rea ders; a change of 

one nucleotide in DNA (i.e. point mutations) may result in a diffe rent or non-

functional protein (Purves et al., 2004, pp. 251–252). Barbieri (2013b) concluded 

two characteristics of sequence information: (1) A sequence is a syntactic entity 

which can be connected to different meanings under different ru les. (2) The 

specificity of a sequence cannot be measured quantitively or qualitatively; the 

natural order of the subunits can only be named – it is a “nom inable entity” (para. 

17-18). Barbieri (2013b) has emphasized that nominable entities are not names 

because they naturally exist in the physical reality and susceptible to observations; 

for instance, the specificity according to which molecular mach ines build proteins 

from DNA. Therefore, it indicates that the semiotic aspect of lif e is not a metaphor, 

but something that concretely exits. 
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Information and meaning, defined by Barbieri (2013b), correspond to sign 

components – Sign and Meaning. An important feature of Barbieri’s definition of 

sign is that Sign and Meaning are not properties of sequences, but something 

brought into existence by a codemaker (Barbieri, 2013b). In other words, sequence 

information cannot be qualified as information; not until it is co nnected to 

meaning by a code (i.e. the process of semiosis). Barbieri’s definitions of 

information and meaning are used as a theoretical basis for this thesis in analyzing 

biological phenomena. The distinction between sequence information and 

information, in fact, indicates that semiosis in the biological wo rld is without 

doubt reality-based. Artmann (2009) argued that sequence information, the 

relational order of the subunits of biological signal/message, onl y counts for the 

syntax of the system; information, on the other hand, concerns the semantics  – the 

“standing for” relations, the exploitation of sequence informatio n by the cell based 

on codes that are “chemically arbitrary 10”, the manufacturing of biologically 

important molecules (p. 32). The pragmatic aspect of the system relates to the 

“purpose” of the mapping/exploitation/manufacturing (Artmann, 2009) . It is 

discussed in the presentation of the second model of the biological sign (see 

1.3.1.2). 

Remember that Barbieri distinguishes between two types of signs – natural 

and conventional signs (see 1.2.2.1). They are different one from the other because 

of the nature of the connection between Sign and Meaning – a physically causal 

one for the former and an arbitrary one for the latter. Barbi eri (2013b) does not 

qualify the connection in natural signs as a code; he used the term “copying” 

instead of “coding” to describe the creation of natural signs. Y et, Barbieri (2013b) 
                                                 
 

10 It is written in the original text in French “chimiquement arbitraire” (Monod, 1970 as cited in 
Artmann, 2009, p. 32) for “chemically arbitary” in English. 
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suggested that during the process of “copying”, as t he sequence information is 

used to create a copy of itself, it becomes information which is endowed with both 

the syntactic and the semantic dimensions. In this thesis, we made a slight 

modification on Barbieri’s distinction between copying  and coding: copying can be 

seen as a special case of coding – when the code used to build the connection 

happens to be a physical one; thus, coding is used here to denote the building of 

any kind of connection between Sign and Meaning (or between information and 

meaning). The meaning of a natural sign and a conventional sign is respectively 

specified as internal meaning and external meaning. 

 

1.3 SIGN IN A GOAL-ORIENTED MODEL 

 Peirce’s theory of sign and the theory of teleological 

semiosis 

 

1.3.1.1  Peirce’s semiotics 

Different from the Saussurean semiotics which characterizes signs as strictly 

conventional, independent from external objects and individual uses, Peirce’s 

theory of signs represents a phenomenological approach as it defines signs as 

something that can be experienced by its users and through which the reality is 

known to them (Rattasepp & Kull, 2015). The sign model of Peirce is made of three 

elements: Representamen (“sign [Sign]”), Object (“thing signified”), and 

Interpretant (“cognition produced in the mind”) (Fig ure 1.5) (Peirce, § 1.372 as 

cited in Nöth, 1995, p. 42). In a more elaborated definition of sign, Peirce stated 

that: 
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A sign [Sign], or representamen, is something which stands to somebody for 

something in some respect or capacity. It addresses somebody, that is, creates in 

the mind of that person an equivalent sign, or perhaps  a more developed sign. 

That sign which it creates I call the interpretant of  the first sign. The sign stands 

for something, its object. It stands for that object, not in all respects, but in 

reference to a sort of idea. (Peirce, § 2.228 as cited in Nöth, 1995, p. 42) 

 

Figure 1.5 Peirce’s Sign Model.  A sign is made of Representamen, Object, and Interpretant. 
The Representamen evokes the Interpretant defining the Object. 

 

Although both involve the mental life of humans, Pei rce’s sign model is 

different from the one of Saussure. Based on Peirce’s definition of sign, generally, 

Representamen can correspond to Saussure’s Signifier, and Object to Signified; the 

third component, Interpretant, which is the understan ding that an individual sign 

user has on the Representamen-Object relation, however, indicates that 

signification is an instance of interpretation, not the pre-determined result of a set 

of arbitrary rules as what is suggested by Saussure (Atkin, 2013). According to 

Peirce, the meaning of a sign is conveyed through the interpretation of its users 

(Atkin, 2013). Barbieri (2008b) suggested that:  
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The real difference between Saussure and Peirce, therefore, is not between a 

dyadic and a triadic model of semiosis. It is between a model based on coding 

and a model based on interpretation. More precisely, between a model based on 

external coding and a model based on internal interpretation. (p.  24) 

Central in Peirce’s semiotics, there are at least two features of Interpretant: (1) 

Interpretant characterizes the understanding of a sign user on the relationship 

between a Representamen and an Object and in fact, this understanding is not 

static, it can be completed by more acts of sign use; therefore, it is better to think 

that Interpretant provides an interpretation of the Representamen that enriches  the 

knowledge of the represented Object (Atkin, 2013). (2) The way in which 

Representamen signifies the Object shapes the understanding of the users on their 

relationship; for example, the way in which smoke (Representamen) represents 

fire (Object) is by focusing people’s attention on the physical connection between 

them (Atkin, 2013). It is important to note that the connection b etween a certain set 

of Representamen and Object may not be known to some people (thus they are not 

the users of these signs), or the understanding of this connection may change 

(Atkin, 2013). In other words, the meaning of a sign depends on the 

interpretation(s); and interpretation(s) are constrained by both the user and the 

physical reality. 

The role played by Interpretant in connecting Representamen and Object 

does have some resemblance to the role of Codemaker defined in Barbieri’s sign 

model. Both models consider that for something to represent something else, there 

should be a process of connection in which the meaning of the sign is determined. 

The difference between the two, however, is also on the connection. It appears that 

interpretation manifests great unpredictability when it comes to the determination 

of meaning. On one hand, the ability of interpretation varies am ong users. On the 
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other hand, the nature of Object constrains the nature of the sign – as the 

constraint can be qualitative, existential or physical, and conventional or law-like, 

signs are classified as indexes, icons, and symbols (Atkin, 2013). The code semiosis 

acknowledges the particularity of the connector (called a codemaker), but strictly 

speaking, the connection is considered an arbitrary one. Thus, signs created by a 

code are symbols.   

In Peirce’s theories of signs, he distinguished between Objects understood at 

a given point and at the end of the inquiry – the former is called “im mediate object” 

and the later “dynamic object” (Atkin, 2013). Sign using is consid ered an inquiry – 

a chain of signs is generated leading to a full understanding of an Object (Atkin, 

2013). An immediate object can be given any moment when the sign is used; while 

the dynamic object represents when “our scientific knowledge is comple te” 

(Hookway, 1985 as cited in Atkin, 2013). It is suggested to consider the dynamic 

object as “the goal and end point that drives the semiotic process”, and the 

immediate object as “our grasp of that object at any point in that pr ocess” (Atkin, 

2013). 

As an inquiry can be divided into different steps, in Peirce’s theories, there is 

also a distinction between Interpretants – the immediate inter pretant, the dynamic 

interpretant and the final interpretant (Atkin, 2013). The immediate interp retant is 

a “general definitional understanding” of the relationship between 

Representamen and Object (Atkin, 2013). The dynamic interpretant is the 

understanding of this relationship at some actual instance in the chain of signs (i.e. 

during the process of inquiry) – thus, “an incomplete understanding , or 

interpretation, of the dynamic object”  (Atkin, 2013). The final interpretant marks 

the completion of our understanding of the dynamic object, thus “where the 

immediate object and the dynamic object coincide” (Atkin, 2013). According to 
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Peirce, the final interpretant as “an ultimate opinion” on a given  matter can be 

used to decide whether an interpretation is true (Peirce, 1958, Volume 8, 184(1909) 

as cited in Atkin, 2013). In other words, at the end of an inquiry, normativity is 

established, conventionalizing the creation of meaning. 

 

1.3.1.2  The teleological model of sign 

The teleological model of sign proposed by Alexander is inspired by the 

Peircean semiotics, Thomas L. Short’s teleology, as well as theories from other 

biosemioticians such as Stanley N. Salthe, Claus Emmeche, Søren Brier, Alexei A. 

Sharov, etc. (Alexander, 2013). It is made of Sign, Response, and Objective  (Figure 

1.6). 

Sign using is defined by Peirce as an interpretation-generating process in 

which sign users develop the knowledge of a certain matter (Atki n, 2013). 

Alexander (2013) agrees with Peirce on that reality can be known through signs, 

but puts forward that: (1) Interpretant which prerequires a human m ind cannot be 

the case for all living organisms; a more generic term, “Response”, is proposed to 

replace it. (2) For living organisms, the acquirement of knowledg e or the learning 

of the truth should be a means to an end, which is, ultimately, t he survival of 

individuals and the species. As a result, Object in the Peircean sign model is 

replaced by Objective. In conclusion, according to Alexander (2013), meaning is 

created when an organism responds to a Sign to realize an Objective.  
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Figure 1.6 The Model of Teleological Semiosis.  A sign is made of Sign, Objective, and 
Response; the Sign is recognized as a means to achieve the Objective thus evokes the Response 

accordingly. Adapted from “Creativity: self-referential mistaking, not negating” by V. N. 
Alexander, 2013, Biosemiotics 6(2), para. 4. Copyright 2012 by Springer Science & Business 

Media B.V. Adapted with permission.  
 

Alexander (2013) suggested that the term Response is accurately used 

because not only the range of the studied subject is expanded comparing to classic 

semiotics – from human mental life to the cellular activities of all living organisms 

– but also it highlights the semiotic nature of lif e by distinguishing semiotic 

processes from the mechanical ones. Alexander (2013) emphasized that a response 

is purposeful as it answers to the organism’s need of self-maintenance. A reaction, 

on the other hand, can be the consequence of material changes. Citing Alexander  

(2013): “The response must be a purposeful one, one that is done because it always 

or usually leads to a self-maintaining effect. This dis tinguishes a response from a 

mechanical reaction.” (para. 6). 

It should be noted that purposefulness defined by Al exander (also adopted 

in formulating the theoretical basis of this thesis ) cannot be confused with 

intentionality, the latter is characterized by mental s tates directed upon an object, 

such as beliefs, desires, regrets, etc. (Lycan, 1999). Both Alexander (2013) and Short  

(2007) have used examples of the behavior of non-human animals to show that the 

responses to signs are goal-oriented. Short (2007) noted that whatever the type of 
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responses, deliberate or automatic, the capacity to respond exists for the purpose 

of producing such responses, that is, survival, growth, or self-replication; and 

those responses are always constrained in a purposeful program of behaviors. It 

appears that the teleological semiosis proposed by Alexander and Short operates 

on common features of living organisms leading to the direct ion of self-

maintenance and it does not distinguish between the perspectives of study – 

cellular biology, zoology, social sciences, etc. 

Short (2007) has proposed a sign model made of Sign, Response, Object, and 

Purpose. He explained it with an example: A dear flees (Response) after being 

startled by a sudden noise (Sign) is based on an experienced correlation between 

noises and predators (Object); although the correlation may not stand true in that 

moment, the deer avoids the fate of becoming the meal of a predator (Purpose) (pp. 

156-157). Alexander (2013) suggested, then, to “fold” Object into the dimension of 

Purpose (termed as Objective in her own model) (para. 7). Alexander (2013) 

argued that it is extensively agreed in Short’s work that the ultimate purpose of 

living organisms is their self-maintenance. This is, in fact, a “general type” of 

objective that can be realized in many ways – “many-to-one mappings”  (para. 8). 

Therefore, an organism encounters many Signs in life associated with the 

opportunities to realize the Purpose of self-maintenance, despite the variety of the 

actual Objects that correspond to these Signs. Modifying Short’s model, Alexander  

(2013) proposed that it is rather the Objective that determines the nature of a 

Response to a Sign, not the Sign-Response relationship. Also, by saying that “the 

more dissimilarity is tolerated, the more complex the responding  system” (para. 8), 

Alexander (2013) believes that creativity is generated through teleological semiosis.  

Alexander’s sign model is illustrated by an example like the  one of Short 

(Figure 1.7): After detecting an odorant of rabbit (Sign), a wolf runs to  the 
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direction of that odorant and getting ready for the  hunt (Response) (Alexander, 

2013, para. 8). The Response is not determined by the Sign-Object relationship – 

rabbits smell, but the Purpose of self-maintenance. In other words, the wolf does 

not respond to a particular rabbit, but to the possi bility of having its goal realized, 

be it successful preying, food consummation, securing the intake of free energy, or 

ultimately, the survival of the animal and its offsp ring. Alexander (2013) said that 

“rabbits are only meaningful to wolves insofar as the y are a means of survival” 

(para. 8).  

 

Figure 1.7 Survival as the Ultimate Objective.  The wolf responds to the odorant of rabbit not 
to achieve the purpose of catching a specific rabbit but to achieve the purpose of survival. 

Adapted from “Creativity: self-referential mistaking,  not negating” by V. N. Alexander, 2013, 
Biosemiotics 6(2), para. 8. Copyright 2012 by Springer Science & Business Media B.V. Adapted 

with permission.  
 

Alexander’s distinction between Object and Objectiv e can be related to the 

distinction between immediate object and dynamic obj ect in Peirce’s semiotic 

theories. A physical thing, a rabbit preyed by a wol f, is an immediate object 

mediated through a sign in a chain of signs, leading to the objective of the wolf’s 

self-maintenance, which is the dynamic object. An immediate object is referred by 

Alexander as an immediate sign to a semiotic objective – to survive, the wolf must 

respond to a sign rather “semiotically” than “mechani cally” (Alexander, 2013). 
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The wolf chased after the odorant of rabbit but ended up findin g no rabbit in that 

place, its hunting response can only be explained with semiotic causation (not 

material causation)11 – the wolf responds to an Objective instead of an Object 

(Alexander, 2013). The wolf should eventually realize that another foo d item (a 

chicken, for example) can also satisfy its purpose of survival. 

While the use of signs is considered the way to reach a full understanding of 

something in the Peircean semiotics (Atkin, 2013), Alexander (2013) agrees on this 

point by suggesting that “Responses to signs are based on past experiences” (para. 

14). As it is shown in the example given above, responding mistakes are inevitable. 

However, living organisms can learn from their mistakes in an active  manner: 

Usually, more trials lead to an increase of successful results; or by accident, new 

Sign-Object relationships can be learned and categorized as new types of Response. 

A detailed analysis of the role played by “mis-responses” (Al exander, 2013, para. 

13) in the survival of an organism can be found in 3.3.1.2. In conclusion, to cite 

Alexander (2013), 

If the mistaken response turns out to be advantageous, the agent will develop 

greater flexibility insofar as it has acquired a new goal, a new way to survive or 

self-affirm. […] Every semiotic response is based on what has happened before. 

A response to a present situation can be ‘wrong,’ but better. (para. 13)  

 

 

                                                 
 

11 The Four Causes Doctrine of Aristotle (384 – 322 B. C.) formulated based on the daily experiences of 
humans question the causes of the changes in the macroscopic world (Ji, 2012, p. 191). They are: the 
material cause (What is it made out of?); the efficient cause (How does it work?); the formal cause 
(What is it?); and the final cause (What is it for?) (Ji, 2012, p. 191). 
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1.3.1.3  Making use of the code model 

Comparing the code model and the teleological model of semiosis, one of the 

major differences is the connection between Sign and the mediated content. 

According to Barbieri (2008a, 2008b, 2013b), the connection between Sign and 

Meaning is determined by Code resulted from the effort of a cod emaker. 

Alexander (2013) proposed that, on the other hand, the Response to a Sign is 

driven by a Purpose as a “general type” of objective (para. 8), which for living 

organisms, should be their self-maintenance. In teleological semiosis, a Response 

marks an instance of the inquiry of a given matter which ma y or may not 

successfully achieves the Purpose of the sign user. If it does not, the sign user can 

adjust to another response while learning and/or discovering something new 

from the mistake. However, the arbitrary Code proposed and de fined by Barbieri 

does not seem to allow such fallibility; because mistakes are considered 

semiotically invalid and they cannot exist in the sign system in the first place . 

Barbieri (2012) has argued that the problem with learning and creativity can 

be naturally taken care of because the cell is autopoietic12. What is referred by 

Barbieri as “codepoiesis” is that after the genetic code gave rise to the first cells, 

the subsequent evolution operates as two complementary processes – one for the 

generation of new codes and the other for the conservation of the existing ones 

(Barbieri, 2012, para. 2). The appearance of a new code is described by Barbieri 

(2008a) as a “sudden event” in the history of life and the new code does not 

abolish the previous ones (p. 592). Barbieri (2008a) has concluded the discovery of 

several codes in the work of code semiosis: the splicing codes, the signal 
                                                 
 

12 Autopoiesis: the concept was introduced in 1972 by Humberto Maturana and Francisco Varela to 
describe the self-producing patterns observed in living cells (Di Paolo, 2005). A detailed presentation of 
autopoiesis can be found in 7.2.2.2. 
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transduction codes, the cytoskeleton codes, and the compartment codes13. What 

Barbieri emphasized is that the genetic code is stable and has stayed that way for 

billon of years – “While morphological structures did rise and f all countless times, 

the ‘deep’ organic codes have never been removed. This tells us that they truly are 

the fundamentals of life, the invariants that persist while everything else is 

changing.”  (Barbieri, 2008a, p. 592). 

One qualified as stable, while the other as flexible, however, it is possible to 

integrate code semiosis and teleological semiosis. Alexander (2013) has suggested 

that the genetic code can be operating for the purpose of “the continued survival 

of the codemaker” via the production of protein (para. 12). A simi lar point of view 

is issued by Richard Dawkins in his book The Selfish Gene (2006). According to 

Dawkins (2006), an organism is the “survival machine” for its genes and the 

evolution of genes is essential under the pressure of natural selection (p. 21). As a 

matter of fact, mutations spontaneously appear in the replication, t he transcription 

and the translation of DNA at a very low rate – usually much lower  than one 

mutation per 104 base pairs per DNA duplication (Purves et al., 2004, p. 254). 

Mutations do not promote evolution; the outcomes can be harmful, beneficial, or 

neutral to the fitness of the concerned organism or species (Purves et al., 2004, p. 

254). However, mutations are responsible for providing the raw mat erial needed 

for the evolution of genetic complexity; if random mutations lead  to the 

production of useful proteins, the new gene is more likely to be kep t by natural 

selection (Purves et al., 2004, p. 254). In this sense, with the two types semiosis 

combined, a system is both reliable and resourceful in achieving goals. Such 

models are presented and disused in 4.2.1.1 and 4.3.1.1. 
                                                 
 

13 In this thesis, the semiotics of RNA splicing is addressed in 5.2.2; the semiotics of signal transduction 
can be found in 6.2.2 and 6.3.2.  
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 Defining purpose 

 

1.3.2.1 Directionality and originality 

In Alexander’s model of the teleological sign, Objective which determines the 

Response to a Sign is defined as a general one, meaning that there can be a variety 

of ways to achieve it. According to Short (2007), a purpose is “a type of outcome 

for which an agent acts or for which something was selected as a means” (p. 110). 

Agreeing with this point of view, Alexander (2009) su ggested that Responses are 

selected by agents based on the Objective. Then, Alexander (2009) continued that 

when biological system continuously responds under a n Objective, it shows “self-

organized emergent order”(p. 87), which she named as directionality. The term 

“self-organization” 14  is used to describe a teleomatic character or a kind of 

directedness observed in some of the general properties of bodies studied in 

physics (Emmeche, 2004). The directedness can be either the tendency towards 

disorder in an isolated system characterized by the second law of thermodynamics, 

or the tendency opposing the first one (i.e. the one toward the equilibrium) of a 

system (e.g. living organisms) open to its environm ent from which it imports free 

energy to maintain its dissipative structure (Emmeche, 2004).  

Short (2007) suggested that although purposeful actions may appear 

mechanical, they are distinguished from the mechanical ones because when they 

fail to realize the purpose, they can be modified. Besides acknowledging the 

                                                 
 

14 Self-organization is refered to as the appearance of structure or pattern without an external agent 
imposing it (Heylighen, 2001). It is believed that dissipative structures (presented in Introduction) are 
self-organizing (Prigogine & Nicolis, 1985). A detailed presentation of self-organizing complex systems 
can be found in 7.2.2.1. 
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fallibility of responses, Short (2007) also implied that, for living organis ms, parallel 

mechanisms are involved in the selection of responses: 

Potential selection for a type of effect is built into purposeful a ction. But, in 

addition, to be purposeful an action must be a mode selected for the type of 

effect it selects for. And that selection must either have been natural, in the 

evolution of the agent’s species or by the agent itself (in that case, we speak of 

the agent as choosing the purpose for which it acts). (p. 111) 

In this thesis, we believe that the directedness as the self-organizing effects of 

living organisms results from both natural selection and their ad aptive behaviors – 

while the former select genetic variants mechanically, the latter represents a 

semiotic means to increase fitness. The analysis on the roles of the two 

mechanisms and their interplay can be found in 3.2.1. Indeed, among the various 

ways that a living organism adopts to reach a goal, some may be genetically 

preprogrammed and some others may have to be learned. The ability to learn new 

ways to respond purposefully is important for the organism fac ing changes in 

their internal and external environments. Alexander (2009) suggested that the 

interaction between a directional system and an Object that leads to a new 

functionality of the system can be qualified as originality. Orig inal actions are 

necessary “mis-responses” based on the existing Sign-Object relationships, yet 

Alexander (2009) believes that original and directional signs are not completely 

irrelevant – “Originality occurs when effectual, but accidental, indexica l or iconic 

relationships are found between distinct thoughts/responses/sign s.” (p. 88.). As a 

result, the original signs are selected by a system based on the directional ones; 

inevitably, there is a causal relationship between the two. 

In the example of the rabbit-hunting wolf, sensing the odorant  of rabbit and 

succeeding in capturing the rabbit is directionality; while sensing th e odorant, 
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finding out that there is another animal, and learning that it can also satisfy the 

goal of having a meal, or ultimately, the survival of the wolf, is  originality. The 

newly learned sign enriches the wolf’s repertory of purposeful responses. 

 

1.3.2.2  Existing for a purpose and serving a purpose 

In Short’s teleology, “existing for a purpose” (or “having a purp ose”) is 

distinguished from “serving a purpose” (or “acting for a purpose” ) (Short, 2007, 

pp. 110–111). The first case, “existing for a purpose”, it does not qualify the 

initiator of certain actions as an agent who is able to respond purposefully, 

because the actions are mechanical, passive, and incapable of adjustments (Short, 

2007). Short (2007) gave an example as a rock being placed on the desk to weigh 

down papers; although the placement of the rock is selected for that effect, the 

rock itself is not a purposeful agent (p. 111). On the other hand, the second case, 

“serving a purpose”, is characterized by the susceptibility of mo difications when 

certain actions fail to fulfill a purpose; comparing to the first  one, the actions in the 

second case are semiotics-based, active and flexible (Short, 2007). 

Short’s distinction between “existing for a purpose” and “serving a p urpose” 

is used by Alexander to outline the different and complementary roles p layed by 

directionality and originality (Alexander, 2009). Alexander (2009) believ es that 

there is directionality when something exists for a purpose and there is originality 

when something serves that purpose. Then, she argued that it is in the middle of a 

directional course that original actions occur, because “[…] the individual exercise 

of a capacity that exists for a purpose always serves the purpose afresh, even if 

within the context it is directional.” (Alexander, 2009, p. 88).  
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Individuality is clearly rejected in the Saussurean semiosis – a sign system is 

highly conventional. In contrast, it is greatly appreciated by the Pei rcean one – the 

knowledge of something depends on individual acts of interpretatio n. Barbieri, 

the author of the code model of sign, is indeed inspired by Saussure by suggesting 

that signs are only valid when there are arbitrary conventions; but he does not 

exclude the possibilities for mistakes to appear, which can result from  other types 

of code (yet to discover). While manifesting remarkable flexibility, it appears that 

Alexander’s teleological signs are created on a stable and mechanic basis. 

Adaptation is not achieved out of the blue; it is better to  be understood as a type of 

adjustment, as causal connections (indicial and/or iconic) are presumed to exist 

between the responses that already exist and the new ones. 

According to Alexander (2009), a directional system reacts to mistakes in a 

retroactive way (i.e. by feedback control) – the detection and the correction of 

specific errors, but the system is not adaptive because the responses are fixed. To 

serve a purpose, the original signs come from the selection of “formal properties of 

likeness and nearness” based on the old ones (Alexander, 2009, p. 90). The idea is 

illustrated with the example of music composing: 

“A musician is trying to compose a melody. He looks out the  window to see 

birds sitting on electrical wires in a way that he interprets as  the right musical 

notation.” (Alexander, 2009, p. 90). 

In the example, the positions of the birds are iconically perceived by the 

musician. Alexander (2009) explained that it is not luck that has led the musician 

to find the right note; originality can only come into existence after that  

directionality made it purposeful. “Luck and randomness are e verywhere and 

uninteresting, uninteresting until bent to a purpose.” (Alexander, 2009, p. 91). 
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Chapter 2  MEANING AND LIFE  
 

2.1 INTRODUCTION 

 

 Review of Chapter 1 

Chapter 1 is about definitions. First, two classic models of sign – one from 

Saussure and the other from Peirce – are presented to define the basic components 

of a sign and the creation of meaning. Then, we present two other models – one is 

called the code semiosis and the other is based on teleology; both are specifically 

designed to describe signs and their actions in the biological context. 

The theory of code semiosis is explained with the example of the central 

dogma of molecular biology which is the one-way flow  of genetic information 

from DNA, to RNA, then to protein (Barbieri, 2008a, 2008b, 2013b). The definitions 

of information and meaning used in this thesis are gi ven by the code theory – 

information and meaning can only simultaneously exis t by an act of coding 

(Barbieri, 2013b). According to the teleological model, semiosis is defined as a 

goal-oriented process (Alexander, 2013). The example used to illustrate the theory 

is a hungry wolf searching for a rabbit based on the perception of an odor 

(Alexander, 2013, para. 8). Alexander (2013) suggested that the goal of an 

organism, ultimately, is the survival of itself and i ts species which can be realized 

in a variety of ways; therefore, the hungry wolf does not respond to the odor of a 

specific rabbit but its purpose of staying alive.  
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The classic models are compared to the new ones; through the comparisons, 

it is shown that semiotics can be applied to analyzing phenomena in not only the 

cultural world but also the natural one. The two new models, when compared one 

to another, show different but complementary points of  view on the semiotic 

nature of life. Together, they are the fundamental mod els of signs that are used to 

describe the biological facts studied in this thesis. Examples of an integrated 

model of the two are given in 4.2.1.1 and 4.3.1.1. In Chapter 2 and Chapter 3, we 

respectively discuss and further develop the theories proposed in the two new 

models. 

 

 Presentation of Chapter 2 

In code semiosis, Sign and Meaning are connected by a code; there cannot be 

signs without codes (Barbieri, 2008a, 2008b). As the example of the genetic code 

shows, a code is a system of conventions, external to and independent from the 

physical reality, which is used to build one of the mo st important macromolecules 

of life – protein (Barbieri, 2008a). In other words, there cannot be life without 

codes. By contrast, such codes are not involved in the case of “inorganic” 

molecules because they are made of components held together by and only by 

chemical bonds determined by natural laws (Barbieri,  2008a). These rules, 

however, are internal to and dependent on the physical reality. Presented in the 

first part of Chapter 2, the argument of Howard H. Pattee (2008) that both codes 

and natural laws are required in the construction of  life. This characteristic is 

named by Pattee  as the “matter-symbol complementarity” (Pattee, 2008).  

In 1.2.1.1, Saussure’s concept of value is presented: Signs exist inside a 

structuralist system. A sign is meaningful not only because there is a conventional 

connection between Signifier and Signified; also because a sign is differentiated 



                                                                                                  [Chapter 2 MEANING AND LIFE]  

 

Sixia Liu   | Thèse de doctorat | Université de Limoge s |                                               35 
 
 

 

 

from other signs. In other words, a code not only connects Sign and Meaning; it 

also makes sure that this connection is specific. Presented in the second part of 

Chapter 2, by incorporating new findings of the gen etics and using mathematics 

language, Yair Neuman and Ophir Nave (2008) showed that value exists in a code-

based system of signs. Furthermore, Neuman and Nave (2008) suggested that 

value is, in fact, responsible for the creation of code. The concept of value is also 

discussed in 8.3, in the presentation of a neuron-based motivational system used 

by organisms for the prioritization of their actions (Sp ruijt et al., 2001). 

 

2.2 CONNECTING INFORMATION TO MEANING 

 

 The theory of matter-symbol complementarity 

2.2.1.1 Both internal and external codes are needed in the construction  of 

organic materials 

In Introduction, the thermodynamic feature of life is presented as a process 

of the exchanges of energy and matter between an organism and its environment 

to import free energy (Deacon, 2006; Schneider & Kay, 1994). It is also explained 

that during this directional process, information n eeds to be retained by the 

organism to monitor and control the on-going exchang es (Grandpierre, 2013; 

Heylighen, 1991). Therefore, on one hand, there is energy in the form of matter; on 

the other hand, information is used as a means of regulation. Together, they 

contribute to the organism’s self-maintaining actions  in the form of biochemical 

changes. This phenomenon is characterized by Pattee as “the matter-symbol 

complementarity” (Pattee, 2008). 
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Presented in 1.2.2.1, according to Barbieri (2008a), natural signs are 

distinguished from conventional signs as there are two types of codes establishing 

the connection between Sign and Meaning – an internal code and an external one15. 

Using the example of the genetic code, Barbieri (2008a) explained that the internal 

code which is involved in DNA replication and the transcription fro m DNA to 

mRNA and determines the way molecules interact (obviously in a causal manner) 

belongs to natural laws; the external code, on the other hand, is represented by the 

transcription from mRNA to proteins, where the correspondence betw een genetic 

information and amino acids cannot be reduced to natural laws – such 

correspondence exists outside the chemical nature of both genes and proteins (i.e. 

arbitrariness). Pattee (2008) suggested that matter is formed by internal codes, 

while the forming process of matter is controlled by external c odes which are 

symbol-based. 

Biosemiotics distinguishes life from inanimate matter by its de pendence on 

material construction controlled by coded symbolic information. […]  This type 

of subject/object distinction is reestablished at many levels throu ghout all of 

evolution. In physics this becomes the distinction between material laws and 

symbolic measurements/models. (Pattee, 2008, p. 115) 

Comparing to the code theories of Barbieri, Pattee’s theory of matter-symbol 

complementarity advanced the distinction between physical reality an d arbitrary 

conventions by proposing that there is also a relation of control between the two. 

Arbitrary conventions exist outside the physical reality, but it can ap ply to 

understanding and even manipulating the physical reality. It is explained b y 

                                                 
 

15 It should be noted that, different from the use proposed by Barbieri, in this thesis, the term “code” is 
referred to signs based on both physical causation and arbitary conventions. 
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Pattee that, first, physical or/and chemical changes take place regardless of 

observers – “physical laws are universal and must apply to all concei vable 

systems”; then, however, for these changes to be described and controlled, 

information is required in defining a system’s initial conditions (Patte e, 2008, p. 

116).  

“All living organisms exist by virtue of hierarchies of control by 

informational constraints. This is the case at all levels, from the genes, to 

development, to sensorimotor controls, to abstract thinking, an d to our technical 

artifacts.” (Pattee, 2008, p. 116). 

The measurement of the initial conditions – a mathematical one, for example, 

including parameters such as space, time, matter and energy, is indispensable for 

the prediction of any consequence of the laws of a system (Pattee, 2008). The 

separation between informational constraints and physical laws is  called by Pattee 

as “the epistemic cut” (Pattee, 2008, p. 118). This separation is evident, as Pattee 

(2008) puts, “If we can speak of knowledge about something, then the knowledge 

representation, the knowledge vehicle, cannot be in the same category of what it is 

about.” (p. 119). The internal code and the external code, in this sense, are 

fundamentally different one from the other because the external code provides 

possibilities to know or/and to manipulate the functioning of the interna l one. The 

external code makes the construction of matter directional to serve the purpose of 

living organisms. This is clearly an evidence to support the main argument of this 

thesis: There is truly a semiotic aspect of life. 

Pattee  (2012) suggested that studying the phenomena of self-organization in 

living organisms, informational constraints and physical laws, respe ctively, 

represent the biologist’s approach and the physicist’s approach: the former has a 

history of selecting and evolving symbolic structures for more tha n 3 billion years, 
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whereas the latter does not include memory nor symbols. Then, Pattee (2012) 

argued, for physicists to describe physical laws (i.e. measurement), the use of 

symbols is unavoidable. Crnkovic (2012) suggested that, in fact, measurements do 

not compromise the objectivity of the reality – they are not “an ag reed upon 

imagination” (p. 751); instead, they are how (human) agents interact with t he 

world, discovering laws and patterns. Naturally, the measurements made by 

different agents on the same matter are most likely to be different. Crnkovic (2012) 

explained that it is exactly because cognitive agents are a part of the world being 

measured in the formation of knowledge – “The reality of an amoeba o r a robot 

differs from the reality of a human.” (p. 752). 

Pattee (2008) has made another important distinction between informational 

constraints (i.e. external code) and physical laws (i.e. internal code): the measuring 

device must indeed obey the physical laws, yet the results of measurement are 

independent of the laws. For example, the meaning of a symbol does not depend 

on the rate at which it is written or read; in contrast, physic al and chemical 

changes are rate-dependent (Pattee, 2008, p. 120). This point of view is consistent 

with Saussure’s definition of natural language as a system of symbols existing 

beyond the reality – referential objects are excluded in the Saussurean sign model. 

In fact, this independence enables a symbol-based system to exploit physical laws 

for its own benefits. It should be noted that such system has a huge advantage in 

the growth of complexity – it can develop a variety of ways to manipula te the laws, 

including error-controlled perception, model-based anticipation, evolution by the 

creation of new codes, etc. It is extensively shown by the examples in this thesis 

that semiotic patterns are built to control biological processes. For instance, the 

synthesis of proteins (see 1.2.1.4), metabolic reactions (see 4.3.2), signaling 

pathways (see 6.2.2; 6.3.2), etc. 
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2.2.1.2 Semiotic control in von Neumann’s logic of self-reproduction 

Self-reproduction is defined as “the process by which a given system 

produces a copy of itself in a given space” (Etxeberria & Ibáñez, 1999, p. 297). For 

example, during cell division, DNA is replicated and can be transmitted to 

offspring cells during reproduction (Purves et al., 2004, p. 166). There is a relation 

of similarity between the parent and the offspring which shou ld only be referred 

to as the degree of resemblance; it does not matter whether the similarity results 

from a causal link or not – the causal link may not be exploited by the entity being 

replicated, but an external agent – for example, the machines in a factory make 

identical copies of a type of product (Etxeberria & Ibáñez, 1999). Pattee’s theory of 

matter-symbol complementarity is inspired from John von Neumann’ s logic of 

self-reproduction (von Neumann, 1966 as cited in Pattee, 2008), which is 

formulated based on artificial models but biologically applicable 16. The self-

reproducing automaton proposed by von Neumann is controlled by “an  

entanglement of construction and computation (i.e. the compl ementarity of matter 

and symbols in Pattee’s terms)” (p. 312) and it allows evolvability by including 

historical variations occurred during the process (Etxeberria & Ibáñez, 1999). 

Fundamentally, the process of self-reproduction requires that the reprodu ced 

entity is identical to the original (Pattee, 2008). In DNA replication, a D NA 

molecule is a structure made of parts (i.e. nucleotides distinguished by 4 

nitrogenous bases) that are arranged in a specific order (i.e. DNA sequence based 

on the order of nucleotides) (Purves et al., 2004, p. 220). Its replication is, in fact, a 

question of how to construct a copy of an organized structure fr om a reservoir of 
                                                 
 

16 According to Etxeberria and Ibáñez (1999), there are many froms of self-reproduction in the 
biological world, while the logic of von Neumann's inspiration only refers to the asexual reproduction of 
unicellular organisms. 
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these parts (Pattee, 2008). Pattee (2008) has explained that, in von Neumann’s logic, 

there are two ways to ensure the accuracy of self-reproduction: (1) by inspection – 

first identifying the parts of the original structure, then, ass embling the 

corresponding parts to form a copy; (2) by description – first des cribing the 

original structure with symbols, then, using its symbolic d escription to guide the 

assembly of a copy with parts in the reservoir. 

The distinction between inspection and description correspo nds to the 

distinction between internal code and external code defined in Barbier i’s terms. 

Inspection, on one hand, indicates that there exists a physical resemblance 

between the original structure and the copy for that the latte r should be made 

identical to the former. This physical connection is an internal c ode. On the other 

hand, description means coding (i.e. the transformation from mat erials to 

symbols), as well as decoding (i.e. the transformation from symbols to materials) if 

a copy needs to be made based on the original structure. These transformations 

between materials and symbols are determined by the code used during the 

processes, not any physical connection between the two. This arbitrary 

relationship is an external code. 

Both internal and external codes (i.e. inspection and description) are needed 

in von Neumann’s logic of self-reproduction. It is because, as Pattee (2001) argued, 

that there is an irreducibility between material with its structure dynamicall y 

maintained by physical laws and symbol-based measurement made by an outside 

system – the function of measurement cannot be explained solely by physical laws, 

and measurement alone is not enough for the construction of materials. Pattee 

(2008) explained it with the help of von Neumann’s formal model: When the 

description !(A) is fed to a material constructor A – it s eems that A would 

construct a copy of itself A’ (!(A) " A = A’), but this p rocess is not self-
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reproduction because the description !(A) has not been replica ted. This problem, 

however, cannot be resolved by the mode of description because feeding a 

description of the description !(!(A)) to the constructor  will lead to an infinite 

regress of description making. Therefore, another component, B, is added to the 

system, to be the copier of the description of A: after A is described, its description 

!(A) is not further described, but inspected and copied. Forma lly, there is: “!(A + 

B) " (A + B) = !(A’ + B’) " (A’+ B’)” (von Neuman, 1966 as cited  in Pattee, 2008, 

p. 122).  

Von Neuman (1966) suggested adding an equipment for control, C, to the 

automaton of self-reproduction, A+B. The function of C lies in guiding an d 

executing between the two modes needed in self-reproduction (von Neumann, 

1966). The function of C is called by Pattee (2008) as “housekeeping details” (p. 122) 

such as starting and terminating a cycle of self-reproduction where t he separation 

between the old constructor and copier from the newly produ ced ones is required. 

However, the combination of A, B and C is auto-reproductive but n ot creative; to 

be evolvable, the automaton should be able to reproduce when any new structure 

or function (D) is added to the original “blueprint” (von Neum ann, 1966). The 

evolvable model is: “!(A + B + C + D) " (A + B + C) = !(A’ + B ’ + C’ + D’) " (A’ 

+ B’ + C’ + D’)” (von Neuman, 1966 as cited in Pattee, 2008, p. 122). Von Neuman 

(1966) has specified that D is an inheritable and non-lethal mutation because if 

mutations happen to any one of A, B and C, the automaton cannot self-reproduce 

anymore. 

Concluding von Neumann’s logic of self-reproduction and Pattee’ s readings, 

the complementary relation between matter and symbols is evident: (1) The 

construction of materials requires both internal and external code s; they have 

different roles: one for inspection and the other for description. In other words, 
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symbols are used to build matter; and matter is used to preserve symbols. (2) The 

external code controls the construction of materials in the sense that it determines 

how the internal code is used in the process. It can be speculated that using 

descriptions is a better choice in maintaining the accuracy for self-replication 

because symbols are rate-independent (thus stable). In contrast, inspecting a 

structure is a rate-dependent (thus unstable) process; the results of inspections of 

the same structure in different moments may not be the same. (3) External codes 

are stable but open to evolution. It is exactly because a symbolic description is not 

limited by physical laws that make the creation of no velties and even adaptations 

possible. As physical causation is required by internal codes, they are not capable 

of creating something entirely new. 

 

 The semiotic control in protein structures 

2.2.2.1  The internal and the external codes in the four-leveled protein str ucture 

In this section, with the example of protein structu re, it is shown that 

material construction requires both internal and ext ernal codes. The determinant 

role of the external code, as Pattee (2008) characterized, is “a time-independent 

passive memory that by means of a coded description controls the dynamical rates 

of specific constructions or chemical syntheses” (p. 123). Also, the external code 

can make material construction evolvable because the code can apply “to an open 

set of potential descriptions” (Pattee, 2008, p. 123). 

A protein consists of a single unbranched polymer of  amino acids and is 

folded into a specific three-dimensional shape (Purves et al., 2004, p. 38). 

According to Pattee (2008), folding is, in fact, the process of decoding from the 

description as a sequence of amino acids into a chemically reactive structure: 
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“Folding transforms what are essentially rate-independent syntac tically coded 

sequences into rate-dependent functional controls.” (p. 125). In protein folding, 

Pattee (2008) suggested that the roles of external and internal codes are 

respectively played by strong and weak chemical bonds because: strong bonds are 

responsible for holding together amino acids in the sequence determined by the 

corresponding DNA sequence based on an arbitrary code; while weak bonds are 

responsible for the dynamic chemical interactions between molecules in the 

polypeptide chain determined by strong bonds. Simply put, strong bonds are used 

as a description to build weak bonds; while weak bonds dynamically  interpret 

strong bonds – “strong bonds that preserve the passive topological structure of 

what is folded, and weaker bonds that acting together hold the active folded 

structure in place” (Pattee, 2008, pp. 125–126).  

A chemical bond is “an attractive force that links two atoms together to form 

a molecule” (Purves et al., 2004, p. 20). There are several kinds of chemical bonds, 

for example, covalent bonds which are strong bonds and result from the sharing  of 

electrons; hydrogen bonds formed by the sharing of hydrogen  atom, are weaker 

than covalent bonds but enormously important to biology; ionic bonds w hich 

come from the loss or gain of electrons by atoms (Purves et al., 2004, pp. 20–21). 

Covalent bonding is much stronger than hydrogen bonding, ionic bon ding, 

hydrophobic interaction, and van der Waals interaction; therefore, in Patt ee’s 

terms, covalent bonding represents the external code, while the rest corresponds 

to the internal one. 

The folding process of a protein gives rise to the four levels of its structure 

(Figure 2.1): Covalent bonding (i.e. the external code) is responsible for the 

primary structure which is the precise sequence of amino acids in the polypeptide 

chain (Purves et al., 2004, p. 40). The carboxyl group of one amino acid reacts 
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covalently with the amino group of another, undergoing a condensati on reaction 

that forms a peptide linkage (Purves et al., 2004, p. 40). The primary structure 

determines how the protein coils and folds at higher levels, t hus adopting a 

specific and functional structure (Purves et al., 2004, p. 41). 

Protein’s secondary structure is referred to as “regular and repeated patterns  

in different regions of a polypeptide chain” (Purves et al., 2004, p. 41). There are 

two main types of patterns: # helix and $ sheet, both result fr om hydrogen 

bonding (i.e. the internal code) between the amino acid residues that make up the 

primary structure (Purves et al., 2004, p. 41). The determination of strong bonds 

over weak bonds as well as the interpretation of strong bonds by weak bonds are 

clearly shown with protein’s secondary structure: The # helix has a s tructural 

pattern of 3.6 amino acids per turn with a hydrogen bond formed betwe en every 

fourth amino acid residue; this repeated pattern of hydrogen b onding i + 4 à  i is 

the most prominent characteristic of an # helix (Creighton, 1999). At the same time, 

there are other types of hydrogen bonding patterns – 310 helix with a pattern of i + 

3à  i, Pi helix with a pattern of i + 5 à  i, etc. (Creighton, 1999). In other words, 

hydrogen bonds are formed on the structural basis determined by covalent bonds; 

and different patterns of hydrogen bonding interprets the same structur al basis 

differently.  

Comparing to the secondary structure which is made of local patterns of a 

polypeptide chain, the tertiary structure is the global shape of th e chain - it is 

“bent at specific sites and then folded back and forth” (Purves  et al., 2004, pp. 41-

42). The tertiary structure is determined by the chemical interacti ons between R 

groups – the amino acid side chains; many of these interactions are weak bonds 

(i.e. the internal code) such as ionic bonds, hydrophobic interactions, and van der 

Waals interactions (Purves et al., 2004, p. 42). Both secondary structure and 
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tertiary structure are derived from a protein’s primary structure built by  the 

external code. The stability of strong bonds necessarily secures the determinant 

role of an external code in guiding the process of material construction. For 

example, when lysozyme (a protein) is slowly heated, the heat energy will disrupt 

only the weak interactions and cause only the tertiary structure to b reak down; but 

the protein will return to its normal tertiary structure when it cools, d emonstrating 

that all the information needed to specify the unique shape of  a protein is 

contained in its primary structure (Purves et al., 2004, p. 43). 

Many proteins are made of two or more polypeptide chains with each o f 

them folded into a unique three-dimensional shape (Purves et al., 2004, p. 43). 

These polypeptide chains – referred to as subunits – bind to and interact with each 

other, resulting in the quaternary structure of protein (Purves et al.,  2004, p. 43). A 

hemoglobin molecule, for example, consists of two # and two $ subunits which 

are held together by weak bonds such as hydrophobic interactions, van der Waals 

forces, hydrogen bonds and ionic bonds (Purves et al., 2004, p. 43). These weak 

bonds (i.e. the internal code) are essential to the protein’s major function which is 

to carry oxygen in red blood cells –  as hemoglobin binds one O2 molecule, the 

weak bonds break and the four subunits slightly shift their relativ e positions to 

enhance the binding of more O2 molecules (Purves et al., 2004, p. 43). Comparing 

to the role of strong bonds, weak bonds with great flexibility mak e the constructed 

material functionally adaptable.  
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Figure 2.1 The Four-Leveled Protein Structure.  A functional protein is folded into a three-
dimensional shape which exhibits four levels of structu re. The primary structure of the protein 
gives rise to the secondary, tertiary, and quaternary structure. Adapted from Amino Acids and 

Proteins, in OpenStax CNX. Retrieved October 4, 2017, from 
https://cnx.org/contents/Ykhx0EAe@1/033-Amino-Acides-a nd-Proteins. 
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2.2.2.2  The interactions between the internal and the external codes 

As it is shown in the four levels of protein structure, protein folding  is the 

result of both strong and weak bonds, which are considered by Pattee as 

informational constraints and functional controls (Pattee, 2008), or external and 

internal codes based on Barbieri’s theories of code semiosis (Barbieri, 2008a). Such 

correspondence is made essentially based on the determinant role of the external 

code over the internal one. In the folding process, the linear sequence of amino 

acids held together by strong bonds constrain the chemical interactions between 

weak bonds. 

In protein folding, the “epistemic cut” – the separation bet ween symbols and 

matter, therefore, is between a sequence of amino acids linked one to another by 

covalent bonds and a folded structure which is functional thanks t o weak bonds 

such as hydrogen bonds, ionic bonds, hydrophobic interactio n, and van der Waals 

interaction. It is strongly suggested by Pattee that although symbol vehicles must 

obey physical laws and they can have a physical description, it does not mean that 

this description is physically limited; instead, this description can be  interpreted 

differently (Pattee, 2013). As the example of the variations of helix shows, as a type 

of hydrogen bonding pattern in protein’s secondary structure, i t can exist in 

several forms depending on the number of amino acid residues per turn.  

In Pattee’s early work of biosemiotics (Pattee, 1969), a significant attention is 

given to deciphering the linguistic features of molecules. Patt ee (1969) believes 

that a molecule becomes a message not because of the physical structure of the 

molecule, but the context in which it is symbolically constrained . Then, according 

to Pattee’s latest formula, it takes at least four elements for signs to exist in the 

biological world: a referent information (1) is endowed with a physical 

embodiment (2) while an interpreter (3) distinguishes the two  and establishes the 
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“stand-for relation” between them; interpretations act as infor mational vehicles 

that constrain the dynamics of local interactions (4) (Pattee, 2013, para. 1). 

In fact, we believe that the “epistemic cut” provides an e xplanation on 

defining the connection between arbitrary code and the physic al reality – they are 

not completely irrelevant one to another because a code can be interpreted. This 

point of view may be found in conflict with Barbieri’s distinction betw een code 

semiosis and interpretative semiosis as it is suggested that interpretations are 

created by a (human) mind (Barbieri, 2009b). In this thesis, we argue that it is 

exactly because “errors” occur during coding and decoding, a code is provided 

with the raw materials to evolve. The essence of the theory of matter-symbol 

complementarity is: while arbitrary code and interpretation are d istinguished one 

from the other, they coexist with each other. 

The internal code dynamically interprets the external code. In p rotein folding, 

protein as a three-dimensional and rate-dependent structure which is  biologically 

functional cannot be created without the weak bonds. The specificity of protein 

functions depends on the shape of a protein and the chemistry of its surface 

groups: (1) The binding of a substance to a protein involves a general fit between 

the three-dimensional structures of the two; it is by binding that  a protein is 

activated to fulfill its functions (Purves et al., 2004, p. 44). (2) The surface of a 

protein presents R groups of the exposed amino acids to the substance to bind; 

weak bonds can tighten the binding or facilitate the interacti ons between inner 

regions of the protein (Purves et al., 2004, p. 44). Pattee (2013) has suggested that 

there are many levels of interpretation in making a functional protein: fold ing is 

the first level, followed by the second which is the binding b etween the protein 

and its substrate; the third level is the metabolic network in which the protein 

executes specific functions; the fourth level is related to the organism and the fifth 
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to the ecosystem; finally, the last level of interpretation should be determined by 

natural selection. He also pointed out that, the levels of interpretation are 

supported by informational constraints and contribute to t he structural complexity 

of organisms (Pattee, 2013). 

 

2.3 A SYMBOLIC VALUE SYSTEM 

 The mathematic and semiotic definition of value 

In Barbieri’s model of semiosis, Sign is connected to Meaning by code 

(Barbieri, 2008a, 2008b, 2013b). We can think that there are two categories – one 

contains many Signs and the other contains many Meanings; then, the code is a set 

of conventions based on which specific Sign-Meaning mappings are defined. Here 

is a question: What are the relationships between the signs produced by the same 

set of conventions? In other words, is code responsible for creating a sign or a 

system of signs? Saussure with his semiotic theory founded on the understanding 

of natural languages believes that (linguistic) signs exist inside a structuralist 

system – they can be compared with each other (Holdcroft, 1991, p. 109); or more 

precisely, a Sign-Meaning mapping is specific because it is distinguished from 

other Sign-Meaning mappings.  

Value is created when distinctions are made between signs. Saussure 

explained the concept of value by comparing English “sheep” with French 

“mouton” on the number of Signified that each Signifie r is connected to (Saussure 

as cited in Nöth, 1995, p. 61). Neuman and Nave (2008), then, proposed a 

mathematic method to define value and to study the us e of value. The genetic 

code, again, is used to illustrate the theory; this time, however, it is enriched with 

new scientific findings (Purves et al., 2004, p. 237; Tamarin, 2001, p. 276). Most 
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importantly, with value, Neuman and Nave (2008) elega ntly explained why there 

should be codes in the first place. 

In mathematics, a category is an algebraic structure that consists of “objects” 

linked by “arrows (morphisms)” (Awodey, 2006, p. 1). C a1tegory theory is a way 

to study and characterize different types of mathemat ical structures by their 

“admissible transformations” (Awodey, 2006, p. 1). Neum an and Nave (2008) 

explained the logic: There are the set of objects (A, B, C …) and the maps between 

these objects (f, g, h …); each map connects one object to another in the same set, 

the mapping is represented as f: A à  B. Illustrated in Figure 2.2, if there are three 

maps as g: A à  B, h: B à  C, and e: A à  C, then the relationship between the maps 

can be represented as e = h * g (i.e. e equals to h following g) (Neuman & Nave, 

2008).  

 

Figure 2.2 A Composite Map. Given the collection of objects (A, B, C) and the collection of 
maps (g, h, e), the map from A to C equals to the combination of the map from A to B and the 

map from B to C. Reprinted from “On the semio-mathematical nature of co des”, by Y. 
Neuman & O. Nave, 2008, Biosemiotics, 1(1), p. 101. Copyright 2008 by Springer Science & 

Business Media. Reprinted with permission.  
 

As it is defined in Barbieri’s code semiosis that a sign is made of two entities 

connected by a code (Barbieri, 2008a, 2008b, 2013b), then, maps such as g, h, and e 

can be considered signs. As map e establishes a relationship between h and g, the 
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value of sign e is different from the value of sign h (or sign g) – t he value of e 

equals to the value of h following g. In other words, these signs are organized in a 

structuralist system; and they can be compared one with another by their values. 

According to Neuman and Nave (2008), “e equals to h following g ” (p. 100) 

describes the flow of value inside the sign system; value is defined as “the same 

abstract property that flows in a monetary system or in any o ther system – 

biological, psychological, or social – involving signs or codes” (p. 1 02).  

Neuman (2008) has emphasized that living organisms are “meaning-making” 

systems rather than “information-processing” ones. Citing Bateson’s fam ous 

argument of the effects of information on life – “difference that ma kes a 

difference”, Neuman suggested that only when discrete physical states are 

differentiated by an observer that they can contribute to the build ing of the living 

realm (Bateson, 2000 as cited in Neuman, 2008, p. 48). This point of view agrees 

with the one held in Pattee’s theory of matter-symbol complementarit y (Pattee, 

2008) – the construction of biological materials is a sign-mediated activity.  

Then, Neuman (2011) proposed that the hierarchy of life is recursive in the 

sense that discrete physical states are transformed into information which is used 

to actively produce other discrete physical states. In other words, life which is 

considered autopoietic depends on: (1) the mapping relations between matter and 

symbols in both directions (i.e. both coding and decoding); as well as (2) the 

hierarchical composition of these relations. In fact, the linear flo w of information 

(exemplified in the genetic code) only characterizes an instance of the semiotics of 

life – the use of a code. Neuman and Nave (2008) believe that codes themselves are 

first created in the flow of values where the specificity of a sequence is defined by 

differentiating from other sequences. 

  



                                                                                                  [Chapter 2 MEANING AND LIFE]  

 

Sixia Liu   | Thèse de doctorat | Université de Limoge s |                                               52 
 
 

 

 

 The genetic code and value-based semiosis 

 

2.3.2.1 The values in the system of the genetic code 

According to the central dogma of molecular biology,  the genetic 

information flows linearly and irreversibly from DNA  to RNA then to protein 

(Purves et al., 2004, p. 236). The process can be divided into two major steps: first, 

transcription – where the sequence of DNA is copied into a corresponding one of 

RNA; then, translation – where this RNA sequence determines the sequence of the 

produced amino acids (protein) (Purves et al., 2004, p. 236)17. Beside the central 

dogma, a DNA molecule can be replicated to produce tw o identical replicas 

(Purves et al., 2004, p. 222).  

The relationships between DNA, RNA and protein can b e interpreted in a 

semiotic way – as proposed by Barbieri in his theory of code semiosis: DNA and 

protein are Sign and Meaning connected by a codemaker which is RNA (Barbieri, 

2008a, 2008b, 2013b). Here, Barbieri’s sign can be further segmented into a 

transcription sign – DNA and RNA connected by the rul e of transcription (i.e. 

complementary base pairing, which is an internal code based on physical 

connections between the nucleobases), and a translation sign – RNA and protein 

connected by the rule of translation (i.e. the genetic code, which is an external code 

which has no physical connections with the encoded or the decoded entity). Then, 

according to Neuman and Nave (2008), signs “DNA à  protein”, “DNA à  RNA”, 

and “RNA à  protein” exist in a structuralist system, in which t hey can be 

                                                 
 

17 It should be noted that, in eukaryotes, the primary RNA transcripts must go through splicing to be 
translated into proteins. 



                                                                                                  [Chapter 2 MEANING AND LIFE]  

 

Sixia Liu   | Thèse de doctorat | Université de Limoge s |                                               53 
 
 

 

 

compared one with another based on their values (Figure 2.3) – the value of sign 

“DNA à  protein” equals to the value of sign “DNA à  RNA” following sign 

“RNA à  protein”.  

 

Figure 2.3 The Values in the System of the Genetic Code. The flows of genetic information 
specified by the central dogma are represented by the dark lines; other types of information 

flows that exist besides the central dogma are represented by the dashed lines. These 
directional flows give rise to the values in this s ystem. Reprinted from “On the semio-

mathematical nature of codes”, by Y. Neuman & O. Nave, 2008, Biosemiotics, 1(1), p. 103. 
Copyright 2008 by Springer Science & Business Media. Reprinted with permission.  

 

To understand the values created in the system of the genetic code, we need 

to explain the information flows (represented by th e dashed lines) that are not 

included in the central dogma. 

First, RNA self-replication, that is, RNA can serve as a template for its own 

replication. The genetic information of viruses such as tobacco mosaic virus, 

influenza virus, poliovirus is carried by RNA instead  of DNA and can potentially 

be translated into protein (Purves et al., 2004, p. 237). As RNA is usually single-
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stranded, its replication requires a RNA-to-RNA transcription that yield s a 

complementary strand to the parent one; then, this strand is used to make more 

copies of the viral genome (Purves et al., 2004, p. 237). 

Second, the flow of information from RNA to DNA suggests that RNA can 

act as a template for DNA synthesis. The human immunodeficiency virus (HIV) 

and certain rare tumor viruses have RNA as their genome which is not replic ated 

by RNA self-transcription, but another process called reverse transcription (i.e. the 

synthesis of DNA from RNA) (Purves et al., 2004, p. 237). These viruses infect a 

host cell, then, they make a DNA copy of their genome to make more copies of the 

genome and mRNA to produce viral proteins (Purves et al., 2004, p. 237).  

Finally, although direct translation from DNA to protein is not known to 

happen in nature, it is shown by B. J. McCarthy and J. J. Holland in the mid-1960s 

that under certain experimental conditions, single-stranded DNA could bind  to 

ribosomes and be translated into proteins, thus without the me diation of RNA 

(Tamarin, 2001, p. 276).  

Based on the types of information flow shown in Figure 2.3, Neuman a nd 

Nave (2008) suggested that a “determination problem” rises regarding the 

relationships between the maps: “given two maps f and h, what a re all g, if any, 

for which h = g * f?” (pp. 103-104), where f: RNA à  DNA, h: RNA à  protein, and 

g: DNA à  protein. In other words, given that information stored in DNA needs to 

be delivered to the synthesis of protein, while there are only two  paths available 

(Figure 2.4): (1) from RNA to DNA, and (2) from RNA to protein. 
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Figure 2.4 The Determination Problem. Given that information flows from RNA to DNA and 
from RNA to protein, the question is how to transfer information from DNA to protein. 

Reprinted from “On the semio-mathematical nature of c odes”, by Y. Neuman & O. Nave, 2008, 
Biosemiotics, 1(1), p. 104. Copyright 2008 by Springer Science & Business Media. Reprinted 

with permission.  
 

The types of information flow represented in Figure 2.4 (RNA à  DNA and 

RNA à  protein) are different from the ones defined by th e central dogma (DNA 

à  RNA à  protein). If the arrow of map f is changed to the oppo site direction, the 

two will be the same. This result of the change can be mathematically explained by 

isomorphism (Figure 2.5) (Neuman & Nave, 2008), defined as: In any category, an 

arrow f : A à  B is called an isomorphism if there is an arrow f  -1 : B à  A in the 

same category such that f -1 �X f = 1A and f �X f -1 = 1B; 1A and 1B are the identity 

arrows of A and B (i.e. 1A: A à  A and 1B: B à  B) (Awodey, 2006, p. 11).  

In transcription and reverse transcription, the relat ion between RNA and 

DNA is an isomorphism because there is a one-to-one physical correspondence 

between the template molecule and the produced one based on complementary 

base pairing. For example, the coding region of DNA f or arginine is 3<-GCC-5< is 

transcribed to the mRNA codon 5<-CGG-3< (Purves et al., 2004, p. 242). 
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Figure 2.5 The Isomorphism between DNA and RNA. As the nucleotides of RNA and DNA 
can be complementarily paired to each other, there is an isomorphism between them. 

Reprinted from “On the semio-mathematical nature of c odes”, by Y. Neuman & O. Nave, 2008, 
Biosemiotics, 1(1), p. 104. Copyright 2008 by Springer Science & Business Media. Reprinted 

with permission. 
 

The change from arrow f: RNA à  DNA to arrow f -1: DNA à  RNA is used to 

form hypotheses on the evolutionary relevance between RNA and DNA, one of 

them is called “the RNA world” (Neuman & Nave, 2008). Sug gested by Gilbert, 

RNA can assume the functions of information storage and catalysis so that there 

may be an RNA world at the beginning of evolution wh ere RNA alone catalyzed 

the synthesis of themselves; then, DNA took over the role of the carrier of genetic 

information from RNA by reverse transcription, while  proteins are responsible for 

major enzymic activates (Gilbert, 1986). Comparing to RNA, the double-stranded 

DNA is more stable for storing information and capable  of correcting errors, yet 

allowing mutations and recombination (Forterre, 2005; Gilb ert, 1986). 

Meaning is created when RNA is translated into protei ns, but the creation of 

value requires an isomorphic relationship to be established between RNA and 

DNA (Neuman & Nave, 2008). In fact, the flow of information  forms a sign; the 

flow of value forms a system of signs. Value provid es the common ground for 

signs to be compared and distinguished one from another – they are different 
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signs because they have different values. It can be speculated that, during 

evolution, establishing the isomorphism between DNA and RNA, valu es of 

different strategies for self-reproduction are distinguished and a better one – g: f -1 

�X h (i.e. DNA à  RNA à  protein) – is selected in the end. Another example can be 

found in natural languages (e.g. English): the isomorphism between “do g” and 

“god” contributes to the distinction between their meanings and t he expansion of 

the system’s signifying ability (Neuman & Nave, 2008). We beli eve that value is a 

part of the code that is responsible for the creation of a specific sign. 

 

2.3.2.2  Value and the creation of code  

As Neuman and Nave (2008) have explained, the relationship between RNA 

and DNA can be mathematically characterized as an isomorphism because of their 

biological natures – complementary base pairing. On the other hand, the 

relationship between RNA and protein is not a “substitution” or “o ne-to-one” 

correspondence – evidently, there are fewer nucleobases (4 RNA nucleobases: A, 

G, C, and U) than amino acids (20 natural amino acids) – “This map involves a 

domain that contains fewer objects than its co-domain.” (Neuman & N ave, 2008, p. 

107). It is suggested that the solution to this problem can give rise to codes, which 

is “at the heart of every semiotic system” (Neuman & Nave, 2008, pp. 107–108). 

In 1.2.1.4, the central role played by the genetic code in transforming 

information stored in the genes into proteins is shown in the phase of translation: 

each codon (made of three sequential nucleobases) on the mRNA specifies an 

amino acid to produce on the growing polypeptide chain (i.e. a prote in) (Purves et 

al., 2004, p. 239). The combination of the four nucleobases give 64 different codons 

and they specify 20 amino acids with overlaps – the phenomenon is referred to as 
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redundancy (Purves et al., 2004, p. 240). Indeed, redundancy is the solution to the 

problem of representing a collection of objects with another collection of fewer 

objects (Neuman & Nave, 2008). 

According to Neuman and Nave (2008), two maps are required to achieve 

redundancy: first, the objects in a domain are rearranged and combined to create 

“higher-order structural units” (p. 108); then, these units are m apped on the 

objects in the co-domain. Natural languages (e.g. English), for example, represent 

a system in which a limited number of letters in the alphabet are rear ranged and 

combined to create tens of thousands of words; then, these words are associated 

with concepts. In fact, codes are indispensable if it is to establish a correspondence 

between two worlds in which “the domain is lesser in number t han the co-domain 

yet has to cover the entire spectrum of the co-domain” (Neuman &  Nave, 2008, p. 

108). 

Neuman and Nave (2008) explained, in the hypothesis of “RNA world”, a 

self-replicating RNA “existed in and for itself” (p. 108); when it was connected to 

DNA by an isomorphic relationship, value is created as a comparison between the 

two is made. An isomorphic code, however, is not arbitrary becaus e it describes a 

physical causation between two objects. On the other hand, when the relation 

between the two objects is asymmetric – DNA and protein, codes appear as a 

solution to build correlations between them. More precisely, the correlations as 

directional flows of information are built based on the values of o bjects in the 

same category. In other words, there cannot be codes without values. 

Neuman and Nave (2008) have noted that, although the goal is to realize a 

quantitative match between two sets of objects, the transformation from a one-to-

one correspondence to the creation of code is, in fact, a “qualitative shift” (p. 108) – 

there is no longer a physical relationship to refer to; an arbitrary co de is inevitable 
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because one of the two sets contains composite units thus involving values. The 

idea is also illustrated with the example of “dog” and “god”: If they  are not 

considered as words but merely the collections of the letters g, o, and d, the two 

have the same value; by contrast, when they are recognized as words – for each 

one of them, the letters are combined in a specific order (the specificity of sequence 

information, see 1.2.2.2) – the two words can be differentiated one from another, 

thus correspond to different meanings (Neuman & Nave, 2008, p. 108). 
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Chapter 3  PURPOSE AND LIFE 
 

3.1 INTRODUCTION 

 

 Review of Chapter 2 

In Chapter 2, the model of code semiosis proposed by Barbieri is further 

discussed: First, by Pattee’s theory of matter-symbol complementarity (Pattee, 

2008), it is suggested that the construction of materials in life requires both matter 

and symbols which can be respectively corresponded to an internal code and an 

external one. The process of material construction is controlled by the external 

code; while the result – the produced material – can exist in variations – as the 

dynamic interpretations of the external code by the int ernal one. Then, by Neuman 

and Nave’s mathematical and semiotic definition of va lue, an elegant explanation 

on why there should be code in the first place is given: code is created to maintain 

an equal match of quantity between Signs and Meanings (Neuman & Nave, 2008). 

In other words, coding is a means to create more Signs: Signs that are originally 

letters in an alphabet are combined and arranged in a specific order to form words 

as new Signs (Neuman & Nave, 2008). Value is involved in composing new Signs; 

Signs are differentiated one from another because they are given different values. 

The shortcoming of the code semiosis is addressed in 1.3.1.3: The Code 

denotes the arbitrary relationship between Sign and Meaning; it is determined by 

a codemaker, and theoretically, does not allow alterations. On the other hand, 

Alexander (2009, 2013) argued with her theory of teleological semiosis that the 
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connection between Sign and Meaning, or using her own sign model, between 

Sign and Response, should be susceptible to variations because such connection is 

established in the realization of a goal which is a “general type” of objective 

(Alexander, 2013, para. 8) – there are more than one way to realize the goal; and 

the sign users can learn from the successful responses as well as mistakes. This 

point of view is consistent with what the Peircean s emiotics claims: semiosis takes 

place in a dynamic process of inquiry. 

 

 Presentation on Chapter 3 

Chapter 3 is the further development and discussion of the theory of 

teleological semiosis (Alexander, 2009, 2013). First, it is the shortcoming of the 

code theory (Barbieri, 2008a, 2008b, 2013b) being addressed. The point of view that 

considers every aspect of life is determined only by inalterable codes is misleading. 

As it is explained in 2.2, the symbolic side of lif e is relatively stable; on the other 

hand, the material being controlled by the symbolic co de has a contingent nature 

(Pattee, 2008). It is characterized by Alexander (2009) as “directionality” and 

“originality” of evolution (see 1.3.2.1) in the sens e that the code-controlled yet 

dynamic material construction serves a purpose – for a living organism, the 

ultimate purpose is the survival of itself and its s pecies. With his theory of 

“modulated stochastic causation”, J. H. van Hateren (2015d) explained how 

organisms evolve through differential reproduction. The process relies on both 

codes and the dynamic interpretations of the codes, respectively named as the 

deterministic and the stochastic causes; and it is responsible for the emergence of 

agency based on which organisms control and regulate their actions (van Hateren, 

2015d). 
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The teleological sign model proposed by Alexander is  inspired by the one 

formulated by T. L. Short (see 1.3.1.2). Short (2007) has made the distinction 

between Object and Purpose in his sign model, while it is modified in Alexander’s 

– Object and Purpose are integrated into Objective. Alexander (2009, 2013) argued 

that an Object is recognized only because it is supposed to serve a Purpose; 

therefore, organisms respond to a Purpose rather than a specific Object. Alexander 

(2009, 2013) agrees that while a sign user interprets the Sign-Object relationship 

based on his Purpose, he does make mistakes during the process; potentially, 

some of these misinterpretations can satisfy the original purpose, they are then 

integrated into the organism’s repertoire of Response. To define interpretation and 

misinterpretation from a biosemiotic point of view, A ndrew Robinson and 

Christopher Southgate (2010) also studied and modified Short’s theory of 

teleology. They have distinguished two types of mis interpretation, then, proposed 

to divide the ultimate Purpose of living organisms (i.e. self-maintenance) into sub-

goals, and correspondingly, the sub-Responses to these goals (Robinson & 

Southgate, 2010). They showed that even for a misinterpretation that fails to satisfy 

the present goal, it may have an important impact on the  survival of the organism 

and its species in the future (Robinson & Southgate, 2010). 

 

3.2 AGENCY AND GOAL 

 

 The theory of deterministic and stochastic causation 

As it is addressed in 1.3.1.3 and the presentation of this chapter, it may be 

suggested by the theory of code semiosis that life is a deterministic system: it 

appears to be a relation of determination between the genotype and the phenotype 
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of an organism. Nevertheless, we believe that the point of view cannot stand true, 

because: (1) The genetic code is not perfectly followed all the time, spontaneous 

mutations occur at rates that can be influenced by natural selection (Drake, 

Charlesworth, Charlesworth, & Crow, 1998). (2) Organisms can react under 

stressful situations by replacing actions which are not beneficial to t heir survival – 

for example, it is showed that kittiwakes from the two populations  switch between 

reproductive responses when facing stress (Schultner, Kitaysky, Gabrielsen, Hatch, 

& Bech, 2013). In this sense, semiosis is considered to serve a purpose through a 

process of inquiry or learning (as claimed by the teleological semiosis). This point 

of view is well portrayed with van Hatern’s theory of modulated stochastic 

causation according to which agency is included in natural selection through 

differential reproduction (van Hateren, 2015d). 

Ernst Mayr (1961) suggested that any causality should be able to (1) explain 

past events; (2) predict future events; and (3) interpret phenomena from a 

teleological perspective. Van Hateren (2015d) recognized the variable of time and 

defined causation as any relationship between a cause and its effect, which is, any 

changes (physical and mental) separated by temporal intervals. Then, on the goal-

directedness, van Hateren (2015d) suggested that there are two main types of 

causation: the deterministic causation and the stochastic causation.  

First, the deterministic causation is referred to as the change of a variable 

which is caused by other variables can itself cause more changes in downstream 

variables inside or outside the original system (Figure 3.1 a.) (van Hateren, 2015d). 

The key characteristic of the deterministic causation is that “th e change of state 

remains fully predictable” (para. 4); although in practice, no system i s truly 

deterministic as there is always some noise (van Hateren, 2015d). Then, the 

stochastic causation describes the changes that arise spontaneously without being 
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caused by upstream factors; these changes may become the deterministic causes of 

downstream changes (Figure 3.1 b.) (van Hateren, 2015d). Finally, van Hateren 

(2015d) suggested that deterministic and stochastic causations are intertwined 

(Figure 3.1 c.): the change of a deterministic variable can impact on the change of a 

stochastic variable; then the stochastic change is passed on to the downstream 

variables deterministically. This chain of changes involving both types of 

causation is named the modulated stochastic causation (van Hateren, 2015d). 

 

Figure 3.1 Three Types of Causation. a. deterministic causation: predictable changes of state 
caused by the change of an upstream variable; b. stochastic causation: changes of state that 
occur spontaneously; c. modulated stochastic causation: the combination of deterministic 

causation and stochastic causation that leads to both predictable and spontaneous changes of 
state.18 Reprinted from “The natural emergence of (bio) semiot ic phenomena”, by J. H. Van 

Hateren, 2015, Biosemiotics, 8(3), p. 407. 
 

Van Hateren (2015d) argued that evolution results from both deterministic 

and stochastic causations: On one hand, the number of offspring per unit of time is 

usually limited by an organism’s own genetic and phys iological conditions, thus 

                                                 
 

18 Van Hateren (2015d) has noted that the temporal properties of deterministic causation and stochastic 
causation are made different only to be visually distinguished one from another in the graph; they do not 
imply that the stochastic variables change more rapidly than the deterministic variables. 
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by a deterministic cause. On the other hand, the rate of reproduction can decrease 

or increase depending on the rather unpredictable circumstances, such as 

availability of food and mates, as well as the potential occurrence of diseases and 

natural disasters. Van Hateren (2015d) characterized fitness as resulted from the 

interplay of deterministic and stochastic causes – “a complex dynamical process, 

with an intricate form (structure) involving many inputs and a single outp ut” 

(para. 5). 

The deterministic mechanism of evolution is represented by nat ural selection 

– the differential survival and reproduction of individuals due to  differences in 

phenotype (van Hateren, 2015d). Organisms that adapt well their envir onments 

are more likely to succeed in reproduction (van Hateren, 2015d). In other words, 

they reproduce at a greater rate than those that adapt less well. As a result, 

genotypes of the better-adapted organisms are more likely to be distributed in the 

population. However, natural selection only accounts for half o f the story; the 

other half is the stochastic mechanism represented by organisms’ active role of 

control and regulation (van Hateren, 2015d). When organisms do not adapt the 

environment well, meaning that their on-going actions (genetic and behavioral) 

are not beneficial to the survival of themselves and the species, it is possible for 

them to change and look for actions that are (van Hateren, 2015d). In other words, 

an organism can act as an agency that selects actions which serve the purpose of 

survival.   

In the model of evolution formulated by van Hateren (Figure 3.2), it is show n 

that fitness results from both the deterministic and the stochastic mechanisms. 
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Figure 3.2 Evolution through Natural Selection and Active  Feedback. Organisms survive 
and evolve under the pressure of natural selection (the Darwinian evolution), represented by 

the R loop and by actively adjust their actions to increase the fitness, represented by the A 
loop. f true is the actually outcome of fitness; fest is the self-estimated outcome of fitness. Arrow 
p represents the environmental impacts on the organism; arrow s represents the distribution 

of genotypes under the influence of the environment. ~ 1/f est indicates the magnitude of 
behavioral changes. Reprinted from “The natural emergence of (bio) semiotic phenomena”, by 

J. H. Van Hateren, 2015, Biosemiotics, 8(3), p. 407. 
 

On the left, the part “Loop of Reproduction (Loop R) ” represents the 

mechanism of Darwinian evolution based on natural sel ection. Van Hateren 

(2015d) explained that: Organisms reproduce at a rate that corresponds to their 

fitness – named as “external fitness ftrue” (para. 6). Through differential survival 

and reproduction, the genotypes of the better-adapted organisms are kept and 

spread within the population, while the genotypes o f the organisms that do not 

adapt may face extinction. The distribution of genotypes (arrow s) and the changes 

of the environment (arrow p) will further affect the  reproduction rate of the future 

generations. 

On the right, the part “Loop of Active Feedback (Loo p A)” represents the 

agency that is responsible for the selection of beneficial actions. First, as van 

Hateren (2015d) suggested, it requires the ability of evaluation, that is, the 
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measurement and the distinction between actions based on their degrees of 

benefits to the survival of the organism. Van Hateren (2015d) addressed the ability 

of evaluation by adding a variable to the loop of active feedback as the estimation 

of fitness by the organism – fest – named as “(self-)estimated fitness” (para. 6). It 

should be noted that the self-estimation of fitness has nothing to do with an 

intentional mind 19 . The self-estimation of fitness is an internal process that 

approximates the outcome (ftrue) of another process – differential reproduction 

under the influence of multiple factors (van Hateren, 2015d). In an example given 

by van Hateren, it is shown that toxins that disrupt the normal functi oning of a 

cell are used by the cell as an indicator of low expected fitness (van Hateren, 2013). 

Elsewhere, van Hateren (2015a) has defined the estimation of fitness (fest) as “an 

evolved process that is implicitly present in the organism’s phy siology, 

presumably in a distributed form and depending on a large set o f fitness 

indicators that are available to the organism” (p. 130). He has further suggested 

that nervous systems are the more advanced forms of indicators monitoring the 

organism’s internal state (van Hateren, 2015a). Errors are inevitable in the self-

estimation – the process can be interfered by irreverent parts of the environment 

or/and the agent, but for the measurement result to be useful in g uiding the 

organism’s regulatory actions, the perceived reality should ideally appro ximate 

the physical reality (van Hateren, 2015b). 

In the loop of active feedback, the self-estimated fitness fest is compared to 

ftrue, or “the replacement level” – the level balancing reproduction and d eath 

                                                 
 

19 The term “intentional” is referred to by philosophers as a kind of directedness toward an object; 
therefore, mental states such as beliefs, desires, and regrets are considered intentional (Lycan, 1999). In 
this thesis, we explicitly distinguish intentionality that is created by the human mind and the 
directedness as a result of the biosemiotic processes of self-maintenance. 
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within a species (van Hateren, 2015c, para. 6). If fest is above the replacement level, 

it usually means that the organism’s current actions serve the purpose of survival 

well and do not necessarily have to be changed; however, if fest is below the 

replacement level, it is more likely for the organism to change its actions to avoid 

reproduction failures or even premature death (van Hateren, 2015d). The changes 

of actions based on a low value of expected fitness, suggested by van Hateren, can 

be performed on the micro level of physiology as genetic mut ations or on the 

macro level as different behavioral patterns (van Hateren, 2015d). In any case, he 

believes that as the environment can change unpredictably, the changes of actions 

also need to be random (van Hateren, 2015d). In fact, this type of control is indirect 

and it does not drive the changes of actions in any direction; it operates on the 

magnitude of (symbolized as ~1/f est) changes rather than the changes themselves 

(van Hateren, 2015d). Van Hateren (2015d) explained that: Low fest leads to large 

changes and high fest to small changes. Large changes increase the probability of 

finding actions that yield high f est, which can later compensate the loss in trying 

out many different actions – the waste of time and energy, the encounter of 

dangers, etc. When the organism’s fest returns to a high one, the organism 

reproduces at a faster rate and the magnitude of changes decreases. Therefore, 

although the changes are random, probabilistically, actions will diffuse away from 

areas with high variability more quickly than from areas with low var iability, and 

it will tend to stay in areas with low variability as it can be enhance d by natural 

selection – the fittest survive.  

Two examples of random changes are given: (1) The mutation rate of a cell 

increases in response to toxins or unfavorable temperatures (Galhardo et al., 2007; 

Shee et al., 2011; Al Mamun et al., 2012; MacLean et al., 2013 as cited in van 

Hateren, 2013, para. 4); (2) After sensing low concentrations of chemical attractants, 

the frequency of changing direction of an E. coli is increased (Macnab and 
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Koshland, 1972 as cited in van Hateren, 2013, para. 6). Van Hateren (2013) pointed 

out that by combining the mechanisms of natural selection  and active feedback, an 

organism harnesses and modulates randomness by a self-referential criterion: 

cycles of the control loop are built upon varying the magnitude o f random 

changes, but the selection of the changes is not random; it is driven by continuous 

comparisons between the actual and the estimated values of fitness. In fact, the 

Loop of Active Feedback amplifies the intermingling between deter ministic and 

stochastic causes (van Hateren, 2015d). The value of fest determines the variability 

of actions, and the random action outcome leads to a new value of ftrue, thus a new 

value of fest; then, the new value of fest again determines the variability of actions, 

and so on and so forth (van Hateren, 2015d). Each time the loop functions, 

stochasticity (random actions) is added into the directional develo pment of a high 

value of self-estimated fitness (van Hateren, 2015d).  

Controlling the magnitude of changes as a “unique causal signature” (para. 6) 

is believed by van Hateren to be “a part of the standard equipment of any  cell” 

(para. 7) that gives rise to the agency(van Hateren, 2015c). According to Cherniak 

(1981), it appears that goal-directedness is the necessary condition for a minimal 

rationality: “If an agent has a particular belief-desire set, he would attempt some, 

but not necessarily all, of those actions which are apparently appropriate.” (p. 166). 

In 1.3.2.1, Alexander (2009) has characterized the purposeful actions of an agent as 

the combination of directionality and originality: On one hand, the  system is 

modulated to serve a specific purpose; on the other hand, the system is evolvable 

through exploring different ways to serve the purpose. Attempting t o define a 

“minimal molecular autonomous agent” (p. 505), Kauffman and Clayton (2006) 

suggested that the following criteria should be met: the system is distinguished 

from its surroundings by natural boundaries; it can grow and  further define its 

boundaries in working cycles; it reproduces with heritable variation, and it 
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chooses between alternatives. Comparing the three definitions of agency, the last 

one is the closest to What van Hateren captured as the key to adaption: 

deterministic and stochastic factors intermingle an d become inseparable in 

feedback loops; the possibility of creating novelties are made into use by the 

system (van Hateren, 2015d). 

 

 The establishment of goal and agency: membrane 

transport I 

 

3.2.2.1  Modulated stochastic causation in passive membrane transport 

As it is shown in the previous section, a system that has incorporated both 

deterministic and stochastic causations can be qualified as an agency which can 

regulate its actions by feedback control. That is, the measurement of the current 

state, the comparison of the measurement with the normativity of the system, then 

based on the result of the comparison, the regulation if necessary. In this section, 

we study the transport of substances across the plasma membrane as a system 

capable of serving the goal of self-maintenance in a retroactive way while 

distinguishing between different situations. By this  example, we aim to show that 

agency can exist at the cellular level. 

The plasma membrane is composed of a lipid bilayer wit h associated 

proteins capable of regulating substances entering and leaving the cell (Purves, 

Sadava, Orians, & Heller, 2004, pp. 87–88). As it allows only some substances, not 

all, to pass through, the membrane is said to be selectively permeable (Purves et al., 

2004, p. 94). There are two fundamental types of processes by which substances 












































































































































































































































































































































































































































































































