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Elie HACHEM Prof. Mines Paris Tech. Rapporteur
Alfredo PINELLI Prof. City, Univ. of London Rapporteur
Julien REVEILLON Prof. Univ. de ROUEN, CORIA Examinateur
Michael SCHAEFER Prof. TU Darmstadt Examinateur
Loïc BOUDET DGA Tuteur, invité
Eric SERRE Directeur de Recherche CNRS, M2P2 Directeur de thèse
Julien FAVIER Maître de Conf. Aix-Marseille Univ., M2P2 Co-Directeur de thèse
Philippe MELIGA Chargé de Recherche CNRS, M2P2 Co-Directeur de thèse

Numéro national de thèse/suffixe local: 2017AIXM0001/001ED62





Résumé
Cette thèse s’inscrit dans le contexte de la simulation et du contrôle des vibrations de structures

montées sur ressort qui peuvent apparâıtre sous l’effet de l’interaction avec l’écoulement de sillage
instationnaire. Le contrôle de ce phénomène, appelé Vibrations Induites par Vortex (VIV), est un
enjeu critique dans l’optimisation de nombreux systèmes, notamment en aérodynamique autour des
voilures d’avion et en hydrodynamique autour de structures offshore.

Dans cette thèse, une méthode de frontières immergées (IBM) a été intégrée dans l’algorithme
PISO du code OpenFOAM, dédié à la simulation d’écoulements fluides incompressibles. La méthode
de frontières immergées permet une représentation précise de corps fixes ou en mouvement, tout en
conservant des maillages structurés conduisant à des algorithmes plus précis et efficaces en termes de
performances numériques. Un schéma itératif basé sur des sous-itérations entre l’IBM et la correction
de pression a été intégré dans le solveur PISO, permettant de conserver un solveur de Poisson rapide
tout en satisfaisant simultanément la condition d’incompressibilité de l’écoulement et la condition de
non-glissement à la surface. Pour calculer la divergence de l’équation de quantité de mouvement dans
la boucle PISO et l’interpolation des flux, un calcul hybride orignal a été proposé avec une résolution
analytique utilisant l’équation de la fonction noyau des quantités impliquant le terme force de l’IBM
(quantités singulières). Un soin particulier a été apporté à la vérification et à la validation du nouvel
algorithme. La convergence en maillage de différentes erreurs a été montrée au moyen d’une solution
manufacturée, permettant d’analyser aussi bien les erreurs de discrétisation que les erreurs relatives à
l’IBM. Le nouvel algorithm a été par la suite étendu au formalisme RANS et DDES proposés dans
OpenFOAM pour la simulation d’écoulements en régimes turbulents. Une loi de paroi a été intégrée
dans la méthode IBM permettant de modéliser les fines couches limites qui se développent autour
des corps à grand nombre de Reynolds. Le travail de validation a été réalisé au regard des données
expérimentales et numériques disponibles dans la littérature pour l’étude d’écoulements autour de
cylindres et de sphères, sur une large gamme de nombres de Reynolds. Avec l’objectif de développer des
lois de contrôle optimal pour le VIV, basées sur les mécanismes d’instabilité linéaire du système couplé
dans le cadre de la théorie du contrôle, un solveur adjoint a été développé et validé dans OpenFOAM.

Mots clés: Interactions fluide/structure - OpenFOAM - Frontières immergées - Simulations d’écoulements
turbulents - Solveur adjoint.
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Abstract
This thesis is related to the simulation and the control of the Vortex Induced Vibrations phenomenon (VIV),

which can result from the fluid structure interactions between an unsteady wake and the body, when the shedding
frequency in the wake is close to the natural frequency of the body. The control of VIV is a critical issue when
optimizing many systems, notably in aerodynamics, around aircraft wings, and in hydrodynamics, around
offshore structures.

In this thesis, an Immersed Boundaries Method (IBM) was implemented into the PISO algorithm as a new
library of OpenFOAM, in order to perform reliable simulations of incompressible flows around bluff bodies.
The IBM allows an accurate description of fixed or moving solid obstacles embedded in the physical domain,
using uniform or stretched Cartesian meshes. Owing to this feature, the maximum level of accuracy and
scalability of the numerical solvers can be systematically achieved. An iterative scheme based on sub-iterations
between IBM and pressure correction has been implemented into the native PISO solver of OpenFOAM. This
allows one to use fast optimized Poisson solvers while satisfying simultaneously the divergence-free flow
condition and the no-slip condition at the body surface. To compute the divergence of the momentum equation
(in the PISO loop) and the interpolation of the fluxes, an hybrid calculation with an analytical resolution (using
the kernel function equation) of the quantities involving the force term (singular quantities) has been proposed.
A particular attention was paid to the verification and validation of the new algorithm. The mesh convergence
of several errors was shown by means of a manufactured solution, allowing to analyze both the errors irelated
to the discretization and to the IBM. The new algorithm was subsequently extended to the RANS and DDES
formalism proposed in OpenFOAM for the simulation of turbulent flows. A wall law was integrated into the
IBM method to model the thin boundary layers that develop around the bodies at large Reynolds numbers.
Various 2D and 3D well-documented test cases of academic flows around fixed or moving solid bodies (cylinder
and sphere) have been simulated and carefully validated against existing data from the literature in a large
range of Reynolds numbers. With the objective of developing optimal control laws for VIV, based on the linear
instability mechanisms of the coupled system within the framework of the control theory, a new adjoint solver
was also developed and validated in OpenFOAM.

Keywords: Fluid/structure interactions - OpenFOAM - Immersed Boundaries Method - Turbulent flows
simulations - Adjoint method
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Il n’est pas question de livrer
le monde aux assassins
d’aube.

"Nouvelle bonté",
Aimé Césaire

N’y eût-il dans le désert
qu’une seule goutte d’eau
qui rêve tout bas, dans le
désert n’y eût-il qu’une
graine volante qui rêve tout
haut.

"Blanc à remplir sur la carte
voyageuse du pollen",

Aimé Césaire
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Chapter 1
Introduction
This chapter presents the context of the thesis as well as the general physical and numerical concepts that will
be used later on in the manuscript.
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1.1. Context of the study
In this thesis, we are interested in the numerical modelling of flows around obstacles using the open source tool-
box, OpenFOAM. OpenFOAM provides an efficient coding and a suitable environment for the implementation
and the rapid dissemination of new algorithms to the users community, with the target to be used further to
investigate real industrial problems.

(a) (b)

Figure 1.1.: Examples of engineering and environmental configurations involving flows around obstacles: (a) Aerodynamics.
Flow around an aircraft showing vortex tip. (b) Flow around the Selkirk island in Pacific ocean showing a
von-Karman vortex street in the atmosphere.

Flows around obstacles are of practical interest for many engineering applications and natural systems
(Figures 1.1, 1.2). Engineering applications, for which system’s performances can be improved, range from
aerodynamics (ex: flows over vehicles, ..), civil engineering (ex: flows around building, long span bridges, ...), to
hydrodynamics (ex: offshore petroleum industry, naval engineering, ...). Natural systems concern environmental
and geophysical flows (ex: flow around rocks in a river, atmospheric flow past an island, ...).

The obstacle, embedded in a surrounding fluid, always leads to complex physical features at high Reynolds
numbers, such as unsteady flow separations and vortex shedding. Vortex shedding is accompanied by unsteady
forces exerted by the fluid on the obstacle. Taking into account these fluid/solid interactions adds complexity,
and requires to model both the fluid flow and the solid motion in a coupled manner. This is an area of active
research in many complex fields such as computational aeroelasticity, biomechanics or turbomachinery, where
each domain has its own specificity leading to the development of different methods of resolution. A famous
example of fluid/structure interactions in civil engineering is related to long span bridges, which are susceptible
to wind loads excitation due to the shape of the deck and their flexibility. The adequacy and safety of the
structures are vital when exposed to wind action. In the case of flexible bodies with bluff cross-section, these
unsteady forces may lead to structural vibrations. These vibrations lead to noise generation and drag increase,
and may be detrimental to industrial systems. On the other hand, they may be desired, as in the context of flow
energy harvesting, where they can be used as a mechanical energy converter in air (VIVACE shown Figure
1.2).When the body oscillation and the unsteady wake synchronize, a mechanism referred to as lock-in, the
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(a) (b)

Figure 1.2.: Examples of engineering configurations involving flows around obstacles: riser oscillations in offshore
petroleum extraction (a),VIVACE test to extract energy from cylinder oscillations. MHL, University of Michigan
(right) .

phenomenon is called Vortex-Induced Vibrations (VIV). In offshore petrol industry, these VIV lead to large
amplitude vibrations of offshore risers leading to premature fatigue or even failure of these structures (Figure
1.1); understanding and predicting VIV is thus crucial. This mechanism will be described in detail below in Sec.
1.2.2.

An accurate description of these flows can be achieved using efficient numerical methods implemented in
versatile and powerful numerical tools that can be further used to study real industrial problems. In OpenFOAM,
immersed bodies are primarily accounted by the use of wall-boundary conditions. However, when dealing
with complex geometries, this approach leads to significant deformations of the computational mesh. On the
one hand, this yields non-negligible numerical errors that are usually difficult to estimate. On the other hand,
although body-fitted coordinate systems may yield a well-suited discretization of given geometry ( Ferziger and
Peric [28] ), the grid generation may become a prohibitive issue if the geometry varies in time, as is commonly
encountered in fluid-structure interaction problems. This clearly stresses the need to develop specific, advanced
numerical techniques to address such complex configurations. An alternative, and more recent approach, is a
class of numerical methods gathered under the name Immersed Boundary Method (IBM). In these methods, the
body is modeled via an additional discrete source terms in the Navier-Stokes equations. The location of this
source is defined by a set of Lagrangian points, which describes the geometry of the body.

When turbulent flows are considered, the prediction of the flow dynamics becomes much more challenging.
On one side, the space and time evolution of the thin boundary layers and flow separation around the obstacle as
well as the large range of scales developping in the near wake are very demanding in terms of resolution. It is
why reduced order simulations (RANS), have been developed for a long time, particularly when complex flow
configurations of industrial interest are involved. On the other side, the representation of complex geometries
usually results in poor characteristics of the computational mesh, which has a strong impact on the final
prediction. With the IBM the Cartesian mesh allows us to reduce the complex non-linear interactions between
turbulence modelling and discretization error.

In the present work, the IBM is modified in order to incorporate a turbulence hybrid model (DES) with
wall-functions, which has received attention in the last decade for industrial studies. The wall distance, which
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is not directly available when using the IBM method, is derived exploiting information in the location of the
Lagrangian points. These developments allow us for the prediction of turbulent flows around bluff bodies,
combining IBM and turbulence reduced order models.

1.2. Flow past a bluff body
When spanwise or streamwise dimensions of the obstacle compare with its height, the shape of the obstacle
significantly disturbs the flow, and the obstacle is called bluff body. Flows past circular or square cylinders, past
spheres are often used in the literature as canonical cases of bluff-body flows.

The obstacle diverts the flow, which must locally accelerate to pass by, and vortex lines become stretched and
clustered. Flow separation may occur on the upstream side of the body, the resulting vortices being stretched
along the flanks, to cluster around the wake downstream.

The flow past the bluff body is generally characterized by the Reynolds number, Re:

Re = U∞D

ν
(1.1)

where :

• D is the characteristic length of the body,

• U∞ is the inflow velocity,

• ν = µ
ρ is the kinematic fluid viscosity.

A fluid past the surface of a body exerts a force which can be decomposed into lift and drag forces, into
the crossflow and streamwise direction of the flow, respectively. They both depend on time and pressure near to
the wall according to :

FL(t) =
˛
pwall(t).n · e1dS (1.2)

FD(t) =
˛
pwall(t).n · e0dS+viscous effects

(1.3)

with FL and FD define the lift and drag forces, pwall the pressure at the wall, n the normal to the wall, e0 and
e1 the horizontal and vertical base vectors.

1.2.1. Example of the vortex shedding past a circular cylinder
The flow past a circular cylinder is a canonical flow around bluff body. The flow regime depends on the
Reynolds number, as shown in Table 1.3. When increasing Reynolds number, vortex shedding occurs, known
as Von Karman street, and the flow becomes unsteady, characterized by the vortex shedding frequency. The
non-dimensional vortex shedding frequency, also called Strouhal frequency, varies as a function of the Reynolds
number as :

St = fD

U∞
(1.4)
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where f is the frequency of vortex shedding.

This phenomenon is amplified when increasing Reynolds number. The transition from a symmetric steady
wake to an antisymmetric unsteady wake accompanied by the alternate shedding of counter-rotating vortices
occurs near Re ' 47 as shown Figure 1.3. Even though the flow behavior greatly varies when the Reynolds
number is increased, the vortex shedding phenomenon persists up to very high Reynolds numbers. Therefore,
most of the systems involving an immersed bluff body involve vortex shedding.

As already mentionned, the vortex shedding phenomenon is accompanied by unsteady fluid forces induced
by the vortices, as illustrated on Figure 1.5. The pressure in the vicinity of the structure is modified, leading
to a significant unsteady cross-flow force (i.e. perpendicular to the oncoming flow), occurring at the Strouhal
frequency and exerted on the body (shown Figure 1.4) . The amplitude of the cross-flow force greatly varies as
a function of Re.

Figure 1.3.: Laminar flows topology past a cylinder.

Figure 1.4.: Time evolution of drag D(t) and lift L(t). Flow past a fixed cylinder at Re = 185. OpenFOAM computations.
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Figure 1.5.: Flow past a fixed cylinder at Re = 185 for 2 differents lift phases φ = π
2 (Up) and φ = 3π

2 (down).
OpenFOAM computations showing iso-contours of vorticity (left) and pressure (right).

1.2.2. The Vortex-Induced Vibrations (VIV)
VIV occur when the Strouhal frequency approaches a natural frequency of the flexible body. The flow can then
transfer energy to the structure, and an oscillatory response may occur. When the body oscillates, it substantially
alters the flow around it. A particular aspect of this flow-structure coupling is the synchronization of the vortex
shedding and body oscillation, a mechanism referred to as lock-in (see Figure 1.6). The lock-in is defined as the
state when the frequency of the periodic wake vortex mode f matches the cylinder oscillation frequency fN .
These two frequencies may, however, be different from the natural frequency of the spring–mass system, i.e.
f/fN need not be necessarily equal to 1.0 at lock-in.

Figure 1.6.: Sketch showing VIV for the flow past a cylinder.

The lock-in condition is generally used as a criterion defining VIV among other flow-induced vibrations.
Wake-body synchronization can occur in conditions where the Strouhal frequency and the structure natural
frequency significantly depart from each other. For a given Strouhal frequency, the structure may therefore
vibrate over a wide range of natural frequencies, called the lock-in range. The width of the lock-in range, as
well as the evolution of the oscillation amplitude and frequency over this range, are difficult to predict.

The wide range of applications of VIV as well as the complexity of their physical behavior have motivated
many studies. Even though most of real systems subjected to VIV involve flexible slender bodies, VIV have

20



been extensively studied through the canonical problem of a rigid circular cylinder mounted on an elastic
support allowing oscillations in the cross-flow direction. This simplified configuration allows to study the
synchronized oscillations with a limited number of structural parameters and vibration modes. Large amplitude
vibrations occur over a well-defined range of the reduced velocity Ur, defined as the inverse of the oscillator
natural frequency fn normalized by the cylinder diameter and tne oncoming flow velocity (Ur = U∞/fnD).

The alteration of this typical behavior when moving towards conditions closer to those encountered in natural
or industrial systems is a crucial issue, of which many aspects remain to be clarified. This aspect is particularly
true when turbulent flows are considered. This is one of the motivation of the present work that we would like
to address in a close future.

1.3. The incompressible Navier-Stokes equations
The incompressible flow of a viscous, Newtonian fluid is governed by the following dimensionless Navier-Stokes
equations:

∇ · u = 0, (1.5)

∂u
∂t

+∇ · (uu) = −∇p+ 1
Re
∇2u (1.6)

where u is the velocity vector, p is the pressure. Re is the Reynolds number defined in Eq. 1.1.

1.4. OpenFOAM as simulation tool
The long-term goal of this thesis being the development of an efficient code to investigate flows around bluff
bodies in versatile configurations relevant with real industrial flows, our choice has been made on OpenFOAM
for solving incompressible Navier-Stokes above, Eq.1.6.

OpenFOAM (for "Open source Field Operation And Manipulation") is an extended repository of C++
libraries, released under the GNU Public license (GPL) and running on massive parallel computers. OpenFOAM
( ESI-OpenCFD [23] ) is able to simulate a wide range of flows relevant with many industrial systems. Finally, it
also allows us to rapidly disseminate our new algorithms and physcial knowledge of these flows to the industry,
where an increasing number of companies use it in their R & D department.

Indeed, OpenFOAM has gained a vast popularity during the recent years as the user is provided with existing
solvers and tutorials allowing for a quick start to using the code. The software is now extensively used both in
academic research (see among others the papers by Tabor and Baba-Ahmadi [131], Meldi et al. [74], Lysenko
et al. [70], and Komena and Shamsa [58] ) and for industrial flows analysis ( Ref [115] ,[29], [31]). OpenFOAM
solvers can also be freely modified to become more efficient, and several papers in the literature deal with the
implementation of new numerical techniques or models in OpenFOAM (see among others the papers by Flores
et al. [29], Towara et al. [138], and Vuorinen et al. [144] ).

1.4.1. The finite-volume discretization
OpenFOAM is based on a finite-volume discretization. The method is locally conservative because it is based
on a "local balance" approach. On each discretization cell, which is called "control volume", an integral
formulation of the fluxes over the boundary of the control volume is done. Then based on these fluxes, it will
be particularly well-suited to describe the dynamics of the flows under consideration in this thesis, which are
non-linear with a notion of transport. The method is based on the integral form of incompressible Navier-Stokes
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equations (see Eq. ). The flow domain is divided into a finite number of control volumes in order to integrate
the flow quantities. The equation writes:

∂Ψ
∂t

+∇ · Fi = ∇ · Fv (1.7)

where Ψ = {1, u, v, w} is the conservative variables vector, Fi = f · e0 + g · e1 + h · e2 is the inviscid
flux vector, Fv = F · e0 + G · e1 + H · e2 is the viscous flux vector and where f = {u, u2 + p, uv, uw},
g = {u, vw, v2 + p, uw}, h = {u, vw, uv, w2 + p}, F = {0, τxx, τxy, τxz}, G = {0, τyx, τyy, τyz}, H =
{0, τzx, τzy, τzz}.

Integrating the Eq. 1.10 over a control volume Ω leads to :

∂

∂t

˚
Ω

ΨdV +
˚

Ω
[∇ · Fi(Ψ,n, p)−∇ · Fv(τ)]dV = 0 (1.8)

where ∂Ω denotes the surface of the control volume.

Using the Gauss theorem :
˚

Ω

(∇ •Ψ) dΩ ≡
‹

∂Ω

Ψ • ndS (1.9)

we get :

∂

∂t

˚
Ω

ΨdV +
‹
∂Ω

[Fi · n− Fv · n]dS = 0 (1.10)

In OpenFOAM, all flow variables are computed at the cell center (collocated method). This method, intro-
duced by [107], is much easier too implement than a staggered grid approach since the integration can be done
locally, all the information being contain on each cell. The grid generation is also easier for the user, and the
mesh can easily be composed of polyhedral elements without any restriction on the number of faces enclosing a
control volume. Among its weaknesses however, the cell center velocity is only approximately divergence-free
(see Ref [27] ,[109],[73]), as the exact mass conservation is ensured on the interpolated velocity on the faces
thanks to the fluxes. It is even possible to obtain unreal pressure field using pressure velocity coupling like
SIMPLE (see for example in Ref [92] ,[152],[16]).

Although higher-order schemes are available in OpenFOAM to integrate the equations at the cell center,
the second-order accurate midpoint rule is used here. This method makes the hypothesis that the value of the
variable at the center of a control volume represents the mean value throughout the control volume in order to
get a finite number of linear equations that can be solved using matrix methods. This assumption leads to:

˚
Ω

ΨdV ≈ f(Ψp)V (1.11)

where V is the volume of a control volume Ω and Ψp is the mean value of Ψ through the pth control volume.

To pass from cell centered quantities to face centered quantities we choose the linear interpolation (central-
differences scheme) in OpenFOAM among several other available schemes. This scheme is second-order
accurate (whereas an upwind is only first-order) and it offers an acceptable robustness and CPU cost. Volume
and surface integrals of Eq. 1.10 are then linearised using appropriate schemes:
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• Viscous term

˚
Ω
∇ · (Fv)dV =

˚
Ω
∇ · ( 1

Re
∇Ψ)dV (1.12)

=
‹
∂Ω

( 1
Re
∇Ψ) · ndS (1.13)

≡
∑
f

1
Re

Sfn · (∇Ψ) (1.14)

with f all the faces, Sf the surface area. For a cartesian mesh, Sfn · (∇Ψ) = Sf
ΨN−ΨP
d
NP

, N the
neighbourg cells (north,south,east,west) and dNP the distance between the local and neighbour cell.

• Inviscid term

˚
Ω
∇ · (Fi)dV =

˚
Ω

[∇ · (UΨ) +∇p]dV (1.15)

=
‹
∂Ω

[(UΨ) · n + pn]dS (1.16)

≡
∑
f

Sfnp+ Sfn · UfΨf (1.17)

=
∑
f

Sfnp+ FΨf (1.18)

with F = Sfn · Uf is the flux at the face f . The face flux Ψf can be evaluated thanks to a large panel of

schemes in OpenFOAM. The scheme used here is the central scheme Ψf = fN

PN
ΨP + (1− fN

PN
)ΨN with

fN the distance between the local and the neighbour cell.

• Temporal term
Backward differencing scheme that is second-order accurate in time is used here. The variables at the
(n− 2)th time-step are stored in order to solve the problem. The equation reads :

∂

∂t

˚
Ω

ΨdV = 3(ΨPU)n − 4(ΨPU)n−1 + (ΨPU)n−2

2∆t (1.19)

with ∆t the time step. The system is then integrated in time.

Then the resolution of the equation is reduced to a set of algebraic system of equations expressed as [A]{x} =
{b} with [A] a square matrix, x the column vector of dependent variables and b defined by boundaries.

1.4.2. The SIMPLE and PISO algorithms for solving the velocity-pressure
coupling

The incompressibilty of the fluid is guaranteed by the continuity equation (1.5). Taking the divergence of
equation (1.6) and using the continuity equation (1.5) yields classically a Poisson equation for the pressure :

∇2p = −∇ · (u∇u) (1.20)
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Eqs. (1.6) and (1.20) couple pressure and velocity in an elliptic manner that requires specific numerical
algorithms.

The SIMPLE algorithm (Semi-Implicit Method for Pressure Linked Equations) proposed by Patankar and
Spalding [93] is widely used in the commercial softwares (CFX,FLUENT...). The idea of the method is to
introduce a predictor and a corrector step. To do so, a velocity guess is first calculated from the momentum
equation (1.6) using the pressure at the previous time step. The pressure is then updated through the Poisson
equation, and the velocity is finally recalculated into a loop. Several iterations are required to satisfy the
divergence free condition. In order to do so, the general discretization of the equations reads on one cell :

aiiunii =
∑
j

∑
k

ajkunjk −∇pn + Sn−1withj 6= k (1.21)

∇un+1
ii = 0 (1.22)

with ii refering to the local cell and jk to its neighbour.
In this original method, the contribution of the neighbour cells on the calculation of the pressure correction

was neglected. To avoid an eventual divergence of the method as detailed in Versteeg and Malalasekera [143] ,
an under relaxation scheme is used that may however slow down the calculation. It is why, later on Patankar
[92] and Doormaal and Raithby [21] introduced the SIMPLER (SIMPLE Revised) and SIMPLEC (SIMPLE
Consistent) respectively, in order to improve the original SIMPLE algorithm. These improved versions of the
algorithm deal with different consideration for the treatment of the neighbour cells on the calculation of the
pressure correction.

1.4.2.1. original PISO algorithms

In this thesis, we will use the native PISO algorithm of OpenFOAM. Introduced by Issa [48] , the original PISO
follows as well the method of the SIMPLE algorithm. Designed initially for transient flows, the original method
is composed by a 3 steps procedure at each time step n :

1. Predictor step:

a) An estimate velocity u?,1 is calculated from the Navier-Stokes equations:

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 (1.23)

u?,1 is the guess value of the velocity in the iterative PISO loop

2. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

a) At each sub-iteration, a pressure field p?,m is calculated from the Poisson equation :

∇2p?,m = −∇ · (u?,m∇u?,m) (1.24)

which gives in discretized form :

∇[{a−1
ii }(∇p

?,m)] = ∇(
∑
j

∑
k

ajku?,mjk + Sn−1) (1.25)

24



b) The velocity field is thus corrected using:

u?,m+1 = {a−1
ii }(−∇p

?,m +
∑
j

∑
k

ajku?,mjk ) (1.26)

with a prescribed number of PISO loop of M = 2 in Ref [48] . This method is then more efficient than
the SIMPLE family of algorithms because it requires less sub-iterations. Nevertheless, as the method is
semi-implicit the time step has to remain relatively low in order to satisfy stability conditions.

1.4.2.2. OpenFoam PISO algorithms

As an improvement, an undocumented extra term on the mass flux in the pressure correction loop is implemented
in the OpenFOAM PISO solver. The flux calculation from the velocity field then reads :

φn = φn1 + φn2 (1.27)

φn1 = un · ndS| (1.28)

φn2 = α

∆t(a
n
p )−1|fφn−1 − (anpun−1)|f · ndS (1.29)

α = 1−min( |φ
n−1 − un−1 · ndS|
|φn−1|+ ε

, 1) (1.30)

with :

• |...|f the values evaluated on the faces

• S the area of the face

• φ the flux used in the PISO loop

• φ1 the original calculation of the flux in the PISO loop of Ferziger and Peric [28]

• φ2 the corrected term of the flux in the PISO loop

• ε a small value in order to avoid a division by zero

In a recent paper, Vuorinen et al. [144] study the influence of the additional term φ2 which act as a stabilizing
extra term. Moreover, Vuorinen et al. evidence that this term is used to add some diffusion inside the equations.

1.5. The fluid/structure coupling
In this kind of problem, the fluid and the structure have their own governing equations that interact thanks to a
common interface. The way to couple both systems is a numerical issue that requires very efficient and accurate
numerical algorithms. The strategy strongly depends on the needs related to the problem under consideration.
There exist two families of solvers ( Ref [39] ), based on a monolithic or a partitioned approach.

• The monolithic approach implies to solve the fluid and structural equations at the same time (see for
example Ref [85] ). The condition at the interface is then directly embbeded into the equations. This
approach is robust and accurate but requires the development of a dedicated code. Besides, fully coupled
equations are most of the time computationally challenging for complex applications ( Ref [100] ).
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• On the contrary, the partitioned approach does not require many changes as it allows us to keep the
original solvers for each subproblem. This makes it easier to implement.

The main issue of all these methods is how to model and compute the interface between the fluid and the
structure. Hereafter several methods to describe the fluid/structure coupling and boundary modeling are briefly
reviewed. The reader is referred to reading the book of Heil et al. [39] for more details.

1.5.1. Analytic Element Method and Boundary Element Method
The analytic element method (AEM) introduced by Strack [129] , and the Boundary Element Method (see
Ref [102] ) rely on the discretization of internal and external boundaries. The differential equations are
transformed into boundary integral equations using Green identities and the divergence theorem. One of the
difference between AEM and BEM is that the boundary integrals are calculated analytically for the AEM (see
Ref [64] ). For the BEM the boundary is approximated by linear combination of Green functions. Then, the
discretization is much smaller, meshes can easily be generated, and design changes do not require a complete
remeshing. These methods can be really efficient as for the case of a red blood cell motion (see Ref [87] )
Nevertheless, they are only valid for infinite or semi-infinite domains and for flows where inertial effects are
negligible, that is to say to really low Reynolds number flows.

1.5.2. Arbitrary Lagrangian-Eulerian method
The Arbitrary Lagrangian-Eulerian method (ALE) provides an hybrid description of a Lagrangian method (see
Ref [63] ), where the grid points move with the fluid, and an Eulerian formulation ( Ref [45] ) which can handle
excessive mesh distortion as the meshed region is fixed.

Then the computational mesh inside the domains can move with the continuum in a Lagrangian fashion,
while the mesh on the boundaries and interfaces of the domains can be either fixed, in order to precisely track
the boundaries and interfaces of the structure, or moved in some arbitrarily specified way to give a continuous
rezoning capability. The method was first proposed for finite differences and finite volumes by Noh [88] ,
Franck and Lazarus [30] , Trulio [140] , and Hirt et al. [42] .

This method is widely used in the literature for fluid structure interactions, see for example in Ref [151] ,
[22], [54]. However it is limited to relatively small displacement or deformation, as the mesh distortion induced
by this method should not be too large when the mesh is only moved. As discussed in Ref [50] , handling mesh
deformation and data mapping (in order to transfer the flow field from the old tothe new mesh) can overcome
this difficulty, as really distorded cells could lead to a really bad result if it converges. Nevertheless a remeshing
strategy is not desirable at every time step as it introduces numerical errors, slows down the computation and
there is still an issue to handle really large displacements and deformations.

1.5.3. Chimera method
Chimera is a variant of the Schwarz’s algorithm, which is used in CFD to avoid meshing complicated objects
(see Ref [128] ,[9]). Different components are meshed independently, and then join together using a domain
decomposition technique to couple the equations solved on each component. This coupling is achieved via
transmission conditions (in the finite element method) or by imposing the continuity of fluxes (in the finite
volume context). Historically, the method has then been extensively used to treat moving objects, as the
independent meshes are free to move with respect to the others. At each time step, the main task consists in
recomputing the interpolation of the transmission conditions or fluxes.

The Chimera method is well suited for treating problems where components are moving (see Ref [72] ). The
independent meshes are moved as rigid bodies and the solution is recoupled when suited. This recoupling can
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be very costly. However, they enable to maintain the boundary layers and local refinement around the bodies in
a natural way.

1.6. The Immersed Boundary Methods
A wide spectrum of methods included in this family has proven to be efficient to simulate complex and moving
geometries, such as Lagrangian multipliers ( Ref [35] ), level-set methods ( Ref [10] ), fictitious domain
approaches and surface ( Ref [96] ) and volume penalization approaches ( Ref [79] ,[47]). The present work,
deals with the IBM primarily proposed in the seminal work of Peskin [97] , who introduced this method to
simulate fluid-structure interactions into a cardio-vascular system (see the late, seminal paper by Peskin [98] for
the mathematical foundation). A common feature of all IBM techniques is that the Navier-Stokes equations are
discretized over a simple structured Cartesian grid, which significantly improves the computational efficiency
and the stability. The Peskin’s method mixes Euler-Lagrangian grids in order to compute the flow interactions
with a flexible immersed boundary.

The way that boundary conditions are imposed differs from one IBM to another. For the simulation of a
viscous incompressible flow past a body, the geometry is immersed into a larger computational domain, and
the boundary conditions are represented by the addition of an ad-hoc body force in the momentum equations.
This force imposes indirectly the effect of no-slip boundary conditions or other wall Dirichlet or Neumann
conditions. The introduction of this forcing function into the momentum equation can be done in two ways,
called either continuous or discrete forcing.

Continuous forcing method -The original method of Peskin [97] is an example of continuous forcing method.
The fluid is represented on an Eulerian system of coordinate, whereas the structure is represented on a La-
grangian one, where markers define immersed solid boundaries. The forcing function f , is included into the
momentum equation that evolves to :

∂u
∂t

+∇ · (uu) = −∇p+ 1
Re
∇2u + f (1.31)

After choosing an appropriate forcing function in the continuous method the equations are then discretized
and solved on the whole domain. The immersed boundary is modeled as massless elastic fibers and their
locations are defined using the Lagrangian grid, where each Lagrangian marker tracks a massless point that
moves depending on the local fluid velocity defined on the Eulerian mesh. To model the force exerted on the
elastic fibers by the blood, Peskin used the Hook’s law which reads :

F(s, t) = −KX(s, t)−X0 (1.32)

where F(s, t) is the force exerted on the elastic fiber at position s, K a spring constant, X0 the equilibrium
position of the fiber, and X(s, t) defines the position of the elastic fiber at time t. The motion of the elastic fiber
at time t, X(s, t), can be computed from the equation :

∂X(s, t)
∂t

= U(s, t) (1.33)

with U(s, t) the velocity evaluated at position s of the lagrangian space Ωs.
The velocity U(s, t) then needs to be computed. It is done by the interpolation of the velocity from the

Eulerian space (where the Navier-Stokes equation is computed) into the Lagrangian space (where the solid
motion and boundary conditions are computed). This interpolation reads :
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U(s, t) = I[u](s) =
ˆ

Ωj
u(x, t)δ(x−X(s, t))dx (1.34)

where δ represent the Dirac delta function and Ωj the eulerian space.
Then, once the solid equation is computed on the Lagrangian grid, the effect of the force should be integrated

in the fluid equations (computed on the eulerian mesh) in order to compute the next time step. It is done through
another interpolation of the forcing term from the Lagrangian grid to the Eulerian mesh. This operation, called
spreading, is achieved by :

f(x, t) = S[F](x) =
ˆ

Ωs
u(x, t)δ(x−X(s, t))ds (1.35)

The force f(x,t) is modeled by a Dirac δ function applied on the fluid. The issue is that the Lagrangian markers
almost never coincide with the points of the Lagrangian grid. Then, the forcing is done through several points of
the Eulerian mesh around the Lagrangian markers. The Dirac function is then smoothed through a distribution
on several points. The interpolation step shows the same issue, and then, when the equations are discretized,
Eulerian and Lagrangian quadratures are defined in order to take into account the discretization. The discretized
functions reads :

Us(t) = I[u]s =
∑
Dj

unj δ(x−XS(t))∆V (1.36)

f(x, t) = S[Fs] =
∑
Ds

u(x, t)δ(x−XS(t))∆s (1.37)

where Dj and Ds represents the discretized eulerian and lagrangian space, ∆V and ∆s the eulerian and
lagrangian quadratures.

Nevertheless the IBM defined by Peskin can not properly model rigid bodies characterized by a large value
of the spring constant that would leading to a numerical instability. Since then, other formulations have been
proposed. For instance, the so called "virtual boundary method" ( Ref [4] ,[36]) defines a body surface as a
virtually boundary directly embedded into the fluid. The idea is to drive the boundary velocity to rest. Then the
no-slip boundary condition is directly integrated into the Navier-Stokes equations. The equations read :

∂u
∂t

+∇ · (uu) = −∇p+ 1
Re
∇2u + f +

ˆ
Ω

F(s, t)δ(x−X(s))ds (1.38)

∇ ·u = 0 onΩf (1.39)

u = ub onΩb (1.40)

u(X(s), t) =
ˆ

Ωj
u(x, t)δ(x−X(s, t))∆x (1.41)

with Ωf and Ωb the fluid and solid domain
Goldstein et al. [36] makes the Lagrangian and Eulerian points to coincide, in order to avoid the interpolation

step I[u](s). However, the forcing term is unknown a priori that leads to estimate this value afterall through a
feedback process (which leads to the fact that the method is also called "Feedback Forcing"). The forcing step
reads :

F(s, t) = α

ˆ t

Ωj
u(s, τ)dτ + u(s, t) (1.42)
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where u the velocity at the surface points. The form of the forcing feedback looks like a PI controller, with the
P model as the proportional part and I as the integral part.

In order to model a smooth surface instead of a step-like surface, the boundary force is multiplied by a
Gaussian distribution so that the neighbour Eulerian points receive a part of the force. With α and β chosen
approprietly, the method gives rather good results. Nevertheless, the method produces spurious oscillations, and
the associated computational time step is drastricly restricted due to numerical stability issues (see Ref [112] ).

Especially for highly unsteady flows, stability problems arise due to considerable stiffness. Saiki et al. 1996
extended this feedback forcing approach in order to remove these spurious oscillations. They modified the
forcing term which reads :

F(s, t) = α

ˆ t

Ωj
[u(Xs, τ)− v(Xs, τ)]dτ + [u(Xs, t)− v(Xs, t)] (1.43)

where the velocity of the body v is controlled as well. Nonetheless, the feedback forcing models suffer from
severe CFL restrictions related to stiffness constants ( Ref [81] ).

Discrete forcing method - The discrete forcing approach, also termed the direct approach, aims at overcoming
the drawbacks of the continuous forcing approach, as the introduction of the force term at the discretization
stage leads to a more stable and efficient algorithm ( Ref [81] ). This method first introduced by Mohd-Yusof
and LeVeque [84] , has been developed in numerous original research works (see for examples Ref [24] ,[55],
[2], [132]) including a dedicated solver in OpenFOAM ( Ref [51] ). In this approach, the governing equations
are discretized on a Cartesian grid, neglecting the immersed boundary. After that, the discretization in the cells
near the IB is adjusted to account for their presence. The grid points in the vicinity of the immersed boundary
will be computed using a interpolation scheme. This approach first introduced by Mohd-Yusof and LeVeque
[84] considers a forcing term which can be expressed as :

un+1
i − uni

∆t = RHSi + fi (1.44)

At each time step the velocity at the surface of the solid un+1
i should reach the desired moving boundary

velocity Ud. Then we get the following relation for the forcing function :

fi = Un+1
d − uni

∆t −RHSi (1.45)

Then the force is defined as :

f =


∂u
∂t

+∇ · (uu) +∇p− 1
Re
∇2u + Un+1

d − uni
∆t near Ds

0 otherwise
(1.46)

The drawback of these methods is that they are sensitive to the discretization, especially that of the time
derivative. In this context, the semi-implicit treatment of the viscous terms to reduce the viscous stability
constraint has a direct influence on the computation of the force term ( Ref [24] ,[55]). Kim et al. [55]
suggested to perform a first step explicitly to compute the force, and then to add the obtained force term to
the equations, treated in a semi-implicit way. Although the method is computationally efficient, the velocity
field and the force term are not evaluated at the same time instant in the algorithm, which can lead to stability
issues. Another important aspect which is targeted in the present work is the analysis of moving boundaries.
The related velocity fields generally suffer from spurious oscillations occurring during the time-marching of the
algorithm, when a mesh element occupied by the flow suddenly becomes a solid cell. In order to overcome
these difficulties, Uhlmann [141] proposed a direct forcing method combining the strengths of both continuous
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and direct forcing approaches. The method relies on the evaluation of the force term in the Lagrangian space,
thus using the δ-functions originally proposed by Peskin. It has been successively improved by Pinelli et al.
[99] , who introduced a new efficient quadrature for the spreading step and extended the method to non-uniform
and curvilinear meshes. Owing to its modularity, stability, computational efficiency and accuracy in the analysis
of moving/deformable configurations, this method has been identified as the best candidate to be implemented
in the OpenFOAM solver. Compared to the IBM method recently implemented in OpenFOAM by Jasak et al.
[51] , the present approach appears to be more accurate and more versatile for the study of unsteady/deforming
structures, as it relies only on the accuracy of the interpolation and spreading steps, which are independent of
the complexity of the geometry.

Although it is not systematically mentioned explicitly in the literature, the application of discrete forcing
approaches in the context of incompressible flow solvers with predictor-corrector schemes is not straightforward.
In fact, it is a two-constraints problem: on the one hand, the force term, needed to impose the no-slip condition
at the solid boundary, must be calculated, and on the other hand, a divergence-free velocity at the boundaries
must be satisfied. This means that enforcing divergence free conditions on the velocity affects the accuracy
of the immersed boundary force at the wall. Although this issue has been claimed to be negligible by Fadlun
et al. [24] , it may actually lead to significant differences depending on the configuration considered. It has
been shown to systematically introduce a first-order error in time on the actual boundary values ( Ref [20]
). A solution has been proposed by Ikeno and Kajishima [46] which changes the matrix structure of the
Poisson problem solved to compute the value of the projector term (i.e., pressure or pressure correction), by
directly imposing Neumann type conditions on the immersed boundary on the corresponding matrix terms.
In order to avoid changing the matrix structure, Taira and Colonius [132] have suggested to use Lagrangian
multipliers associated to boundary values to impose the expected velocity condition on the immersed boundary.
Those Lagrangian multipliers are obtained solving a system derived from an algebraic splitting of the full
spatial operator of the Navier-Stokes equations. In the present work, we choose an iterative scheme based on
sub-iterations between (IBM) and pressure correction. This allows to use fast optimized Poisson solvers while
keeping control of the error made on both the velocity at the immersed boundary and the divergence of the
velocity field.

1.7. The simulation of turbulents flows past a bluff body
When turbulent flows are considered, the prediction of the flow dynamics becomes much more challenging. The
space and time evolution of the thin boundary layers, the flow separation around the obstacle as well as the large
range of scales developing in the near wake are very demanding in terms of resolution. A theoretical estimate of
the resolution requirements is provided by the Kolmogorov’s theory for isotropic homogeneous turbulence, and
the notion of energy cascade. On average, kinetic energy is transferred over a range of scales that have to be
theoretically discretized, from the large scales of energy injection (production scales, of the same size that the
obstacle) to the small scales of energy dissipation at molecular level (Kolmogorv scale) (see Ref [56] [57] ).

According to Kolmogorov theory the ratii between the smallest to the largest scales behave like Re−3/4 for
the lengths and Re−1/2 for the time. That means, for example, that at Re = 106, there are about five orders of
magnitude between the sizes of the largest eddies and the smallest.
In addition, the discretization of complex geometries usually results in poor characteristics of the computational
mesh. It is why models have been developped for a long time to perform reduced order simulations, particularly
when complex flow configurations of industrial interest are involved. Three generic classes of simulations
have been developed to solve Navier-Stokes equations in turbulent regimes (Figure 1.7): Direct Numerical
Simulation (DNS), Reynolds Navier-Stokes Simulation (RANS) and Large Eddy Simulation (LES). The choice
depends on the flow features, on the accuracy needed, and on the availability of numerical resources, Table 1.1.
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Figure 1.7.: Sketch of the energy cascade in the frame of the Kolmogorov theory and generic numerical techniques for
turbulent flows simulation.

Table 1.1.: Summary of strategies

Method Re-dependence Empiricism Grid Size Grid Ready
U-RANS Weak Strong 107 1995

DES Weak Strong 108 2000
LES Weak Weak 1011.5 2070
DNS Strong Weak 1016 2080

1.7.1. Direct Numerical Simulation (DNS)
In DNS, all space and time scales of the flow are resolved, as shown in Figure 1.7. That involves extremely high
resolutions associated to huge computer resources. In addition, the computation time has to be sufficient so that
the fluid properties reach a statistical equilibrium. It is the most accurate approach, but so much resources are
required that, when the complexity of the problem increases it becomes unaffordable. It is therefore limited to
fundamental studies in simple computational domain and for low to moderate Reynolds numbers.
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1.7.2. Reynolds Navier-Stokes Simulation (RANS)
In RANS the equations are averaged. It is relevant in many engineering applications where only average
statistics of the flow are required. All variables are decomposed into a steady and fluctuating part such that,
u = U + u′

. The averaging process leads to a new set of equations called Reynolds-equations, written in a
Cartesian coordinates system:

∂Ui
∂t

+ Uj
∂Ui
∂xj

= − ∂P
∂xi

+ 1
Re

∂2Ui
∂xi∂xj

−
u

′
iu

′
j

∂xj
(1.47)

Reynolds equations are solved to determine the mean velocity field U and the turbulence is parameterized as
shown in Figure 1.7. The averaging of the nonlinear terms leads to a new unknown, the Reynolds stresses tensor,
τij = u

′
iu

′
j . A closure has thus to be introduced to define these Reynolds stresses in terms on known averaged

quantities. There exists a large literature on the topic proposing various models depending on the flow under
consideration and the available numerical resources. The most popular models are based on either the Reynolds
stress transport, by solving equations directly derived manipulating the Navier-Stokes equations, or on the
Boussinesq hypothesis, which assumes a simple relationship between Reynolds stresses and velocity gradients
through the eddy viscosity (similar to molecular viscosity). In this thesis, we follow the latter approach and
the reader is referred to Hanjalic and Launder [38] for more details. The Boussinesq hypothesis, derived by
analogy from the relation between the stress tensor and the rate-of-strain for an incompressible Newtonian fluid,
writes here:

τij = ρ < uiuj > (1.48)

where k is the turbulent kinetic energy and Sij the mean rate of strain. Using this hypothesis, the closure
problem comes down to find the turbulent viscosity νt (or eddy viscosity). This new viscosity is not related to
physical property of the fluid but depends on the flow conditions. Several ways exist in the literature to model
νt, based on dimensional arguments, physical behaviours (parameters based on experimental observations)
and empirical parameters. In this thesis we have chosen the native Spalart Allmaras model of OpenFOAM.
This model is a one-equation model that solves a modelled transport equation for a viscosity-like variable
proportional to νt. The Spalart–Allmaras model was designed specifically for aerospace applications involving
wall-bounded flows and has been shown to give good results for boundary layers subjected to adverse pressure
gradients. Details on it will be provided on Chapter 3.

1.7.3. Large-Eddy Simulation (LES)
First proposed by Smagorinsky [120] for atmospheric studies, LES is based on the solution of the filtered
Navier-Stokes equations, and consequently only resolves the largest energy containing scales, the small
“universal” ones being modeled. In practice, the filtering is done most of the time by the mesh, which fixes the
size of the eddies that will be resolved or modeled. That results in a significant reduction of the computational
cost compared to DNS. The accuracy can be however better than in RANS, since the large eddies contain almost
all the turbulent energy, and are responsible for most of the momentum transfer and turbulent mixing. The
resulting field obtained is then 3D and unsteady. The filtering of Navier-Stokes equations leads to an extra
term called residual-stress tensor that has to be modelled. It represents the impact of the unresolved velocity
components on the resolved ones. The small scales being more isotropic and homogeneous than the large ones,
the Boussinesq approximation (isotropic) provides a rather accurate hypothesis. A wide range of subgrid scales
models exists as sysnthetized in the book of Pope [101] LES remains however time consuming for industrial
flows, as shown in Smagorinsky [122] and reported on Table 1.1. The Reynolds number dependence refers to
the number of grid points as function of the Reynolds number.
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1.7.4. Detached-Eddy Simulation (DES)
In wall bounded flows, the computational cost of a LES becomes quickly unaffordable as the Reynolds number
increases. The idea came to make hybrid models mixing RANS and LES in a single approach. In this kind of
approach, the domain is ideally divided into two sub-domains: a RANS region, where a suitable RANS model
is solved, typically near the boundary layer and a LES region where the LES equations are solved. Following
this idea, Spalart et al. [126] introduced DES. In DES, a single model in the RANS and LES regions is used
and in the LES region the RANS model itself is used as a SGS model. This is practically done by switching
the turbulent viscosity which depends on the grid itself and the distance from the wall. In OpenFOAM, the
minimum wall distance d in the SA–RANS model is modified by using a length scale CDES depending on the
grid cell dimension. The formula of DES length scale inside the turbulence model which controls the eddy
viscosity reads :

d̃ = min(d,CDES∆) (1.49)

∆ = max(∆x,∆y,∆z) (1.50)

with CDES = 0.65 a constant of the model.
Others filter width can be used as ∆ = (∆x∆y∆z)

1
3 or ∆ = (∆x2 + ∆y2 + ∆z2)

1
2

Inside a thin boundary layer the wall distance d is much smaller than the largest dimensions of the cell; and
then the DES length scale is on the RANS equations d̃ = d. Outside the boundary layer the distance d is much
larger than the cell dimension and the LES model is active, d̃ = CDES∆. Being dependent on the grid size, this
length scale enables the DES model to work like LES in separated flow regions, which are typically located
away from the walls. Additional details will be provided in Chapter 3.

1.7.5. Boundary layer and wall model
Flow separation and reattachment are strongly dependent on a correct prediction of the development of
turbulence near walls. Due to no-slip boundary condition, the turbulent eddy viscosity νt tends to zero in
these flow regions. However, RANS models are usually based on assumptions relying on a high Reynolds
number, requiring the viscosity-affected region of the boundary layer to be properly resolved (y+ ∼ 1 meshes,
with y+ = ywall∗Uτ

ν ). Without such a resolution, it is known from DNS and experimental observations that
these high-Re models predict the wrong behaviors near solid walls. Low-Re models cannot be obtained as
a limit of high-Re models. As a first attempt to model these thin boundary layers (even if we know that this
method provides satisfying results only in very simple near-wall flows as flate plate), we have considered a wall
function approach to avoid the resolution of this viscous laminar sublayer. This approach allows us to apply a
boundary condition at a sufficiently large distance away from the wall to be in the logarithmic layer (y+ > 30),
(see Ref [61] ). With these laws it is possible to express the mean velocity parallel to the wall and turbulence
quantities outside the viscous sublayer in terms of the distance to the wall and wall conditions such as wall
shear stress. These relations based on asymptotic developments (see Ref [121] ) reads :

u+


= y+ 0 ≤ y+ ≤ 5

= 1
κ
ln y+ + C 30 ≤ y+ (1.51)

with :

• u+ = u‖
uτ

is the dimensionless velocity depending on the u‖ parallel to the wall

• uτ =
√

τw
ρ the friction velocity or shear velocity
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• τw = µ
(
∂u‖
∂y

)
y=0

the wall shear stress

• ρ is the fluid density

• µ is the dynamic viscosity

• κ = 0.41 is the Von Kármán constant

• C ' 5 is a constant

Then, the wall functions can be used to provide near-wall boundary conditions for the momentum and
turbulence transport equations, rather than conditions at the wall itself, so that the viscous sublayer does not
have to be resolved and the need for a very fine mesh is reduced.

Nowadays a lot of wall functions exist in literature. Launder and Spalding [61] introduced the following
wall function to model the near-wall region. This condition is computed directly inside the log-layer of the
boundary layer (see Figure 1.8) and the calculation of the wall shear stress reads :

τw =


µ

yP
u+
P y+ ≤ 11.3

ρc
1
4
µκ
√
kP

ln(Ey+
P )

u+
P 11.3 ≤ y+

(1.52)

with

• y+ = ρc
1
4
µyP
√
kµ

• cµ and E constants

• kp the turbulent kynetic energy

1.8. Towards control method
The control of bluff body flows remains a large challenge in different fields of industry. In VIV phenomenon for
example, the control of vibrations can be done through the control of vortex shedding, which leads to a reduction
of the forces acting on the body and of theirs frequency. The controlled flow can be done by momentum transfer,
in boundary layer or wake, which affects the wake dynamics.

Depending on the energy input to activate the control process, two kinds of method exist:

• Passive when no external energy is added to the system. The control is done through changes in the
geometry. Some geometrical modifications are done to suppress the vortex shedding, including end-plates
and helical strakes as shown on Figure 1.9 and described in Ref [8] or small control cylinders strategically
located in the wake of the main cylinder as mentioned in Strykowski and Sreenivasan [130] ,[19]. It can
also be done by poroelastic actuators, inspired by birds feathers, to control boundary layer separation o a
wing ( Ref [26] , Ref [25] ), compliant walls inspired by Dolphin’s skin to control turbulent shear stress (
Ref [43] ), or undulated leading-edge inspired by Humpback whales to control boundary separation and
delay stall on a wing ( Ref [119] )
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Figure 1.8.: Point inside the log layer.

• Active otherwise, with both closed and open loop. This control technique has been intensively studied with
several control features as shown on Figure 1.10. Other control techniques exist as acoustic excitations
studied by Blevins [6] , temperature changes as studied in Ref [62] ,[145], and moving surface boundary
layer control (MSBC) in Ref [59] or in Ref [94] , where the control is done by the momentum injection
into the flow field near the body by small rotating cylinders.
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Figure 1.9.: Passive control devices with a) helical strake, b) shroud, c)
axial slats, d) streamlined fairing, e) splitter, f) ribboned cable,
g) pivoted guiding van, h) spoiler plates.

Figure 1.10.: Active control devices with a) Suc-
tion features, b) moving wall fea-
tures, c) blowing features.

The use of such techniques require the optimization of many parameters as the cylinder diameter, the location
of the actuator, the blowing intensity. Find an optimum from empirical results for all these variables can be
really expensive, because each parameter variation would require a simulation or an experiment. This motivated
the work of Hill [41] on the sensitivity theory. This theory consists in evaluating the effects of an added force
on the primary transition of the wake with much less simulations: base flow, stability, and adjoint problem in
order in this case to analyze the stabilization of wake flows. Sensitivity analysis to steady force has been used
then by Giannetti and Luchini [34] , Marquet et al. [71] or Pralits et al. [103] . The concept of wavemaker
(or sensitivity to flow modifications) has been introduced by Giannetti and Luchini in the wake of a circular
cylinder, and defined regions where instabilities can be amplified and regions where flow control can be achieved.
Marquet et al. [71] achieved the theoretical formulation to assess the effect of a steady force on the base flow
and on the unstable mode in order to find the change on the growth and frequency of the instability. They have
shown that putting a small control structure modifies the flow stability by inducing a structural modification
of the equations at the perturbation level and modifies the base flow on which the perturbations evolve which
modify the all dynamics. They compared their prediction of a circular cylinder wake control using a small
cylinder to the experimental observations of Strykowski and Sreenivasan [130] . In the frame work of the wake
of a fixed circular cylinder (see Ref [94] ) did simulations in the presence of small rotating to achieve passive
control following the work of Marquet et al. .

Later on Pralits et al. [103] have extended the sensitivity analysis to the wake of moving objects with a
rotating circular cylinder in order to find different regions of instability growth due to the modified base flow
around the rotating main cylinder in order to achieve passive control.

1.9. Objective and outline of this thesis
The ultimate objective of the thesis is to propose an efficient numerical solver to predict and control turbulent
flows around bluff body in versatile industrial configurations, with a coupling between the fluid flow and the
solid motion. This requires to design an efficient solver for the incompressible Navier-Stokes equations with the
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following main properties:

• handle laminar and turbulent flow regimes in versatile configurations,

• couple the fluid flow and the solid motion,

• perform sensibility analysis with the perspective of developing new control strategies,

• run on massive parallel machine to reach high resolutions and long computational times for steady state,

To reach this objective, the improved direct forcing approach of Pinelli et al. [99] has been incorporated,
then carefully verified and validated, into the PISO solver of the open source toolbox OpenFOAM (Chapter 2).
The method has been firstly extended to simulate the coupling of the fluid flow with the solid motion (Chapter
3), then afterwards to turbulent flows simulations in the frame of OpenFOAM native DES models (Chapter 4).
Towards flow control, an adjoint solver has been developed to perform sensibility analysis around a cylinder
(Chapter 5).
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Chapter 2
Development of a new IBM
PISO flow solver in
OpenFOAM

In this chapter we propose a modified PISO algorithm integrating the efficient Immersed Boundary Method
(IBM) of Ref [99] in the open source toolbox OpenFOAM. A rigorous characterization of the IBM is proposed,
using an original verification technique, which allows to estimate precisely the numerical errors at various
stages of the algorithm. The chapter also provides a thorough validation of the solver on relevant literature
test-cases.
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2.1. Flow configuration
The computational domain is made of a box of height H , width W and length Li + L0. In our simulation, a
body is embedded within the domain by IBM, as exemplified in Figure 2.1 for the case of a simple cylinder.

Figure 2.1.: Computational domain. Example of a flow configuration around a cylinder of diameter D.

Boundary conditions: At the inlet, a steady uniform velocity is imposed along the streamwise direction x
together with a zero pressure gradient. A mass conservation condition is imposed at the outlet. We assume
periodic conditions in the spanwise direction z. Free-slip boundary conditions on the velocity are applied at the
top and bottom of the domain. Note that no-slip boundary conditions are not required at the body wall which is
modelled by the IBM.

2.2. The numerical discretization
The governing Eqs. 1.6, 1.5 are discretized into OpenFOAM using a standard finite volume integration with a
gaussian quadrature. Gaussian integration is based on summing values on cell faces, which must be interpolated
from cell centres (see Sec. 1.4.1). The interpolation schemes are described in Sec. 1.4.1. The meshes are fixed
and structured, and composed of hexaedral elements [49].

The time discretization is based on the implicit Backward Euler scheme which has been chosen for its
simplicity. However, it could be staithforwardly extended to more accurate second-order OpenFOAM schemes,
as the IBM implementation does not depend on the time discretization scheme.

The velocity-pressure coupling is solved by the built-in solver pisoFoam. As we don’t want to add some
diffusive term which will lead to a smoothed description of the IB forcing and then of a more diffuse boundary,
we decide to remove the correction term φn2 from the OpenFoam PISO Solver (describes Sec. 1.4.2.2) since no
diffusion term is needed. As a consequence, it is the general PISO solver describe in Ref [28] which is used.

The solver is thus the classical Pressure Implicit with Splitting of Operators (PISO) algorithm described in
the paper by Ferziger and Peric [28] . Three and one iterations were set for a PISO loop and for non orthogonal
corrections, respectively (see in Ref [18] ).

Linear algebraic systems are solved using the Diagonal Incomplete LU Preconditioned Biconjugate Gradient
DILUPBG (for the momentum equation (Eq. 1.6)) and the Diagonal Incomplete Cholesky Preconditioned
Conjugate Gradient DICPCG (for the Poisson equation (Eq. 1.20)). For the present simulations, involving
low to moderate Reynolds numbers, and regular structured meshes, no preconditionning was needed. This
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conjugate gradient method without preconditionnining provides a good compromise between stability, accuracy
and numerical cost. For all independent variables, the required accuracy is 10−7 at each time step.

Note - This algorithm is not optimized for the structured meshes, and could be similarly used for unstructured meshes.
For structured meshes used on this thesis (even stretched in one or two directions), the geometric-algebraic multi-grid
(GAMG) proposed in OpenFOAM is much more efficient. However the mesh used here is pseudo-structured as unstructured
elements is used between the structured blocks to ensure a better continuity of the solution, as shown on the example in
Figure 2.2. Then in order to focus on convergence issues related to the IBM based on structured meshes, and to avoid
other possible numerical issues we decide to use an algorithm adapted for unstructured grids in this section. Nevertheless
the algorithm optimized for structured meshes as GAMG work similarly with the IBM as it has been used in the last
chapter ( 5)

Figure 2.2.: Example of 2D mesh. Structured blocks are connected by unstructured elements to ensure a better continuity
of the solution.

2.2.1. The modified PISO algorithm
The predictor-corrector solver pisoFOAM has been modified to integrate the direct forcing approach proposed
by Pinelli et al. [99] . The Navier-Stokes equations are discretized on a fixed mesh (Eulerian) while the solid
boundary is discretized by a set of Lagrangian markers free to move over the Eulerian mesh, depending on the
motion of the solid.

The numerical issue is here to satisfy the two-constraints problem formed by no-slip and divergence-free
conditions. The new following 3 steps procedure is proposed at each time step n :

1. Predictor step:

a) An estimate velocity û is obtained by solving the momentum Navier–Stokes equations without any
force term, and using the pressure p computed at the previous time step n− 1 :

∂û
∂t

+∇ · (ûû) = −∇p+ 1
Re
∇2û (2.1)
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b) The calculation of the IBM force Fs is detailed in 2.2.2. It is calculated on the Lagrangian markers
using û (Eq. 2.7), and its values are spread on the Eulerian mesh to calculate f (Eq. 2.20).

c) A new velocity u?,1 is calculated from the Navier-Stokes equations accounting now the immersed
boundary force term f :

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 + f(û) (2.2)

u?,1 is the guess value of the velocity in the iterative PISO loop

2. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

a) At each sub-iteration, a pressure field p?,m is calculated from the following Poisson equation :

∇2p?,m = −∇ · (u?,m∇u?,m) +∇ · f(û) (2.3)

b) The velocity field is thus corrected using:

u?,m+1 = g (u?,m, ∇p?,m, f(û)) (2.4)

where g as well as all discretized operators used in the algorithm are defined in Annex B.

3. Final step:
The velocity and the pressure are finaly updated at time n+ 1:

un+1 = u?,M−1 (2.5)

pn+1 = p?,M−1 (2.6)

2.2.2. Calculation of the IBM body forces
As in classical direct forcing methods, the target velocity Ud is directly imposed at the boundary nodes. This
velocity is equal to the local fluid velocity.

2.2.2.1. Calculation of the body force term F on the Lagrangian markers: the interpolation
step

The body force is computed into the Lagrangian space, i.e. at all Lagrangian markers. On the sth Lagrangian
marker, and at time step (n+ 1), the force term Fn+1

s , is given by:

Fn+1
s = Ud

s − I[û]s
∆t (2.7)
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where Ud
s is the target velocity to be imposed on the sth Lagrangian marker. I[û]s stands for the interpolation

on the sth Lagrangian marker of the fluid velocity known on the Eulerian mesh at time step n, and computed
without any force term (2.1). As presented in Li et al. [65] , the discrete expression of the interpolation operator
is given by :

I[un]s =
∑
j∈Ds

unj δh(xj −Xs)∆v (2.8)

where the j-index refers to the discrete value of the fluid velocity on the Eulerian mesh, Xs refers to the
coordinates of the sth Lagrangian marker and ∆v refers formally to an Eulerian quadrature, i.e. ∆v = ∆x∆y∆z
for the case of a Cartesian uniform mesh. The interpolation kernel is the discretized delta-function δh used in
Roma et al. [110] :

δh(r)



1
3
(
1 +

√
−3r2 + 1

)
0 ≤ r ≤ 0.5

1
6

[
5− 3r −

√
−3(1− r)2 + 1

]
0.5 ≤ r ≤ 1.5

0 otherwise

(2.9)

with r = (xj −Xk)/h. The delta-function δh satifies the following discrete properties:

1. δh(r) is continuous, ∀r ∈ R

2.
∑
j∈Dj δh(r) = 1

3.
∑
j∈Dj rδh(r) = 0

It is centered on each Lagrangian marker s and takes non-zero values inside a finite domain Ds, called the
support of the sth Lagrangian marker. The variable h of the supporting box is defined in order to insure at least
3 points in the supporting box.

The delta function choice has been made regarding the avantages of the Roma et al. [110] function compare
to others described in Pepona [95] . It is built on three points, which ensures a sharp description of the forcing
thanks to the conditions. A wider extent of the forcing over the Eulerian mesh has to be avoided as it would
increase the smoothing error due to IBM in the near wall region, which is an important issue for turbulent flows.
It is also continuous, which will allow us to derivate it easily for the needs of the PISO algorithm (see section
2.2).

Non uniform Cartesian meshes
In order to extend the method to non uniform Cartesian meshes, we follow the approach described in Liu et al.
[66] and used in Pinelli et al. [99] . The delta-function δh is modified by introducing a polynomial function, in
order to take in account the unequal spreading of the Eulerian points inside the Lagrangian supporting box Ds.

The new function δ̃h reads :

δ̃h(r) =
L∑
l=0

bl(r, h)(xj −Xk)lδh(xj −Xk) (2.10)

with L the number of polynomial coefficients bl(r, h) obtained by imposing the following properties to δ̃h :
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ˆ
Ω
δ̃h(r)dΩ = 1 (2.11)

ˆ
Ω
rlδ̃h(r)dΩ = 0 (l = 1, ..., L) (2.12)

These properties are the continous equivalent of the discrete ones defined for the regular delta-function δh Eq.
2.9 (see Pinelli et al. [99] ).

The bl(r, h) polynomial coefficients are determined by solving the following system of equation :

ˆ
Ω
rlδ̃h(r)dΩ =

L∑
l=0

bl(r, h)ml(r) = T (2.13)

with T = {1; 0...0}, and ml(r) is defined as

ml(r) =
ˆ

Ω
rlδh(r)dΩ = T (2.14)

We chose here a 2nd-order polynomial function, soL = 2. Then, in 2D (the extension to 3D is straightfoward),
δ̃h reads n a Cartesian frame:

δ̃h(xj −Xk, yj − Yk) = [b0 + b1(xj −Xk) + b2(yj − Yk) + b3(xj −Xk)(yj − Yk)
+ b4(xj −Xk)2 + b5(yj − Yk)2]δh(xj −Xk, yj − Yk) (2.15)

with
δh(xj −Xk, yj − Yk) = δh(xj −Xk)δh(yj − Yk) (2.16)

Rewriting the system (2.13) as a linear problem, we get:

[ml,a]b = e0 (2.17)

where
ml,a =

∑
j∈Ds

(xj −Xk)l(yj − Yk)aδh(xj −Xk)δh(yj − Yk)∆Aj (2.18)

with e0 is the first component of the identity vector of size 6, and ∆Aj defines the area of the jth Eulerian
cell.

Due to low values of the original window function on some points, and in order to prevent the matrix to be
singular, we solved the equivalent system:

HMH−1 = e0 (2.19)

with H = diag(1, 1
hx
, 1
hy
, 1
hxhy

, 1
h2
x
, 1
h2
y
).

The system is solved in two steps with HMc = e0 and Hc = b.

Once the linear system 2.19 is solved, the polynomial coefficients are known and thus a new window function
deltatilde is built, on which the reproducing properties of the Eq. 2.9 have been enforced at the discrete level. In
the case of non uniform meshes this process can be seen as a correction of the original Roma function 2.9 to
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take into account the non uniformity of the mesh.
In the following, the delta-function δ̃h will be used instead of δh.

2.2.2.2. Calculation of the body force f on the Eulerian mesh: the spreading step

Once the force term is computed from Eq. 2.7, one needs to transfer its value to the Eulerian mesh. This is done
by the spreading step, which is the inverse operation of the interpolation. The value of the force term evaluated
on the Eulerian mesh, fn+1(xj), is given by:

S[Fn+1
k ] = fn+1(xj) =

∑
k∈Dj

Fn+1
k δh(xj −Xk)εk (2.20)

The k-index refers to a loop over the Lagrangian markers whose support contains the Eulerian node j. εk is the
Lagrangian quadrature, which is calculated solving a linear system :

Aε = 1 (2.21)

where the vectors ε = (ε1, . . . , εNs)T and 1 = (1, . . . , 1)T have a dimension of Ns, Ns being the number of
Lagrangian markers, and A is the matrix defined by the product between the kth and the mth interpolation
kernels such that:

Akm =
∑
j∈Dm

δh(xj −Xk)δh(xj −Xm) (2.22)

2.2.3. IBM improvement for the divergence free condition
The discretization of the boundary of the structure leads to some errors due to the smoothness of the body force
term (ideally discretized over 3 markers). Thus the the PISO solver requires the computation of the divergence
of the forcing term (Eq. 2.3). As illustrated below the forcing term, really sharp and then almost singular lead to
non-negligeable errors on the divergence estimation with classical derivative estimation as the 2nd order central
scheme.

The Figure 2.3 shows the IBM forcing distribution around one Lagrangian marker in the Eulerian space
computed analytically fa(x), and discretized on the Eulerian mesh f(xj) with :

fa(x) =
∑
k∈Dj

Fkδh(x− Xk)εk (2.23)

f(xj) =
∑
k∈Dj

Fkδh(xj − Xk)εk (2.24)

Figure 2.4 shows the divergence of the IBM forcing term around one Lagrangian marker in the Eulerian space
computed analytically∇ · fa(x), discretized using a central scheme on the Eulerian mesh∇ · f(xj)|central, and
using the value obtained by the analytical derivation∇ · f(xj)|new with :

∇ · fa(x) = ∇ · (
∑
k∈Dj

Fkδh(x− Xk)εk) (2.25)

∇ · f(xj)|central =
3∑
l=1

Fj+1,l − Fj−1,l
2∆xj,l

(2.26)

∇ · f(xj)|new = ∇ · fa(xj) (2.27)
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where l refer to the space dimension Note that we assume in the derivation that the value Fk and εk are constant
on the all kth supporting box leading to :

∇ · fa(x) = ∇ · (
∑
k∈Dj

Fkδh(x− Xkεk)) =
∑
k∈Dj

Fkεk∇ · δh(x− Xk) (2.28)

As we can see Figure 2.4 the error induced by the calculation of the derivative is significant and the pseudo-
analytical derivative improves the results. Another solution to improve the results would be to enlarge the
stencil by adding points in the derivation and interpolation of the force term. This solution would however lead
to a more diffuse, and thus less accurate definition of the boundary.

Figure 2.3.: Eulerian discretization of the IBM force term f : comparison between discretized forcing term f(xj) (grey
squares) and the analytical forcing term fa(x) (black line) (left). Zoom on the mesh discretization (right).

Figure 2.4.: Divergence of the force term f using two interpolation schemes: 2nd-order centered scheme∇ · f(xj)|central
(empty grey symbols using a 10 times larger scale for the y-axis), the new derivative calculated with the kernel
function ∇ · f(xj)|new (full grey symbols) and the theoretical value∇ · fa(x) (black line).
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Numerical results in Figure 2.5 show the efficiency of this correction on the derivative, which can provide an
error on the mass conservation per cell which is even smaller than the one obtained with a body fitted mesh (by
a factor of 15%).

A part of residual error on the mass for the IBM come from the fact that we use a non-monolithic approach
that satisfies no-slip condition and the incompressibility within the same system of equations. Such an approach
may require a large number of iterations to achieve convergence, hence higher CPU and memory costs. Here,
both constraints are treated separately and independently, i.e. there is no back and forth between the two. This
approach could lid to some errors on the divergence as those seen Figure 2.5.

Figure 2.5.: Error on the mass conservation defined by ρijdiv(uij)Sij , with Sij the area of the 2D cell (i, j). Classical
no-slip boundary condition (left), IBM calculations without (center) and with (right) correction of the derivative.
The divergence is calculated at the end of the PISO loop. The error magnitude varies from −10−5 (black) to
10−5 (white). Flow around a 2D cylinder at Re = 30 using 312 Lagrangian markers

Nevertheless this so-called partitioned approach provides satisfying results in our simulations, as shown below
in Figure 2.6. The fluxes at the surface of cylinder (theoretically zero) are calculated here at the Lagrangian
markers in the normal (Figure 2.6a), tangential (Figure 2.6b) and vertical (Figure 2.6c) directions, and their
magnitude is satisfactorily low (with a flux about 3 · 10−5 on the normal direction ).

Besides the error on the body fitted mesh has been investigated as the mass conservation should be improved
especially for a body fitted grid which is the object of next section.

2.2.4. Body fitted error investigation
To do so a body fitted lid-driven cavity flow has been perform in order to assess the error on the divergence of
the velocity. The details of the calculation are shown Figure 2.7.

Figure 2.8 shows the divergence obtained on the velocity field computed on the cell centers. We can observe
especially near the walls a large error of the divergence on four layers of cells. As mentioned in the paragraph
(see 1.4.1), this type of error can be observed for a collocated finite volume method as the divergence free
equation is imposed on the flux rather than the center of the cells. Moroever, the error depends on the error of
the interpolation used in the simulation. As a linear first order interpolation is performed some errors could
come from the problem of interpolation at the boundaries with a linear scheme.

To investigate this aspect in more details, we compute as well the error evaluated on the fluxes. The divergence
shown in Figure 2.9 is computed directly from the fluxes using the Gauss theorem 1.9. The error corresponds in
this Figure only to the error imposed for the solver algorithm which shows that it is only due to the interpolation
error and finite volume discretization.
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Figure 2.6.: Fluxes at the cylinder calculated on the Lagrangian points in the normal (a), tangential (b) and vertical
directions (c). Flow simulation at Re=3900. On z axis only 1/4 of the Lagrangian markers are shown for
clarity.
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Figure 2.7.: Lid driven cavity at Re = 10. Details of the computation.

Figure 2.8.: Lid driven cavity at Re = 10, Divergence of the
velocity field calculated on the cell center of the
cells.

Figure 2.9.: Lid driven cavity at Re = 10, Divergence of
the velocity field calculated thanks to the gauss
theorem 1.9 from the fluxes at the faces center.
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As a conclusion, the divergence on boddy fitted grids, i.e. without using IMB, is introducing as mass
conservation error near the boundaries equivalent to IBM errors due to interpolation scheme error at the wall.

2.3. Solver verification
To evaluate quantitatively the order of accuracy of the IBM, a methodology based on a manufactured solution
has been used, which allows to compare our numerical results to an analytical solution. A careful verification
study is provided allowing to distinguish three different kinds of errors coming from the discretization and the
IBM. The strength of this procedure is that it can identify any coding mistake that affects the order of accuracy
of the numerical method. To do so we need to choose a function, which should be:

• composed of analytic functions like polynomials, trigonometric, or exponential functions as general as
possible to describe the variable of our problem.

• sufficiently differentiable so that the differential operator needed make sense.

• physically relevant and in the range of the code applicability.

Thanks to the solution chosen, we calculate an analytic source term. Then we discretize the analytical
solution and compute the resulting source term. We compare the error obtained between the two solutions
(obtained with the 2 source terms) in order to deduce the order of convergence of the method.

This verification has been performed in 2D using a polynomial solution for the velocity and the pressure.
Polynomial functions f(x, y), g(x, y) and h(x, y) have been chosen ussing maple in order to get a divergence
free velocity ua(f(x, y); g(x, y)) and a pressure pa(h(x, y)) as function of the velocity such that:

ua =


f(x, y) = (1− 0.01x2)2(1− 0.03y2)(1− 0.01y2)

−0.02(1− 0.01x2)2(y − 0.01)(y − 0.01y3)
g(x, y) = 0.5 + 0.04x(1− 0.01x2)(y − 0.01y3)(1− 0.01y2)

(2.29)

pa = h(x, y) = f(x, y)g(x, y) (2.30)

Different steps in the solver are verified according the definition of three errors:

• eFIBM is the error on the estimate of the IBM force term (Eq. 2.7) (during Step 2 of the IBM/PISO
solver) and integrated on the body, hence computed as:

eFIBM =|
∑
k∈Dj

(Fk − Fa)εk | (2.31)

where :

Fa = Ud
k −Ua
∆t (2.32)

and Ua is the value of the analytical solution ua (Eq. 2.29) evaluated on the Lagrangian markers.

• enoslip is the error on the no-slip condition at the boundary of the obstacle. This error is evaluated during
the calculation of the IBM force term on the Eulerian mesh (end of Step 2 of the IBM/PISO solver). It is
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defined as the L∞ norm of the difference between the velocity on one Lagrangian marker (Eq. 2.8), and
the Eulerian velocity that has been spread and re-interpolated, i.e. :

enoslip =‖ Us − I[S[Uk]]s ‖∞ (2.33)

• eutot is the error on the velocity at the end of the PISO loop (Step 6 of the IBM/PISO solver). It is
calculated in terms of both L2 and L∞ norms:

eutot/L2 =‖ u− ua ‖2 (2.34)

eutot/L∞ =‖ u− ua ‖∞ (2.35)

The verification is made in five steps summarized below:

1. Computation of u and p according to:

∂u
∂t

+∇ · (uu) = ∇p+ 1
Re
∇2u + Sa (2.36)

where
Sa = ∂ua

∂t
+∇ · (uaua)−∇pa −

1
Re
∇2ua (2.37)

2. Computation on the Lagrangian markers of the analytical values of the IBM force term Fa using ua, and
of the IBM force term Fs using the interpolated velocity u from the former step.

3. Calculation of eFIBM and enoslip using Eqs. (2.31) and (2.33).

4. Spreading of the residual force Fs − Fa on the Eulerian mesh.

5. Execution of steps 3 to 6 of the PISO algorithm, and calculation of eutot/L2 and eutot/L∞ .

In order to quantify the errors eFIBM , enoslip and eutot for different configurations, the simulations have been
performed for different geometries :

• 2D flows past a circular cylinder (of diameter L/5)

• a square cylinder (of side L/5)

L being the size of the computational domain.
The simulation has been performed also for a circular cylinder with polynomial calibration of the window

function (see Sec. 2.2.2.1) on the same uniform mesh in order to compare the interpolations with and without
the polynomial calibration on the same mesh.

For a (L× L)-domain, four uniform grids corresponding to five refinements have been tested: ∆x = ∆y =
5× 10−2L, 3.3× 10−2L, 2.5× 10−2L, 1.25× 10−2L and 5× 10−3L. To choose an interesting configuration
to test the algorithm, the Lagrangian markers of the square cylinder is not aligned with the eulerian cells centers
in order to avoid a trivial case. Results are shown on Figures 2.10, 2.11 and 2.12. All errors obviously decrease
when the mesh is refined. Without RKPM method the error enoslip exhibits a second-order rate of convergence
whereas eutot/L2 and eutot/L∞ only exhibit a rate of convergence between 1 and 2 for both geometries. eFIBM
exhibits a rate of convergence that depends on the geometry (as could have been expected depending on points
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repartition on the grid), namely 1 for the square cylinder and nearly 2 for the circular cylinder.

With the RKPM method the convergence error is between 1 and 2 for all the quantities but it is important
to notice that the magnitude of the error is significantly lower. It can be explained by the fact that additional
constraints are imposed Equation 2.13 to improve the reproduced capabilities of the window window function
of Roma et al. . As a result the function obtained is sharper with the RKPM method. It is worth noticing that
even if the interpolation and the spreading based on the RKPM method are improved, the overall error on the
velocity at the end of the PISO loop doesn’t change significantly as the accuracy of the flow solver is marginally
impacted by the small error of interpolation generated by the IBM. Nevertheless, as the RKPM method leads to
a sharper description of the boundary, the gradients are higher than with the delta function of Ref [110] , in
particular, in the first iterations of a simulation, where the velocity gradients are large around the boundaries
which can lead to unstable simulations. To overcome this issue, with the RKPM method, 2 strategies are used in
the following:

• The calculations are initiated without RKPM during the first iterations,

• The supporting box is enlarged (in order to smooth the delta function and calculate the derivative properly
on 5 points instead of 3 in each direction) to reduce the gradients at the beginning of the calculation.

Besides, as the improvement on the global accuracy of the flow solver is not significant, and as the cost of the
method is important for a large number of Lagrangian markers due to the resolution of the linear system to
compute the calibration coefficients, the RKPM will be used only when the mesh is non-uniform (see Chap. 3).
The fact that eutot/L2 and eutot/L∞ are unsensible to the use of the RKPM method can show that, despite the
fact they are widely used in the literature to evaluate the IBM accuracy, these errors mainly measure the error
related to the solver (here the PISO solver of Openfoam) and other errors should be investigated in order to
compare different methods.

In order to push further this analysis, a grid convergence study has been also carried out for the flow past a
circular cylinder at Re = 30. Four grids have been used corresponding to ∆x = ∆y = 8×10−2D, 4×10−2D,
2× 10−2D and 1× 10−2D with D the diameter of the cylinder. The solution computed on the finest mesh is
the reference solution. The error is estimated from the drag coefficient CD defined in Eq. (2.39), Figure 2.13.
The error descreases when the mesh is refined, with an order between 1 and 2 as shown previously using a
manufactured solution.

2.4. Solver validation
The solver validation is performed using two- and three-dimensional (2D/3D) simulations of flows past a circular
cylinder and a sphere of diameter D and at various Reynolds numbers (Re = U∞D/ν) ranging between 30
and 300. Turbulent flows simulations will be presented in Chapter 3. Such flows are of great interest since
they constitute a generic configuration for many applications in fields such as external aerodynamics, offshore
engineering or environmental sciences. Vortex shedding is numerically challenging because the separation point
on the surface of the cylinder is not fixed by the geometry. Since the pressure field changes rapidly near the
separation and reatachment points, pressure prediction is therefore decisive for a correct estimation of the drag
and lift coefficients. Numerically, in contrast to the square cylinder which can be tackled using Cartesian grids,
these configurations require curvilinear body-fitted (or unstructured) grids. All these features makes these test
cases excellent configurations to evaluate the precision and accuracy of the IBM solver we have developed.
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Figure 2.10.: Log-log plots of eFIBM
, enoslip and eutot as a function of the mesh refinement. Flow past a circular (full

thick line). The dashed black and grey lines show the slopes of order 1 and 2, respectively.

Figure 2.11.: Log-log plots of eFIBM
, enoslip and eutot as a function of the mesh refinement. Flow past a square (full thick

line) cylinder. The dashed black and grey lines show the slopes of order 1 and 2, respectively.
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Figure 2.12.: Log-log plots of eFIBM
, enoslip and eutot

as a function of the mesh refinement using the RKPM method.
Flows past a circular cylinder (full thick line). The dashed black and grey lines show the slopes of order 1 and
2, respectively.

Figure 2.13.: Log-log plot of the error on the drag coefficient computed for various mesh refinements comparing the value
of the drag coefficient CD to the reference value computed with the finest mesh. Flow past a circular cylinder
at Re = 30. The dashed black and grey lines show the slopes of order 1 and 2, respectively.
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For the cylinder, the Strouhal number, drag and lift coefficients are defined by:

CD = 2Fd
ρu2
∞D

, CL = 2Fl
ρu2
∞D

, St = Dfv
u∞

, (2.38)

For the sphere, the drag, lift and side coefficients are defined by:

CD = 2Fd
1
2ρu

2
∞π

D2

4
, CL = 2Fl

1
2ρu

2
∞π

D2

4
, St = Dfv

u∞
, (2.39)

where fv is the shedding frequency and Fd, Fl and Fs are the drag, the lift and the side force per unit length,
respectively, computed by integrating the immersed boundary force term in the Lagrangian space.

2.4.1. Flows around a fixed cylinder
2D an 3D simulations have been performed for Reynolds number ranging from Re = 30 to 300. Solutions have
been favorably compared to data of reference of the literature.

2.4.1.1. Numerical details

The center of the cylinder is the origin of the domain at (0, 0).
The dimensions of the computational domain are those proposed by Pinelli et al. [99] and Vanella and

Balaras [142] , respectively [−16D, 48D]× [−16D, 16D]× [−5.12D, 5.12D] in the streamwise (x), vertical
(y) and spanwise (z) directions (Figure 2.14).

The grid is uniform in the neighborhood of the cylinder, i.e. in the region −D ≤ x ≤ D and −D ≤ y ≤ D.
For 3D computations, the 2D mesh has been extruded in the spanwise direction. Details on the resolution, as
well as the number of Lagrangian markers and their relative spacing with respect to the Eulerian mesh are
given in Table 2.1. Outside this region, the mesh size is stretched with a factor of 2.0 on five grid levels in the
(x, y)-plane (as shown in Figure 2.14).

Table 2.1.: Mesh resolutions in the neighborhood of the cylinder: 2D cases 1 and 2 [−D,D] × [−D,D], 3D case 3
[−D,D]× [−D,D]× [−5.12D, 5.12D]. The α parameter defines the ratio of the distance between Lagrangian
markers over the local Eulerian grid size Pinelli et al. [99] .

Case Resolution Lagrangian markers α

1 ∆x = ∆y = 0.02D 147 1.061
2 ∆x = ∆y = 0.01D 312 1.004
3 ∆x = ∆y = 0.02D,∆z = 0.16D 9792 1.004

All 2D and 3D simulations have been performed on 12 and 96 cpu of the AMU computing facilities,
respectively. The CFL has been fixed to 0.5 and the number of PISO loop to 3. Simulations time varies from 24
hours (2D simulations with 200 000 points) to 168 hours (3D simulations with 4 millions of points) depending
on the mesh size and the flow regime.

2.4.1.2. 2D steady flow

The characteristic geometrical parameters of the flow are defined on Figure 2.15.
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Figure 2.14.: Computational domain decomposition and grid spacings. (x, y)-plane (top) and spanwise direction
(bottom).

At Re = 30, the flow is characterized by a steady recirculating region located just behind the cylinder. All
characteristic geometrical parameters reported in Table 2.2 compare well with the data of the literature with
differences less than 6% for the most refined grid.

Table 2.2.: Geometrical parameters of the wake, and drag coefficient for the configuration of a fixed cylinder at
Re = 30. Numerical and experimental data from literature are provided for comparison.

L/D a/D b/D θo CD

Present (Re = 30) ∆x = ∆y = 0.02D 1.66 0.556 0.53 47.80 1.78
∆x = ∆y = 0.01D 1.64 0.55 0.53 48.40 1.77

Pinelli et al. [99] (Num.) 1.70 0.56 0.52 48.05 1.80
Blackburn and Henderson [5] (Num.) - - - - 1.74
Coutanceau and Bouard [13] (Expe.) 1.55 0.54 0.54 50.00 -

Tritton [139] (Expe.) - - - - 1.74
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Figure 2.15.: Characteristic geometrical parameters in the steady regime. L is the length of the recirculation, a is
the distance between the cylinder and the recirculations centers, b is the vertical distance between the two
recirculation centers, and θ is the separation angle measured from the rear stagnation point.

2.4.1.3. 2D unsteady flows

Simulations in 2D unsteady regimes with vortex shedding have been performed at Re = 100 and 185, i.e.
above Rec = 40 for the transition to unsteadiness according to Williamson [147] and Norberg [90] . The
vorticity contours shown in Figure 2.16 exhibit the well-known Karman vortex street featuring the periodic
shedding of vortices, convected and diffused away from the cylinder.

The topology of the solutions compares well with that reported in several reference studies, see for instant in
the papers by Guilmineau and Queutey [37] and Pinelli et al. [99] . The corresponding time evolutions of CD
and CL are plotted in Figure 2.17 and show that the amplitude of the lift and drag fluctuations increase with the
Reynolds number, in good agreement with the paper by Guilmineau and Queutey [37] . For both Reynolds
numbers, the Strouhal number, the mean drag (computed over 10 time periods) and the rms lift coefficients
compare well with the literature data summarized in Table 2.3.

(a)

(b)

Figure 2.16.: Vorticity countours evidencing the shedding of large-scale vortices in 2D flow past a fixed circular cylinder at
Re = 100 (a) and Re = 185 (b). Vorticity magnitude veries from -1 (black) to 1 (white)
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Figure 2.17.: Temporal evolutions of CD (full line) and CL (dashed line) for the 2D flow at Re = 100 (left); Re = 185 (right).

Table 2.3.: Mean drag, rms lift coefficients and Strouhal number for 2D flow past a fixed cylinder at Re = 100 and
Re = 185. Numerical and experimental data from the literature are provided for comparison.

CD CrmsL St θmean

Present (Re = 100) ∆x = ∆y = 0.02D 1.38 - 0.165 118.9
∆x = ∆y = 0.01D 1.37 - 0.165 118.9

Blackburn and Henderson [5] (Num.) 1.35 - - -
Barkley and Henderson [3] (Num.) - - 0.165 -

Williamson [148] (Expe.) - - 0.164 -
Henderson [40] (Num.) 1.35 - - -
Norberg [90] (Expe.) - - 0.164 -

Present (Re = 185) ∆x = ∆y = 0.02D 1.387 0.436 0.198 110.8
∆x = ∆y = 0.01D 1.379 0.427 0.198 110.8

Pinelli et al. [99]
∆x = ∆y = 0.005D 1.430 0.423 0.196 -
∆x = ∆y = 0.01D 1.509 0.428 0.199 -

Vanella and Balaras [142] (Num.) 1.377 0.461 - -
Guilmineau and Queutey [37] (Num.) 1.287 0.443 0.195 -

Lu and Dalton [68] (Num.) 1.310 0.422 0.195 -
Williamson [147] (Expe.) - - 0.193 -

In addition, Figure2.18 also shows a good agreement with the literature on the prediction of the separation
angle at Re = 100 and Re = 185 as well as on its evolution when increasing Reynolds number.
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Figure 2.18.: Mean separation angle as a function of the Reynolds number. Error bars correspond to the min/max values
achieved during the duration of the averaging process.

2.4.1.4. 3D unsteady flows

In order to show the capacity of the code to accurately predict 3D unsteady flows, additional simulations have
been performed at Re = 200 and 300, i.e., above the critical value Rec = 190 for the transition to 3D flow, and
within the range of Reynolds numbers where the 3D pattern transitions from mode A to mode B, according to
the reference study of Williamson [148] .

Figure 2.19.: Iso-surfaces of the instantaneous Q-criterion (−0.8 < Q < 0.8) at Re = 200 (left) and Re = 300 (right).

The present simulations predict well the occurrence of 3D vortex shedding, as shown by the instantaneous
Q-criterion iso-surfaces in Figure 2.19. When increasing Reynolds number from Re = 200 to Re = 300,
the solution shows a strong decrease of the spanwise wavelength λz , from λz/D ' 4.5 to λz/D ' 1.25
as previously observed by Williamson [148] at the transition between mode A and mode B. The temporal
evolution of CD and CL in Figure 2.20 shows a modulated behaviour characteristic of these 3D flows, all values
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being in agreement with the literature data, as seen from Table 2.4.

Figure 2.20.: Temporal evolutions of CD (full line) and CL (dashed line) for the 3D flow at Re = 200 (left); Re = 300
(right).

Table 2.4.: Mean drag, rms lift coefficients and Strouhal number for 3D flow past a fixed cylinder at Re = 200 and
Re = 300. Numerical and experimental data from the literature are provided for comparison.

CD CrmsL St

Present (Re = 200) ∆x = ∆y = 0.02D & ∆Z = 0.16D 1.384 0.346 0.1802
Rajani et al. [106] (Num.) 1.338 0.4216 0.1936

Qu et al. [105] (Num.) 1.24 0.339 0.1801
Williamson [148] (Expe.) - - 0.1800

Pinelli (private Communication) 1.371 0.163 0.1915
Present (Re = 300) ∆x = ∆y = 0.02D & ∆Z = 0.16D 1.43 0.453 0.198

Rajani et al. [106] (Num.) 1.28 0.499 0.195
Mittal and Balachandar [80] (Num.) 1.26 0.38 0.203

Williamson [148] (Expe.) - - 0.203
Norberg [89] (Expe.) - 0.435 0.203

Wieselsberger [146] (Expe.) 1.22 - -

2.4.2. Flow around a sphere
The performance of the IBM solver to accurately represent three dimensional configurations is assessed by the
analysis of the laminar flow around a sphere. Different Reynolds numbers in the range 100, 300 are considered.
Because of the larger degree of freedom for three-dimensional development if compared with the circular
cylinder, this case exhibits the emergence of more complex dynamics and vortex interactions.

2.4.2.1. Computational details

The center of the sphere is at the origin of the domain at (0, 0, 0). The dimensions of the computational
domain are those used above for the cylinder, respectively [−16D, 48D]× [−16D, 16D]× [−H/2, H/2] in
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Figure 2.21.: Computational domain decomposition and grid spacings. (x, y)-plane and (x, z)-plane.

the streamwise (x), vertical (y) and spanwise (z) directions as shown in Figure 2.21. The size in the spanwise
direction has been set to H = 10 (Domain 1) and H = 32 (Domain 2).

The grid is uniform in the neighborhood of the sphere, i.e. in the region −1.2D ≤ x ≤ 2D, −1.2D ≤
y ≤ 1.2D and −1.2D ≤ z ≤ 1.2D. The body is discretized using 7652 Lagrangian markers (α = 1.012).
Outside this region, the mesh size is coarsened, with a factor of 2.0 on four grid levels in the (x, y)-plane and
(x, z)-plane (as shown Figure 2.21) with ∆x = ∆y = ∆z = ∆.

All simulations have been performed on 96 cpu of the AMU computing facilities. Compared to the cylinder
case, the CFL had to be reduced to 0.2 and the number of PISO loops remains equal to 3.

2.4.2.2. 3D steady axisymmetric flow

At Re = 100 the flow is characterized by a steady axisymmetric recirculating region located just behind the
sphere. All characteristic geometrical parameters defined on Figure 2.15 compare well with the data available
in the literature, which are reported in Table 2.5. Differences lower than 6% are observed. The results also
compare well with the data of Johnson and Patel [53] as shown on Figure 2.22 for the instantaneous flow field
pressure coefficient contours.
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Figure 2.22.: Snapshot of flow field pressure coefficient contours. Axisymmetric flow at Re = 100. Present Results (left),
results of Johnson and Patel [53] (right).

Table 2.5.: Geometrical parameters of the wake and drag coefficients. Flow past a fixed sphere atRe = 100. Numerical
and experimental data from literature are provided for comparison.

L/D θo CD
Present (Re = 100) ∆x = ∆y = 0.02D 0.92 53.03 1.14

Taneda [134] (Expe.) 0.89 - -
Nakamura [86] (Expe.) - 53 -

Johnson and Patel [53] (Num.) ∆x = ∆y = 0.005D 0.88 53 1.08
Giacobello et al. [33] (Num.) 0.88 53 -

Tomboulides and Orszag [136] (Num.) 0.88 53 -

2.4.2.3. 3D steady non-axisymmetric flow

For Reynolds numbers in the range [211, 270], the axial symmetry of the flow is broken but the field keeps a
plane of symmetry. In this range of Reynolds numbers, the flow remains steady.

Current calculations has been performed at Re = 250 and the location of the symmetry plane was allowed to
arise naturally, emerging by the numerical perturbation of the solver only. For a clear presentation of the results,
the flow field has been rotated such that the symmetry plane coincides with the (x, y)-plane. Results are found
to be very close to reference data as shown in Table 2.6. We notice that results obtained in the larger domain in
the spanwise direction (dom2) are in better agreement with reference data, with differences of less than 3%.

The presence of a symmetry plane in the flow can be clearly observed from the three-dimensional particles
paths out of the (x,y)-plane upstream of the sphere shown on Figure 2.23 as well as from the snapshot of 3D
streamwise shown on Figure 2.24. Similarly to the simulation of Johnson and Patel [53] , it can be seen that the
upper spiral in the (x,y)-plane is actually fed by fluid from upstream while the lower spiral releases fluid into
the wake after sending it up and around the upper spiral.

Present results exhibit agreement with the findings by Johnson and Patel [53] as shown on Figure 2.25 for
the pressure coefficient contours for both the (x, z)- and (x, y)-planes.

The pressure field in the (x,z)-plane is completely symmetric but the pressure contours in the (x, y)-plane are
not. The pressure minimum in the region of the lower vortex is lower than that in the region of the upper vortex,
which corresponds to the phenomenon observed by Johnson and Patel [53] .
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Figure 2.23.: Snapshot of 3D particle path at Re = 250 for (x,y)-view (a), (b) (x,z)-view, (c) (y,z)-view. Present results
(left), Results of Johnson and Patel [53] (right).

Figure 2.24.: Snapshot of 3D streamlines at Re = 250 for (x,y)-view (up), (x,z)-view (down). Present results (a), results of
Johnson and Patel [53] (b), experiments with dye injection of Johnson and Patel [53] (c).

62



Figure 2.25.: Snapshot of instantaneous flow field pressure coefficient contours. Non-axisymmetric flow at Re = 250.
Present results (left) and results of Johnson and Patel [53] (right).

Table 2.6.: Drag and lift mean coefficients. Flow past a fixed sphere at Re = 250. Numerical and experimental data
from literature are provided for comparison.

CDmean CLmean
Present (Re = 250) ∆x = ∆y = 0.02D −Dom1 0.76 -0.057

∆x = ∆y = 0.02D −Dom2 0.72 -0.062
Johnson and Patel [53] (Num.) ∆x = ∆y = 0.005D 0.70 -0.061

Giacobello et al. [33] (Num.) 0.702 -0.061

2.4.2.4. 3D unsteady non-axisymmetric flow

For Reynolds numbers greater thanRe = 270 the flow around a sphere is expected to become unsteady Johnson
and Patel [53] . The flow shows a highly organized periodic structure dominated by vortex shedding.

In the present study, simulations are performed at Re = 300 and results are summarized in Table 2.7 together
with literature data.

As for the 3D steady case, results obtained in the larger (spanwise) domain (dom 2) are in closer agreement
with the data of the literature. The agreement between numerical results is very good, with differences less than
4% for all quantities. Regarding experimental results, only few measurements are avalaible, and differences
with present results are of about 6% and 8% for the St and the CDmean , respectively.

The near wake dynamics (x ≤ 5) is well predicted as shown by Figure 2.26 both for the mean streamwise
velocity and r.m.s. quantities. For (x > 5) the mean streamwise velocity remains well predicted while the r.m.s.
becomes overestimated 15% probably because of the coarsening of the mesh in the far wake.
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Table 2.7.: Drag and lift mean coefficients. Flow past a sphere at Re = 300. Numerical and experimental data from
literature are provided for comparison.

CDmean CLmean St
Present ∆x = ∆y = ∆z = 0.02D − (dom1) 0.705± 3.3× 10−3 0.0659± 1.89× 10−2 0.13

(Re = 300) ∆x = ∆y = ∆z = 0.02D − (dom2) 0.679± 3.9× 10−3 0.066± 2.03× 10−2 0.139
Johnson and Patel [53] (Num.) ∆x = ∆y = 0.005D 0.656± 3.5× 10−3 0.069± 1.6× 10−2 0.136

Giacobello et al. [33] (Num.) 0.658 0.067 0.134
Tomboulides et al. [137] (Num.) 0.671± 2.8× 10−3 - 0.136

Roos and Willmarth [111] (Expe.) 0.629 - -
Johnson and Patel [53] (Expe.) - - 0.148-0.165

Figure 2.26.: Averaged streamwise velocity (left) and r.m.s (right). Present result (–), Johnson and Patel [53] (- -). Flow
past a sphere at Re = 300.

Figure 2.27.: Streamwise velocity at every quarter period along the axis of motion from the rear of the sphere. φ = 0 (–),
φ = π/2 (- -), φ = π (-.-), φ = 3π/2 (...). Present results (up), Johnson and Patel [53] (down). Flow past a
sphere at Re = 300.
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Figure 2.28.: Instantaneous pressure coefficient contour on the (x,y)-plane at every quarter period from φ = 0 (up) to
φ = 3π/2 (down). Present results (left), Johnson and Patel [53] (right).

Figure 2.27 shows the streamwise velocity at every quarter period from the rear of the sphere. We can observe
the same convecting structures in the wake as the one predicted by Johnson and Patel [53] . A small delay is
observed, which is probably due to the mesh refinement in the wake. The traveling wave with a peak at x = 5
instead of xref = 4.5 for φ = 0 move to x = 9 instead of xref = 8.5 for φ = 3π/2. The location of zero
velocity is well captured for every quarter of phase going from x = 2 to x = 1.5 for φ = π/2 to φ = 3π/2
respectively.

The pressure coefficient is also in good agreement with the results of Ref. Johnson and Patel [53] as shown
on Figures 2.28 & 2.29 for each quarter phase.
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Figure 2.29.: Instantaneous pressure coefficient contour on the (x,z)-plane at every quarter period from φ = 0 (up) to
φ = 3π/2 (down). Present results (left), Johnson and Patel [53] (right).
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Chapter 3
Fluid/structure interactions
for the flow past a cylinder

This chapter presents the developments undertaken to model ultimately fluid structure interactions using the
new IBM solver developped in OpenFOAM. IBM has emerged as a powerful tool for tackling such problems
due to their inherent ability to handle deformable or moving bodies without the need for expensive dynamic
re-meshing strategies. We focus in this chapter on the flow past a cylinder at low Reynolds number, with the aim
to address the lock-in phenomenon, when the cylinder experiences cross-flow vibrations. This problem occurs
when the vortex-shedding of the cylinder gets close to its natural structural frequency. In order to validate the
capacity of the new solver to deal with moving obstacles, we have first performed simulations with a forced
sinusoidal motion directly imposed on the cylinder. Preliminary computations have been performed thereafter
for free oscillations modelled by a partitioned approach using both weak and strong couplings.
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3.1. Numerical models
When considering fluid/structure interactions a coupled system with both fluid and structure has to be modelled.
In the monolithic method, both the fluid and structural equations are solved in a single solver. Monolithic
approaches are unconditionnaly stable, but available solvers for the fluid and the structure cannot be used
straightforwardly.

The system is here solved in a partitioned way. The fluid part and the solid part are solved using their own
numerical methods, and interact with each other through the boundary conditions at the fluid/structure interface
thanks to the IBM, and to an adequate coupling strategy depending on the problem studied. Hereafter are
described the different strategies in order to model forced and free oscillations.

3.1.1. Forced oscillations case
The forced oscillations are characterized by a dimensionless frequency F = fo/St and an amplitude A =
ymax/D, where fo is the frequency of the forced oscillation and ymax is the maximal vertical displacement of
the structure center Xc(Xc, Yc, Zc) defined by :

Xc = 1
K

∑
k∈Dj

Xk (3.1)

with K the total number of lagrangian marker
The motion of the cylinder on the vertical direction is assumed to be governed here by the following equation

:
Yc(t) = A cos(2πf0t) (3.2)

The following time-dependent boundary condition on the cylinder surface is incorporated into the IBM force
term defined in Eq. 2.7 using the IBM target velocity :

Ubody =


0
dYc
dt

0

 (3.3)

In this configuration of forced oscillations, only the predictor step of the PISO algorithm introduced in Sec
2.2.2 has to be modified at each time step n as following:

1. Predictor step:

a) An estimate velocity û is obtained by solving the momentum Navier–Stokes equations without any
force term, and using the pressure p computed at the previous time step n− 1 :

∂û
∂t

+∇ · (ûû) = −∇p+ 1
Re
∇2û (3.4)

b) Forcing and body motion step:

i. The new position of the body center is computed thanks to the equation 3.2. Then all Lagrangian
markers are moved thanks to the equation :
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Xs = Xs +


0
Yc(t)− Yc(t−∆t)
0

 (3.5)

ii. The calculation of the IBM force Fs is done on the Lagrangian markers using the interpolation
of û (Eq. 2.7) :

Fn
s = Ud

s − I[û]s
∆t (3.6)

where here Ud
s = Ubody, Ubody being the velocity of the structure computed thanks to the Eq.

3.3.

iii. The values of the IBM force Fs is then spread on the Eulerian mesh to calculate f (Eq. 2.20).

c) A new velocity u?,1 is calculated from the Navier-Stokes equations accounting now the immersed
boundary force term f :

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 + f(û) (3.7)

u?,1 is the guess value of the velocity in the iterative PISO loop

The PISO loop and the final steps of the algorithm remain unchanged.

The cylinder oscillates here by the action of the flow at the natural frequency of the oscillator fN , which
depends on the mass, the rigidity and possibly the damping of the cylinder. The frequency of the cylinder
oscillation is thus different from the Strouhal frequency of the fixed cylinder. This phenomenon occurs
over a certain range of reduced velocities (Ur = U∞/FnD), where the Strouhal is close to the natural
frequency. We can then observe a peak of amplitude.

3.1.1.1. Structure motion equation

The motion of the cylinder is governed by the following equation of the damped oscillator:

m ∗ [d
2Y ∗c
dt∗2

+ 4πf∗Nξ
dY ∗c
dt∗

+ (2πf∗N )2(Y ∗c − Y ∗0)] = F ∗L (3.8)

where :

• ξ∗ is the damping coefficient

• m∗ is the mass of the structure

• F ∗L is the force vector of the flow exerted on the structure

• Y ∗0 is the position vector at rest of the spring on y-direction

The equations are presented for a structure moving freely in the cross-flow direction as the extense to a
2D model of freedom is trivial.

69



The variables are made dimensionless in the following way:

t = U∞
D
t∗

Yc = Y ∗c /D

Y0 = Y ∗0 /D

d2Y

dt2
= D

U2
∞

d2Y ∗

dt∗2

dY

dt
= 1
U∞

dY ∗

dt∗

fN = D

U∞
f∗N

M = m∗

ρfD2

CL = 2F ∗L
ρfU2

∞D

with ρf the volumic mass of the fluid.

The dimensionless equation for the structure is introduced as:

M
d2Yc
dt2

+ 4πfNξM
dYc
dt

+ (2πfN )2M(Yc − Y0) = CL
2 (3.9)

that can be rewriten as:

M
d2Yc
dt2

+B
dYc
dt

+K(Y − Yc0) = CL
2 (3.10)

with :

B = 4πf∗NξM∗

K = (2πf∗N )2M∗

3.1.1.2. Structure motion solvers

Various explicit and implicit schemes have been tested to integrate time Eq. 3.10.

• Backward Euler scheme
Using a finite-differences discretization, we obtain:

Ẏ n+1
c = 1

∆t(Y
n+1
c − Y n

c ) (3.11)

Ÿ n+1
c = 1

∆t2 (Y n+1
c − 2Y n

c + Y n−1
c ) (3.12)

70



substituing the terms of Eq. 3.12 in 3.10 and re-arranging terms we obtain:

Y n+1
c =

CL + ( 2M
∆t2 + B

dt −K)Y n
c +KY0 − M

dt2Y
n−1
c

M
∆t2 + B

dt

(3.13)

This explicit solution gives the next position of the cylinder center Yc in the y-direction.

• Newmark scheme
We here introduce a predictor step such that:

Ÿ n+1
c =

−CL
2 −BẎc −K(Yc − Y0)

M
(3.14)

Then, the Newmark scheme builds on Taylor developpements reads:

Y n+1
c = Y n

c + Ẏ n
c ∆t+ ∆t2[(1

2 − β)Ÿ n
c + βŸ n+1

c ] (3.15)

Ẏ n+1
c = Ẏ n

c + ∆t[(1− γ)Ÿ n
c + γŸ n+1

c ] (3.16)

with α and γ are two free parameters of the scheme, which control the implicit/explicit nature of
the scheme and so its stability, as shown on Table 3.1.

Table 3.1.: Stability conditions for the Newmark scheme

Condition Stability
γ 6 0.5 unstable

0.5 6 γ & 2β 6 γ conditionnaly stable
0.5 6 γ & γ 6 2β unconditionnaly stable

• HHT scheme (Newmark generalization)

The HHT scheme is a generalization of the Newmark scheme (equivalent to a Newmark scheme
with α = 0). It comes from the same difference equations but the equation of motion is modified,
using the parameter α as:

MŸ n+1
c +(1−α)(BẎ n+1

c +K(Y n+1
c −Y0)−C

n+1
L

2 )+α(BẎ n
c +K(Y n

c −Y0)−C
n
L

2 ) = 0 (3.17)

the stability conditions :

0 6 α 6 1
3

β = (1 + α)2

4
γ = 1

2 + α
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we then obtain, by subsituing and rewritting the Newmark Eq. 3.16, the acceleration at the next
step:

Ÿ n+1
c = (3.18)

−
∆t(1− α)(1− γ)B + ∆2(1− α)(1

2 − β)K
M + ∆(1− α)γB + ∆2(1− α)βK Ÿ n

c

− B + ∆t(1− α)K
M + ∆(1− α)γB + ∆2(1− α)βK Ẏ n

c

+
−K(Y n

c − Y0) + (1− α)C
n+1
L
2 + α

CnL
2

M + ∆(1− α)γB + ∆2(1− α)βK

The HHT scheme is at least 2nd-order accurate and unconditionally stable.

3.1.1.3. Validation of the structural motion solver

The solver is validated whitout the fluid. The structure is placed away its equilibrium position in order to
induce vibrations. In this case, the equation reads :

M
d2Yc
dt2

+B
dYc
dt

+K(Yc − Y0) = 0 (3.19)

The parameters chosen for the simulation are Y0 = 0.5, K = 2, B = 0 and M = 0.25. The resulting
displacement in this case is known analytically as :

Yc(t) = Y0 cos(

√
K

M
t) (3.20)

Without any forcing, the system blows up when the time step us too coarse. A sub-iteration step has been
then introduced to overcome this problem when the oscillator is not forced by the flow.

In order to get the solution, sub-iterations are done on variables for m = 1, ...M :

Ÿ m+1
c = F( ∆t

nbiter
; Ẏ m

c ;Y m
c ;Cn+1

L ;CnL) (3.21)

Ẏ m+1
c = G( ∆t

nbiter
; Ÿ m

c ; Ẏ m
c ;Y m

c ;Cn+1
L ;CnL) (3.22)

Y m+1
c = H ( ∆t

nbiter
; Ÿ m

c ; Ẏ m
c ;Y m

c ;Cn+1
L ;CnL) (3.23)

with F , G and H functions are determined according to the scheme chosen in Sec. 3.1.1.2.

Results on the displacement of the oscillator over time are succesfully improved, as it can be seen on
Figure 3.1. Here, 10000 sub-iterations are used for the fluid. As the present configuration is simple and
does not require too many Lagrangian markers, the additional computational time required is negligible.
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Figure 3.1.: Displacement over time of the oscillator. Results without sub-iteration (dashed line), with sub-iterations (full
line) and analytical solution (red).

3.1.2. Solver coupling
In practice, the parameters (M∗;B∗;K∗) are chosen to model the motion of the structure, but when fluid
forces are not neglected, the actual oscillation frequency f0 depends on them, and it is generally different
from fN .

When the fluid and structure motions are coupled, the lift force CL influences the motion of the structure
(Y ∗c (t), Eq. 3.10), which influences in turn the flow field and the lift force. The aerodynamics forces and
the motion of the structure are then coupled and need to be evaluated carefully. To do so, two approaches
exist namely the weak and strong coupling approach.

In the weak approach, the fluid and structure parts are solved sequentially. This may lead, if the time
step is too large to an increase of the numerical errors at the interface due to the time lag. In the strong
coupling, iterations are performed between the fluid and structure solvers. Strong coupling improves
the accuracy in satisfying coupling conditions, and thus reduces the occurence of eventual numerical
instabilities (the incompatibility of the kinematic and dynamic quantities at the interface may generate
artificial energy and cause numerical instabilities particularly when the structure density is closed or
lighter than the fluid density). It is however more demanding in terms of numerical developments and
CPU time. Hereafter both methods have been tested.

3.1.2.1. A weak coupling algorithm

The weak coupling method used here after is integrated into the PISO solver introduced in Sec 2.2.2.
Only the predictor step has to be modified at each time step n as following:

a) Predictor step:
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i. An estimate velocity û is obtained by solving the momentum Navier–Stokes equations without
any force term, and using the pressure p computed at the previous time step n− 1 :

∂û
∂t

+∇ · (ûû) = −∇p+ 1
Re
∇2û (3.24)

ii. Forcing and body motion step :

A. The new body center position is computed thanks to the function H(Fn−1
s ) defined Eq.

3.23. Then all the Lagrangian markers are moved thanks to the equation :

Xn
s = Xn−1

s + Xn
c −Xn−1

c (3.25)

B. The calculation of the IBM force Fs is done on the Lagrangian markers using the interpo-
lation of û (Eq. 2.7) :

Fn
s = Ud

s − I[û]s
∆t (3.26)

where Ud
s = Ubody, Ubody being computed thanks to the function G(Fn−1

s ) defined Eq.
3.22.

C. The values of the IBM force Fs is then spread on the Eulerian mesh to calculate f (Eq.
2.20).

iii. A new velocity u?,1 is calculated from the Navier-Stokes equations accounting now the
immersed boundary force term f :

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 + f(û) (3.27)

u?,1 is the guess value of the velocity in the iterative PISO loop

3.1.2.2. A strong coupling algorithm

The strong coupling method used here after is integrated into the PISO solver introduced in Sec
2.2.2.

b) Predictor step:

i. An estimate velocity û is obtained by solving the momentum Navier–Stokes equations without
any force term, and using the pressure p computed at the previous time step n− 1 :

∂û
∂t

+∇ · (ûû) = −∇p+ 1
Re
∇2û (3.28)

ii. Predictor step of the strong coupling algorithm :

A. The new body center position is computed thanks to the function Xn,0
c = H(Fn−1

s ), Eq.
3.23. All Lagrangian markers are then moved thanks to the equation :

Xn,0
s = Xn−1

s + Xn,0
c −Xn−1

c (3.29)
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B. The velocity of the body U0
body is computed thanks to the function G(Fn−1

s ), Eq. 3.22.
Then the target velocity of all Lagrangian markers are updated in order to take into account
the motion of the structure into the N-S equations:

Ud,0
s = U0

body (3.30)

C. The calculation of the IBM force Fn,0
s is done on the new Lagrangian markers positions

Xn,0
s , using the interpolation I[û]s (Eq. 2.7) done by the equation :

Fn,0
s = Ud,0

s − I[û]s
∆t (3.31)

D. The values of the IBM force F0
s is then spread on the Eulerian mesh to calculate f0 (Eq.

2.20). A new velocity u1 is calculated from the Navier-Stokes equations accounting now
the immersed boundary force term f0:

∂u1

∂t
+∇ · (u1u1) = −∇p1 + 1

Re
∇2u1 + f0(û) (3.32)

E. The IBM force Fn,1
s is updated on the Lagrangian markers Xn,1

s using the interpolation
I[u1]s (Eq. 2.7) done by the equation :

Fn,1
s = Ud,0

s − I[u1]s
∆t (3.33)

F. The body center position is updated thanks to the function Xn,1
c = H(Fn,1

s ), Eq. 3.23.
Then all Lagrangian markers are moved thanks to the equation :

Xn,1
s = Xn−1

s + Xn,1
c −Xn−1

c (3.34)

G. The velocity of the body U1
body is computed thanks to the function G(Fn,1

s ), Eq. 3.22.
Then the target velocity of all Lagrangian markers are updated in order to take into account
the motion of the structure into the N-S equations by :

Ud,1
s = U1

body (3.35)

iii. Corrector step of the strong coupling algorithm for the sub-iterations a = 2 to A, and
up to convergence :
The convergence criteria is reached if :

‖
√√√√ 1
K

∑
Ds

Ud,a
k −Ud,a−1

k ‖2 < ecoupling (3.36)
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with K the total number of Lagrangian markers and ecoupling is set hereafter to 10−6

A. The calculation of the IBM force Fn,a−1
s is done on the new Lagrangian markers Xn,a−1

s

using the interpolation I[ua−1]s (Eq. 2.7) done by the equation :

Fn,a−1
s = Ud,a−1

s − I[ua−1]s
∆t (3.37)

B. The values of the IBM force Fa−1
s is then spread on the Eulerian mesh to calculate fa−1

(Eq. 2.20). A new velocity ua is calculated from the Navier-Stokes equations accounting
now the immersed boundary force term fa−1:

∂ua

∂t
+∇ · (uaua) = −∇pa + 1

Re
∇2ua + fa−1(ua−1) (3.38)

C. Then the IBM force Fn,a
s is updated on the Lagrangian markers Xn,a

s using the interpolation
I[ua]s (Eq. 2.7) done by the equation :

Fn,a
s = Ud,a−1

s − I[ua]s
∆t (3.39)

D. The position of the body center is updated thanks to the function Xn,a
c = H(Fn,a

s ), Eq.
3.23. Then all Lagrangian markers are moved thanks to the equation :

Xn,a
s = Xn−1

s + Xn,a
c −Xn−1

c (3.40)

E. The velocity of the body Ua
body is computed thanks to the function G(Fn,a

s ), Eq. 3.22.
Then the target velocity of all Lagrangian markers is updated in order to take into account
the motion of the structure into the N-S equations by :

Ud,a
s = Ua

body (3.41)

iv. The new guess value of the velocity u?,1 in the iterative PISO loop is set to :

u?,1 = uA (3.42)

v. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

A. At each sub-iteration, a pressure field p?,m is calculated from the following Poisson
equation :

∇2p?,m = −∇ · (u?,m∇u?,m) +∇ · f(û) (3.43)

B. The velocity field is thus corrected using:
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u?,m+1 = g (u?,m, ∇p?,m, f(û)) (3.44)

where g as well as all discretized operators used in the algorithm are defined in Annex B.

vi. Final step:
The velocity and the pressure are finaly updated at time n+ 1:

un+1 = u?,M−1 (3.45)

pn+1 = p?,M−1 (3.46)

3.2. Filtering
The issue is related here to the numerical noise that may occur with IBM when the structure moves
on the Eulerian mesh. This noise is related to the Lagrangian markers which pass from the solid to
the fluid, and inversely, when integrating forces.

Figure 3.2.: Sketch of the mesh showing Lagrangian markers and Eulerian point distribution when moving the structure
with IBM.

To overcome this issue a filtering of the solution has been used based on a 1st order low pass
filter with a window function. The filtering can be applied during post-processing, or during time
integration loop. Effect of the filtering on the time evolution of the lift coefficient CL is shown
on Figure 3.3. We perform inside the code the FFT on the time evolution of the forces in order to
determine the peak frequency in the Fourier space. A sample of the 2N last points is chosen,N being
chosen by the user but has to be large enough to allow an accurate estimation of the peak value. The
frequency is then forced to be zero, if it is higher than the cut-off frequency, Fc = fpeak+∆fcut off ,
with fpeak the peak frequency and ∆fcut off a free parameter chosen by the user to keep the needed
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frequencies around the peak (in the following ∆fcut off = 4 for the drag and lift signals). The
filtered signals, CDcorrected and CLcorrected , are now free of spurious oscillations, as shown on the
example on Figure 3.3. The last term of the filtered signals are then used to compute the motion
of the structure thanks to the functions F( CDcorrected , CLcorrected), G( CDcorrected , CLcorrected),H(
CDcorrected , CLcorrected), defined by Eqs. 3.21, 3.22 and 3.23, respectively.

Figure 3.3.: Effect of filtering on the time evolution of the lift coefficient CL. Real IBM signal CL(t) (black) and filtered
one CLcorrected

(t) (green). Flow past an oscillating cylinder at Re = 500.

3.3. Validation
The algorithm is validated by considering academic configurations of flow past a cylinder at
low Reynolds numbers. Both forced (Re = 500) and free (Re = 100) oscillating cylinders are
considered.

3.3.1. Computational domain
The computational domain is similar to the one considered for the flow past a 2D fixed cylinder,
Sec. 2.4.1. The dimensions of the computational domain are [−16D, 48D] × [−16D, 16D] ×
[−5.12D, 5.12D] in the streamwise (x), vertical (y) and spanwise (z) directions. Two resolutions
have been considered in the vicinity of the cylinder corresponding to ∆x = ∆y = 0.02D and
∆x = ∆y = 0.01D. Simulations have been performed on 12 CPU. The CFL has been fixed to 0.5
and the number of PISO loop to 3.

3.3.2. Flow past a forced oscillating cylinder
In order to compare our results with available data of literature, the cylinder is forced to oscillate
in the vertical direction at a fixed amplitude ratio of A = 0.25 and with a frequency ratio of
F (= fo/fv) = 0.975 (with fo the frequency of the forced oscillation), following the work of [5].
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The shedding frequency fv is obtained from a preliminary flow simulation past a fixed cylinder at
Re = 500.

Results favorably compare with literature, as shown on Table 3.2. With the finest grid, the predicted
Strouhal number matches the value of Blackburn and Henderson [5] , and the drag coefficient is
slightly overestimated with a difference of about 5%. A detailed description of the flow is also
provided on Figure 3.4, with vorticity contours plotted at five instants spreading over half of the
vortex shedding cycle. The comparison with the results of Blackburn and Henderson [5] provides
good evidence that the spatial dynamics of the separation bubbles is well predicted by the new IBM
solver. Starting from this established 2D shedding regime, the cylinder is set in motion.

Table 3.2.: : Strouhal number and drag coefficient for the configuration of a fixed cylinder at Re = 500. Numerical
data from literature are provided for comparison.

CD St

Present (Re = 500) ∆x = ∆y = 0.02D 1.547 0.225
∆x = ∆y = 0.01D 1.515 0.228

Blackburn and Henderson [5] 1.445 0.228
Henderson [40] 1.445 -

Norberg [90] - 0.205

A detailed description of the flow past the oscillating cylinder is provided on Figure 3.5 and shows a
good agreement with results of Blackburn and Henderson [5] . The evolution of the lift coefficient
as a function of the body displacement is shown over the 10 last periods of oscillations on Figure
3.6 and matches quite well the reference data of Blackburn and Henderson [5] .
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Figure 3.4.: : Comparisons at five different instants (a to e) of the results of Blackburn and Henderson [5] (left column)
and the present ones (right column). Instantaneous vorticity contours (black: positive values; grey: negative
values) for the flow past a fixed cylinder at Re = 500. The attachment and separation points are labelled A
and S, respectively.
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Figure 3.5.: Comparisons at five different instants spreading over half of the shedding cycle of the present results (left
columns) and the results of Blackburn and Henderson [5] (left column). Instantaneous vorticity contours
(ranging from -1 (grey) to 1 (black)) for the flow past a oscillarting cylinder at Re = 500.
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Figure 3.6.: Lift coefficient CL as a function of the cylinder displacement for the 2D flow past an oscillating cylinder at
Re=500 : present results (grey line) vs. results obtained by Blackburn and Henderson [5] (black line).

3.3.3. Flow past a freely moving cylinder: fluid/structure inter-
actions
3.3.3.1. One degree of freedom

We consider here the flow past a moving circular cylinder at Re = 100 (see in Shiels et al. [117]
). We are interested to emphasize VIV in the undamped (B = 0) oscillator system with a low
non-dimensional mass M = 2.5, and a dimensionless spring constant of K = 4.96. At this
Reynolds number, the flow and the structure are supposed to be in the lock-in regime, characterized
by a large amplitude motion of the structure. Table 3.3 summarizes the results obtained together
with data of reference from the literature. The mean drag CDMean

, the oscillation frequency f and
the the maximum displacement of the structure ymax/D are rather well predicted, and are in good
agreement with the data of Shiels et al. [117] and Shen and Lin [116] . The effective elasticity
coefficient defined by Shiels et al. [117] as keff = K − 4π2f2M is also in good agreements
with the value of Shen and Lin [116] . As expected, the results computed using the Newmark
and HHT schemes are globally closer to the reference results than the results computed using the
Eulerian scheme, this latter being known to be less accurate. However, the maximum value of the lift
coefficient is much larger than the value of reference.This overestimation is not yet fully explained
and complementary numerical tests are still in progress. One of the issue when studying VIV is
that this phenomenon is very sensitive to many variables. As a consequence, a small perturbation,
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coming for instance from the discretization error when changing the numerical scheme or the code,
can lead to rather different flow features and so to large changes on the values of the lift coefficient.

To complete the tests, simulations have been performed for various couples of parameters (K,M)
corresponding to various effective elasticity coefficient keff . This parameter is used because it
provides an unified scaling for an undamped system behaviour, compared to the reduced velocity
usually used in the literature. That is to say that for any choices (K,M) couple which keep keff
constant, a single response is consistent with the governing equation of motion at the contrary of
the reduced velocity.

Simulations have been performed for Keff = −3.487, Keff = 0.59, Keff = 1.449 and Keff =
1.763, corresponding to the following pairs of (K,M)-parameters (K = 0;M = 4), (K =
4.74;M = 5), (K = 4.96;M = 2.5) and (K = 8.74;M = 5), respectively. Characteristic flow
parameters of the simulations are plotted on Figure 3.8 as function of keff . With this parameter,
instead of the reduced velocity, the simulations are found to predict the main trend of the parameters
evolution as obtained in Ref. Shiels et al. [117] .

(a) (b)

(c) (d)

Figure 3.7.: Maximum lift coefficients CLmax (a), mean drag CDMean
(b), oscillation frequency f (c) and maximum

vertical displacement ymax/D as function of the effective elasticity coefficient keff . (•) Present results, (•)
results of Shiels et al. [117] . Flow past a freely moving cylinder at Re = 100.
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Table 3.3.: Mean drag CDmean
, maximum lift coefficient CLmax

, oscillation frequency f , maximum vertical dis-
placement ymax/D and effective elasticity coefficient keff . Flow past a freely moving circular cylinder at
Re = 100. Numerical and experimental data from the literature are provided for comparison.

CDMean
CLmax f ymax/D keff

Present (Euler scheme) 2.0779 1.2557 0.175 0.5397 1.9374
Present (Newmark scheme) 2.324 1.190 0.1886 0.5462 1.4493

Present (HHT scheme) 2.326 1.197 0.1883 0.5493 1.4493
Shiels et al. [117] 2.22 0.77 0.196 0.58 1.17

Shen and Lin [116] 2.15 0.83 0.190 0.57 1.3970

3.3.3.2. Two degrees of freedom

Simulations at Re = 150

The cylinder is now able to move in two directions. The flow is simulated for Reynolds number
Re = 150, a low non-dimensional mass M = 2, and for different effective elasticity coefficient
keff of an undamped system (B = 0) (see in Zhou et al. [151] ). The results shown on Figure 3.8
are in overall agreement with the data of Zhou et al. [151] .

(a) (b)

(c) (d)

Figure 3.8.: R.m.s. value of the lift signal (a), mean drag CDmean (b), oscillation frequency f (c) and maximum vertical
displacement ymax/D as function of the effective rigidity keff . (•) Present results, (•) results of Zhou et al.
[151] . Flow past a freely moving cylinder at Re = 150.
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The peak values of the r.m.s. lift coefficient (Figure 3.8a), mean drag (Figure 3.8b) the dimensionless
frequency signal f∗ = St

fN
(Figure 3.8c), and the maximum vertical displacement ymax/D as

function of the effective rigidity keff are close to the reference data.

Figure 3.9 shows the trajectories of the structure centerfor four values of the reduced frequency. The
direction along the trajectories at the top position is marked by "C." and "C.C." meaning clockwise
and counter-clockwise. Present IBM simulations and simulations of Zhou et al. [151] show the
same behaviour and the same trajectory direction for each studied frequency. Effective rigidity keff
coefficient is provided for each simulation. From figure 3.10 which present dimensionless frequency
signal f∗ = St

fN
as function of the reduced velocity Ur it can be seen that at this frequency the

simulation is aligned with the results at Ur = 8 and Ur = 10 and doesn’t form a lock-in region
about f∗ ∼ 1 with the result at Ur = 6. The simulations show the same path as the simulation
of the reference excepted for Ur = 7 where the transition from lock-in regime to vortex shedding
oscillations (see in Ref. Zhou et al. [151] and Figure Figure ??). Our simulation predict a vortex
shedding oscillations whereas the simulation of the reference predict a lock-in regime.

Figure 3.9.: Path of the motion of the structure center for four values of reduced velocity Ur. (–) Present results, (◦)
results of Zhou et al. [151] . "C" means clockwise and "CC"counterclockwise direction.
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Figure 3.10.: Dimensionless frequency signal f∗ = St

fN
as function of the Reduced velocity Ur. (�) Present results, (–)

Results of [151]

Simulations when varying Reynolds number from Re = 75 to Re = 130

These simulations are proposed in Ref. [104]). The low non-dimensional mass is fixed at M =
7.85398, and the natural structural frequency of the oscillator fN corresponds to the frequency
of the vortex shedding past a fixed cylinder at Re = 100. This means that the natural frequency
follows the expression FN = 100St100

Re . In this range of parameters, the flow is expected to be
laminar and 2D. According to the literature, an hysteric cycle is expected for Reynolds numbers in
a range [129, 137.3], in which the flow can be leaded by a lock-in mechanism or oscillations related
to vortex shedding for the same value of Reynolds number.

Present results are shown on Figure 3.11. The IBM solver predicts the general trend of the parameters
evolution when varying Reynolds number. Peak values for the vertical displacement, the Strouhal
number and the CDrms are well predicted. However, as mentionned before, the worst prediction is
given for the peak value of the CLrms, with a value equal to twice the value of reference obtained in
[104]. It is also noticeable that all peak values occur at a slightly lower Reynolds number (Re = 82)
than in the reference (Re = 86).
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(a) (b)

(c) (d)

Figure 3.11.: R.m.s. values of the lift coefficient (a) and of the drag (b), dimensionless oscillation frequency St (c), and
maximum vertical displacement ymax/D as function of Reynolds number. (�) Present results, (–) lower
branch results of [104] , (- -) upper branch results of [104]. (–)evolution of the dimensionless oscillation
frequency of the fixed case. (–) evolution of the dimensionless natural frequency of the structure.

Regarding the vortex shedding frequency, the lock-in regime occurs as expected at a frequency
close to the non dimensional natural frequency of the structure (blue curve on Figure 3.11c), but in
the range of Reynolds numbers slightly shitted to low Reynolds numbers, compared with results
of reference obtained in Ref. [104]. At Re = 125 the solution bifurcates to the vortex shedding
oscillations regime, with a Strouhal number close to the value obtained on the equivalent fixed
case. The hysteric cycle, related to the sub- or suprecritcal nature of this bifurcation has not been
investigated in the present computations.

The topology of the flow solutions are investigated showing the instantaneous vorticity fields on
Figure 3.12. As expected from literature in this range of Reynolds numbers( [149]), the cylinder
wakes exhibit the two flow patterns, called 2S and C(2S), for classical von Karman vortex street
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and coalescing wake, respectively. The (2S)→(C(2S)) and the (C(2S))→(2S) transitions are rather
well predicted by the IBM solver at critical Reynolds numbers in a range 75, 82.4 and in the range
90, 105, respectively. In Ref. [104], the same transitions are obtained at critical Reynolds numbers
in a range 84.2, 86, 82.4 and in the range 100, 110, respectively. The transition between different
regime are observed between vortex shedding oscillations and lock-in regimes.

Figure 3.12.: Maximum values of the vetical displacement as function of the Reynolds number and corresponding
characteristicwake flow patterns. (�) Present results, (–) results of [104] lower branch, (- -) results of [104]
upper branch
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Chapter 4
Simulations of turbulent
flows

In this chapter we extend the method presented in the former chapter to turbulence modelling.
Hybrid models have received attention in the last decade for industrial studies. Native OpenFOAM
DDES and IDDES models are incorporated into the new IBM PISO algorithm. As a first attempt
to model the thin boundary layers around the obstacles without resolving the viscous laminar
near-wall region, wall-functions are integrated, and the IBM modified accordingly. The wall
distance, which is not straightforwardly available when using IBM, is derived from the location
of the Lagrangian points. Simulations of turbulent flows past academic configurations is used to
validate the methodology.
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4.1. The available turbulence models in OpenFOAM
To allow a large diffusion of the work into the OpenFOAM users community, OpenFOAM turbulence
models have been considered. More specifically hybrid models based on DDES and IDDES have
been considered in this work. The aim of this section is to present the main characteristics of these
models. For further details, the reader is invited to refer to the review paper of Spalart [124].

4.1.1. The Delayed Detached Eddy simulation model (DDES)
As mentioned in the Introduction, the high numerical cost associated with the use of LES models to
simulate boundary-layer flows has led to the development of hybrid models. These models attempt
to combine both aspects of RANS and LES methodologies. In openFOAM, the model is the DES
of Spalart et al. [126], later extended to DDES. The DES model combines, a RANS model within
the regions near solid boundaries where the turbulent length scale is smaller than the grid size, with
a LES model as the turbulent length scale exceeds the grid size. It is here based on the RANS
Spalart-Allmaras model [123], in which the distance function d, defined as a turbulence length
scaleis a RANS model close to walls, otherwise a Smagorinsky-like LES closure is employed.

In particular, the Spalart Allmaras model was specifically designed fo aerospace applications
involving wall-bounded flows, and has been shown to provide good results for boundary-layers with
adverse pressure gradients.

The model is relatively simple and solves the following modeled transport equation for a viscosity-
like variable ν̃ proportional to the kinetic turbulent eddy viscosity νt:

∂ν̃

∂t
+uj

∂ν̃

∂xj
= cb1(1−ft2)S̃ν̃−[cw1fw−

cb1
κ2 ft2]( ν̃

d
)2+ 1

σ
[ ∂
∂xj

((ν+ν̃) ∂ν̃
∂xj

)+cb2
∂ν̃

∂xi

∂ν̃

∂xi
] (4.1)
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with :

χ = ν̃

ν
(4.2)

S̃ = fv3Ω + ν̃

κ2d2 fv2 (4.3)

Ω =
√

2WijWij (4.4)

Wij = 1
2(∂ui
∂xj
− ∂uj
∂xi

) (4.5)

fv2 = 1
(1 + fracχcv2)3 (4.6)

fv3 = (1 + χfv1)(1− fv2)
(χ) (4.7)

fw = g[ 1 + c6
w3

g6 + c6
w3

]
1
6 (4.8)

g = r + cw2(r6 − r) (4.9)

r = min[ ν̃

S̃κ2d2 , 10] (4.10)

ft2 = ct3e
−ct4χ2

(4.11)

cw1 = cb1
κ2 + 1 + cb3

σ
(4.12)

and where the turbulent eddy viscosity is derived from µt = ρν̃fv1, with

fv1 = χ3

χ3 + C3
v1

(4.13)

The constants are fixed to : cv2 = 5, cb1 = 0.1355, σ = 2
3 , cb2 = 0.622, κ = 0.41, cw2 = 0.3,

cw3 = 2, cv1 = 7.1, ct3 = 1.2, ct4 = 0.5
The boundary conditions are defined as :

νt,wall = 0 (4.14)

ν̃farfield = 3ν∞ : to : 5ν∞ (4.15)

In DES, the distance function is modified as :

d̃ = min[d,CDES∆] (4.16)

where CDES is a constant taken equal to 0.65, and ∆ is the largest dimension of the local grid cell.
For structured grids, ∆ is the largest grid spacing over all three directions.

This approach has been later improved by Spalart et al. [125] for turbulent flows with thick
boundary-layers and mild separation regions. For these flows, the wall distance can be much larger
than the cell dimension (and then the LES mode is activated), but the cell is still within the boundary
layer. This can occur when the mesh is gradually refined, and the dimensions of the cell parallel to
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the wall becomes smaller than the wall distance. The LES, not adapted to solve the equations on the
stretched grid of the boundary layer (suited for the RANS model) then reduces the eddy viscosity
below the RANS level, and solves the Reynolds stresses deriving from velocity fluctuations. These
stresses reduce the skin friction, which can lead to a too early separation of the flow. In order to
make the model less dependent on the mesh, Spalart et al. [125] proposed a new DES model,
called DDES for Delayed DES, which rely on a modification of the DES length scale. The main
idea of DDES is to include the molecular and turbulent viscosity information into the switching
mechanism to delay this switching in boundary layers.

The new DES length scale reads :

rd = νt + ν√
∂iuj∂iujκ2d2 (4.17)

fd = 1− tanh((8rd)3) (4.18)

d̃ = d− fd max(0, d− CDES∆) (4.19)

This function has been calibrated on a flat-plate boundar- layer (see in Spalart et al. Spalart et al.
[125] ) in order to have a RANS behaviour in the boundary layer and a LES behaviour elsewhere.

The calculation of d in the IBM framework will be detailed thereafter.

4.1.2. The improved DDES model (IDDES)
The Improved DDES model developped by Shur et al. [118] is also proposed in OpenFOAM.
It offers a way to combine the capabilities of the wall modeled LES (WMLES) and the DDES
defined above with the goal to guarantee a correct matching between the modelled and the simulated
log-layer.

Central to this model is a new definition of ∆, which includes explicitly a wall distance dependency
(through wall-normal direction) and not only the local characteristics of the cells like in DDES.
The modification tends to depress ∆ near the wall, and gives it a steep variations, which induces
instabilities, increasing the resolved Reynolds stress. Other features of the model are related with
the introduction of new empirical functions which address log-layer mistmatch, and the bridge
between wall-resolved and wall-modeled DES.

The new functions read:

d̃ = f̃d(1 + fe)d+ (1− f̃d)CDES∆ (4.20)

∆ = min{max[Cw max(∆x,∆y,∆z), Cwd,max(∆xf · n)],max(∆x,∆y,∆z)} (4.21)

f̃d = max(1− fd, fB) (4.22)

fd = 1− tanh((8rd)3) (4.23)

with Cw = 0.15 is a constant of the model (based on wall-resolved LES of the channel flow with
the Smagorinsky SGS model), n(nx, ny, nz) is the normal to the wall, ∆xf is the vector composed
by the distances between each surface center of the cell, and fB a blending function which varies
from 0 to 1 in order to switch between RANS (fB = 1.0) and LES (fB = 0).
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4.2. IBM and turbulence models implementation

4.2.1. The IBM PISO solver for the Reynolds-averaged Navier-
Stokes equations
The 4 steps procedure of PISO algorithm introduced in Chapter 2 are modified at each time step n
as follows ( · denotes averaged quantities):

i. Predictor step:

A. An estimate averaged velocity û is obtained by solving the Reynolds-averaged Navier–
Stokes equations (including the Reynolds stress tensor τ , see chapter1) but without any
IBM force term, and using the averaged pressure p computed at the previous time step
n− 1 :

∂û
∂t

+∇ · (û û) = −∇p+ 1
Re
∇2û−∇ · τ (4.24)

B. The calculation of the IBM force Fs is detailed in 2.2.2. It is calculated on the Lagrangian
markers using û (Eq. 4.24), and its values spread on the Eulerian mesh to calculate f (Eq.
2.20).

C. A new averaged velocity u?,1 is calculated from the Reynolds-averaged equations ac-
counting now the immersed boundary force term f calculated using the estimate averaged
velocity û:

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 + f(û)−∇ · τ (4.25)

u?,1 is the guess value of the averaged velocity in the iterative PISO loop

ii. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

A. At each sub-iteration, an averaged pressure field p?,m is calculated from the following
Poisson equation :

∇2p?,m = −∇ · (u?,m∇u?,m) +∇ · f(û) (4.26)

B. The velocity field is thus corrected using:

u?,m+1 = g
(
u?,m, ∇p?,m, f(û)

)
(4.27)

where g as well as all discretized operators used in the algorithm are defined in Annex B.

iii. End of the PISO loop:
The averaged velocity and pressure are finaly updated at time n+ 1:

un+1 = u?,M−1 (4.28)

pn+1 = p?,M−1 (4.29)
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iv. Final step:
The Reynolds stress tensor, τ , is recomputed according to the new value of the averaged
velocity, un+1. This is done using the Boussinesq hypothesis (Eq. 1.48), where νt is derived
from the Spallart-Allmaras transport equation for ν̃ (Eq. 4.1).

4.2.2. IBM - DDES and IBM - IDDES implementation
The DES model introduced in Sec. 4.1.1 requires the calculation of the distance to the wall, d, for
each Eulerian grid point of the computational domain. In IBM, d becomes dIBM .

4.2.2.1. Estimate of the wall distance dIBM

In a flow configuration where the obstacle is fixed, this calculation can be done once at the beginning
of the simulation (before the time loop). For each Eulerian cell j, dIBMj is defined as a minimum
distance between this point and all Lagrangian markers S as:

dIBMj = min
S
|xj −XS | (4.30)

When the obstacle is moving, this would have to be done at each time step. To save CPU time, we
slightly improved the procedure by limiting this calculation to a set of Eulerian points within a flow
region, denoted (Dx, Dy, Dz), and defined by the user around the obstacle, as shown on Figure
4.1. For the Eulerian points located outside this flow region, the distance is approximated by the
distance to the center of the structure X0, avoiding thus the loop on the set of Lagrangian markers.
The same procedure is applied in DDES.

Figure 4.1.: Sketch of the zone around the obstacle involved in the calculation of the distance to the wall..

4.2.2.2. IDDES implementation

In IDDES, the normal to the wall has also to be defined at each Eulerian point (Sec.4.1.2). To do so
in IBM, a connectivity table is created, and the normal nS is calculated on each Lagrangian marker
S such that:

nS =
N∑
s

(Xs+2 −XS)⊗ (Xs+1 −XS) (4.31)
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with N the number of neighboring points of the Lagrangian marker S, and ⊗ defines the cross
product. The calculation of different normals to the wall is illustrated on Figure 4.2.

Figure 4.2.: Normal to the wall.

To estimate this normal on the Eulerian point, a loop over all Lagrangian markers is used to find
the closest one. The normal is finally normalized, and incorporated into the computation of ∆ (Eq.
4.21). As in the computation of d, this loop is limited to the Eulerian points located within the
flow region (Dx, Dy, Dz). Outside, we have max(∆xf · n) << Cwd, and the computation of the
normal is not required.

4.2.3. Wall function implementation
The Spalart-Allmaras model implemented in OpenFOAM is a high-Reynolds number model that
requires to solve the near-wall boundary layer developping around the obstacle. That requires small
values of y+ , typically y+ . 4, leading to a high concentration of grid cells in the vicinity of
the wall, at moderate to high Reynolds numbers. For complex geometries, that leads to design
meshes as resolved as a for a body-fitted approach (see an example on Figure 4.3), without however
reaching the accuracy of this approach. Furthermore, configurations with moving structures become
easily unaffordable in terms of cpu cost.

Figure 4.3.: Example of refined mesh around a VKI-LS59 turbine-rotor cascade using Immersed Boundary Method (see
Ref [17] )

In this context, we decided, as a first attempt, to implement a wall function technique (see Chapter
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1), based on the law of the wall proposed by Launder and Spalding [61] . However, this approach
being not suited to take in account pressure gradient effect, it will not be used in the configurations
of flows around solid obstacles. It is presented here as a proof of concept showing the capacity of
the method to deal with such a technique.

Using each Lagrangian marker and its associated normal (as shown on Figure 4.4), a point is defined
inside the log-layer thanks to an offset (defined by the user). This new set of points will be used
to interpolate variables, and thus to impose the boundary conditions. We also define 2 tangents in
order to implement the wall function. In particular, in 3D, we need to define two tangents at each
Lagrangian marker S. The first one, t1, is defined as the distance vector between the Lagrangian
marker S and its first neighbourg in the connectivity table described in Sec. 4.2.2. The second one,
t2, is defined as the cross product between the normal n and t1.

t1,S = XS+1 −XS (4.32)

t2,S = nS ⊗ t1,S (4.33)

Figure 4.4.: Sketch showing the normal, n, and the tangents, t1 and t2, at the surface at the Lagrangian marker.

The PISO algorithm is modified to accomodate the wall function in the computation. It reads for
each time step n as :

i. Predictor step:

A. An estimate averaged velocity û is obtained by solving the Reynolds-averaged equations
without any force term, and using the averaged pressure p computed at the previous time
step n− 1 :

∂û
∂t

+∇ · (ûû) = −∇p+ 1
Re
∇2û−∇ · τ (4.34)

B. Predictor step for the wall function:

C. An interpolate velocity on the sth Lagrangian markers inside the log layer is calculated
thanks to the interpolation function 2.8 Ulog,s = I[un]s

D. We define the following gradients at the wall :
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dUt1
dxn

= Ulog,s.t1,s − Uwall,s.t1,S
‖ (Xs + ywall · ns)−Xs ‖

(4.35)

dUt2
dxn

= Ulog,s.t2,s − Uwall,s.t2,S
‖ (Xs + ywall · ns)−Xs ‖

(4.36)

with:

• Ulog,s and Uwall,s the velocities at the sth Lagrangian marker inside the log-layer and
on the surface of the structure, respectively

• ywall is the cell dimension in the normal direction (ns · ∆), and corresponds to the
distance from the wall where the model will be computed. This point must be located
within the log-layer region (y+ ≥ 30) and thus the grid size is chosen accordingly.

E. The wall shear stress τwall and friction velocity are computed as:

τwall = ν ∗
√

(dUt1
dxn

)2 + (dUt2
dxn

)2 (4.37)

Uτ =
√
τ

ρ
(4.38)

F. Then the predicted value of ŷ+ = ywall∗Uτwall
ν is computed

G. Corrector step for the wall function, for the sub-iterations a = 1 to A, and up to conver-
gence:

H. τawall is re-evaluated thanks to the y+,a value is computed assuming that the point used to
compute the wall model is located inside the log-layer thanks to the following formula:

τwall = κ ∗Ulog,s

log(E ∗ y+) (4.39)

where :

• κ = 0.41 is the Von Kármán constant.

• E = eκ∗B is a constant with B ' 5.

I. Then the value of y+,a =
ywall∗Uτa

wall
ν is updated

J. The calculation of the IBM force Fs is then done using the following expression:

Fn
s = Ud

s − I[û]s
∆t · ns + τAwall

‖ (Xs + ywall · ns)−Xs ‖
·

Ulog,s.t1,s + Ulog,s.t2,s
‖ Ulog,s.t1,s + Ulog,s.t2,s ‖

(4.40)

K. The calculation of the IBM force is spread on the Eulerian mesh to calculate f (Eq. 2.20).
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L. A new averaged velocity u?,1 is calculated from the Reynolds averaged equations account-
ing now the immersed boundary force term f :

∂u?,1

∂t
+∇ · (u?,1u?,1) = −∇p+ 1

Re
∇2u?,1 + f(û)−∇ · τ (4.41)

u?,1 is the guess value of the velocity in the iterative PISO loop

ii. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

A. At each sub-iteration, a pressure field p?,m is calculated from the following Poisson
equation :

∇2p?,m = −∇ · (u?,m∇u?,m) +∇ · f(û) (4.42)

B. The velocity field is thus corrected using:

u?,m+1 = g
(
u?,m, ∇p?,m, f(û)

)
(4.43)

where g as well as all discretized operators used in the algorithm are defined in Annex B.

iii. End of the PISO loop:
The velocity and the pressure are finaly updated at time n+ 1:

un+1 = u?,M−1 (4.44)

pn+1 = p?,M−1 (4.45)

iv. For the points inside the log layer we correct the turbulent kinematic viscosity as following:

νt = τAwall
∂u
∂y

= κywall

√
τAwall (4.46)

v. Final step:

The Reynolds stress tensor, τ , is recomputed according to the new value of the averaged
velocity, un+1. This is done using the Boussinesq hypothesis (Eq. 1.48), where νt is derived
from the Spallart-Allmaras transport equation for ν̃ (Eq. 4.1).

4.3. Validation test-cases
The numerical methodology presented above is validated on well documented academic test cases.
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4.3.1. Near-wall resolved simulations of the turbulent flow past
a fixed cylinder
We consider the flow around a circular cylinder in the subcritical regime at Reynolds number
Re = 3900. This flow configuration corresponds to the well-documented ERCOFTAC benchmark
as detailed in Breuer [7] . The von Karman vortex street at this Reynolds number already exhibits
most of the characteristic features of industrial applications. Even though this test case is defined
by a simple geometry, it is fully three-dimensional and unsteady, including transition regions to
turbulence as well as flow separations along the sidewall. Therefore, it is identified as a relevant test
case for the assessment of the IBM solver to perform simulations of complex turbulent flows. At this
moderate Reynolds number, the flow is subcritical i.e., the boundary layers at the cylinder exhibit
laminar separation and the transition takes place in the free shear layers. Therefore any DES model,
which works in RANS mode in the near wall region, is expected to provide reliable results. Here,
the Delayed Detached Eddy Simulation with the OpenFOAM implementation presented above is
used.

4.3.1.1. Computational details

The center of the cylinder is the origin of the domain at (0, 0). The dimensions of the computational
domain are [5D, 15D]× [−10D, 10D]× [−1.57D, 1.57D] in the streamwise (x), vertical (y) and
spanwise (z) directions, Figure 4.5. The flow periodicity was assumed to be in the spanwise
direction. Inflow, outflow, upper and lower sides of the domain are defined as shown Figure 2.1.

Figure 4.5.: Computational domain decomposition and grid spacings (with k the cell-to-cell stretching
ratio). (x, y)-plane (top) and spanwise direction (bottom).
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A rather coarse mesh of 4 millions grid cells has been considered (most of the CFD references of
the literature consider between 5 to 10 millions of grid cells) in order to assess the capabilities of
the code in capturing the main coherent structures developing in the wake. The domain has been
discretized in 15 elements in the spanwise direction, leading to very elongated computational cells
in the z-direction. No wall function is used, so the mesh is refined near the cylinder wall (y+ . 4
in wall units) and in the wake, as shown on Figure 4.5. The time-step is equal to 10−3D/u∞ and
computations have been run over a time interval of 460D/u∞ corresponding to about 90 shedding
periods.

DDES computations have been performed both with the new IBM PISO solver and with the classical
body-fitted approach. In somes cases, additional computations have been carried out using the native
IDDES model of OpenFOAM to show the impact of the turbulence modelling on the simulation.

4.3.1.2. Results

The analysis of the main flow features indicates that a reasonably high level of precision in the flow
prediction has been achieved using the new IBM solver.

Figure 4.6 shows the contours of the vorticity magnitude predicted by the new IBM solver (Figures
4.6 a, b) and the classical body fitted approach (Figure 4.6 c). These results are compared to results
of reference obtained from LES (Figure 4.6 d) and by PIV in experiment (Figure 4.6 e). Although
being rapidly dissipated in the wake due to the stretching of the mesh , the IBM computations
exhibit the first vortices of the well-known von Karman vortex street with periodic vortex shedding.
The picture clearly shows the transition to turbulence takes place in the free shear layers in the
very near wake. The IBM DDES results are qualitatively very closed to those obtained using the
body-fitted solver. By comparing now with the results of reference, the IDDES model clearly
improves the quality of the results as shown on Figure 4.6.
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Figure 4.6.: Snapshot of instantaneous contour of the vorticity magnitude ranging from -10 to 10 at Re = 3900. IBM
DDES (a), IBM IDDES (b), Body fitted DDES (c), LES from Parnaudeau et al. [91] (d), PIV from Parnaudeau
et al. [91] (e).

Typical time histories of the computed lift coefficient CL and drag coefficient CD are plotted
on Figure 4.7. Both show cyclic oscillations due to the vortex shedding phenomenon and high-
frequency turbulent fluctuations. The mean drag and rms lift coefficients as well as the Strouhal
number are in agreement with numerical and experimental data available in the literature, as shown
on Table 4.1. The mean separation angle is also very well predicted by the model that shows its
capacity to deal with boundary layer separation.
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Figure 4.7.: Lift CL and drag CD coefficients time histories. IBM IDDES results at Re = 3900.

Table 4.1.: Rms lift, mean drag coefficients, Strouhal number and mean separation angle for 3D flow past a fixed cylinder
at Re = 3900. Numerical and experimental data from the literature are provided for comparison.

CLrms CDmean St θmean
Present DDES-SA(Re = 3900) 0.2593 1.0389 0.2108 89.89
Present IDDES-SA(Re = 3900) 0.1119 0.9424 0.221 89.92

Parnaudeau et al. [91] PIV - - 0.21 -
Lourenco and Shi [67] PIV - 0.99 0.21 -

D’Alessandro et al. [15] [OpenFOAM SA-IDDES] 0.1458 1.0235 0.222 87
D’Alessandro et al. [15] [OpenFOAM NLDES] 0.3832 1.1751 0.217 88.99
D’Alessandro et al. [15] [OpenFOAM SA-DES] 0.4248 1.2025 0.215 89.28
D’Alessandro et al. [15] [OpenFOAM v2-f DES] 0.1088 0.9857 0.214 86.40

Mittal and Moin [82] LES - 1 0.22 87
Kravchenko and Moin [60] - 1.04 0.21 88

First and second-order flow statistics are shown together with experimental data and other Open-
FOAM results of the literature. The overall agreement is very good as shown by the iso-contours of
the mean streamwise and cross-flow velocity on Figures 4.8 and 4.9. In particular, comparisons
between the new IBM solver and the original solver of OpenFOAM based on a body-fitted approach
show an excellent agreement. Both models well predict the peak of the mean streamwise velocity
on the centerline but slightly more upstream behind the cylinder than in the LES simulations and
experiments of Parnaudeau et al. [91] . This feature with OpenFOAM simulations is already
mentionned in D’Alessandro et al. [15] . We can assume that it is due to the native DDES model
which predicts an earlier breakdown to turbulence than in the predictions of Parnaudeau et al. [91] ,
leading on thus an earlier vortex shedding. Unfortunately, IBM IDDES statistics seem to be not
converged yet.
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Figure 4.8.: Snapshot of the mean velocity contours on streamwise direction ux at Re = 3900. IBM DDES (a), IBM
IDDES (b), Body fitted DDES (c), LES Parnaudeau et al. [91] (d), PIV Parnaudeau et al. [91] (e).

As confirmed by the variance of the streamwise velocity and the covariance of the velocity fluctua-
tions contours < u′u′ > and < u′v′ > respectively, on Figures 4.10 and 4.11. Both Figures show
a symmetry around the centerline with two saddle points in eithers sides of the centerline (with

different signs on each sides of the centerline for uy and <
︷︸︸︷
u′v′ >). As previously mentionned,

the peaks are located behind the cylinder but more upstream than in the data of the literature. This
feature was also observed on the vorticity snapshots Figure 4.6, where the DDES models predict an
earlier shedding whereas, the IDDES model better compares with the predictions of Parnaudeau
et al. [91] .

Despite the lack of convergence the mean streamwise velocity profiles (Figure 4.13) are rather
well predicted, both in the wake centerline and at three locations in the wake. The results show a
particuarly satisfactory agreement with the PIV measurements of Lourenco and Shi [67] , with a
good estimate of the mean streamwise length of the recirculation zone (corresponding to negative
velocity values) and of the U-shape of the profiles. It is noteworthy to notice that the present
results match well the body-fitted results obtained with the same turbulence model meaning that
the IBM correctly reproduces the solid boundary. The same overall agreement is obtained on the
streamwise Reynolds stress in the near wake, Figure 4.12. The overestimate of the streamwise
velocity fluctuations at x = 1.06D and around y = 0 , and so of the turbulence intensity, should be
related to an early numerical transition to turbulence in the thin shear layers behind the cylinder
leading to their shortening. This is supported by the snapshot of vorticity on Figure 4.6.
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Figure 4.9.: Snapshot of the mean velocity contours on cross-flow direction uy at Re = 3900. IBM DDES (a), IBM
IDDES (b), Body fitted DDES (c), LES Parnaudeau et al. [91] (d), PIV Parnaudeau et al. [91] (e).

Figure 4.10.: Snapshot of the variance of the streamwise velocity fluctuation contours < u′u′ > at Re = 3900. IBM
DDES (a), IBM IDDES (b), LES Parnaudeau et al. [91] (c), PIV Parnaudeau et al. [91] (d).
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Figure 4.11.: Snapshot of the covariance of the velocity fluctuation contours < uv > at Re = 3900. Present IBM DDES
(a), present IBM IDDES (b), LES Parnaudeau et al. [91] (c), PIV Parnaudeau et al. [91] (d).

Figure 4.12.: Resolved streamwise Reynolds stresses at different locations in the wake region. (–) Present simulation
IBM-DDES, (�) PIV Parnaudeau et al. [91] , (4)PIV Lourenco and Shi [67] , (- -)OpenFOAM DES
D’Alessandro et al. [15] , (- -) OpenFOAM IDDES D’Alessandro et al. [15]
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Figure 4.13.: Mean streamwise velocity profiles in the wake centerline (top) and at three locations in the near wake
(bottom). (–) Present simulation IBM-DDES, (–) Present simulation DDES body-fitted, (�) PIV Parnaudeau
et al. [91] , (4)PIV Lourenco and Shi [67] , (- -)OpenFOAM DES from D’Alessandro et al. [15] , (- -)
OpenFOAM IDDES from D’Alessandro et al. [15]

4.3.2. Simulation past a sphere
To test the method in a more challenging 3D geometry, the flow past a fixed sphere has been
simulated at Re = 10000 using the new IBM IDDES solver implemented in OpenFOAM At this
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Reynolds number, the turbulent flow is subcritical in the sense that the shear layers remain laminar
at separation whereas the flow becomes turbulent in the wake.

The flow dynamics is known to be complex. Hairpin-shaped vortices are periodically shed with a
shedding orientation depending on the time and thus the flow becomes asymmetric.

4.3.2.1. Computational details

The mesh used is described Sec. 2.4.2.1, and refers to the domain 2 withH = 32.

4.3.2.2. Results

The analysis of the main flow features indicates that a reasonably high level of precision in the flow
prediction has been achieved using the new IBM solver.

Figure 4.14 shows the topology of the vortex shedding predicted by the new IBM IDDES solver
(Figure 4.14a), by experiment (Figure 4.14b), by LES (Figure 4.14c) and finally by DNS (Figure
4.14d).

Although being less resolved than the data of reference of the literature, the IBM-IDDES solution
qualitatively shows the same features than the experiment of Sakamoto [113] .

Figure 4.14.: Instantaneous patterns of vortex shedding in the wake region of a sphere at Re = 104. a) Present simulation
IBM-IDDES (Q criterion), b) Sakamoto [113] Exp., Rodriguez et al. [108] DNS (Q criterion) and d) Yun
et al. [150] LES (using vortex identification method by Jeong and Hussain [52] )
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More quantitatively, the main flow parameters along with the experimental measurements and
simulations results of the literature are summarized in table 4.2. A satisfactory agreement is found.
The mean drag coefficient CDmean is only 1% larger than the DNS value.The Strouhal number is
in the range of the values obtained from experiments, and close to the value obtained by the DES
simulation of Constantinescu and Squires [11] using a 2nd-order scheme for the convective terms
similar to ours. The recirculation length L/D is also found in agreement with a value l 5% lower
than the LES of Yun et al. [150] .

Table 4.2.: Mean drag coefficient CDmean, Strouhal number St, and mean recirculation length L/Dfor 3D flow past a
fixed sphere at Re = 104. Numerical and experimental data from the literature are provided for comparison.

CDmean St L/D

Present IDDES-SA(Re = 104) 0.4051 0.1886 1.3
Achenbach [1] Exp. - 0.15 -

Sakamoto [113] Exp. - 0.19 -
Rodriguez et al. [108] DNS 0.402 0.195 1.657

Stadler et al. [127] DNS - 0.21 1.475
Yun et al. [150] LES 0.393 0.17 1.364

Constantinescu and Squires [11] LES 0.393 0.195 1.7
Constantinescu and Squires [11] DES 2ndorder 0.44 0.185 -
Constantinescu and Squires [11] DES 5thorder 0.397 0.2 -

The time histories of the computed lift coefficient CL and drag coefficient CD are plotted on Figure
4.15 . Both show cyclic oscillations due to the vortex shedding phenomenon.

Figure 4.15.: Temporal evolutions of CD (full line) and CL (dashed line) for the 3D flow past a sphere at Re = 104

In order to analyse the flow more in details, the mean streamwise velocity u, the streamwise
Reynolds stress < u′u′ > and the primary Reynolds shear stresses < u′v′ > profiles are plotted at
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different locations in the wake on Figures 4.16, 4.18 and 4.17, respectively. They are compared
to the simulations of Constantinescu and Squires [11] , Rodriguez et al. [108] and Stadler et al.
[127] .

If the IBM IDDES solver is able to reproduce the good trend in the profiles, there is in this stage of
development no agreement. At x/D = 0.6 and x/D = 0.83, there is a switch upstream in the flow
of the locations of both the velocity drop Figures 4.16 and the turbulent peak Figures 4.18 and 4.17,
from y/D ' 0.58 for the present simulations to y/D ' 0.64 on the simulations of reference. This
difference is most likely coming from the rather poor resolution used in the present simulation in
the near wake, associated to differences in the discretization of the convective terms, which is of
5th-order in the simulations of reference, compared to 2nd − order in the present solver.

Figure 4.16.: Streamwise velocity at different locations in the wake . (-) Present IBM-IDDES, (◦) DES from Constantinescu
and Squires [11] , (◦) LES from Constantinescu and Squires [11] , (◦) RANS-SA from Constantinescu and
Squires [11] , (N) DNS from Rodriguez et al. [108] , (N) DNS from Stadler et al. [127] . Flow past a sphere
at Re = 10000.

Figure 4.17.: Streamwise Reynolds stresses at different locations in the wake. (-) Present IBM-IDDES, (N) DNS from
Rodriguez et al. [108] , (N) DNS from Stadler et al. [127] . Flow past a sphere at Re = 10000.
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Figure 4.18.: Primary Reynolds shear stresses at different locations in the wake. (-) Present IBM-IDDES, (◦) DES from
Constantinescu and Squires [11] , (◦) LES from Constantinescu and Squires [11] , (◦) RANS-SA from
Constantinescu and Squires [11] . Flow past a sphere at Re = 10000.

4.3.3. Validation of the wall-function approach
In this thesis, we lay the foundations for the coupling of a wall boundary-layer model with the new
IBM solver. The basic wall-function model presented in Chapter 1 is known to be not suited for the
flows under consideration in this work, but it allows us to investigate such kind of coupling in the
IBM framework.

To validate our implementation, we consider hereafter the simple flow (without pressure gradients)
over a flat plate, as illustrated on Figure 4.19. The Reynolds number based on the plate length L is
equal to Re = 106.

Figure 4.19.: Sketch of the flow configuration over a flat plate.

4.3.3.1. Computational details

The computational domain sizes as [0, 1.5L]×[0, L] in the streamwise (x) and vertical (y) directions.
It is extended of 0.5L upstream to the plate in the streamwise direction with a slip condition to
avoid a strong perturbation at the edge of the plate.
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IBM simulations with or without a wall-function are performed on four grids shown Figure 4.19
corresponding to various resolutions of the boundary layer: ∆y = 0.0032 for the grid 1 (G1),
∆y = 0.02 for the grid 2 (G2) and ∆y = 0.0016 for the grid 3 (G3) near the wall with a cell to
cell stretching factor of k = 1 on the y direction and a ∆x = 0.02. The grid G4 has a resolution of
∆y = 2.353e−5 near the wall with a cell to cell stretching factor of k = 1.02 on the y direction and
a ∆x = 0.02.

For comparisons, computations are also performed using the body-fitted approach of OpenFOAM.
In these computations, the boundary layer is either modeled, using the OpenFOAM native wall-
function (called nutUSpaldingWallFunction) for the grids (G1, G2) or is resolved, using a very
fine mesh (G4) corresponding to y+ ' 1 at the plate.

Figure 4.20 shows the streamwise evolution of y+ for various simulations. In the classical body-
fitted model, the wall-function is applied at the center of the cell whereas in our IBM it is applied
at the side of the first cell, corresponding to ywall = ∆y, ∆y being the vertical dimension of the
first cell close to the wall. As a consequence, the same grid does not lead to the same values of y+

independing on the numerical model which is used (body-fitted versus IBM). With the grids G1
and G2, Figure 4.20 shows that the wall-function is applied on a point located within the log-layer
region, and outside the inner boundary-layer. However, IBM simulations performed with or without
wall-function on these grids lead to the same values of y+. On the finer G3 grid, the IBM leads
to similar values of y+ obtained with the body-fitted model on the G2 grid. Finally, body-fitted
and IBM simulations on the finest grid G4 without wall-function lead to similar values of y+, all
smaller than 1. Thus, in these simulations, the inner boundary layer is well-resolved.
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Figure 4.20.: Streamwise evolutions of y+ for the flow over the flat plate at Re = 106 and for different grids. Simulations
with wall-function on G1 and G2 grids: with IBM (• and �) and body-fitted model (• and �). IBM simulation
with wall-function on G3,(>). Simulations without wall-function on G4: with IBM (�) and body-fitted model
(�).

4.3.3.2. The flow structure

The evolution of the friction coefficient and velocity profile along the plate are plotted for the
different simulations together with data of reference of the literature on Figures 4.21 and 5.4,
respectively.

For x/L & 0.2 all simulations tend to the turbulent skin friction evolution given by Schlichting
[114] . Even for coarse meshes simulations (first point within the log-layer), the Cf evolution is
rather well predicted. In addition, at the same resolution, IBM and body-fitted approach with wall
function provide very close results showing the correct implementation of the wall-function in the
IBM solver.

It is worth to note that in wall-resolved simulations (G4 grid, without wall-function), body-fitted
and IBM behave similarly wi . In an upstream part of the floand delay the breakdown to turbulence
and delay the breakdown to turbulenceand delay the breakdown to turbulencew (x/L . 0.15), the
friction coefficient is close to the laminar value provided by the blasius friction law.

Finally and as expected, simulations on the coarse G1 grid without wall function predict an
unconsistent result (Figure 4.22 ), confirming the necessity to use such an approach when the
boundar- layer is not resolved.
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Figure 4.21.: Streamwise evolution of the friction coefficient along the plate at Re = 106. Simulations with wall-function
on G1 and G2 grids: IBM (• and �), and body-fitted model (• and �). IBM simulation with wall function on
G3 grid (>). Simulations without wall function on G4 grid: IBM (�) and body-fitted model (�). Turbulent
skin friction from Schlichting [114] Cf = 0.0592

Re
1/5
x

(-). Laminar skin friction (Blasius friction law) Cf = 0.64
Re

1/2
x

(- -) .

The same trend is observed on the vertical velocity profiles, Figure 5.4. All simulations are able to
reasonnably predict the velocity profile shape. When the viscous sublayer is not resolved (G1, G2
and G3 grids) the velocity profile is rather well predicted within the log layer. In the near wall
resolved simulations (G4 grid), both the IBM and body-fitted model are able to describe the inner
sublayer.

Former simulations lead to different values of turbulent viscosity across the boundary layer, as
shown on Figure figure 4.24 at x/L = 0.95. The disagreement between body-fitted and IBM
simulations is large when wall-functions are used with the coarsest grids. On the finest G4 grid,
both simulations are closer but the body-fitted approach continues to predict a higher peak of νt
within the boundary layer.

As a conclusion, wall-function has to be impemented into the IBM solver when the mesh is coarse.
A rather fine mesh is however required as the first point must be located into the log region of the
boundary layer. In this case, present results show that a rather accurate estimate of the skin friction
through the IBM forcing is then possible.

113



Figure 4.22.: Streamwise evolution of the friction coefficient along the plate at Re = 106 on the coarsest G1 grid: IBM
without wall-function (•), turbulent skin friction from Schlichting [114] Cf = 0.0592

Re
1/5
x

(-) and laminar skin

friction (Blasius friction law) Cf = 0.64
Re

1/2
x

(- -).

Figure 4.23.: Vertical velocity profiles at x/L = 0.95 for the flow over the plate at Re = 106. Simulations with wall-
function on G1 and G2 grids: IBM (• and �), and body-fitted model (• and �). IBM simulation with wall
function on G3 grid (>). Simulations without wall function on G4 grid: IBM (�) and body-fitted model (�).
Sub layer profile u+ = y+ (-) and log-layer profile u+ = 1

κ log(y+) + C (–).

114



Figure 4.24.: Vertical turbulent viscosity profiles for the flow over the plate atRe = 106 and x/L = 0.95. Simulations with
wall-function on G1 grid: IBM (•) and body-fitted model (•). IBM simulation with wall-function on G3 grid
(>). Near wall-resolved simulations (without wall-function) on G4 grid: IBM (�) and body-fitted model (�).
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Chapter 5
Linearized direct and
adjoint solvers in the
IBM PISO of OpenFoam

The control of VIV will require the determination of the the sensitivity of the flow to base-flow
and force modifications. In this chapter, we describe the implementation and the validation of
a linearized Navier-Stokes and of a discrete adjoint solver in the new IBM PISO algorithme
developped in OpenFOAM. As a step towards the theoretical control of VIV, this chapter discusses
the implementation and the validation of linearized direct/adjoint Navier-Stokes solvers developed
in OpenFOAM and building on the novel IBM PISO algorithm. The related solutions are used
to assess the sensitivity to a small external forcing of the instability mechanism responsible for
the onset of VIV. For the flow past a fixed cylinder at Re = 100, the obtained results are in good
agreement with the reference results of the literature.
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5.1. Implementation of direct and adjoint equations
in the IBM PISO solver
It is generally accepted that the origin of VIVs is in a global instability of the coupled flow-cylinder
system arising at low Reynolds number ( see Ref [12] ,[77],[83] among others). A possible approach
to control VIVs is thus to manipulate the instability properties to either mitigate VIVs (which can
be done either by reducing the related growth rate, or by bringing the instability eigenfrequency
closer to the structural frequency) or enhance them (either by increasing the growth rate or shifting
the instability eigenfrequency away from the structural frequency). For pure flow systems, there
exists rigorous theoretical framework to so, that build on the adjoint method to predict where and
how to control without having to span exhaustive parameter ranges, hence a tremendous reduction
in the computational costs ( Ref [41] ,[34],[71] [76] and see Ref [69] for a detailed review).

Generally speaking, the approach require :

i. computing a steady solution to the Navier-Stokes equations,

ii. computing the leading eigenvectors of the direct/adjoint Navier-Stokes operators linearized
about this steady solution (i.e. those eigenvectors whose growth rate is the largest),

iii. recombining the direct/adjoint eigenvectors to grant access to the sensitivity. The main steps
are reviewed in the following together with the specifics of the numerical developments
performed in OpenFOAM.

5.1.1. Steady solution to the Navier-Stokes equations
Velocity and pressure fields are decomposed into a 2D base flow denoted Q0 = (U0, p0). This base
flow is solution of the stationnary 2D incompressible Navier-Stokes equations in which a body force
f is assumed to be steady and to act only on the base flow.

Since the flow past a cylinder at Re > 47 is intrinsically unstable (see Figure 1.3), a dedicated
steady solver has been developed. The steady solution being supposed to be symmetric along the
x-axis, the idea is to constrain the simulation into the half-domain past the cylinder, in order to kill
any instability related to the Von Karman street.

To do so, the immersed boundary near the symmetry axis (y = 0) has to be adapted. New ghost
cells are needed, because the supporting box of the Lagragian markers being divided in 2 parts,
Eulerian points are missing to perform the interpolation. The N-S solver on the half domain is the
IBM PISO algorithm described in Sec. 2.2.1. The solution is reconstructed at the end on the whole
domain.

5.1.2. Linearized direct solver
Linearized Navier-Stokes equations around the base flow for 2D infinitesimal perturbations q′ =
(u′, p′) write:

∂(u′)
∂t

+∇(U0) · u′ +∇(u′) · U0 = −∇p′ + 1
Re∇

2u′(5.1)
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∇ · (u′) = 0, (5.2)

the associated boundary conditions consisting of Dirichlet condition u′ = 0.

The IBM PISO algorithm is first run for the state variables (u′, p′).

i. Predictor step:
A. An estimate velocity û is obtained by solving the momentum Navier–Stokes equations

without any force term, and using the pressure perturbation p′ computed at the previous
time step n− 1 :

∂(û′n)
∂t

+∇(U0) · û′n +∇(û′n) · U0 = −∇p̂′n−1 + 1
Re
∇2û′n + f(û′n) (5.3)

B. The calculation of the IBM force Fs is detailed in 2.2.2. It is calculated on the La-
grangian markers using û’ (Eq. 2.7), and its values are spread on the Eulerian mesh to
calculate f (Eq. 2.20).

C. A new velocity u?,1 is calculated from the Navier-Stokes equations accounting now the
immersed boundary force term f :

∂u’?,1

∂t
+∇(U0) · u’?,1 +∇(u’?,1) · U0 = −∇pn−1 + 1

Re
∇2u’?,1 + f(û’) (5.4)

u’?,1 is the guess value of the velocity perturbation in the iterative PISO loop

ii. PISO loop:
For the sub-iteration m = 1 to M − 1, and up to convergence:

A. At each sub-iteration, a pressure field p′?,m is calculated from the following Poisson
equation :

∇2p′?,m = −∇ · (u’?,m∇u’?,m) +∇ · f(û’) (5.5)

B. The velocity field is thus corrected using:

u’?,m+1 = g
(

u’?,m, ∇p′?,m, f(û’)
)

(5.6)

where g as well as all discretized operators used in the algorithm are defined in Annex
B.

iii. Final step:
The velocity and the pressure are finaly updated at time n+ 1:

u’n+1 = u′?,M−1 (5.7)

p’n+1 = p′?,M−1 (5.8)

Assuming the perturbations is sought in the form of global modes (u′, p′)(x, y, z, t) = (ũ′, p̃′)(x, y, z)eλt,
Eq. 5.1 leads to the eigenvalues problem:
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L(Q0)q̃′ = λq̃′
(5.9)

where λ = σ + iω is the complex eigenvalue associated to the eigen vector q̃′
(ũ′, p̃′

). σ and ω, are
the linear growth rate and the pulsation of the mode, respectively.

The evolution equation for the perturbations being written in the complex space, the OpenFOAM
solver could not compute the complex solution. The obtained solution is real and is assumed to be
the real part of the infinetisimal perturbations q

′
. We now integrate these quantities in time over

T/4, T = 2π
ω in order to obtain the pure imaginary part of the perturbations. As the solution has

been integrated over T/4, the imaginary part has a growth factor eσ
T
4 compared to the real one. We

then reconstruct the complex solution as :

q′ = q′Re + i
q′Im

eσ
T
4

(5.10)

Finally, the velocity perturbation vector is normalized with respect to the instantaneous value of the
energy of the perturbation :

u′ = u′

(u′,u′) (5.11)

where the inner product (., .) is defined by :

(uA,uB) =
ˆ

Ω
(u∗A • uB)dΩ (5.12)

with uA and uB , two complex vector, * the complex conjugate operator.

5.1.3. Linearized adjoint solver
The methodology leads to solve the following adjoint equation (the reader is refered to the work of
Marquet et al. [71] for more details):

∂(u+)
∂t

+∇T (U0) · u+ −∇(u+) · U0 = −∇p+ + 1
Re
∇2u+ (5.13)

∇ · (u+) = 0 (5.14)

As the OpenFoam solver could not solve the system with the associated boundary contditions
described in Marquet et al. [71] the equation is computed with the following boundary conditions :

u+
y = 0 on ∂Ω (5.15)

u+
x << U∞ on ∂Ωu,d,i (5.16)

p+ = 0 on ∂Ωu,d,i (5.17)

p+.n+Re−1∂xu
+
x .n = u+

x U0x.n on ∂Ωo (5.18)

u′x(0) = u′y(0) = u+
x (T ) = u+

y (T ) = 0, (5.19)

119



with n the normal to the surface of the boundary.

The same procedure has been applied for the adjoint equation for the perturbations, Eq. 5.13. The
IBM PISO algorithm described above is used for the adjoint perturbation variable q+.

As for the direct solver, the imaginary part is obtained by integrating the final adjoint variables over
T/4. However, as the time integration in OpenFOAM does not work backward in time, the temporal
derivative is computed as a positive derivative. Thus, the imaginary part the complex solution q+

has the opposite sign. The reconstruction of the complex adjoint perturbation q+ writes thus:

q+ = q+
Re −

q+
Im

eσ
T
4

(5.20)

The adjoint velocity perturbation is finally renormalized in order to get (u+,u′) = 1 that is required
by the sensitivity analysis ( Ref [71] ). This leads to:

u+ = u+

(u+,u′) (5.21)

5.1.4. Sensitivity of the flow to base-flow and Force modifica-
tions
Following the work of Marquet et al. [71] we can establish the expression of the sensibility to the
base-flow modifications∇U0λ which reads :

∇U0λ = ∇(u+)u′ −∇T (u′)u+ (5.22)

with T and ... the transpose and conjugate operators, respectively

Using the base flow equation we then reconstruct an adjoint equation (details in Ref [41] ,[71]):

∇T (U0) · U+
0 −∇(U+

0 ) · U0 − f = −∇p+
0 + 1

Re
∇2U+

0 +∇(u+)u′ −∇T (u′)u+ (5.23)

∇ · (U+
0 ) = 0, (5.24)

with the following boundary conditions :

U+
0 y = 0 on ∂Ω (5.25)

U+
0 x << U∞ on ∂Ωu,d,i (5.26)

p+
0 = 0 on ∂Ωu,d,i (5.27)

p+
0 .n+Re−1∂xU

+
0 x.n = U+

0 xU0x.n on ∂Ωo, (5.28)

where U+
0 , the adjoint complex variable of U0, is the sensibility field to force modifications as

detailed in Ref [41] ,[71].
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5.2. Validations
Validations have been performed in the configuration of the flow past a fixed cylinder.

5.2.1. The computational domain
The computational domain is the same as in Sec. 2.4.1 with ∆x = ∆y = 0.02D. The mesh
presented in Sec. 5.2.1, has been clipped on the y-axis at y = 0.

5.2.2. Steady solutions validation
Several simulations have been performed for steady flows for Reynolds numbers ranging between
15 and 200. For Reynolds numbers smaller than Re = 47, the flow is steady. It becomes unsteady at
larger values. However, whatever the Reynolds number, the flow has been solved in half the domain
in order to constrain the solution to be steady. For Re < 47, where the flow is naturally steady,
such computations allow us to validate the procedure by comparing with experimental data of the
literature. Results on the evolution of integrated quantities, CD and L (length of the recirculation
buble) are shown on Figure 5.1 together with experimental data and show a good agreemen for all
Reynolds numbers considered in this study.

Figure 5.1.: : Evolutions of the drag doefficient CD (left) and the recirculation length L (right) as function of Reynolds
number Re. (−) present result, (�) experimental results of [139] and Taneda [135] , and (�) simulation
results of Takami and Keller [133] .

5.2.3. Sensitivity analysis to base-flow and to force modifica-
tions
The cylinder flow being known to become unstable at a critical Reynolds number, Re = 47, the
global stability of the base flow is investigated here in the range Re ∈ [60, 200].
Figure 5.2 shows the solutions for the linearized Navier-Stokes equations and for the adjoint equation
of the growth rate σ and the pulsation ω as function of Reynolds number. A comparison with data
of Meliga (private communication) show a good agreement.
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Figure 5.2.: : Evolutions of the growth rate σ (top) and the pulsation ω (bottom) of the linearised Navier-Stokes and
adjoint. (– –) present solution of the linearised Navier-Stokes, (....) present solution for the adjoint , (–) solution
of Meliga (private Communication),(–) solution of the full Navier-Sokes equations.

The direct and adjoint velocity perturbation fields are shown on Figure 5.3. The prediction of the
IBM solver implemnted in OpenFOAM is also in good agreement with the results of Meliga (private
communication).

Figure 5.3.: : Direct (top) and adjoint (bottom) velocity perturbation fields compared to the literature at Re = 100. (a)
Present solution, (b) solution of Meliga (private Communication)

At Re = 100, the sensitivity of the base flow to force modifications has been used to identify the
flow regions where they produce the largest eigenvalue variations. Results predicted by the IBM
solver of OpenFOAM show again a good agreement with results of Meliga (private communication),
Figure 5.4 .
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Figure 5.4.: : Growth rate σ and pulsation ω sensitivities to force modifications compared to the literature. (a) Present
growth rate sensibility, (b) growth rate sensibility of Meliga, (c) Present pulsation sensibility, (d) pulsation
sensibility of Meliga. Flox past a fixed cylinder at Re = 100.
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Conclusion

In this thesis we have proposed a new immersed boundary method in OpenFOAM to simulate
incompressible flows past bluff bodies. This IBM, originally proposed by Pinelli et al. [99] ,
is accurate and versatile for the study of unsteady/deforming structures, as it relies only on the
accuracy of the interpolation and spreading steps, which are independent of the complexity of the
geometry. The IBM has been incorporated into the native PISO solver of OpenFOAM in particular
the changes to satisfy the two-constraints problem involved by the imposition of both the no-slip
and the divergence free conditions on the velocity at the solid boundary. A careful and original
verification study has been provided using a manufactured solution, which may be applied in a more
general context for algorithms using IBM. The efficiency and the accuracy of the new algorithm has
been shown on various 2D and 3D well-documented test cases of the literature, for flows around
fixed cylinders and sphere, and for Reynolds numbers ranging from Re = 30 to Re = 300, i.e.
from 2D steady to 3D unsteady regimes. These validation tests have shown a good agreement with
available numerical and experimental results of the literature.

Validation tests have been further extended to turbulent configurations. Details on the forcing term
definition and on the treatment of the immersed surfaces have been discussed in this framework. The
IBM PISO algorithm has been extended to hybrid DDES and IDDES models, native of OpenFOAM.
Comparison with available data of the litrature for the flow past a fixed cylinder at Re = 3900
and past a sphere ar Re10000 have confirm the reliability of the OpenFOAM simulations in this
context. The formalism has been also extended to boundary-layer model by incorporating a wall
function. The aim in the future is to be able to use a coarse mesh in the near wall region able to
reproduce accurately the turbulent skin friction Cf and the velocity profile u+. Despite the rather
good agreement with data of the the literature (encouraging the use of the present approach for
complex industrial applications), a number of points still need a further investigation, as the account
for force-field effects on the mean velocity profile described in the work of Gerasimov [32] or
Craft et al. [14] .

The capability of the new solver has been further extended to deal with fluid structure interaction.
The flow past a circular fixed and moving cylinder has been investigated. Weak and strong coupling
have been tested to couple the motion of the cylinder with the motion of the fluid in a fixed com-
putational mesh. The validation of the methods was conducted in a laminar flow from Re = 75
to Re = 150 on cross flow and in-line oscillations. The lock-in regime was observed both with
forced oscillation and free oscillations. We concluded that this new IBM PISO algorithm is able
to reproduce many of the phenomena observed during the tests, at least at low Reynolds numbers.
Further studies will focus on three-dimensional simulations in order to assess the effect of cylinder
motion on the flow. It is then planned to extend the range of Reynolds number by introducing
turbulence modeling at moderate (see Ref [44] ) and high Reynolds number in order to tackle
industrial problems.

Finally, the IBM-PISO solver has been modified in order to perform sensibility analysis for two-
dimensional base-flow and force modifications in laminar regime. The flow past a cylinder at Re =
100 has been considered. A linearized and adjoint Navier-Stokes solvers have been developped in
this framework. Validation tests have shown the IBM PISO algorithm is able to predict the main
features as the sensitivity field of a perturbation to force modifications. Along with these results we
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are envisioning as a future challenges the analysis of three-dimensional turbulent flows (following
the work of Meliga et al. [75] [78]) and the vortex induced vibration sensibility analysis (following
the methodology described in Ref [83] ) for more complex geometries together with the actual IBM
method.
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ANNEXES
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A. IBM Implementation

A.1. Overall description of the interpolation process
The lagrangians points of the mesh are soart out by the processors. If the number of lagrangian
points in a cell exeed one, the nearest lagrangian point to the eulerian point is chosen and the other
one is desactivated. This is to ensure a well-conditioned system (equation ??) and a smooth and
positive resulting solution ε at all lagrangian nodes according to [99].

A supporting box, used to spread the body force on the eulerian mesh, is created around each
lagrangian point thanks to the nearsest eulerian point selected. The dimensions of the box are
calculated thanks to all the neighbours of the selected eulerian point.

A C++ structure is created for each lagrangian node and contain the coordinates of the supporting
box and the labels of the eulerian points includes in this box.

Each lagrangian node have a processor owner which look for the the eulerians points to include in
the grid through an algorithm which start with the neighbours of the selected cell. The algorithm go
through the faces of the selected cells to test if the neighbours cells are also in this supporting box.

Then the kernel interpolation δh (equation 2.9) is calculated independently on each processor. The
ε of equation 2.21 is determined by the method of the biconjugate gradient. At each iteration, the
value of the matrix is evaluated by the processors which builds together the matrix of the equation
2.21. Once the value of the ε is found for each lagrangian point, the force can be interpolate thanks
to the equation 2.7. Each "node owner" gather all the velocities values on differents lagrangian
points to calculate the body force value and share the information with the "ghost owners". Then
the spreading on the eulerian nodes can be achieved thanks to the equation 2.20 independently on
each processor.

A.2. Ghost points
The algorithm go through the faces of the selected cells to test if the neighbours cells are also in this
supporting box. If the lagrangian marker is located near a boundary the algorithm would then face a
boundary face and will not be able to construct correctly a 3 points supporting box. Then a special
treatment is required involving the creation of ghost points. If the algorithm go through a boundary
face :

i. If the boundary face is tagged as a processor boundary, the actual structure is tagged as "Ghost
point owner". Then the actual processor or "node owner" activate the concerned neighbour
processor as a "ghost owner". The "node owner" send to the ghost owner the coordinates of
the box of the actual lagrangian point and save the number of the processor as "ghost owner".
The "ghost owner" activate one structure for this lagrangian point and run the algorithm to
find points in the box.

ii. If the boundary face is tagged as a field boundary, the processor check if the boundary is
tagged as a periodic boundary. If so then the algorithm continue to look for cell on the
other side of the field. These points will be tagged as "periodic points" and instead of the
coordinates of the box and the lagrangian point they refer to delayed coordinates :

Xref
i = Xreal

i ± |Xmax
i −Xmin

i | (.29)
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with Xi the coordinate on the i-th component (component of the periodic boundary). The
Figure .5 present how the actual implementation of the immersed boundary deal with the
borders of the field in OpenFoam.

FIGURE .5. : Boundary implementation in the solver. Left : Processor Boundary ; Right : Periodic boundary

A.2.1. Scability

The performance of this implementation on several processors has been tested and is shown Figure
.6 .

FIGURE .6. : Performance of the new solver on several processors for a 2D calcul of a flow at Re = 30 past a fix
cylinder with 106 eulerian points and 312 lagrangian points
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B. Discretized operators in the modified PISO Loop
At each PISO loop iteration m, let’s define [S] such that :

[S] = ∂u?,m

∂t
+∇ · (u?,mu?,m)− 1

Re
∇2u?,m (.30)

with A its diagonal part and H its extra-diagonal part, i.e. :

[S] = [A]− [H] (.31)

with :

[A] =

 ai−1;j−1u
?,m
i−1;j−1 0 0

0 ai;ju
?,m
i;j 0

0 0 ai+1;j+1u
?,m
i+1;j+1

 = {aii} × [U?,mii ] (.32)

and

[H] =

 0 ai;j−1u
?,m
i;j−1 ai+1;j−1u

?,m
i+1;j−1

ai−1;ju
?,m
i−1;j 0 ai+1;ju

?,m
i+1;j

ai−1;j+1u
?,m
i−1;j+1 ai;j+1u

?,m
i;j+1 0

 (.33)

Taking into account the (IBM) force term spread on the Eulerian mesh f(û) and the unknown
pressure p?,m, we get :

[A]− [H] = −∇p?,m + f(û) (.34)

[A] = {aii} × [U?,mii ] = −∇p?,m + f(û) + [H] (.35)

[U?,mii ] = {a−1
ii }(−∇p

?,m + f(û) + [H]) (.36)

Taking the divergence of equation (.36) and using the discrete continuity condition∇ · [u?,mii ] = 0
we get the Poisson equation for the pressure :

∇ · ({a−1
ii }∇p

?,m) = ∇ · ({a−1
ii }f(û)) +∇ · ({a−1

ii }[H]) (.37)

The term ∇ · {a−1
ii }f(û) corresponds to the divergence of the force term. The velocity is then

corrected, using the new pressure p?,m such that :

[u?,m+1
ii ] = g(u?,m, p?,m, f(û))

with
g ≡ {a−1

ii }(−∇p
?,m + f(û) + [H])

In order to update the flux, the force should be interpolated on the surface, introducing the issue
discussed in section 2.2. Thus, the equation is written as :
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F = S · [{a−1
ii }(−∇p+ f(û) + [H])]faces (.38)

with f(û)faces the immersed boundary force is calculated analytically on the surface.

141



C. Library User guide
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USER 
GUIDE
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How to 
import IBM 
library in a 

solver
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Example PisoFoam :

Copy the desired solver :

Solver modification :

Add 2 includes 

Add 2 command line
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Use the VolVectorField forceIB and div_kernel_force in your solver equation to 
take in account the Immersed boundaries.

Make file  modification (to load the IBM library) :

modify the option file to load the libraries needed (2 lines needed)

Modify the file to compile your new solver (here pisoFoam → IBM_pisoFoam)
146



The new Solver folder is now ready to compile with the command wmake :

147



Input/Output
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1) controlDict commands 

Several options can be added to the controlDict file to control the IBM 
simulation :

2) Inputs

For each body a file Coordinates.body_X.csv with the coordinates of the 
lagrangian points :
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Ouputs :

The Simulation create a file « Results_IBM_Interpolation » with :

If a diagnostic is launched (option :  Diagnostic_IBM true ; in the controlDict)
then the code return :
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Scheme of the IBM Library:
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Code 
Structure

(Object description)
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Interpolation IBM

var : IBM_Support

function :
– Create_IBM_Case()  

– Input : fvMesh* (mesh ptr), runTime object, Info object
– Output : /

– Description :
– Read the mesh in the Coordinate file
– Soart the lagrangian points if specify in the 

controlDict
– Save the mesh in a structure ibm_supp
– Define the type of movement of each body

– function used :
– ControlMesh (in IBM_Support obj)
– ReadMesh (in IBM_Support obj)
– ReadandSave (in IBM_Support obj)
– Set_structure (in IBM_Support obj)

– Force_Velocity_Interpolation()  
– Input : fvMesh* (mesh ptr), runTime object, Info object,Velocity, 

Pressure, forceIB, divergence of the forceIB, divergence of the 
field

– Output : /

– Description :
– Intepolate the velocity field and calculater the 

associated force and the divergence of the force
– Move the structure if one body is moving

– function used :
– Force_Interpolation (in IBM_Support obj)153



– Move_structure (in IBM_Support obj)
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IBM_Support

var : Structure_IBM

function :
– ReadMesh()  

– Input : /
– Output : List of List of vector

– Description :
– Read the mesh in the Coordinate file
– Return the mesh in a List of List of vector
– Set the proc domain size (in global variables)

– function used :
– Set_domain (in Mesh_data_Eul obj)

– ReadandSaveMesh()  
– Input : fvMesh*
– Output : /

– Description :
– Read the mesh in the Coordinate file
– Save the mesh in a structure obj
– Set the proc domain size (in global variables)

– function used :
Set_domain (in Mesh_data_Eul obj)

– ControlMesh()  
– Input : List of List of vector , fvMesh*
– Output : /

– Description :
– Soart the points in the List of List of vector
– Save the mesh in a structure obj
– Set the proc domain size (in global variables)
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– function used :
Set_domain (in Mesh_data_Eul obj)

– Set_Mesh()  
– Input : fvMesh*
– Output : /

– Description :
– Create the supporting box of all lagrangian points

– function used :
Create_support (Structure_IBM obj)

– Force_Interpolation()  
– Input :  runTime object, Info object,Velocity, Pressure, forceIB, 

divergence of the forceIB, divergence of the field
– Output : /

– Description :
– Intepolate the velocity field and calculater the 

associated force and the divergence of the force
– Launch the diagnostic if asked in controlDict
– Write the output data in the folder 

« Results_IBM_Interpolation »

– function used :
– Test_Force_Interpolation (in Structure_IBM obj)
– Force_Interpolation (in Structure_IBM obj)
– Scalar_Interpolation (in Structure_IBM obj)
– Vector_Interpolation (in Structure_IBM obj)

– Move_Lag_points()  
– Input :  mesh*, t, dt, Info
– Output : /

– Description :
– move the lagrangian points
– create new supports
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– Write the output data for the moving cases in 
« Results_IBM_Interpolation »

– function used :
– Move_Lag_points (in Structure_IBM obj)
– Create_support (in Structure_IBM obj)
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Structures_IBM

var :
–  num_struct
– List of Body
– Mesh_data_eul

function :

– Create_support()  
– Input : mesh* ,  bool is_not_first_creation (defaut false)
– Output : /

– Description :
– Add eulerian points to the lagrangian points (if 

a construction of the supporting box is needed)

– function used :
– Add_point_supp (in Body obj)

– Force_Interpolation()  
– Input :  Velocity, Pressure, forceIB, divergence of the forceIB, 

divergence of the field,dt
– Output : Global Force

– Description :
– Intepolate and spread the force and div(force)

– function used :
– InterpolSpread (in Body obj)

– Test_Force_Interpolation()  
– Input :  Velocity, Pressure, forceIB, divergence of the forceIB, 

divergence of the field,dt
– Output : /

– Description : 158



– Intepolate and spread the field of value 1 
– Write the value of the Interpolation and the 

Spreading and the epsilon in the file 
« Results_IBM_Interpolation »

– function used :
– Test_InterpolSpread (in Body obj)

– Scalar_Interpolation()  
– Input :  Scalar, runTime
– Output : /

– Description :
– Intepolate the given scalar

– function used :
– Interpol_scalar (in Body obj)

– Vector_Interpolation()  
– Input :  Vector, runTime
– Output : /

– Description :
– Intepolate the given vector

– function used :
Interpol_vector (in Body obj)

– Move_Lag_points()  
– Input :   t, dt
– Output : /

– Description :
– move the lagrangian points regarding to the 

motion defined in the controlDict

– function used :
– Forced_oscillation (in Movement_equation)
– Free_oscillation (in Movement_equation)
– User_define_equation (in 

159



Movement_equation)
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Movement_equation

var : /

function :
– Forced_oscillation()  

– Input : vector position ptr, t,dt,amplitude,frequency,vector 
velocity ptr, startTime of movement

– Output : /

– Description :
– modify the given position and velocity regarding 

to the time, startTime, amplitude and frequency 
entered in the controlDict

– function used :
– /

– Free_oscillation()  
– Input : Body ptr
– Output : /

– Description :
– To implement (should modify the body to 

compute a new velocity target and a new position 
regarding to the force

– function used :
– /

– User_define_equation()  
– Input : Body ptr
– Output : /

– Description :
– To implement by user

– function used :
– /
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Body

var : 
– label number of lagrangian nodes
– List of Point_Lag
– Fq_oscillation
– Amplitude_oscillation
– boolean if the body is moving
– startTime of the movement
– string type of movement 

function :
– Add_point_supp()  

– Input : mesh ptr, bool is it first creation of supporting box 
– Output : /

– Description :
– Add the first point for all lagrangian point and his 

neighbour (research made by findnearestpoint, if 
no results is found then the fincell() function 
which is slower is performed)

– find the node owner of each lagrangian point
– if one neighbour is missing found this neighbour 

through another processor (proc exchange)
– Construct the supporting box
– fill the supporting box with eulerian points (proc 

exchange )
– Track if one eulerian cell associated with one 

lagrangian node is also associated with another 
one

– Initialisation of epsilon if it is the first calculation 
of epsilon

– Calculation of Epsilon

– function used :
– Add_1st_point_supp (in Point_Lag obj)
– Proc_exchange ( in Body obj )
– Create_supp_box (in Point_Lag obj)
– Fill_sup_box (in Point_Lag obj)
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– Proc_exchange_fill_supp_box( in Body obj)
– Calculate_Same_points (in Body obj)
– Init_Epsilon (in Body obj)
– Calculate_Epsilon (in Body obj)

– Calculate_Same_points()  
– Input : /
– Output : /

– Description :
– Track if one eulerian cell associated with one 

lagrangian node is also associated with another 
one

– Save the same point adress in the structure 

– function used :
– /

– Proc_exchange_fill_supp_box()  
– Input : mesh ptr, matrix of processor send map, face on the 

border to send to another border, corresponding lagrangian point, 
corresponding boundary condition no, correspond boolean is 
cyclic or not, corresponding face coordinate.

– Output : /

– Description :
– Create the send map for each processor and send 

all the faces on a border to the other border proc 
regarding to send map.

– Save the received point if they enter in the 
support box

– function used :
– Already_count_cell( Point_Lagobj)

– Proc_exchange()  
– Input : mesh ptr, matrix of processor send map, face on the 

border to send to another border, corresponding lagrangian point, 
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corresponding boundary condition no, correspond boolean is 
cyclic or not, corresponding face coordinate.

– Output : /

– Description :
– Create the send map for each processor and send 

all the faces on a border to the other border proc 
regarding to send map.

– Save the received point
– Send back the coordinates of the neighbour cell to 

create the support dimensions

– function used :
– Already_count_cell( Point_Lag obj)

– Calculate_Epsilon()  
– Input : /
– Output : /

– Description :
– Use the biconjugate gradient to calculate epsilon

– function used :
– bicgstab_ju( Body obj)

– Init_Epsilon()  
– Input : /
– Output : /

– Description :
– initialization of epsilon to accelerate the first 

calculation of epsilon
– InterpolSpread()  

– Input :dt
– Output : /

– Description :
– Interpolate the velocity on lagrangian points
– Calculate the force on lagrangian points
– Spread the force on eulerian points
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– Test_InterpolSpread()  
– Input:/
– Output : /

– Description :
– Interpolate a field of value 1 and analyse of the 

interpolation
– Spread a field of value 1
– Interpol the field spreaded and analyse of the 

spreading
– Interpol_Scalar()  

– Input:/
– Output : /

– Description :
– Interpolate a scalar field

– Interpol_Vector()  
– Input:/
– Output : /

– Description :
– Interpolate a vector field
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Point Lag

var : 
– List of Point Eul
– nb of eulerian points
– nb of eulerian point temporary
– epsilon
– boolean if have periodic points
– h the dimensions of the supporting box
– boolean if the node is activated
– label of the processor node owner
– Force_point_Lag object
– List of ghost point eulerian

function :
– Add_1st_point_supp()  

– Input : fvMesh* (mesh ptr)
– Output : label

– Description :
– Determine if the lagrangian node is part of the 

processor domain
– find the nearest point of the lagrangian point
– Determine if the first lagrangian point is near to a 

border
– If the first lagrangian point is close to a border 

register the border face in the ghost point 
structure

– function used :
– getcelldim (in Mesh_data_Eul obj)

– Create_supp_box()  
– Input : /
– Output : /

– Description :
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– Calculate the supporting box dimension 
– Already_count_cell()  

– Input : cell number
– Output : boolean 

– Description :
– Determine if the cell no is already counted in the 

supporting box
– In_sup_boxl()  

– Input : position, shifted position if cyclic point
– Output : boolean 

– Description :
– Determine if the cell is inside the supporting box

– Fill_sup_box()  
– Input : mesh ptr
– Output : / 

– Description :
– Calculate the kernel function of each eulerian 

point
– Fill the supporting box with eulerian points

– function used :
– Calculate_Kernel_function (in Point_Eul obj)
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Force Point Lag

var : 
– V_lag speed of the fluid interpolated
– F lag force of the fluid on the Body
– U_target Dirichlet Boundary condition on the Body ( = speed of the body)
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Point Eul

– var : 
– Position
– no of cell
– Force Eul obj
– boolean if periodic point
– List of similar points in the structure
– Kernel function 
– Derivative of Kernel function
– Area or Volume of the cell (2/3D)

function :
– Calculate_Kernel_function()  

– Input : Position, dimensions of the supporting box
– Output : /

– Description :
– Calculate the Kernel function and the derivative 

kernel function for the current point
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Ghost Point Eul

– var : 
– face label
– face no in the current boundary patch
– Position of face center
– Proc no adressing
– bolean is cyclic if the patch is connected to another processor through a 

cyclic condition
– bolean is just cyclic if the patch is connected to a cyclic condition without 

processor adressing
– number of the equivalent patch connection in another processor
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Force Point Eul

var : 
– Force spreaded
– gradient of the force
– velocity on eulerian point
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Mesh Data Eul

var : /

function :
– Set_domain()  

– Input : mesh ptr
– Output : Matrix of processor min and max dimensions 

– Description :
– Calculate the Processor domain dimensions

– getcelldim()  
– Input : mesh ptr, label cell
– Output : Matrix of processor min and max dimensions 

– Description :
– Calculate the cellule  dimensions

– Find_min_dim()  
– Input : mesh ptr, 
– Output : vector of minimum dimension

– Description :
– Calculate the minimum cellule  dimensions
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