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Summary

Nuclear fusion could provide a steady, non-CO2-emitting, sustainable and abundant
source of energy in the future. Nowadays, tokamaks offer the best performance, by
confining a plasma at high temperature by means of a magnetic field. Two of the major
technological challenges for the exploitation of tokamaks are the extraction of power and
the confinement of plasma over long periods of time. These issues are associated with
the plasma dynamics in the direction perpendicular to the magnetic field lines, in which
turbulence plays a key role, determining the characteristic radial gradients. In this thesis
we are interested in the modelling of the edge region of the plasma in the tokamak, which
extends from the outside of the core to the Scrape-Off Layer (SOL) where the magnetic
field lines intercept the wall. In particular we want to investigate the divertor config-
uration, adopted by most of the present tokamaks and by ITER, in which the central
plasma is isolated from the walls by introducing a point, called X, where the magnetic
field lines have a theoretically infinite length. With this magnetic configuration, it is
possible to experimentally achieve the High confinement (H) mode. However, the plasma
dynamics leading to this condition still lacks of a theoretically exhaustive explanation.
Moreover, recent experiments have highlighted turbulence in the divertor region, and it
is thus necessary to investigate its role on the equilibrium in edge plasma.
The numerical effort in the edge plasma simulation has been mainly focused, up to now,
on simplified circular geometries. Exploiting the flexibility in the geometry definition of
the fluid turbulence code TOKAM3X, developed through the collaboration of the IRFM
at the CEA and the laboratory M2P2 at Aix-Marseille University, we study in this thesis
the effects of the divertor geometry on turbulent transport and on the overall equilibrium
in plasma edge.
A comparison with simulations in simplified circular geometry shows a similar inter-
mittent nature of turbulence in the outermost region of the plasma. Nevertheless, the
divertor geometry affects the shape and the amplitude of the fluctuations, especially in
the vicinity of the X-point. In particular, the turbulent structures stretch radially with
an inverse proportionality to the intensity of the poloidal field, ultimately affecting the
transverse fluxes. The amplitude of the fluctuations, which has a maximum at the equa-
torial plane, is strongly reduced in the vicinity of the X point, due to the variation in the
angle of incidence of the field lines, in agreement with recent experimental data. How-
ever, turbulence in the divertor seems to be effective in spreading the density profiles at
the outer target.
Cross-field fluxes associated to turbulence and to average fields contribute in a compa-
rable manner to the drive of flows in the parallel direction in the SOL. The resulting
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flow pattern is strongly asymmetric, coherently with experimental observations. Equilib-
rium radial gradients are enhanced by the divertor geometry: more specifically, the low
magnetic curvature and the magnetic shear are identified as two stabilising mechanisms
for turbulent transport. In addition, a zone of increased stability, namely a transport
barrier, systematically intervenes in the divertor configuration, partially inhibiting the
radial transport at a given radial position. This mechanism is potentially very important
for understanding the transition from low to high confinement mode, which will be the
operational mode of ITER.
Globally, we highlight the importance of the local features of the magnetic field in deter-
mining the turbulent transport and, ultimately, the overall equilibrium in plasma edge.
3D turbulence global simulations in realistic geometry can thus give important guide-
lines both for the interpretation of experiments, and for a coherent description of edge
transport with reduced models.



Résumé

La fusion nucléaire pourrait offrir dans l’avenir une nouvelle source d’énergie stable, non
émettrice de CO2, pérenne et disponible. Aujourd’hui, les tokamaks offrent les meilleures
performances, en confinant un plasma à haute température au moyen d’un champ mag-
nétique. Deux des enjeux technologiques majeurs pour l’exploitation des tokamaks sont
l’extraction de puissance et le confinement du plasma sur des temps longs. Ces enjeux
sont associés à l’équilibre complexe entre la dynamique du plasma dans la direction per-
pendiculaire aux lignes de champ magnétique, où la turbulence détermine les gradient
caractéristiques, et la direction parallèle. Dans cette thèse, nous sommes intéressés par la
modélisation de la région de bord du plasma dans le tokamak, qui s’étend de l’extérieur
du plasma central à la Scrape-Off Layer (SOL), où les lignes de champ magnétique inter-
ceptent le mur. En particulier, nous voulons étudier la configuration divertor, adoptée
par la plupart des tokamaks actuels et par ITER, dans laquelle le plasma central est isolé
des parois en introduisant un point, appelé X, où les lignes de champs magnétiques ont
une longueur théoriquement infinie. Avec cette configuration magnétique, il est possible
d’atteindre expérimentalement le mode de confinement élevé (H) qui, pourtant, manque
encore d’une explication théoriquement exhaustive. De plus, des expériences récentes
ont mis en évidence la turbulence dans la région du divertor, et il est donc nécessaire
d’étudier son rôle dans l’équilibre plasma. L’effort numérique dans la simulation du
plasma de bord a été principalement axé, jusqu’à présent, sur des géométries circulaires
simplifiées. En exploitant la flexibilité dans la définition de la géométrie du code de tur-
bulence fluide TOKAM3X, né de la collaboration de l’IRFM au CEA et du laboratoire
M2P2 de l’Université Aix-Marseille, nous étudions les effets de la configuration divertor
sur le transport turbulent et sur l’équilibre global dans le plasma de bord.
Une comparaison avec des simulations en géométrie circulaire montre une nature inter-
mittente similaire de la turbulence dans la région périphérique du plasma. Néanmoins, au
voisinage du point X, les structures turbulentes s’étirent radialement avec une proportion-
nalité inverse à l’intensité du champ poloïdal, affectant finalement les flux transversaux.
L’amplitude des fluctuations, maximale au plan équatorial, est fortement réduite près du
point X, en raison de la variation de l’angle d’incidence des lignes de champ, en accord
avec les données expérimentales récentes. Cependant, la turbulence dans le divertor sem-
ble être efficace pour étaler les profils de densité sur la cible externe.
Les flux transverses associés à la turbulence et à la moyenne des champs contribuent de
manière comparable à l’établissement des flux dans la direction parallèle dans la SOL.
L’écoulement qui en résulte est fortement asymétrique, de façon similaire aux observations
expérimentales. Les gradients radiaux d’équilibre sont renforcés par la configuration di-
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vertor: plus précisément, la faible courbure magnétique et le cisaillement magnétique sont
identifiés comme deux mécanismes de stabilisation pour le transport turbulent. De plus,
une barrière de transport intervient systématiquement dans la configuration divertor, in-
hibant partiellement le transport radial à une position radiale donnée. Ce mécanisme est
potentiellement très important pour comprendre la transition du mode de confinement
faible au confinement élevé, qui sera le mode opérationnel d’ITER.
Globalement, nous soulignons l’importance des caractéristiques locales du champ mag-
nétique dans la détermination du transport turbulent et, finalement, de l’équilibre global
dans le bord du plasma. Les simulations globales de turbulence 3D en géométrie réaliste
peuvent ainsi donner des lignes directrices importantes à la fois pour l’interprétation des
expériences, et pour une description cohérente du transport dans le plasma de bord avec
des modèles réduits.



Riassunto

La fusione nucleare potrebbe fornire in futuro una fonte di energia sostenibile e abbon-
dante, priva di emissioni di CO2. Ad oggi, i tokamak offrono le migliori prestazioni,
confinando un plasma ad alta temperatura per mezzo di un campo magnetico. Due
delle principali sfide tecnologiche per lo sfruttamento dei tokamak sono l’estrazione della
potenza termica ed il confinamento del plasma per lunghi periodi di tempo. Queste prob-
lematiche sono associate alla dinamica del plasma nella direzione perpendicolare alle linee
di campo magnetico, in cui la turbolenza svolge un ruolo fondamentale, determinando i
gradienti radiali caratteristici. In questa tesi siamo interessati alla modellizzazione del
plasma di bordo del tokamak, che si estende dall’esterno del plasma centrale fino allo
Scrape-Off Layer (SOL), dove le linee di campo magnetico intercettano la parete. In
particolare vogliamo studiare la configurazione divertore, adottata dalla maggior parte
dei tokamaks presenti e da ITER, in cui il plasma centrale viene isolato dalle pareti intro-
ducendo un punto chiamato X, dove le linee di campo magnetico hanno una lunghezza
teoricamente infinita. Con questa configurazione magnetica è possibile sperimentare la
modalità ad alto confinamento (H). Tuttavia, la dinamica che conduce a questa con-
dizione manca ancora di una spiegazione teoricamente esaustiva. Inoltre, gli esperimenti
recenti hanno messo in evidenza la turbolenza nella regione del divertore, e quindi è nec-
essario esaminare il suo ruolo sull’equilibrio del plasma di bordo.
Lo sforzo numerico nella simulazione del plasma di bordo è stato focalizzato, finora, su
geometrie circolari semplificate. Sfruttando la flessibilità nella definizione della geome-
tria del codice di turbolenza fluida TOKAM3X, sviluppato attraverso la collaborazione
dell’IRFM presso il CEA ed il laboratorio M2P2 presso l’Università di Aix-Marseille,
si studiano in questa tesi gli effetti della geometria divertore sul trasporto turbolento e
sull’equilibrio complessivo del plasma di bordo.
Un confronto con simulazioni in geometria circolare semplificata mostra una simile natura
intermittente della turbolenza nella regione più esterna del plasma. Tuttavia, la geome-
tria del divertore influenza la forma e l’ampiezza delle fluttuazioni, soprattutto nelle
vicinanze del punto X. In particolare, le strutture turbolente si estendono radialmente
con una proporzionalità inversa all’intensità del campo poloidale, influenzando in ultima
analisi i flussi trasversali. L’ampiezza delle fluttuazioni, massima al piano equatoriale,
è fortemente ridotta in prossimità del punto X, a causa della variazione dell’angolo di
incidenza delle linee di campo, in accordo con i recenti dati sperimentali. Tuttavia, la
turbolenza nel divertore sembra essere efficace nella diffusione dei profili di densità al
target esterno.
I flussi perpendicolari al campo, associati alla turbolenza e ai campi medi, contribuiscono
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in modo paragonabile alla determinazione dei flussi in direzione parallela nella SOL. Il
pattern di flusso risultante è fortemente asimmetrico, coerentemente con le osservazioni
sperimentali. I gradienti radiali di equilibrio sono rafforzati dalla configurazione diver-
tore: più in particolare la bassa curvatura magnetica e lo shear magnetico sono identificati
come due meccanismi di stabilizzazione per il trasporto turbolento. Inoltre, una zona di
maggiore stabilità, vale a dire una barriera di trasporto, interviene sistematicamente nella
configurazione divertore, inibendo parzialmente il trasporto in una data posizione radiale.
Questo meccanismo è potenzialmente molto importante per comprendere la transizione
dalla modalità di basso a quella di alto confinamento, che sarà la modalità operativa di
ITER.
Globalmente, si evidenziano l’importanza delle caratteristiche locali del campo magnetico
nel determinare il trasporto turbolento e, di conseguenza, l’equilibrio complessivo del
bordo del plasma. Le simulazioni globali di turbolenza 3D in geometria realistica pos-
sono quindi dare importanti linee guida sia per l’interpretazione degli esperimenti, sia
per una descrizione coerente del trasporto nel plasma di bordo con modelli ridotti.



List of Acronyms

- AUG : Asdex Upgrade (tokamak located in Garching, Germany)
- DIII-D : Doublet III-D (tokamak in San Diego, USA)
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- JT-60U : Japan Torus 60 (tokamak located in Naka, Japan)
- LFS : Low Field Side
- LHD : Large Helical Device (stellarator in Toki, Japan)
- MAST : Mega Ampère Spherical Tokamak (tokamak located in Culham, UK)
- MHD : MagnetoHydroDynamics
- PFR : Private Flux Region
- SOL : Scrape-Off Layer
- TCV : Tokamak à Configuration Variable (tokamak located in Lausanne, Switzer-
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- Tore Supra : Tokamak located in Cadarache, France, active until 2013
- TORPEX : Toroidal Plasma Experiment (tokamak located in Lausanne, Switzer-
land)

- W7-X : Wendelstein 7-X (stellarator in Greifswald, Germany)
- WEST : Tungsten (W) Environment in Steady-state Tokamak (tokamak located
in Cadarache, France)
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Chapter 1

Introduction

Contents

We present here some general concepts of plasma physics that will be used
in the following chapters. Firstly, we describe the fusion and the main toka-
mak principles, with a focus on the different magnetic configurations. We
introduce then the fluid approach for the modelling of transport in the edge
plasma, including the interactions with solid components. Finally, we present
the context and the objectives of this thesis.

1.1 Fusion as energy source

Thermonuclear fusion aims to be among the future contributors to the energy mix. The
physical principle that can be exploited is the fusion reaction between two light nuclei,
which leads to a more stable element, converting the mass defect into kinetic energy ac-
cording to the famous Einstein’s law. The two light nuclei must possess a thermal energy
sufficient to overcome the strong electrostatic repulsion acting between two positively
charged particles. Moreover, this energy must allow a sufficient collision probability be-
tween the two particles. Figure 1.1 shows the cross section of the fusion reaction as a
function of the thermal energy.

One can see that the reaction

2
1D +3

1 T →4
2 He(3.5 MeV ) +0

1 n(14.1 MeV ) (1.1)

is the one occurring at lowest thermal energy. D −D fusion reactions and D −He3 can
also be technically considered. Since the temperatures needed for the fusion reaction are
extremely elevated, the matter is at the state of plasma, namely a gas formed by ionised
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Figure 1.1: Cross-section of fusion reactions for different couples of species, as a func-
tion of thermal energy, and averaged on the ions distribution functions. Figure reprinted
from [1].

atoms. In particular, at temperatures giving relevant fusion reaction rates, the plasma is
completely ionised.
The kinetic energy of the products of the fusion reaction can be converted into thermal
energy and, finally, to electric energy. One can see from equation (1.1) that fusion does
not involve chain reactions, contrary to the nuclear fission. This makes an hypothetical
fusion reactor intrinsically safe, although, on the other hand, a constant fuelling is needed
to maintain the reaction. The fusion reaction does not directly produce heavy radioactive
elements, thus limiting the necessary associated precautions. Moreover, the fuel, basi-
cally deuterium, can be found in large abundance in oceans water, so that its supply is
practically infinite. While the physical principle and the advantages of fusion have been
known from long time, its exploitation for civil applications is still not achieved, because
of the complexity of the associated physical and technical challenges.
Different solutions are being explored for the design of nuclear fusion reactors. Each of
them, in order to represent a viable energy source, must fulfil a positive power balance.
In particular, one defines the amplification factor Q as

Q ≡ Pfus
Pinj

(1.2)

where Pfus is the total power produced by nuclear reactions and Pinj is the total power
injected into the system. This global balance translates into a condition, called Lawson
criterion [2]:

nTiτE > 3 · 1021keV s

m3
(1.3)

where n is the density, Ti is the ion temperature, and τE is the confinement time. We
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notice that temperature is expressed in eV , designating actually the thermal energy as-
sociated to the species. The confinement time is the typical decay time of the energy
stored in the plasma, when all the energy sources are shut off.
There are two main concepts, explored to fulfil the Lawson criterion: the inertial and
the magnetic confinement fusion. The inertial confinement fusion exploits the energy of
multiple lasers to uniformly compress a fuel target, until high densities (∼ 1031 m−3)
and temperatures (∼ 10 keV ) are achieved, although for a very short confinement time
(∼ 10−11 s). On the contrary, magnetic confinement fusion aims at achieving high-
temperature plasmas (∼ 10 keV ) for a longer characteristic time (∼ 1 s), but with a
relatively low density (∼ 1019 − 1020 m−3). The low power density produced per volume
unit in magnetically confined plasmas is one of the main disadvantages with respect to
other energy sources, such as nuclear fission, since it increases the necessary size of the
devices and the associated costs.
Until now, the best performances in terms of amplification factor have been achieved in
tokamaks, and the world record has been set by a JET (Joint European Torus) pulse
in 1997, with a Q ' 0.62 [3]. The tokamak ITER, in construction at present in the
Cadarache site (south of France), is expected to reach Q ≥ 10 [4]. ITER corresponds
therefore to a crucial step on the path towards the exploitation of fusion energy. The
efforts of the international fusion community are joint in order to face the physical and
technological challenges involved in the ITER project.

1.2 The tokamak principles

Let’s see how the conditions necessary to achieve a good fusion reaction rate can be
obtained in a tokamak. In order to do this, it is necessary to understand how the plasma,
a conducting gas formed by electrically charged particles, behaves in presence of an
electromagnetic field. The considerations here expressed are treated in detail in all the
main plasma physics textbooks ([1], [5], [6] etc.).

1.2.1 Single particle motion

An electrically charged particle in an electro-magnetic field is subject to the Lorentz
force. Its trajectory can be calculated by solving the equation of motion:

m
d~v

dt
= q

[
~E(~x, t) + ~v × ~B(~x, t)

]
(1.4)

This formulation is valid for non-relativistic velocities, which characterise plasmas that
are studied in the framework of this thesis. Indeed the thermal velocity, defined as

vth =

√
kBT

m
(1.5)
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can reach at most values of ∼ 106 m/s for electrons, in the region of the plasma that we
are interested in. In (1.5), kB is the Boltzmann constant and T is expressed in K. We
define the magnetic field unitary vector ~b:

~b ≡
~B

‖ ~B‖
=

~B

B
(1.6)

Projecting equation (1.4) on the magnetic field, we obtain:

m
dv‖
dt

= qE‖ (1.7)

where the subscript ‖ stands for the direction parallel to the magnetic field. The particle
can thus stream freely along the magnetic field-line, and can only be accelerated by an
electric field in the same direction.
If the electric field is null, and the magnetic field is uniform in space and time, the solution
of (1.4) is a circular orbit called cyclotron gyration, on the plane perpendicular to the
field-line. The characteristic frequency is the cyclotronic frequency

ω ≡ |q|B
m

(1.8)

and the radius of the orbit, called Larmor radius, is

ρl ≡
v⊥
ω

=
mv⊥
|q|B

(1.9)

where the subscript ⊥ indicates the plane perpendicular to the magnetic field-line. The
charged particle follows an helical trajectory around the magnetic field-lines, with a finite
orbit radius. This is the fundamental principle of confinement exploited in magnetic
fusion devices: the particle motion in the perpendicular direction is bounded to the field-
line.
Different concepts of magnetic confinement devices have been historically tested. The
tokamak exploits the feature of a toroidal geometry, which allows to bend a magnetic
field-line and close it on itself. It is important indeed for hot ions to pass enough time
on the magnetic field-lines, in order to obtain a sufficient confinement time.
However, this particle motion describes only an ideal situation. Considering now the
trajectory in presence of homogeneous electric and magnetic fields, one finds that the
guiding centre of the charged particles trajectory, which is the center of the cyclotron
gyration, drifts with a velocity

~vE×B ≡
~E × ~B

B2
(1.10)

This velocity is called E × B or electric drift velocity, and it is perpendicular to the
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magnetic field-line. It is important to notice that this drift velocity does not depend on
the particle charge, so it does not cause a net current.
In a toroidal device, a toroidal magnetic field, created in vacuum by means of a set of
dedicated coils, has a shape given by the Ampère-Maxwell law in its integral form:

~B =
µ0Itor
2πR

êϕ (1.11)

where êϕ indicates the toroidal direction and Itor is the total current flowing in the
toroidal coils, which enclose the vacuum vessel, and lie on a transverse plane with respect
to the toroidal direction. R is the radial distance from the main axis, and it is also
the curvature radius for a toroidal field-line. Equation (1.11) describes a non-uniform
magnetic field, with a variation scale length R much greater than the Larmor radius,
which for hot deuterium ions can be of the order of the centimetre. Taking into account
this scale separation, one can average the motion equation on the cyclotronic gyration,
finding that the guiding centre moves with a drift velocity ~vd:

~vd =
1

2

q

|q|
ρlv⊥

~B × ~∇B
B2︸ ︷︷ ︸

~v∇B

+
m

qB2
v2
‖

~R× ~B

R2︸ ︷︷ ︸
~vR

(1.12)

where we identify the∇B drift velocity ~v∇B, and the curvature drift ~vR. The drift velocity
~vd is opposite for ions and electrons, and it is vertical in the case of a toroidal field with
the described shape. If no further precaution was taken, the ~v∇B and ~vR drifts would
generate a vertical electric field, and by consequence the plasma would drift horizontally
because of the E × B drift. In a device with a radius of ∼ 2 m, in a purely toroidal
field, particle would be lost in around 1 ms, which is well below the confinement time
necessary to attain the Lawson criterion. It is necessary, therefore, to add a component
to the magnetic field, able to limit these losses, called poloidal magnetic field.

1.2.2 The tokamak magnetic configuration

In tokamaks, the poloidal field is mainly produced by the electric current flowing in the
plasma, called Ip, and can be adjusted by the insertion of several other coils enclosing
toroidally the vacuum vessel. The plasma current flows in the toroidal direction, and
it is induced in the plasma, which is a conductive mean, by a variable magnetic flux,
produced by the central solenoidal coil. In other types of magnetic fusion devices, as
stellarators, this poloidal magnetic field is principally produced by coils external to the
plasma vessel.
The poloidal magnetic field is defined as the component of the magnetic field lying on a
(R,Z) plane in a toroidal system, where Z is the vertical direction, also called poloidal
plane. In order to compensate the losses by the ∇B and the curvature drifts, field-lines
must have an helical shape, wrapped around a toroidal surface. Figure 1.2 shows an
example of a magnetic field-line in a tokamak.
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Figure 1.2: Scheme of a magnetic field-line in a tokamak, lying on a magnetic surface,
in pink. Figure adapted from EUROfusion website [7].

The surfaces on which magnetic field-lines lie are called magnetic surfaces. During its
motion on the field-line, particles undergo the vertical drift, which displaces them from
the magnetic surfaces successively in the upward and in the downward directions, such
that globally the effect of drifts is compensated.
The poloidal field has also a fundamental role in determining the plasma equilibrium.
Indeed, the force due to the plasma pressure, directed radially outwards, must be com-
pensated by and inward force due to the magnetic field. This equilibrium can be studied
by means of the MHD (MagnetoHydroDynamics) branch of plasma physics, which con-
siders the plasma as a single-fluid conductive mean, and takes into account the feedback
of the plasma currents on the magnetic fields by means of the solution of the Ampère-
Maxwell equation. The two basic equations determining the magnetic equilibrium are:

{
~∇p = ~j × ~B

~∇× ~B = µ0
~j

(1.13)

where ~j is the density current and p the plasma pressure. The poloidal magnetic field,
along with the spatial variation of the toroidal field, contributes to the force opposing to
the (essentially radial) plasma pressure force. We also notice from the first equation of
system (1.13), that ~B · ~∇p = 0. At the first order, so, magnetic surfaces are also isobars,
with a high pressure at the centre decaying radially.
The magnetic equilibrium, in a toroidal axysimmetric system, as the one studied in this
thesis, can be described as a series of nested toroidal magnetic surfaces, on which plasma
pressure is basically constant. Figure 1.3 represents the magnetic surfaces in a tokamak.

As indicated in figure 1.3, we name r the radial distance from the magnetic axis, and θ the
angular (or poloidal) coordinate on the (R,Z) plane (usually referred to the midplane).
Usually, the poloidal magnetic field has a small amplitude if compared to the toroidal
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Figure 1.3: Sketch of the nested magnetic surfaces in a tokamak. The basic geometric
parameters are put in evidence. In the lower part of the figure the typical decay of the
field amplitude with the major radius is represented.

one (∼ 1/10), so the total magnitude of the magnetic field is roughly proportional to the
inverse of the major radius. For this reason, we call Low Field Side (LFS), the region of
the tokamak at larger distance R from the main axis, and HFS the region closer to it.

1.2.3 The field-line shape

The relative amplitude of the toroidal and poloidal components of the field determines
the local inclination of the field-line. The angle formed by the field-line with the toroidal
direction is referred to as pitch angle. Following the direction along the field-line, we
can quantify the number of toroidal turns completed before to come back to the initial
poloidal position. This quantity is called safety factor, and it is defined as (see [6],
Chapter 3):

q ≡ ∆ϕ

2π
(1.14)

where ∆ϕ is the variation in the toroidal angle. Considering a negligible component of
the poloidal field with respect to the toroidal one, and straight field-lines, the total length
of a field-line can be thus estimated as:

L‖ ∼ 2πqR (1.15)
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However, as understandable from figure 1.3, the toroidal component varies along the
field-line, as well as the poloidal one. A general expression for the calculation of the
safety factor, is therefore the integral expression:

q =
1

2π

∮
Bϕ

RBθ

dlθ (1.16)

where lθ is the curvilinear poloidal coordinate. The shape of the magnetic field-lines, and
by consequence also the safety factor, can be regulated acting on the currents intervening
in the system.

1.3 Limiter and divertor configurations

Ideally, the confined plasma should be completely isolated from the walls of the vacuum
chamber. However, it is technically impossible to build a magnetic field tangential at
all the points to a certain surface. Magnetic field-lines intercept at some point a solid
component: since particles are free to stream along the field-lines, this implies a particle
flux, and by consequence also a heat flux, to the wall components, which must be limited
in order to preserve the material. The simplest technical solution to control the fluxes
to the wall components, is the insertion of a solid component with the function of target
for the field-lines. Usually, we define toroidal limiter a component extending along the
toroidal direction of the tokamak, on whose sides the magnetic field-lines impinge. In-
stead, a poloidal limiter is an obstacle for the field-lines extending in poloidal direction
and placed at a precise toroidal position. A simple representation of the cross-section of
a tokamak with toroidal limiter is given in figure 1.4.

Figure 1.4: Scheme of the limiter magnetic configuration. Arrows indicate the direction
(arbitrary) of the poloidal magnetic field, which is the projection of the field-line on the
poloidal plane.

field-lines that intercept the solid components are commonly called (in a somehow mis-
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leading way) open field-lines, and the plasma region with these lines is called Scrape-Off
Layer (SOL), since the plasma is progressively lost to the wall. This region is separated
from the closed field-lines by the magnetic surface named separatrix. Usually, we define
the minor radius of the plasma, a, as the radial distance of the separatrix from the mag-
netic axis.
The limiter geometry was adopted by Tore Supra [8], and it is still used in other tokamaks
(e.g. FTU [9] and ISTTOK [10]). Even if nowadays the limited configuration has been
replaced in the majority of the tokamaks by the diverted one, it is still helpful in the
operation and control of fusion devices. Indeed, in the early phases of a discharge, the
plasma is usually created on the HFS of the tokamak. Therefore, the limiting action is
given by the inner wall of the plasma chamber, before the passage to a divertor configu-
ration. This evolution of the plasma magnetic equilibrium will be adopted also in ITER
[11].
As one can see from figure 1.4, in limiter configuration the central plasma zone is very
close to the point where field-lines intercept the solid component. This is an unfavourable
situation, since the interactions between the plasma and the wall leads to an emission
by the latter of neutral atoms. These atoms can be the result of a recycling process:
indeed, ions impinging on solid wall components can be captured, then recombine, and,
after a certain retention time, diffuse back to the plasma as neutral atoms. Moreover,
the plasma flux can cause a chemical or a physical sputtering (see [12], Chapter 3 for a
more detailed description of these phenomena), whose consequence consists in a release
of atoms or molecules of the affected material towards the plasma region.
Neutral atoms have thus an elevated probability to ionise in the closed flux surfaces re-
gion, immediately close to the limiter, subtracting energy to the plasma electrons, and
thus degrading performances. The divertor configuration is a solution to distance the
core plasma from the solid components. Practically, a current with the same direction as
the plasma current is induced in a coil, such that the respective generated poloidal fields
sum up. As a consequence, a purely toroidal field-line is generated, whose projection on
the poloidal plane is called X-point. At this point, the poloidal magnetic field is null and
the magnetic field-line is theoretically infinite, as well as the safety factor q. A schematic
representation of the divertor configuration is given in figure 1.5.

One can see that the divertor configuration introduces a topological zone called Private
Flux Region (PFR). Moreover, the SOL is usually referred to as Main SOL in the poloidal
region adjacent to the closed field-lines, and divertor leg, in the zone confining with the
PFR. Figure 1.5 shows in particular a so-called Single-Null diverted plasma, which is the
most common solution in tokamaks, including ITER. This means that the core plasma
is separated by the open field-lines zone by only one X-point. In Double-null config-
urations, two X-points lie on the separatrix (approximately). Even more complicated
configurations exist, such as the Super-X, where divertor legs are extremely extended, or
the Snowflake where multiple X-points exist. These two latter configurations are being
tested and represent possible solutions for the design of DEMO. Other divertor solutions
have been tested in the past, such as the the Ergodic divertor, in which a perturbation
is constantly applied to the magnetic field, such that the concept of magnetic surfaces
vanishes, and the plasma flux is continuously re-distributed.
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Figure 1.5: Scheme of the diverted magnetic configuration.

1.4 Transverse transport processes in tokamaks

In order to understand the global confinement in a tokamak, one has to evaluate the
collective characteristics of the plasma, including the interactions among particles. In
fact, we are interested in understanding how the tokamak global system can maintain high
particles density and temperature at its centre, and at the same time reach reasonable
characteristics at its peripheral region to deal with the presence of solid components. The
physical phenomena that lead to the migration of particles or energy from the centre to
the SOL region, across magnetic surfaces, are called transverse transport processes.

1.4.1 Classical, neoclassical and anomalous transport

Considering the collisions among particles trapped in their helical trajectory, one can
calculate a typical collisional diffusion coefficient for the perpendicular direction, also
said classical :

DC ∼ νCρ
2
l (1.17)

where νC is the typical collision frequency, and varies as nT−3/2 [5], while the Larmor
radius varies with T 1/2. This diffusion coefficient for deuterium ions can range from 10−4

to 10−2 m2s−1.
A more advanced evaluation of the diffusion coefficient takes into account the real shape
of magnetic field-lines, and especially the dependence on 1/R of the magnetic field am-
plitude in a toroidal geometry. The typical interaction length among particles in the per-
pendicular direction depends actually on the particle trajectory, which can be trapped in
a banana orbit by a magnetic mirror effect [13], or on a circular orbit (passing particles)
depending on the ratio of the parallel velocity of the perpendicular one. The transport
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across magnetic surfaces induced by these particular particle orbits is called neoclassical.
Depending on the collision frequency, different neoclassical transport regimes can exist,
and the associated effective diffusive coefficient are typically a factor 10− 100 more ele-
vated than the classical ones.
When measuring the actual value of effective diffusion coefficients in tokamaks, by evalu-
ating the gradients of the transported quantities, the experimental values are of the order
of 1 m2s−1(see for example [14] for Tore Supra), both in the core and in the edge regions.
This transverse transport was first called anomalous, and was then understood to be due
to turbulence. Here we mean by turbulence a chaotic state of the plasma, characterised
by oscillations in time and space on multiple scales. Excluding the electromagnetic in-
stabilities, linked to the interactions between the plasma current and the magnetic field
which constitute the main topic of the MHD models, several instability mechanisms are
indeed at play in tokamak plasmas, which enhance the particles and heat transport from
the magnetic axis in the outward radial direction. We will focus in this thesis on the
so-called electrostatic turbulence.

1.4.2 H-mode and transport barriers

The plasma equilibrium is not simply determined by an effective radial diffusion of parti-
cles and energy. Indeed, under certain circumstances, transport can be reduced in specific
regions, leading to a steepening of the local pressure radial gradient. These regions are
the so-called transport barriers. In 1982, the tokamak ASDEX has shown for the first
time the H-mode, meaning High confinement mode, in opposition to the usual Low con-
finement mode, in a divertor configuration [15]. The H-mode basically consists in an
enhancement of the pressure radial gradient, associated to a transport barrier in a thin
peripheral region of the plasma. Usually, we call pedestal the pressure jump associated
to the H-mode. Moreover, we will name edge plasma the region extending from a radial
position of r ∼ 0.8− 0.9 a, where the pedestal can take place, up to the SOL region. An
example of L-mode and H-mode profiles is shown in figure 1.6(left).

We can distinguish two types of transport barriers, basing on their radial location. The
ETBs (External Transport Barriers) are located in the edge plasma, or in a region imme-
diately close to the separatrix, while ITBs (Internal Transport Barriers) are by definition
a feature of the core plasma. An example of profiles with visible internal transport bar-
riers is reported in figure 1.6(right).
The formation of transport barriers at the plasma edge is of great importance in the
determination of the global confinement, but the H-mode has also some characteristic
side-effects. Indeed, another imprint of the achievement of the H-mode in a pulse is
the appearance of ELMs (Edge Localized Modes). ELMs are sudden bursts due to the
electromagnetic relaxation of the system, occurring with frequencies from 10 to 1000 Hz,
and they transport significant quantities of energy stored in the core plasma towards the
wall.
Nevertheless, the H-mode is a desirable operational condition in the perspective of a
fusion reactor, and it will also be the basic operational mode for ITER. Despite this
fact, a full theoretical understanding of the the passage from Low to High confinement,
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Figure 1.6: Left: Electron density and temperature profiles comparison between L-mode
and H-mode in Alcator C-mod, adapted from [16]. Right: Electron density profiles in
the JET tokamak, with internal and external transport barriers. Different line colours
correspond to different pulses. Figure adapted from [17].

named L-H transition, is still lacking. The L-H transition seems to follow a threshold
physics, with a bifurcating behaviour occurring once that a certain input power is ex-
ceeded. Nowadays, this power threshold is different for every device, and depends on
several operational parameters: therefore, the prediction of the necessary input power
for the ITER L-H transition is based on scaling laws [18] derived by experiments on mul-
tiple machines. Since it would be desirable to control the formation of transport barriers,
a deeper understanding of this complex physical process is needed, and requires a joint
effort in theoretical, numerical, and experimental analysis of the plasma edge.

1.5 The fluid approach in edge plasma modelling

1.5.1 From kinetic to fluid equations

When modelling a tokamak plasma, one can adopt different strategies. The latter can be
chosen according to the specific problem that has to be simulated, and to the available
computational resources. Ideally, one could simulate the plasma by solving the equation
of motion for each particle. This approach would be extremely time consuming, and
cannot be adopted for the description of the plasma in a tokamak, where the total number
of particles is of the order 1020 − 1021, and interactions among particles must be taken
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into account. It is recommendable then to adopt a statistical approach for the solution
of the problem, and to seek for the probability density function, which expresses the
average number of particles in an infinitesimal volume in the phase space (~r,~v). In order
to get the probability density function f of the specie s, one has to solve the Boltzmann
equation:

∂tfs + ~vs · ~∇~rfs + ~as · ~∇~vfs =

(
∂fs
∂t

)
C

(1.18)

where ~r represents the coordinates in space, ~v the particle velocity and ~a its accelera-
tion.

(
∂fs
∂t

)
C
is the collisional term, and in a plasma basically represents the electrostatic

collisions, which redistribute the velocity of the involved particles. The acceleration of
particles is given, on average, by the collective electromagnetic fields, so that equation
(1.18) takes the form:

∂tfs + ~vs · ~∇~rfs +
qs
ms

[
~E(~x, t) + ~v × ~B(~x, t)

]
· ~∇~vfs =

(
∂fs
∂t

)
C

(1.19)

which is also known as Vlasov-Landau equation. In the kinetic approach, numerical
codes solve this equation in six dimensions, plus the evolution in time of the system.
This approach is particularly powerful for the description of a rarefied gas as the plasma,
and it can describe the effects linked to modifications in the distribution function, such
as the Landau damping [5]. In hot plasmas, but also at the interface between plasma
and solid wall components (within some Debye lengths), the distribution function can be
strongly perturbed, needing therefore the simulations with a kinetic code. The number
of degree of freedom can be reduced in the gyro-kinetic approach, restricting the phase
space to five dimensions. In gyro-kinetic modelling in fact, the perpendicular motion of
particles is averaged, considering the Larmor gyration extremely fast with respect to the
velocities in the other directions. The velocity phase space becomes then two-dimensional,
where one dimension is represented by the velocity in the parallel direction, and one by
the magnetic momentum µ. Kinetic and gyrokinetic codes are very demanding in terms
of computational time.
The fluid approach allows a further reduction in the degrees of freedom of the problem,
and, by consequence, on the necessary computational time. The fluid approach purpose
is to determine the statistical moments of the distribution function. In order to derive the
fluid equations, one must calculate the successive moments of the Boltzmann equation
(1.19). The moment of order k for the distribution function of species s can be written
as:

M(k)
s =

∫ +∞

−∞
~vksfs(~r,~vs, t)d~vs (1.20)

A numerical model solving fluid equations, based on the averaging over the velocity
space, is thus relatively less onerous from the computational point of view, since the
unknowns are functions of the 3D space, with the evolution in time constituting the
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fourth dimension. We present in the following, the equations obtained by the calculation
of the moments of the Vlasov-Landau equation. We also define the kth moment of the
collisional term as:

Cks =

∫ +∞

−∞

(
∂fs
∂t

)
C

~vksd~vs (1.21)

A rigorous derivations of these equations can be found in the main plasma physics text-
books ([5],[6], etc.). We propose here a flavour of this derivation process, introducing the
main fluid quantities, associated to the fluid approach, which will be used in the following
chapters.

1.5.2 Continuity equation

The calculation of the moment of order 0 of the Vlasov-Landau equation allows to obtain
the continuity equation, which represents the mass conservation:

∂tns + ~∇~r · (ns~us) = Sns (1.22)

where the particle density is defined by the moment of order 0 of the distribution function:

ns(~r, t) ≡M0 =

∫ +∞

−∞
fs (~r,~vs, t) d~vs (1.23)

We notice that in the 0th moment of the Boltzmann equation, a moment of order 1 of
the distribution function appears. This quantity is the average fluid velocity, which is
defined as:

~us(~r, t) ≡
M1

ns
=

1

ns

∫ +∞

−∞
~vsfs(~r,~vs, t)d~vs (1.24)

The 0th order moment of the collisional term, C0
s represents the particles of a certain

species which appear in the elementary volume. Typically, in plasmas, ionisation pro-
cesses create ions and electrons, and must be taken into account into this term. We do
not expand the expression of this term, and we rename it Sns .
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1.5.3 Momentum equation

Calculating the moment of order 1 of the Boltzmann equation, one obtains the momentum
conservation:

ms

[
∂t (ns~us) + ~∇~r · (ns~us ⊗ ~us)

]
= nsqs

(
~E + ~us × ~B

)
− ~∇~r ps − ~∇~r ·Ξs + ~Rs + ~SΓ

s

(1.25)

One can notice in (1.25) the second order momentum of the distribution function. We
can also define the velocity ~vs′ ≡ ~vs−~us, whose statistical average is 0 by definition. One
can develop the second order moment as:

M(2) =

∫ +∞

−∞
~vs ⊗ ~vsfs(~vs) d~vs =

∫ +∞

−∞
(~us + ~vs

′)⊗ (~us + ~vs
′)fs(~vs) d~vs

=

∫ +∞

−∞
~us ⊗ ~usfs(~vs) d~vs + ~us ⊗

∫ +∞

−∞
���

���
�

~vs
′fs(~vs) d~vs +

��
���

���
��∫ +∞

−∞
~vs
′fs(~vs) d~vs ⊗ ~us

+

∫ +∞

−∞
~vs
′ ⊗ ~vs

′fs(~vs) d~vs = ns~us ⊗ ~us +
Πs

ms

(1.26)

where we have defined the total pressure tensor as:

Πs ≡ ms

∫ +∞

−∞
~vs
′ ⊗ ~vs

′fs(~r,~vs, t) d~vs (1.27)

Here we can also introduce the isotropic pressure:

ps ≡
Tr(Πs)

3
(1.28)

where Tr indicates the trace of a tensor. With this definition, Πs = psI + Ξs where Ξs

is the anisotropic part of the pressure tensor Tr(Ξs) = 0.
The moment of order 1 of the collisional term is split in two parts. The first one, which we
name ~Rs, represents the momentum exchanged among species by Coulombian collisions.
The second one collects other momentum sources or sinks in the control volume, due for
example to the interaction with neutral species. We name it ~SΓ

s . For the moment, we do
not expand the expression of these terms.
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1.5.4 Energy conservation equation

The conservation of the total energy is linked to the calculation of the second order
moment of the Boltzmann equation. The total energy for a specie is defined as:

Et
s =

1

2
msTr(M(2)) =

1

2
msu

2
s +

3

2
ps (1.29)

where the kinetic and the internal energies can be clearly identified. The fluid temperature
is defined as:

Ts ≡
ps
nskB

(1.30)

with Ts expressed in K. The resulting equation is:

∂tE
t
s + ~∇~r · (Et

s~us) = −~∇~r · (ps~us) + nsqs~us · ~E − ~∇~r · (Ξs~us)− ~∇~r · ~qs +Qs + SEs
(1.31)

where Qs represents the energy exchanged among different species. SEs represents the
energy sources and sinks for the considered specie. The heat flux ~qs is related to the third
moment of of the distribution function:

~qs =
1

2
ms

∫ +∞

−∞
‖~vs − ~us‖2(~vs − ~us)f(~vs)d~vs (1.32)

and thus needs to be expressed in function of lower order terms. From now on, every
gradient denotes a spatial derivative, since we will not need derivatives in the velocity
phase space.
We have shown that the kth+1-moment of the distribution function appears in the cal-
culation of the kth-moment of the Boltzmann equation. Therefore, one needs to apply a
closure to the system of equations presented.

1.5.5 Braginskii closures

In the set of fluid equations just presented ((1.22),(1.25),(1.31)), some quantities are left
undetermined, and need to be calculated as functions of lower order moments of the dis-
tribution functions. In particular one needs to evaluate Ξs, Rs, ~qs and Qs. These terms
can be calculated starting from the Vlasov-Landau equation, and using a Fokker-Planck
form for the collision term. We rely for this calculations on the Braginskii’s work [19], as
it is usual in the edge plasma community.
The hypothesis underlying the calculation, is that the distribution function can be ex-



18 Chapter 1. Introduction

panded around the Maxwellian, whose expression is:

fM(~r,~v) = n

(
m

2πkBT

) 3
2

exp

(
−m||~v − ~u||

2

2kBT

)
=

n

(2π)
3
2 v3

th

exp

(
−||~v − ~u||

2

2v2
th

)
(1.33)

In the edge plasma, this hypothesis is reasonable, since the number of collisions is suf-
ficient to maintain the plasma close to the thermodynamic equilibrium. An important
parameter that distinguishes the edge from the core plasma is the collisionality, commonly
defined as:

ν∗ =
L‖
λc

(1.34)

where λc is the electrostatic collisions mean free path. Collisionality represents thus the
average number of collisions that a charged particle undergoes while streaming on a field-
line. In Tore Supra, for example, ν∗ ∼ 10−3 in the plasma core, while in the edge region
ν∗ is included in the range 5− 100.
As an example we show here the expression of the ~R term, intervening in the momentum
equation, calculated by Braginskii. This term is composed by two terms:

~R = ~Rj + ~RT (1.35)

where ~Rj is a friction force, due to the relative velocity of electron and ion velocity, and
~Rt is a thermal force. Their expression is:

~Rj = ene

(
j‖
σ‖
~b+

~j⊥
σ⊥

)
(1.36)

~RT = −0, 71ne∇‖Te~b−
3

2

ne
ωceτe

(
~b× ~∇Te

)
(1.37)

where σ‖ et σ⊥ are respectively the parallel and perpendicular electrical plasma conduc-
tivity, and τe is the electron-electron collision characteristic time:

σ⊥ = σ0T
3/2
e σ‖ = 1, 96 σ⊥ (1.38)

with σ0 = e2neτe/me. We notice that ~R has distinct parallel and perpendicular compo-
nents.
The fluid equations including the Braginskii closure will be used in this thesis for the
modelling of the edge plasma.
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1.6 Plasma-wall interactions

The fluid equations just presented must be solved taking into account, through the bound-
ary conditions, the interactions between the plasma and the solid surfaces, which is the
most important difference between the transport processes in the closed flux surface re-
gion and in the SOL.
We are interested in particular in the dynamics along the magnetic field-line. At the in-
terface between plasma and wall components, instead, in the early phase of a discharge,
a negative charge accumulation occurs if the wall has a floating electric potential. This
happens because of the much higher mobility of electrons with respect to ions. A positive
electric field thus builds up, accelerating the ions towards the plasma wall, and repelling
incoming electrons which do not have the necessary kinetic energy to overcome the elec-
tric potential barrier. The region over which the electric field develops is called plasma
sheath, and it is represented schematically in figure 1.7.

Figure 1.7: Sketch of the plasma sheath, and of the density and potential fields in this
region.

The typical thickness of the plasma sheath is the Debye length, which is defined as:

λD =

√
ε0TekB
nee2

(1.39)

in edge plasma, where n ∼ 1019 and Te ∼ 10 eV , is approximately λD ≈ 10−5 m. Since
this characteristic length is much shorter than the total length of a magnetic field-line,
which is L‖ ∼ 10 m, we can reasonably assume the quasi-neutrality condition to be
valid all over the domain. The electric field build-up process reaches the steady-state
when the ion and the electron fluxes entering in the sheath become equal, so that the
quasi-neutrality of the plasma outside this region is maintained.
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1.6.1 The Bohm boundary condition

We need to study the dynamics at the sheath entrance, as it sets the boundary conditions
in the parallel direction for the SOL plasma. This analysis can also be found in [12],
Chapter 2. We take now as reference a null electric potential far from the sheath on
the magnetic field-line, as shown in figure 1.7, so at an infinite distance if compared
with the Debye length. The region where the potential starts to drop, and the ions
to be accelerated, is sometimes called pre-sheath. Supposing that electrons follow the
Boltzmann distribution, we get for the electron density at the sheath:

ne = nsee exp

(
e(φ− φse)
kBTe

)
(1.40)

where φse is the potential at the sheath entrance. In the bulk region of the Scrape-Off
Layer the quasi-neutrality is valid and ni = ne. In the sheath this condition does not
hold, and the Poisson’s equation can be written as:

d2φ

dx2
‖

= − e

ε0

(ni − ne) (1.41)

We have now to evaluate the ion density in the sheath. Using the energy conservation
for the ions, and assuming Ti � Te:

1

2
mu2

i = −eφ (1.42)

where ui is the ion velocity. Since the collision mean free-path λC is much bigger than
the Debye length λD, the ionisation source is negligible in the sheath. The ion flux is
therefore constant along the field-line, and using (1.42) we obtain

ni = nsei
usei
ui

= nsei

√
φse
φ

= nse

√
φse
φ

(1.43)

where we have assumed that the sheath-entrance point is the last where the quasi-
neutrality is valid. Substituting this last expression and the Boltzmann relation in the
Poisson equation, we obtain:

d2φ

dx2
‖

= − e

ε0

nse

[√
φse
φ
− exp

(
e(φ− φse)
kBTe

)]
(1.44)

Defining ∆ ≡ φse − φ > 0, we can expand
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√
φse
φ

=

√
1 +

∆

φ
≈ 1 +

1

2

∆

φse
= 1− 1

2

∆

|φse|

and

exp

(
e (φ− φse)
kBTe

)
≈ 1− e∆

kBTe

obtaining:

d2∆

dx2
‖
≈ ense∆

ε0

(
e

kBTe
− 1

2|φse|

)
=

e2nse∆

ε0kBTe

(
1− kBTe

2e|φse|

)
(1.45)

We notice that equation (1.45) admits an exponentially decaying solution, where the
typical e-folding length is λD. The non-oscillatory solution exists only if:

|φse|e ≥
kBTe

2

Substituting equation (1.42), we obtain for ions velocity at sheath entrance:

vse ≥ cs with cs =

√
kBTe
mi

(1.46)

which is the Bohm criterion, where cs is the so-called sound speed in the plasma. This
definition is given in analogy with the sound speed in neutral fluids, and it is the phase
velocity of ion waves ([5], Chapter 2). Differently from the neutral fluids, where sound
waves propagate through mechanical collisions, the ion waves propagate by means of
electrostatic collisions. This result can be generalized for hot plasmas where Ti ≈ Te.
The most general expression for the sound speed is:

cs ≡

√
kB(γeTe + γiTi)

mi

(1.47)

where γe and γi are the polytropic indexes referred respectively to electrons and ions, and
they are equal to 1 if the plasma is isothermal and to 5/3 if the plasma is adiabatic with
isotropic pressure. Since the sheath is narrow compared to collisional processes, with a
first approximation can consider the plasma isothermal in this region. In the following
and in general, γi = γe = 1 is assumed, so that the definition for the acoustic velocity
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reduces to:

cs ≡

√
kB(Te + Ti)

mi

(1.48)

We can define the parallel Mach number as the ratio of the parallel and the acoustic
velocity:

M ≡
u‖
cs

(1.49)

By consequence, we can re-write the Bohm criterion as:

Mse ≥ 1 (1.50)

This condition takes into account the fact that the plasma can reach supersonic values
even before reaching the sheath entrance. This can happen in the quasi-neutral plasma,
if the source terms in the continuity or in the parallel momentum equation change sign
along the parallel direction (see [20] for a detailed analysis of supersonic transitions).

1.6.2 Potential drop at the wall

Considering the Bohm condition (1.50) in its equality form, we can express the plasma
flux at the sheath entrance in the following way:

Γse = nsevse = nsecs ≈ nse

√
kB(Te + Ti)

mi

(1.51)

As already mentioned, the ion flux value can be considered constant across the sheath:
we impose thus the equality of the fluxes at the wall and at the sheath entrance, Γwi =
Γse. We assume then that electrons maintain a Maxwellian distribution with a constant
temperature through the sheath, therefore the average velocity in the parallel direction,
here called z, will be given at the wall by the integration of the Maxwellian over the
positive values of the velocities in z direction:

v̄we =
nwe

nwe
(√

2πvthe
)3

∫ +∞

−∞
dvxe

∫ +∞

−∞
dvye

∫ +∞

0

nwe exp

(
− vz2

e

2v2
the

)
vzedv

z
e =

vthe√
2π

(1.52)

For the determination of the electron density at the wall we need to use the Boltzmann’s
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distribution, giving:

nwe = nse exp

(
e(φw − φse)

kBTe

)
(1.53)

The electron flux at the wall then writes:

Γwe = nwe v̄
w
e = nse

vthe√
2π

exp

(
e(φw − φse)

kBTe

)
(1.54)

so we can write the current in parallel direction at the wall as:

jw‖ = e (Γwi − Γwe )

= e

(
nsecs − nse

vthe√
2π

exp

(
e(φw − φse)

kBTe

))
= ensecs

(
1− vthe

cs
√

2π
exp

(
e(φw − φse)

kBTe

))
(1.55)

Defining then a factor Λ, such that:

vthe
cs
√

2π
= exp(Λ) (1.56)

we have a general form of the current in parallel direction at the wall:

jw‖ = ensecs

(
1− exp

(
Λ +

e(φw − φse)
kBTe

))
(1.57)

In the case of a null current at the wall, jw‖ = 0, we find:

Λ =
e(φse − φw)

kBTe
(1.58)

which is the potential drop in the sheath in the case of a wall at floating potential.
Substituting the expressions for the sound speed (1.48) and for the thermal velocity (1.5)
in (1.57), the expression for the electric potential drop at the sheath for a floating surface
becomes:

Λ = −1

2
log

[
2π
me

mi

(
1 +

Ti
Te

)]
(1.59)

For a deuterium plasma with Ti ' Te, Λ ∼ 2.8. In the pre-sheath the electric potential
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undergoes a further 0.7kBTe drop due to ion acceleration. We thus notice also that the
electric potential at the wall φw ' −kBTe(0.7 + Λ) is proportional to the electron tem-
perature. Therefore, the electric potential profile in the SOL approximately follow the
electron temperature one at the target.
Equation (1.59) is the simplest expression for the potential drop. In fact the wall, un-
dergoing the impact of electrons, ions, photons or excited neutrals, can emit secondary
electrons, so that their outward flux sums up with the incoming plasma electron flux.
This emission changes the charge balance, globally decreasing Λ value. A more detailed
analysis of this problem can be found in [12], Chapter 25.

1.6.3 A sink mechanism

Ions and electrons, accelerated towards the wall, interact finally with the solid material.
The electrons abundance leads to a sudden recombination of ions into neutral atoms,
constituting effectively a sink mechanism for the SOL plasma. Therefore, in the simplest
picture, the SOL is filled on one side from transverse transport, and these incoming fluxes
are balanced by the losses towards the wall. In an approximate circular geometry, this
particle balance can be expressed as:

∂

∂r
(nvr) = − ∂

∂x‖

(
nv‖
)
≈ −ncs

L‖
(1.60)

In edge plasmas, transverse transport can be due to different mechanism. If we suppose
the transport to be diffusive, with a diffusion coefficient constant in radial direction, we
can write:

vr = −Dn

n

∂

∂r
n ⇒ −Dn

∂2

∂2r
n = −ncs

L‖
⇒ n = n(r0)exp

−(r − r0)√
DnL‖
cs

 (1.61)

So, in this case, the density decay length is given by:

λDIFFn =

√
DnL‖
cs

(1.62)

In the case of a convective transport, with a constant radial velocity, instead,

vr
∂

∂r
n = −ncs

L‖
⇒ n = n(r0)exp

(
−(r − r0)

vrL‖
cs

)
(1.63)
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so that the associated density decay length is:

λCONVn =
vrL‖
cs

(1.64)

We notice that in both cases, given the proportionality of the sink mechanism to the
density itself, the density varies in the SOL with an approximately exponential decay.
In realistic cases, transverse transport can be a combination of the two types described,
or be complicated by additional factors, as the radial variation of radial velocity, so that
radial profiles can significantly differ from exponential. However, in order to evaluate the
typical decay length of a field in the SOL, an exponential fit is usually adopted.
The same evaluation can be extended to heat flux transport. The parallel heat flux decay
length in the SOL is named λq: this quantity is extremely important in the framework
of the power exhaust, since it sets the “wetted” surface, affected by the heat flux. This
quantity is thus determined by the competing action of the perpendicular transport, in
which turbulence plays a determinant role, and of the parallel transport. It is therefore
necessary to address the problem of turbulence in the edge plasma, in order to understand
the mechanisms regulating the heat flux decay length.

1.7 Context and objectives of the thesis

Turbulence developing in the edge plasma of tokamaks is nowadays accepted to play a
major role in determining the transport of particles and energy from the hot centre to-
wards the peripheral region. Ultimately, this transport affects the characteristic gradients
appearing in the system. Hence, the consequences of turbulent transport are two-fold.
First of all, a reduction of turbulent transport would lead to steeper pressure gradients
and a better global confinement of plasma, with beneficial consequences on fusion reac-
tion rates. Turbulence is probably also involved in the formation of transport barriers in
the closed flux surfaces region and in the transition from Low to High confinement mode
[21]. The second key feature affected by turbulence in the edge plasma, is the exhaust of
the excess power, in the region where magnetic field-lines impinge on solid components.
In ITER, this will be an issue of major concern, and the power deposited on the divertor
tungsten monoblocks will have to be maintained below a certain threshold, in order not
to compromise the integrity of the material. Focusing on the inter-ELM period, in partic-
ular, the heat flux value must be kept below 10 MW/m2 ([22], [23]). The power heat flux
to the target depends ultimately on the heat flux decay length in the SOL λq, through
the relation qsurf = Psep/(4πRtλqfg). Here Psep is the power crossing the separatrix,
carried by the plasma, Rt is the radius of the target plate and fg is a factor linked to the
field-line geometry, that can be shaped in order to minimise qsurf , although with some
constraints. The principal factor determining the heat flux at the surface is therefore λq:
this quantity is determined by the transport processes in edge plasma. However, also in
this case, a complete understanding of the edge transport processes is still lacking from
the theoretical point of view. Practically, the predictions for λq rely on multi-parameters
scaling laws.



26 Chapter 1. Introduction

The divertor configuration seems to have a great impact both on the onset of transport
barriers, and on the determination of the heat flux decay length. The H-mode has indeed
then been achieved in most of the tokamaks operating with a divertor, whereas in limiter
configuration the H-mode is more difficult to achieve, and can present different charac-
teristics [24]. This element, along with the fact that the power threshold is sensible to
geometric parameters of the plasma [18], suggests that the divertor configuration has a
favourable impact on the formation of transport barriers. Regarding the power exhaust
problem, the divertor geometry is characterised by unique features, as the presence of the
PFR, which affects the heat flux profiles at the target plates. In the usual interpretation
of the heat dynamics in the divertor, the PFR helps indeed in spreading the heat flux on
a wider area ([25], [26]). Moreover, the divertor geometry seems to affect non-trivially the
turbulent cross-field transport, so that the heat flux decay length is ultimately impacted.
The scaling laws for the determination of λq differ indeed from limiter ([27],[28]) to diver-
tor in L-mode [29] , and in H-mode [30]. These differences in the scaling laws highlight
the complexity of the problem and the absence of a general theory able to capture the
effects of different geometries.
Moreover, the presence of turbulence in the divertor region has been recently shown in
different tokamaks (see [31] for MAST and [32] for Alcator C-Mod), by means of fast-
imaging visible cameras. The X-point, and the particular associated magnetic geometry,
could thus affect the turbulent transport and, by consequence, the above-mentioned fea-
tures related to it.
It is important, therefore, to address the problem of turbulence in divertor configuration,
which is the one adopted by the majority of the tokamaks including, in the future, ITER.
In this thesis, we present the first results of 3D global turbulence simulations in X-point
geometry, carried out with the TOKAM3X code [33], which has been developed in the
last few years, in order to handle complex geometries. An example of 3D turbulence
simulation in divertor geometry is represented in figure 1.8.

Figure 1.8: 3D view of a TOKAM3X simulation in a JET-like geometry. In the left
quarter of the torus we represent the amplitude of electric potential fluctuations. In the
right one, the density fluctuations.
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The objectives of this thesis are to identify and understand the peculiarities of edge tur-
bulence in X-point geometry. The effects of the magnetic geometry must be evaluated
both on local turbulence properties, and on the global edge plasma equilibrium. The
flexibility in geometry definition of TOKAM3X is used to identify the effects due to the
X-point and to other specific geometrical features of the divertor geometry. This numeri-
cal study takes advantage of the comparison with former simulations in limiter geometry,
which have been widely investigated by TOKAM3X and other 3D turbulence codes.
Finally, we aim at verifying that TOKAM3X can coherently catch the basic features of
the physical phenomena observed in tokamak edge plasma, in the perspective of the use
of the code for the interpretation of experimental results.



Chapter 2

TOKAM3X: a 3D fluid turbulence
code for edge plasma simulation

Contents

This chapter is devoted to the description of the TOKAM3X code, which will
be used thereafter for the analysis of edge plasma turbulence. The derivation
of the physical model is detailed, with the associated assumptions and the
equations ordering. We introduce at this point the main instability mecha-
nisms that can be observed with the TOKAM3X model. We show then how
complex magnetic geometries are handled by the code. Finally we give a brief
description of the numerical methods used for the model solution, and of the
latest developments on boundary conditions implemented in the code in the
framework of this thesis.
Part of the topics treated in this chapter is included in the publication [33]
about TOKAM3X.

2.1 From 2D to 3D turbulence modelling

As discussed in Chapter 1, turbulence in the edge plasma intervenes in several key issues
for the operation of a tokamak. Nevertheless, the understanding of turbulence and of the
related transport is still incomplete. The aim of turbulence numerical modelling is to fill
the gaps in the current understanding of turbulence, and to ultimately reach the ability
to be predictive on edge plasma dynamics.
In this framework, the TOKAM3X 3D fluid turbulence code has been developed through
a long-term collaboration between the IRFM institute of Cadarache (France), and the
M2P2 laboratory of Marseille. This code, as well as the other codes of the same type
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used in the fusion community, takes advantage of the knowledge acquired through the
years of turbulence modelling, and it is continuously developed in order to increase its
capability of describing edge plasma turbulence.

2.1.1 2D turbulence codes

2D fluid turbulence codes have been largely employed for the simulations of limited re-
gions of the edge plasma. Examples of 2D turbulence codes are TOKAM2D [34] and
HESEL [35]. These simulation tools have proven to describe well the turbulence proper-
ties in unstable zones of the edge plasma. In some cases, 2D turbulence codes have also
been able to show dynamics similar to the L-H transition ([36], [35], [37]). Furthermore,
these codes have the advantage to require a very limited computational time, and for this
reason they are still used for investigations on fundamental turbulence properties (e.g.
[38], [39]) and for comparison with experiments (e.g. [40]). A qualitative illustration of
turbulence obtained in TOKAM2D simulations is shown in figure 2.1.

Figure 2.1: Snapshot of the logarithm of plasma density obtained with TOKAM2D
simulations (courtesy of N. Nace). x and y are measured in Larmor radii.

However, 2D turbulence codes can only simulate a small region of the tokamak, where the
plasma is unstable, as the region around the LFS midplane. A 3D description of turbu-
lence in edge plasma have become necessary, following also the experimental evidences of
an asymmetry in turbulent properties in the poloidal direction, with an enhancement of
turbulent transport in the region around the LFS midplane (see [41] for Alcator C-mod,
[42] for Tore Supra). These asymmetries ultimately affect the overall equilibrium in the
SOL.
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2.1.2 3D turbulence codes: objectives and state of the art

TOKAM3X, as others 3D fluid turbulence codes, has been conceived to overcome the
limitations of 2D fluid turbulence codes for edge plasma. In particular, 3D turbulence
codes can describe the 3D nature of turbulence, without averaging the parallel dynamics
through the so-called flute assumption. As it will be clearer in the following, the im-
provement from 2D to 3D codes implies the simultaneous solution of the parallel and
perpendicular dynamics, which are profoundly different, as understandable from the de-
scription of the single particle motion in section 1.2.1. However this complication is
necessary, since the characteristic time scale of the motion in perpendicular direction is
not negligible with respect to the parallel one. A qualitative comparison of these two
quantities gives:

τ⊥ ∼
λN
v⊥
∼ 10−2 m

102 m s−1
∼ 10−4 s , τ‖ ∼

L‖
cs
∼ 10 m

105 m s−1
∼ 10−4 s (2.1)

so that the parallel dynamics cannot be considered infinitely fast with respect to the per-
pendicular one. The evidence of these comparable characteristic times can be found in
the poloidal asymmetries rising in tokamak edge plasma. It is widely known indeed that
turbulence levels are stronger at the LFS midplane of tokamaks (see [43] for turbulent flux
measurements on Alcator C-mod, [44] for fast imaging cameras on Tore Supra), with a
certain poloidal spreading depending on specific plasma characteristics. The description
of these large-scale effects are necessary in order to explain global flux patterns, and to
describe coherently the plasma interaction with solid surfaces and, more in general, with
the surrounding environment.
Multiple 3D fluid turbulence codes have thus been developed worldwide over the last
years, in some of the major institutes of research on magnetic fusion. Along with
TOKAM3X, other 3D fluid turbulence codes which share the main objectives are GBS [45]
(developed at the École Polytechnique Fédérale de Lausanne, Switzerland), BOUT++
[46] (developed by University of York (UK) and international partners) and GRILLIX
[47](Developed at the Institute of Plasma Physics in Garching, Germany).
In 3D codes, the edge plasma turbulence, characterised by small scales, which can be of
the size of few millimetres, must be simulated in the global geometry of the tokamaks,
which involves macroscopic length scales of the order of 1 meter. Moreover, the charac-
teristic turbulence time scales, of the order of 10−5s, are small if compared to the typical
confinement time (of the order of 1 s) and also with respect to the inter-ELM periods
(around 10−3 − 10−1s), on which turbulence codes usually focus. Therefore, 3D turbu-
lence codes solve multi-scale problems in time and space, and they demand significant
computing resources. This type of code is usually executed on multiple processors in
supercomputers.
3D turbulence codes have been able to reproduce some important physical results, as the
asymmetric level of turbulence in the poloidal section and the global impact on the par-
allel flows in the SOL ([48], [49], [50]). The codes mentioned above have also undergone
some validation exercises on seeded blobs propagation against experiments in TORPEX
(Switzerland)[51] and MAST [52].
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Figure 2.2: Snapshot of a turbulent simulation with the TOKAM3X code in circular
limiter geometry. On the left we represent the fluctuations of the electric potential field,
on the right the total density (courtesy of P. Tamain).

The effort in turbulence modelling has been mainly focused, up to now, on the study of
plasmas with circular cross-section (an example is shown in figure 2.2). This geometry
is particularly convenient, because it allows the use of a toroidal reference system, and
it can be a good approximation for limiter configurations (excluding the Shafranov shift
and the deformation of the magnetic surfaces occurring in a real plasma equilibrium).
The divertor magnetic geometry is more difficult to model since, with the introduction
of the X-point, it includes a topological discontinuity, and more in general a strong shap-
ing of the magnetic surfaces cross-section, so that suitable numerical techniques must be
developed.
TOKAM3X has been developed in the last few years to handle a divertor configuration
[33]. Also the other mentioned codes have recently shown simulations in divertor geom-
etry ([53], [54]).
It is worthy to remind that also some gyro-kinetic codes, as XGC1 [55], have recently
demonstrated the capability to deal with a realistic magnetic geometry. Nevertheless,
these codes are extremely computing-time consuming, and the actual physical time sim-
ulated is much lower than what can be achieved by the codes which adopt the fluid
approach.

2.2 Derivation of the TOKAM3X drift-reduced equa-
tions

In tokamak plasmas the particle motion is strongly anisotropic, and this property reflects
on fluid motion. Therefore, we will need to treat separately the direction parallel to the
magnetic field ~b, and the plane perpendicular to it. Starting from the fluid equations
presented in the previous chapter, we need to adapt our model to the description of tur-
bulence in strongly magnetised plasmas, as the ones characterizing tokamaks.
We separate in particular the velocities in parallel direction, us‖ , from the ones in perpen-
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dicular direction ~us⊥ . We aim at expressing the latter as functions of the other unknown
fields. In this way, the only unknown velocity component for each solved species will
be the parallel one. In order to do this, we need to make specific assumptions on the
perpendicular velocity.

2.2.1 The drift velocity approximation

As discussed in Chapter 1, particles move with an helical trajectory around the magnetic
field-lines. The centre of the cyclotronic movement displaces in the perpendicular direc-
tion with the so-called drift-velocities. The ordering of TOKAM3X equations is based
on the hypothesis that turbulence develops on longer timescales than the ion gyration
motion:

ω

ωC
≡ εw � 1 (2.2)

where we call ωC the ion cyclotronic frequency. For deuterium plasmas, considering a
magnetic field 1 T , ωC ∼ 5·107Hz. The perpendicular velocity is thus expanded according
to the small parameter εw, as:

~u⊥ = εω~u
(1)
⊥ + ε2

ω~u
(2)
⊥ + ... (2.3)

where the velocity is referred to the guiding centre, so it does not include the cyclotronic
rotation (that would represent the order 0 of the velocity). We can now evaluate the
order of different terms in the fluid equation of momentum conservation (1.25), projected
on the perpendicular direction. For the ion species, we obtain:

mi∂t (ni~ui⊥) ∼ miniεwu⊥ωC

mi
~b× ~∇ · (ni~ui ⊗ ~ui) ∼ miniεwu⊥ωC

niqi~ui⊥ × ~B ∼ miniu⊥ωC

The first two terms will be thus neglected at the first order. We notice that if we took as
reference the electron cyclotron frequency, the parameter εw would have been even lower,
so the same consideration can be applied for the two species. The remaining terms in the
projection of the momentum conservation equation would need further hypothesis to be
evaluated. Multiple ε coefficients can be defined, and every term of the equation would
be proportional to one or more of them. The complete procedure of drift reducing is out
of the scope of this thesis.
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2.2.2 Fluid drifts

Following the procedure just described, we reach the following form for the perpendicular
momentum conservation at the first order:

0 = nsqs

(
~E⊥ + ~u(1)

s⊥
× ~B

)
− ~∇⊥ ps (2.4)

where the terms ~∇ · Ξs and ~Rs have been neglected. This hypothesis is based on the
Braginskii closure, and will be briefly discussed in section 2.2.4. The cross product with
the magnetic field ~B then gives, after a little algebra:

~u(1)
s⊥

=
~E × ~B

B2
+
~∇p× ~B

nsqsB2
(2.5)

We have derived in this way the expression for the two fluid drifts of first order. We
identify in (2.5) the E ×B drift:

~uE ≡
~E × ~B

B2
(2.6)

and the diamagnetic drift velocity:

~u?,s ≡
~B × ~∇p
nsqsB2

(2.7)

We notice that the E×B fluid drift has the same expression as the one characterising the
single particle motion. The diamagnetic drift, instead, is the expression of a collective
effect, being related to the presence of a pressure gradient. The diamagnetic drift implies
a very small transport of particles: the average diamagnetic velocity is given indeed by
the average component of the particles gyration velocity in one direction, which is varying
with the particle pressure gradient. Actually, the only net particle transport associated
to the diamagnetic drift is given by the magnetic field curvature, so that the divergence
of the of the diamagnetic flux reduces to the divergence of the ∇B drift, which is detailed
in Appendix A. However, this drift velocity, as visible from (2.7), is dependent on the
particle charge. Therefore, diamagnetic drift is responsible for a local electric charge
separation.
We can now focus on the determination of the second order perpendicular velocity.

ms

[
∂t(ns~u

(1)
s⊥

) + ~∇ ·
(
ns~u

(1)
s⊥
⊗ ~us

)]
= nsqs~u

(2)
s⊥
× ~B + ~∇ ·Ξ(1)

⊥ +Rs (2.8)



34
Chapter 2. TOKAM3X: a 3D fluid turbulence code for edge plasma

simulation

Taking the cross-field product with ~B as for the first order:

~up =
mi

niqiB2
~B ×

[
∂t

(
ni~u

(1)
i⊥

)
+ ~∇ ·

(
ni~u

(1)
i⊥
⊗ ~ui

)]
+

~B ×
(
~∇ ·Ξ(1)

⊥ +Ri

)
niqiB2

(2.9)

Since the polarisation velocity is proportional to the mass, and knowing that me � mi,
we can affirm that the polarisation current for electrons is negligible. Therefore, the
polarisation current ~jp = eni~up is associated to this velocity.
Even if the polarisation velocity is one order smaller than diamagnetic and E ×B veloc-
ities, polarisation flux and current must be conserved in our system of equations, when
they appear in a divergence form. Indeed while the polarisation current varies over short
scales, comparable to the ones of turbulence, diamagnetic current varies on the device
scale (since it is related to magnetic curvature). Therefore:

∣∣∣∣∣ ~∇ ·~jp~∇ · j?

∣∣∣∣∣ ∼
∣∣∣∣ jpRj?ρL

∣∣∣∣ ∼ εw
εw

(2.10)

So, when polarisation current appears under divergence form, it is kept in the equations
(i.e. in the charge conservation equation), while when it appears as an advection velocity
(for example in an operator as up · ~∇) it is neglected.

2.2.3 TOKAM3X hypotheses

In addition to the assumption on characteristic frequencies just presented, ω/ωC � 1,
necessary for the drift ordering, we will consider the ion Larmor radius ρL as the reference
scale for the description of turbulence. Indeed, experimentally, the size of turbulent
structures is of the order of 10−2 m, while the Larmor radius value in edge plasma is
around 10−4 − 10−3m. Moreover, in the drift ordering we have averaged the cyclotronic
motion, so it would not be coherent to describe turbulent structures smaller than the
Larmor radius.
Several additional hypothesis are assumed in the derivation of the TOKAM3X model:

• Quasi-neutrality - Since in the edge plasma, λD � ρL, we can assume that the
plasma is quasi-neutral:

ne ≈ Zni (2.11)

where Z is the atomic number of the ion species. The quasi-neutrality implies also
the conditions on sources:

Sne ≈ ZSni (2.12)

In this thesis we consider Z = 1, identifying hydrogenic atoms. Only one ion species
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is simulated.
As seen in Chapter 1, the quasi-neutrality does not hold in the plasma sheath. The
latter is described in the code by means of the boundary conditions in the parallel
direction at the interface with the wall components.

• Negligible electron inertia - The mass of electrons is much smaller than the one
of the lightest ion (H+):

me � mi (2.13)

• Electrostatic assumption - TOKAM3X is conceived to solve electrostatic tur-
bulence. This means assuming that the vector potential is static ∂t ~A = 0. By
consequence, also the magnetic field is constant in time, and the electric field de-
pends only on the electric potential:

~E = −~∇φ (2.14)

Therefore, the simulations that we are going to show in this manuscript are suitable
for the description of low β plasmas, where β = 2µ0p/B

2 defines the ratio of the
plasma pressure over the magnetic pressure. In fact, in this regime, the current
produced in edge plasma is low if compared to the plasma current Ip. Thus, the
feedback of the plasma current created by turbulence is not taken into account
in the magnetic field, which is considered “frozen”, and does not change in time.
Typically, L-mode plasmas are characterized by low β, in contrast with H-mode
plasmas, where the value of β can raise in the pedestal region.

2.2.4 TOKAM3X equations with ordering

In order to study the turbulence problem, it is necessary to solve the fluid equations
regulating the dynamics of ions and electrons. Exploiting the quasi-neutrality hypothesis,
we decide to solve electrons density conservation, since the polarisation velocity, which
has a complicated expression, does not appear in it.

∂tne + ~∇ ·
(
neue,‖~b

)
+ ~∇ · (ne~uE) + ~∇ · (ne~u?,e) = Sne (2.15)

Using the definition of parallel current, j‖ = eniui,‖ − eneue,‖, we reformulate (2.15) as:

∂tne + ~∇ ·
[(
niui,‖ −

j‖
e

)
~b

]
+ ~∇ · (ne~uE) + ~∇ · (ne~u?,e) = Sne (2.16)

The diamagnetic drift is responsible for a small particle transport. In fact, the only part
of the diamagnetic flux divergence which is not divergence-free is the one related to the
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magnetic curvature. The calculation of this divergence is detailed in Appendix A, and
results in:

~∇ · (n~u?,s) ≈ ~∇ · (n~us∇B) (2.17)

Substituting (2.17) in (2.16), we finally obtain the continuity equation solved by TOKAM3X:

∂tne + ~∇ ·
[(
niui,‖ −

j‖
e

)
~b
]

+ ~∇ · (ne~uE) + ~∇ · (ne~ue∇B) = Sne + ~∇ ·
(
DN

~∇⊥ne
)
(2.18)

In equation (2.18), we have added a diffusive operator in order to stabilise the smallest
turbulence scales. The role of this operator will be clarified in section 2.7.1. We focus
then on the momentum equation. The equation determining perpendicular velocity is
already known, both for ions and electrons:

~u⊥,i = ~uE + ~u?,i + ~up ~u⊥,e = ~uE + ~u?,e (2.19)

Therefore, we need an equation for the momentum in parallel direction. We project so
the momentum conservation equation (1.25) on the parallel direction for each species.
The details of this projection are given in Appendix A. We obtain:

0 = −neeE‖ −∇‖pe +R‖ (2.20)

mi

[(
∂tniu‖,i

)
+ ~∇ ·

(
niu

2
‖,i
~b
)

+ ~∇ ·
(
niu‖,i~u⊥,i

)]
=

nieE‖ −∇‖pi −
(
~∇ ·Ξi

)
·~b−R‖ + SΓ

i (2.21)

Where me � mi is applied: the inertial terms and the kinetic pressure are neglected
for electrons. Here, R‖ = R · ~b represents the parallel momentum exchanged between
electrons and ions via collisions. In particular we will call Re,‖ = −Ri,‖ = R‖ the
momentum given from ions to electrons.
Making use of the quasi-neutrality assumption, we sum up equations (2.20) and (2.21),
obtaining:

mi

[
∂tΓ‖,i + ~∇ ·

(
Γ‖,iu‖,i~b

)
+ ~∇ ·

(
Γ‖,i~u⊥,i

)]
=

−∇‖ (pi + pe)−
(
~∇ ·Ξi

)
·~b+ SΓ

i (2.22)

Where Γ‖,i = niu‖,i. One of the most difficult terms to develop is the divergence of the
pressure tensor. This term reduces to the sum of two terms. The first one is a term
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linked to collisions (see Braginskii’s work [19] for the details), and we decide to treat
it with a diffusive operator, introducing a diffusion coefficient on parallel momentum,
DΓ. The second term takes into account a finite Larmor radius effect. However, using a
classical result of Braginskii’s theory, this term exactly compensates the part of advection
by diamagnetic drift which is not related to the curvature of the magnetic field (see
Appendix A), in the so-called “diamagnetic cancellation” [56]. Indeed, only the curvature
drift appears in the advection operator of parallel momentum.

mi

[
∂tΓ‖,i + ~∇ ·

(
Γ‖,iu‖,i~b

)
+ ~∇ ·

(
Γ‖,i~u

i
∇B
)]

= −∇‖ (pi + pe) + SΓ
i + ~∇⊥ ·

(
DΓ

~∇⊥Γ‖,i

)
(2.23)

The parallel dynamics of electrons contributes to the determination of the parallel current.
We can rewrite (2.20) as:

eneJ‖ η‖ − 0.71ne∇‖Te = −nee∇‖φ+∇‖pe (2.24)

Where the electrostatic assumption (2.14) has been applied and the parallel component
of the momentum exchange R‖, obtained by Braginskii’s calculations, has been explicitly
written using (1.36) and (1.37). We refer to equation (2.24) as the generalised Ohm’s
law : this equation regulates the evolution of the parallel current. Supposing the plasma
isothermal, and with negligible resistivity, we can write:

TekB∇‖ne = nee∇‖φ (2.25)

finding the well-known Boltzmann’s distribution for electrons:

log

(
ne
ne,0

)
=
e(φ− φ0)

kBTe
(2.26)

In this particular case, electrons are sometimes referred to as “adiabatic” in the parallel
direction.
Our system must conserve the electric charge, so we can write:

~∇ ·~j = ~∇⊥ ·~j⊥ + ~∇ ·
(
j‖~b
)

= ~∇⊥ ·
(
~jp +~j∗

)
+ ~∇ ·

(
j‖~b
)

= 0 (2.27)

where the time-varying part is included in the polarisation current. The divergence of
the diamagnetic current depends on the pressure gradient, so it couples this equation
to the continuity equation (2.15). Substituting the divergence of the ∇B drift to the
diamagnetic one, we can re-write the divergence of the diamagnetic current as:

~∇ ·~j? = ~∇ ·
(
ni~u

i
∇B − ne~ue∇B

)
(2.28)
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This term is necessary for the triggering of turbulence, since it represents a local sepa-
ration of the electric charge, which is necessary for the development of the electrostatic
instability. The divergence of the parallel current can be seen as a reaction of the system
to this charge separation: charge in excess can flow in parallel direction, and the parallel
current, which must be inferred from (2.24), will be proportional to the plasma parallel
conductivity. The divergence of the polarisation current is the most difficult term to be
calculated, and gives the following result:

~∇⊥ ·
(
~jp

)
= −mi∂t~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)]
−mi

~∇ ·

{
~ui~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)]}
(2.29)

The details of this calculation are exposed in Appendix A. Now we decompose temporarily
the density and electric potential field, in an equilibrium component and a perturbation
x = x̄ + x̃, such that |x̃/x̄| = εx � 1. The decay lengths associated to the equilibrium
and fluctuating components are respectively L⊥ and 1/k⊥, such that 1/(k⊥L⊥) ' εx � 1.
In this framework, we can write:

|ni∇2
⊥φ|∣∣∣~∇⊥φ · ~∇⊥ni∣∣∣ =

∣∣∣(n̄i + ñi)∇2
⊥

(
φ̄+ φ̃

)∣∣∣∣∣∣~∇⊥ (φ̄+ φ̃
)
· ~∇⊥ (n̄i + ñi)

∣∣∣
≈

∣∣∣n̄i (L−2
⊥ φ̄+ k2

⊥φ̃
)∣∣∣∣∣∣(L−1

⊥ φ̄+ k⊥φ̃
) (
L−1
⊥ n̄i + k⊥ñi

)∣∣∣ ·
∣∣∣∣L2
⊥φ̄n̄i

L2
⊥φ̄n̄i

∣∣∣∣ =
1 + L2

⊥k
2
⊥εx

(1 + L⊥k⊥εx)
2

≈ 1 + ε−1
x

4
� 1 (2.30)

This approach translates into a Boussinesq-like approximation, which is commonly adopted
in fluid mechanics and consists in neglecting the gradient of density in the calculation
of the polarisation drift divergence. The validity of this hypothesis in edge turbulence
plasma has been confirmed by a past work [57]. In order to write the equation in a
conservative form, it is usual to introduce a quantity called vorticity, defined as:

w = ~∇ ·
(
~∇⊥φ
B2 +

~∇⊥pi
nieB2

)
(2.31)

This field is named vorticity because of its role similar to the vorticity in fluid mechanics
(in our case it is the projection on the magnetic field of the curl of a velocity field). We
obtain for the divergence of the polarization current:

~∇ ·~jp = −mi∂t(niω)−mi
~∇ · (ωni~u) (2.32)
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We now apply the quasi-neutrality condition and we develop:

~∇ ·~jp = −min∂tω −�����miω∂tn−min~u · ~∇ω −����
���

mi
~∇ω · (n~u) (2.33)

Where the continuity equation (2.15) has been substituted in (2.32). This assumption
is reliable where the particle sources and the residual transport coefficient DN are small
compared to the other terms in the continuity equation. A further approximation is
performed, admitting ω~∇ · ~u � ~u · ~∇ω: this allows to write the vorticity equation
in conservative form, and corresponds to consider an incompressible flow. With these
hypotheses, the charge conservation equation can be written as:

mi

[
∂tw + ~∇ ·

(
wΓ‖,i
n

~b

)
+ ~∇ ·

(
w(~uE + ~ui∇B)

)]
=

1

n
~∇ ·
(
J‖~b
)

+
1

n
~∇ ·
(
n
(
~ui∇B − ~ui∇B

))
(2.34)

Also in the vorticity equation, a diffusive operator is added. The final equation reads:

mi

[
∂tw + ~∇ ·

(
wΓ‖,i
n

~b

)
+ ~∇ ·

(
w(~uE + ~ui∇B)

)]
=

1

n
~∇ ·
(
J‖~b
)

+
1

n
~∇ ·
(
n
(
~ui∇B − ~ui∇B

))
+ ~∇ ·

(
DW

~∇⊥w
)

(2.35)

The equations describing the electron and the ion temperature evolution are not detailed
here. Starting from (1.31), the derivation process can be carried out through similar ap-
proximations as the ones exploited for the other equations, along with collisional terms
calculated through the Braginskii theory. The two equations for ions and electrons tem-
perature will not be solved in the TOKAM3X simulations shown in this thesis, which are
carried out in isothermal hypothesis. Nevertheless, the full model is now implemented in
TOKAM3X [58].

2.2.5 TOKAM3X dimensionless equations

Every quantity in TOKAM3X is normalised according to characteristic scales allowing
to describe the edge turbulence. In particular length scales are normalised to the ionic
Larmor radius ρL, and the time scales to the inverse of the cyclotronic frequency ωC ,
which, according to the ordering used to derive the equations, is much bigger than the
characteristic electrostatic turbulence frequencies. We have thus:

~̂∇ ≡ ρL ~∇ , t̂ ≡ ωC t
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Where the symbol ˆ is used here to indicate dimensionless quantities. The most impor-
tant fields appearing in TOKAM3X equations are normalised with respect to reference
quantities as follows:

N̂ ≡ n

n0

, T̂ ≡ T

T0

, Φ̂ ≡ eφ

T0

, û ≡ u

vth

where the electric potential energy is normalised to the thermal energy, and the velocity
according to thermal velocity. Here the reference temperature must be expressed in J ,
so that the electric potential energy is normalised on the reference thermal one.
Reminding the definitions of Larmor radius (1.9) and cyclotronic frequency (1.8), one
can see that the normalisation of equations depends entirely on 4 reference quantities:

n0 , T0 , B0 , mi

Which are indeed indicative of the plasma conditions (density and temperature), the
magnetic field applied in the tokamak at the magnetic axis (B0) and the mass of the
ion species mi. Only once these reference parameters are determined, one can infer the
outputs of the TOKAM3X code with dimensions, which can be compared, in principle,
with experimental results.
Additional fields appearing in TOKAM3X equations are normalised according to the
aforementioned quantities:

Γ̂ ≡
Γ‖
n0vth

, Ĵ‖ ≡
J‖

en0vth
, P̂ ≡ p

n0T0

, Ŵ ≡ wρ2
Le

T0

, ŜN ≡
Sn

n0ωC

Four physical parameters appear explicitly in TOKAM3X equations, and must be set
by the user: these are DN , DΓ, DW and η‖ (DN and DW appear in diffusion operators
similarly to DΓ and their role is discussed in section 2.7.1). From the normalisation of
the density, parallel momentum and vorticity conservation equations, one obtains:

D̂N ≡
DN

ρ2
LωC

, D̂Γ ≡
DΓ

ρ2
LωC

, D̂W ≡
DW

ρ2
LωC

From the normalisation of the generalised Ohm’s law:

η̂‖ ≡
η‖e

2n0

miωC
=
en0

B0

In the following, the symbolˆwill be dropped, and all the quantities will be referred to
(if it is not otherwise mentioned) as dimensionless.
The resulting system of equations describes the conservation equation for the electron
density N , the ion parallel momentum Γ, and the vorticity W . The parallel current J‖
and the electrostatic potential Φ intervenes through the electric charge balance (vorticity
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conservation (2.38)) and through the Ohm’s law (2.39).

∂tN + ~∇ ·
((

Γ− J‖
)
~b+N~uE +N~ue∇B

)
= SN + ~∇ ·

(
DN

~∇⊥N
)

(2.36)

∂tΓ + ~∇ ·
(

Γ2/N~b+ Γ~uE + Γ~ui∇B

)
= −∇‖ [N(Te + Ti)] + ~∇ ·

(
DΓ

~∇⊥Γ
)

(2.37)

∂tW + ~∇ ·
(
WΓ/N~b+W~uE +W~ui∇B

)
=

~∇ ·
(
N
(
~ui∇B − ~ue∇B

))
+ ~∇ ·

(
J‖~b
)

+ ~∇ ·
(
DW

~∇⊥W
)

(2.38)

N∇‖Φ−∇‖NTe − 0.71N∇‖Te + η‖NJ‖ = 0 (2.39)

In order to simplify the numerical approach, density at the denominator of the RHS
of (2.34) is approximated the reference value n0, i.e. to 1 in dimensionless units. This
technique is adopted in order to simplify the numerical approach, described in section 2.5,
in the hypothesis that the density value does not move significantly from the reference
one. Furthermore, in (2.36) and (2.38), a diffusive operator has been introduced. This
operator helps the numerical solution by dissipating the energy on the smallest turbulence
scales.
We use for vorticity the generalised definition:

W = ~∇ ·

(
~∇⊥Φ

B2
+
~∇⊥ (NTi)

NB2

)
(2.40)

therefore taking into account the ion pressure. The drifts in perpendicular direction are
expressed as:

~uE = ( ~B × ~∇Φ)/B2 , ~u
i/e
∇B = ±2Ti/e( ~B × ~∇B)/B3, (2.41)

with the sign + for the ions i and − for the electrons e.
In equations (2.36)-(2.40), normalising temperatures to the reference value T0 we choose
to impose constant temperatures in space and time:

Te = Ti = 1 (2.42)

Notice that this choice is not mandatory: temperature fields can be prescribed as spatial
functions not evolving in time. In the isothermal hypothesis, so, the particles pressure
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coincides with their density:

Pe = NTe = N , Pi = NTi = N (2.43)

We also notice that the term describing the thermal currents in (2.39) vanishes.

2.3 Main instability mechanisms

The physical model solved by TOKAM3X allows the description of several instability
mechanisms in the edge plasma. We illustrate here the main ones, always considering an
isothermal framework.

2.3.1 Interchange instability

One of the main instabilities in edge plasma is called interchange instability, and it
appears at the LFS of the tokamak. In this region, the background pressure gradient
is directed towards the magnetic axis, as well as the magnetic field gradient. Figure
2.3 represents schematically the mechanism which causes the onset of the interchange
instability in the edge plasma.

Figure 2.3: Sketch of the interchange instability mechanism in the LFS of a tokamak.
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Let’s suppose that a perturbation of the electric potential, with a sinusoidal shape in the
poloidal direction, superposes to the background plasma: alternative regions of increased
and lowered electric potential will appear, which we represent as cells tracing an isopo-
tential contour. The local potential gradient will thus be directed radially towards the
centre (towards the exterior) of a positive (negative) electric potential cell. This electric
potential gradient causes an E × B velocity to develop along the contours of the cells.
This velocity is the same for electrons and ions and, with the orientation of the magnetic
field that we have chosen, it is directed clockwise (counterclockwise) for a positive (neg-
ative) potential cell. This E × B circulation causes a zone of increased density, denoted
by δn+, when particles are advected from the inner to the outer side, because of the
background pressure gradient. On the contrary, a zone with lowered density, identified
by δn−, appears between two potential cells which advect particles from a low density to
a high density region. The opposite situation would occur in the HFS since the density
gradient would be reversed. Particles in zones where density is perturbed experience
the diamagnetic drift: the ions drift downwards, while the electrons drift upwards. The
diamagnetic flux departing from the zone of increased density is higher than the one
from the lowered density: therefore, as visible in figure 2.3, a positive electric potential
cell would receive a higher ion flux than an electron one, and vice-versa for a negative
potential cell. This divergence of diamagnetic current is compensated by the divergence
of the polarisation current. This balance is actually a Poisson equation with an effective
permittivity of nmi/B

2, as one can infer from the divergence of the polarisation current
(2.33). An accumulation of charge leads thus to an increase of the potential perturbation
of the same sign δφ. Therefore, potential perturbations amplitude increase in an unsta-
ble way, and the density perturbation with them. This simple picture also shows that
in interchange turbulence, the phase in poloidal direction between density and potential
fluctuations is around π/2. On the HFS, the position of increased/lowered density would
switch, leading to a net current of opposite charge with respect to the electric potential
cell, having thus a stabilizing effect.
Another feature immediately understandable from figure 2.3 is the presence of convective
cells, corresponding to isopotential contours. Zones of high density are expelled from
the high density region in outward direction, giving rise to a turbulent structure with
a characteristic mushroom shape (in other words, a zone of locally increased density is
always associated with an electric dipole, which advects it radially outwards by E × B
drift).

2.3.2 The simplest interchange model

In the simplest picture, plasma can be considered isothermal without varying qualitatively
the description of interchange dynamics. In this framework, a simple model has been
proposed by Hasegawa-Wakatani [59], which has been largely studied in literature. In
this model, a scale separation is performed between the equilibrium components of the
fields and the fluctuating ones, which will be indicated here by the symbol “ ˜ ”. The
fields are normalised to the equilibrium quantities, Ñ = ñ/neq, T̃ = T̃ /Teq, Φ̃ = φ̃ e/Teq.
We consider here the simple variant given by the following two equations (see also [60],
Chapter 3), which express the electric charge and the pressure conservations, in the plane
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(r, θ) perpendicular to magnetic field lines. Considering only the dominant terms:

{
∂tρ

2
L∇2
⊥Φ̃ = −2~ue∇B · ~∇P̃
∂tP̃ = −~u?,e · ~∇Φ̃

(2.44)

Assuming perturbations of the form X̃ = X0 exp(ikrr + ikθθ + iωt), the two equations
write:

{
iωρ2

Lk
2
⊥Φ̃ = −2~u∇B,e · ~∇P̃
iωP̃ = −~u?,e · ~∇Φ̃

(2.45)

where k2
⊥ = k2

r +k2
θ . From the system (2.45) we can calculate the expression of the linear

growth rate:

γ =
k2
θ

k2
⊥

√
~ue∇B · ~u?,e
ρL

(2.46)

where the diamagnetic velocity has been considered incompressible. This simple model
shows already the basic features of the interchange turbulence. Indeed, one can see that
this instability can develop only in presence of a magnetic curvature, so that ‖~ue∇B‖ 6= 0.
Moreover, substituting the expressions for the drift velocities one finds:

γ ∝
√
~∇B · ~∇p (2.47)

Therefore, the interchange-type instabilities can exist only in the region of “bad curvature”
of the tokamak, that is to say at the Low Field Side. Since the pressure gradient points
towards the magnetic axis of the tokamak, in this region ~∇B · ~∇p > 0, and in particular
this product is maximum at the LFS midplane.
The system of equations (2.44) is similar to the one describing the Rayleigh-Bénard
turbulence, where the electric potential corresponds to the velocity potential, for an
incompressible velocity, and the pressure corresponds to the temperature. The curvature
term ~ue∇B · ~∇P̃ appearing in the electric potential equation, so, corresponds to the gravity
field acting on the fluid. In the same way, the Rayleigh-Bénard instability is destabilised
when the gravity force is aligned to the temperature gradient.
In the system (2.44) we have considered a simple geometry in the plane perpendicular
to a field line. If we add the loss terms in the parallel directions, which are non-zero if
the parallel resistivity is non-null, the developing turbulent structures are called Resistive
Ballooning Modes. This is commonly done in 2D turbulence codes such as TOKAM2D
[34], which solve a model similar to (2.44), but taking into account the advection terms in
perpendicular and parallel directions. In particular, the physical model of TOKAM2D,
in its isothermal version, is:
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{
∂tN + [Φ, N ] = −σ‖NeΛ−Φ + SN +D∇2

⊥N

∂t∇2
⊥Φ + [Φ,∇2

⊥Φ] = g ∂θlnN
r

+ σ‖(1− eΛ−Φ) + ν∇4
⊥Φ

(2.48)

Where the normalization of each quantity is the same as the one explained before.
Moreover, length scales are normalised to the Larmor radius ρL and time scales to
the inverse of the cyclotronic frequency ωC . Here the Poisson’s brackets are defined
as [Φ, X] = ~B/B2 ·

(
~∇Φ× ~∇X

)
, and they represent thus the advection by the E × B

drift. The parallel dynamics terms on the RHS, linking the potential gradient to the
sheath potential, are thought to be applied only to open flux surfaces. However, by reg-
ulating the σ‖ parameter as a mask function, one can artificially introduce closed flux
surfaces [37]. The systems is forced by a source of particles SN , in a so-called flux-driven
approach, opposed to the gradient-driven one, where background equilibrium gradients
are prescribed.
Since 2D codes lack of a 3D description of the magnetic field, the driving curvature term
must be reduced to a parameter of the code, g (reminding the analogy with the Rayleigh-
Bénard system), which represents the local curvature of the magnetic field. The parallel
losses terms on the right-hand side are averaged over the field line. 2D turbulence codes
take indeed advantage of the so-called flute assumption: the parallel transport is consid-
ered extremely fast with respect to the perpendicular one, so that fluctuations can be
considered homogeneous on the parallel direction at characteristic time scales of turbu-
lence. We recognise here the Bohm boundary condition (1.57): the losses in the parallel
direction, simulating the plasma sheath action, are controlled through the parallel con-
ductivity parameter σ‖. In 3D turbulence codes instead, the curvature and the parallel
losses are not parameters of the model, and they result from the full 3D description of
the magnetic field.

2.3.3 Resistive drift waves

Resistive Drift Waves (RDW) can be destabilised whenever a parallel resistivity and a
density gradient are at play [5]. Figure 2.4 shows a schematic view of an electric potential
perturbation in poloidal direction.

The vertical electric field causes a radial E × B drift of the plasma. However, if the
electrons show an adiabatic behaviour, following the Boltzmann distribution, the elec-
tron density δne immediately follows the electric potential one, δne/ne = eδφ/(kBTe).
Therefore, there will be a drift wave propagating with the electron diamagnetic velocity
in poloidal direction. However, no transport is at play since E×B velocities and density
are out of phase of π/2. If a parallel resistivity, or, in other terms, a friction force in
parallel direction, is at play, electrons do not match instantaneously the potential per-
turbation, so that a phase shift exist between the two wave-forms. By consequence, the
E × B drift transports particles from a denser zone to a more rarefied one, amplifying
therefore the instability. The collisionality is particularly strong in edge plasmas, so these
instabilities must be taken into account in our analysis.
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B

Figure 2.4: Schematic representation of the RDW instability. The average density gra-
dient is negative in radial direction. The left (right) panel represents a situation without
(with) parallel resisitivity. δn and δφ indicate respectively density and potential pertur-
bations.

2.3.4 Kelvin-Helmoltz

Another turbulent mechanism, well-known in neutral fluid dynamics, is the Kelvin-
Helmoltz instability. In plasmas, see [61], this instability can rise because of the radial
gradient of the parallel flows. As explained in section 1.6, in the SOL the plasma is
accelerated in the pre-sheath region up to the sound speed in the parallel direction. The
criterion for the development of this kind of instability reads ([61], [62]):

(
∂ 〈M〉t,ϕ
∂r

)2

−
(
∂log(〈N〉t,ϕ)

∂r

)2

> 0 (2.49)

In the vicinity of a limiter, at the interface between the open and the closed field lines re-
gion, where normally the parallel flows are much lower in absence of momentum injection,
the Mach number increases sharply, possibly triggering the Kelvin-Helmoltz instability.

2.4 Magnetic geometry: a versatile approach

TOKAM3X is based on a flux-surface aligned coordinate system. Along with a suit-
able domain decomposition, described in section 2.5.2, this coordinate system allows the
description of complex magnetic configurations.
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2.4.1 Curvilinear coordinates

First of all, it is useful to derive a suitable mathematical description for the magnetic field
in a tokamak. Usually, we know the magnetic field from experiments (for example by
means of magnetic field reconstruction codes as EFIT [63]) as a function of the cylindrical
coordinates, ~B = ~B (R,Z, ϕ′), where R is the major radius, Z is the vertical distance
from the magnetic axis, and ϕ′ is the curvilinear coordinate along the toroidal direction.
Because of the anisotropy of the transport processes in a tokamak plasma, it is useful
to adopt a coordinate system based on the magnetic topology of the magnetic field. In
particular, we adopt a coordinate system which is aligned with the flux surfaces. These
coordinates have a three dimensional, non-orthogonal local basis (see [64], Chapter 2). For
any arbitrary set of three scalars

(
ui, uj, uk

)
, which represent our generalised coordinates,

we can pass from the cylindrical coordinates system to the set of generalised coordinates,
by means of the following transformation that we can define as:

(R,Z, ϕ′) = ~R
(
ui, uj, uk

)
(2.50)

For every point in the 3D space, we can identify a curve over which two of the three
parameters are constants and the last is free to vary. We can call these curves coordinate
curves. We can thus identify, for every point, a set of vectors which are tangent to the
three coordinate curves:

~ei =
∂ ~R

∂ui
~ej =

∂ ~R

∂uj
~ek =

∂ ~R

∂uk
(2.51)

These vectors are called tangent-basis vectors, and they represent the covariant basis. In
a similar way, we can identify three coordinate surfaces, where one of the three parameters
is constant and the other two can vary. The system of three vectors perpendicular to
these surfaces, named reciprocal-basis vectors is then:

~e i = ~∇ui ~e j = ~∇uj ~e k = ~∇uk (2.52)

Which constitute the so-called contravariant basis. Here the gradients are calculated in
the cylindrical coordinate system. Figure 2.5 shows a schematic view of the coordinate
curves and of the vectors of the local covariant or contravariant bases, in a 2D coordinates
system.

It can be shown ([64], Chapter 2) that the two basis fulfil the important relationship:

~e i · ~ej = δij (2.53)

Moreover, the triple products of the vectors of the two basis are reciprocal:

~ei × ~ej · ~ek = J = J −1 ≡
(
~e i × ~e j · ~e k

)−1 (2.54)
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R

Z

iso-j

iso-i

Figure 2.5: Coordinate curves in a 2D space and associated local bases.

where J is the Jacobian of the transformation ~R, and it represents geometrically the
elementary volume element. One can obtain the vectors of the contravariant basis from
the ones of the covariant basis with the relation:

~ei = J~e j × ~e k , ~e i =
1

J
~ej × ~ek (2.55)

Where (i, j, k) must form a cyclic permutation of (1,2,3). Every vector can thus be
written equivalently in covariant or contravariant basis, in the following way:

~X = X i~ei +Xj~ej +Xk~ek

= Xi~e
i +Xj~e

j +Xk~e
k (2.56)

We will use the relations just presented in order to develop a proper description of the
magnetic field in TOKAM3X.

2.4.2 A physics-based choice of the coordinate system

We must now choose a proper triplet of independent parameters which is suitable for
the description of the magnetic field. We assume the existence of flux surfaces, which
are tangent in every point to the magnetic field lines. These surfaces are labelled by the
coordinate ψ. The second parameter is the curvilinear coordinate θ, which varies along a
flux surface in the poloidal plane. Finally, we take the toroidal angle as third parameter,
calling it ϕ. Since the magnetic field is divergence-free, one can re-write it in terms of a
vector potential ~A, such that:

~B = ~∇× ~A (2.57)
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If we choose, similarly to what is proposed in [13]:

~A = ψp~∇ϕ+ ψt~∇θ (2.58)

then we can re-write the magnetic field as:

~B = ~∇ψp × ~∇ϕ+ ~∇ψt × ~∇θ (2.59)

If we take ψp as functions of the only variable ψ, and ψt = ψt(ψ, θ), then our definition of
the magnetic field will satisfy the property ~B · ~∇ψ = 0, meaning that the magnetic field
has no ψ component in the covariant basis, so it is more convenient to express it in this
basis rather than in the contravariant one. This relation also tells us that the magnetic
field lines lie on the flux surfaces. Taking into account the dependency of the arbitrary
functions on ψ, we re-write 2.59 as:

~B =
dψp
dψ

~∇ψ × ~∇ϕ+
∂ψt
∂ψ

~∇ψ × ~∇θ (2.60)

At this point, we can notice that our particular choice of the two functions ψp and ψt
implies a precise physical meaning: they represent the flux of magnetic field respectively
in poloidal and toroidal directions. Calculating the magnetic field flux over a surface, we
obtain, using the property 2.53:

∫
~B · d~S =

∮
~A · d~l

=

∮
ψ

(
ψp~∇ϕ+ ψt~∇θ

)
· (~eψ dψ + ~eθ dθ + ~eϕ dϕ)

=

∮
ψ

(ψp dϕ+ ψt dθ) (2.61)

For a closed line on a flux surface enclosing the main axis, but not the magnetic axis,
we obtain the poloidal flux Ψp(ψ) = 2πψp. A closed line enclosing instead the magnetic
axis, but not the main one gives the toroidal flux Ψt(ψ) =

∮
ψt(θ, ψ)dθ. Ψt and Ψp are

measured in Wb.
Considering an axisymmetric field, which is a reasonable approximation for a tokamak,
one has the following properties:

~eϕ · ~eψ = ~eϕ · ~eθ = ~eϕ · ~eψ = ~eϕ · ~e θ = 0 , ~eϕ × ~eϕ = 0 (2.62)

Considering (2.55), we understand that ~eϕ is parallel to ~∇ψ × ~∇θ, so we can re-write
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(2.60) as:

~B =
dψp
dψ

~∇ψ × ~∇ϕ+Bϕ
~∇ϕ (2.63)

where Bϕ is the toroidal field component in the contravariant basis. Moreover, passing
from the curvilinear length ϕ′ to the angle ϕ, we obtain:

‖~eϕ‖ = ‖~eϕ‖−1 = R (2.64)

We choose then ψt such that:

∂ψt
∂ψ

=
FJ

R2
(2.65)

We check, then, that the Ampère’s law is verified. Using (2.54) and (2.64) we get:

∮
~B · d~l =

∮ (
dψp
dψ

~∇ψ × ~∇ϕ+
FJ

R2
~∇ψ × ~∇θ

)
· dϕ ~eϕ

= 2πF = µ0Itor (2.66)

Hence:

F = µ0Itor/(2π) (2.67)

This quantity is proportional to the toroidal current Itor, and it is left as a parameter in
the code. Thus for the magnetic field:

~B =
dψp
dψ

~∇ψ × ~∇ϕ+
FJ

R2
~∇ψ × ~∇θ

=
dψp
dψ

~∇ψ × ~∇ϕ+
FJ

R2

~eϕ
J

=
dψp
dψ

~∇ψ × ~∇ϕ+
F

R2
R2~eϕ (2.68)

Finally obtaining that Bϕ = F . The second component of the magnetic field can be
expanded as:

dψp
dψ

~∇ψ × ~∇ϕ = − 1

J

dψp
dψ

~eθ (2.69)
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So the resulting magnetic field component in the poloidal direction, in covariant basis,
is:

Bθ = − 1

J

dψp
dψ

(2.70)

Combining the two components of the field we obtain:

~B = − 1

J

dψp
dψ

~eθ +
Bϕ

R2
~eϕ

= Bθ~eθ +Bϕ~eϕ (2.71)

It is useful to express magnetic field components with respect to unitary vectors, as they
correspond to the physically measurable values.

~B = B̂θ ~eθ
|~eθ|

+ B̂ϕ ~eϕ
|~eϕ|

(2.72)

One can notice that B̂ϕ = Bϕ R = F
R
. The toroidal field is thus inversely proportional

to R; this important characteristics of tokamaks is thus taken into account.

2.4.3 Safety factor in TOKAM3X simulations

It is useful to give a local definition of the safety factor, that allows us to calculate the
integrated safety factor for an arbitrary field line shape:

qloc(ψ, θ) = −
J ∂ψt

∂ψ

J dψp
dψ

= − FJ

R2 dψp
dψ

(2.73)

This quantity is an expression of the local pitch angle. Using (2.73) for an arbitrary field
line shape, we have so:

q(ψ) =
1

2π

∮
qloc(ψ, θ) dθ

= − 1

2π

∮
FJ

R2 dψp
dψ

dθ

=
1

2π

∮
B̂ϕ |~eθ|
RB̂θ

dθ (2.74)

finding the well-known integral formula of [6]. This expression is well defined for closed
field lines. In open field lines, we perform the integration on the main SOL only. One
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can notice that, in circular geometry, the local safety factor reduces to:

qloc(r, θ) =
B̂ϕr

RB̂θ
(2.75)

where r is the minor radius. This expression is the same as the one for the global safety
factor in a large aspect ratio tokamak with circular flux surfaces: in that ideal case indeed,
the pitch angle would be constant on the flux surfaces. In the following, when referring
to the poloidal and the toroidal field, we will refer to B̂θ and B̂ϕ, respectively, dropping
the “ ˆ” symbol.

2.4.4 Mesh grid construction and magnetic field calculation

Since TOKAM3X describes electrostatic turbulence, the poloidal flux function does not
change during the simulation. Therefore, it is sufficient to fix the magnetic field compo-
nents in order to run a simulation. As specified in section 2.4.2, the toroidal field has
a known shape (∝ 1/R), and only the value on the magnetic axis, F , must be chosen.
The poloidal magnetic field, instead, depends on the plasma current distribution in the
machine, and must be derived from the poloidal flux function using equation (2.70).
We can adopt two different approaches in determining the poloidal magnetic field of a
simulation, which are described in the following. In particular we distinguish a case
where the magnetic geometry is analytical, and a case where the magnetic equilibrium is
obtained from experimental data.

• Analytical geometries - When we use analytical geometries, we can choose the
q(ψ) profile, paying attention to make a physically wise choice. In particular, a
parabolic profile in radial direction, similar to the one found in experiments, is
usually set. Equation (2.74) allows then to calculate the poloidal flux function,
starting from the mean safety factor.

Analytical grid− J(R,Z) → q(ψ) imposed → Ψp(ψ) calculated → Bθ

TOKAM3X allows to choose several analytical geometries, and in particular:

– Circular geometry with only closed flux surfaces

– Circular geometry with only open flux surfaces, with an infinitely thin limiter

– Circular geometry with open and closed flux surfaces, and infinitely thin lim-
iter

– Circular geometry with open and closed flux surfaces, with a thick limiter

– Slab geometry
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In the case of circular geometry, through the input parameters of the code, the user
can choose a set of geometrical parameters, including:

– The plasma elongation κ

– The plasma triangularity δ

– The position of the limiter

• Realistic magnetic equilibria - In this approach we derive the magnetic equi-
librium from a real map Ψp(R,Z), obtaining the poloidal field in every point. In
practice, in every tokamak, the Ψp function of a plasma discharge is reconstructed
with a certain frequency (usually of the order of the kHz), using some magnetic
diagnostics and dedicated softwares as EFIT [63].
The function Ψp(R,Z) is thus imported into a mesh generator. The mesh generator
builds the 2D grid on the poloidal section, according to the chosen number of grid
points, and to the total chosen extension of the grid in radial and poloidal direc-
tions. In particular, the knots of the mesh will be all aligned on iso-ψp contours.
This condition is fundamental in order to have a flux-surface aligned mesh grid.
The grid in poloidal direction can be chosen, in principle, according to the needs of
the user. The only constraint is to get, in the end, a structured mesh. However, let’s
notice that non-orthogonal meshes imply the calculation of “crossed terms” in ψ and
θ directions in the operators used in TOKAM3X, and a strong non-orthogonality
could cause numerical instabilities. Therefore, iso-θ lines are usually set orthogonal
to iso-ψp. Nevertheless, the grid can be refined in θ and in ψ direction according
to the specific cases and to physical considerations.
Once the grid set, the transformation from the (R,Z, ϕ′) basis to the (ψ, θ, ϕ) one is
fixed, and so also its Jacobian. We have then all the necessary elements to calculate
the local Bθ value. We can schematise this approach as follows:

Ψp(R,Z) from experiments → Mesh grid built− J(R,Z) → Bθ

Here q(ψ) is not fixed, but can be calculated a posteriori, using (2.74). Figure 2.6
shows an example of poloidal flux function and the associated mesh grid.

Once the poloidal field is calculated, the flux function can be multiplied by a parameter
called psiscale in order to change the ratio between toroidal and poloidal magnetic field.
Moreover, the user can fix the angular sector in toroidal direction with the parameter
Lϕ. The code thus generates the 3D mesh by replicating the grid built in the poloidal
plane on each point in the toroidal direction Nϕ times. The toroidal angular width of
each cell is then δϕ = Lϕ/Nϕ.
The coordinates system presented in this chapter must be discretised. Indeed, TOKAM3X
makes use of a 3D structured mesh, where the three directions are identified by the triplet
(iψ, iθ, iϕ): this basis is the numerical discretisation of the (ψ, θ, ϕ) one described previ-
ously. While ψ is already an index of flux surface coordinate, and corresponds thus to
iψ, the mesh construction determines the discretised coordinates iθ and iϕ. The calcula-
tion of the metric coefficients in generalised geometry, required in the expression of the
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Figure 2.6: Poloidal flux function of a COMPASS discharge (shotnumber 5249, t =
1100 ms). Superposed to it, in blue, the mesh built by the mesh generator of TOKAM3X.
The red line represents the separatrix, corresponding theoretically to the 0 value of the Ψp

function. In black dotted line, the projection on the poloidal plane of COMPASS vessel
wall contour.

operators, is detailed in Appendix B.

2.5 Numerical method

2.5.1 Numerical schemes

TOKAM3X is based on a conservative finite-differences discretization method for the
solution of the partial differential equations presented in section 2.2.5. The evolution in
time is calculated with a Runge-Kutta scheme of arbitrary order (in practice, orders from
1 to 4 are implemented in the code).
Advection terms are advanced with an explicit scheme. In particular, TOKAM3X uses a
shock-capturing Roe-Marquina scheme (see [65] and [66]), based on a WENO (Weighted
Essentially Non Oscillatory) interpolation [67] for the reconstruction of the advection
terms.
The vorticity equation (2.38) is treated differently from the others, since the evolution
of the parallel current has a much faster dynamics of the perpendicular advection terms.
In a first step, the advection terms are advanced explicitely, as in the other equations.
Then, substituting the expression of the parallel current (2.39) and of the vorticity (2.40)
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in the remaining terms, the equation is solved with an implicit method, with the electric
potential function as unknown. At this intermediate step, the following linear system has
to be solved:

(
L⊥ + L‖δt

)
Φt+1 = W ? −

(
L⊥ + L‖δt

)
log (N?) (2.76)

Where the quantities with the ? superscript are result from the explicit advancement
of the equations. The operators appearing on the LHS are L⊥ = ~∇ ·

(
1
B2
~∇⊥
)

and

L‖ = ~∇ ·
(

1
η‖
~b∇‖

)
. The operator L⊥ + L‖δt is thus a 3D operator which has to be

inverted. This matrix is sparse, and, because of the big coefficient δt/η‖ appearing in it,
usually ill-conditioned, thus difficult to invert with an iterative method. Instead, a direct
method, based on the L-U decomposition, is usually adopted, with the help of dedicated
libraries as PASTIX [68].
The diffusive terms are also solved with an implicit advancement, in order to avoid CFL
problems when using large diffusion coefficients. This is not the case in the majority of
the domain, where the diffusive terms are of the same order or lower than the others.
However the implicit treatment is necessary in zones where diffusion coefficients are raised
on purpose, called “buffer” regions, described in section 2.6.1.
For further details on the numerical solution we address the reader to the paper [33].

2.5.2 Multi-domain decomposition

In order to solve a complex geometry, as the diverted one, with a structured mesh, the
geometrical domain is decomposed in several sub-domains, named zones, according to
the magnetic topology. Zones are rectangular in the (ψ, θ) space, and they are retailed
such that all the cells on one of the boundaries are adjacent to another zone or to a
physical boundary of the domain. Each side of a zone is surrounded by a certain number
of layers of ghost cells. These ghost cells allow the communication between adjacent
zones, as well as the imposition of boundary conditions. Figure 2.7 shows two examples
of multi-domain splitting.

This domain-splitting method is a common practice in 2D transport codes, such as, for
example, SolEdge2D [69] or SOLPS [70]. The 2D transport codes for the simulation of
the edge plasma are focused on the plasma-wall interactions, and must thus deal with
the complexity of the real geometry of magnetic field and plasma-facing components.
Therefore, numerical methods and techniques, as the domain decomposition, necessary
to solve complex geometries, have been implemented and tested for long time. This
expertise is being embedded at present in 3D turbulence codes, where the complexity of
the physical model and the 3D geometry set additional challanges in the implementation
of the same numerical techniques.
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Figure 2.7: Example of multi-domain decomposition in a COMPASS-like geometry (left)
and on a WEST-like geometry (right, courtesy of F. Nespoli).

2.6 Boundary conditions

Periodic conditions are applied in toroidal direction over the whole domain, relying on
the axysimmetry of the tokamak configuration. Periodicity is applied also in the poloidal
direction, in the closed flux surfaces zone. The reference coordinate system in TOKAM3X
is aligned on flux surfaces, and usually an orthogonal mesh is adopted, in order to limit
the numerical issues linked to non-orthogonal mesh. Therefore, the coordinate system
is not aligned, in general, with plasma-facing components. With a simple approach, the
geometrical domain is cut both in ψ and θ directions at convenient locations, in order
to approximate the position of plasma-facing components. At the outer radial boundary,
therefore, field lines are parallel to the outermost surface. A Neumann condition ∂ψ· = 0 is
applied to all the variables (N , Γ, Φ, W ). This condition nullifies the diffusive flux at the
outer boundary, but not necessarily the component of the convective one perpendicular
to the wall, that is to say Nuψ. In particular, one must pay attention to the ∇B flux to
the walls, which enters into the overall electric charge balance. In divertor configuration,
the same Neumann conditions are applied to the radial inner boundary of the PFR.
In poloidal direction, field lines lie on a (θ, ϕ) plane, and in the SOL they intercept
the solid component (the limiter, or a divertor target) with a specific incidence angle,
generally variable along the ψ direction. These are the most difficult boundary conditions
to deal with: indeed, the plasma dynamics at the interface with solid walls is regulated
by the presence of the plasma sheath. The sheath region has a characteristic width
of the order of the Debye length. As already mentioned, this length is much shorter
than the field line length, and, moreover, of the characteristic ionisation mean free path.
This translates into the fact that this region is almost non-collisional, and the Braginskii
closure is no longer valid. In this region indeed the species distribution functions differ
significantly from the Maxwellian: a kinetic code should be used for a rigorous description.
TOKAM3X, as the majority of fluid codes, considers therefore an infinitely thin sheath
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layer, and imposes the Bohm’s boundary conditions at the sheath entrance(1.50). Let’s
see how these conditions are applied to the fields calculated by the code. The plasma
density at the sheath is not directly affected by the Bohm’s boundary conditions. The
parallel momentum is imposed such that:

∣∣∣Γ‖i ∣∣∣|b ≥ ncs → |Γ| ≥ N
√
Te + Ti ⇒

{
Γ|b1 ≥ N

√
Te + Ti

Γ|b2 ≤ −N
√
Te + Ti

(2.77)

Where the unnormalized and the normalized conditions are shown. Here b1 is the bound-
ary where the parallel direction points towards the wall, and b2 is the boundary at the
opposite side of the field line. In TOKAM3X, this condition is combined with a logic one.
If the flux is already super-sonic (|Γ| > N

√
Te + Ti) in the last cell, then its value is repli-

cated in boundary ghost cells. In the opposite case, the sonic condition, |Γ| = N
√
Te + Ti

is imposed.
The plasma sheath affects also electrons dynamics, and therefore the parallel current at
the wall, as derived in Chapter 1. In TOKAM3X, we decide to set the electric potential
value at the wall φw = 0 , so that the Bohm condition on parallel current (1.57) writes:

j
‖
|b = ±necs

(
1− exp

(
Λ− φ

kBTe

))
→ J‖|b

= ±N
√
Te + Ti

(
1− exp

(
Λ− Φ

Te

))
(2.78)

Where the sign + is referred to the boundary b1, and − to b2. J‖ is not calculated
explicitly in the code. The Ohm’s law is instead substituted in its expression in order to
obtain a condition on the electric potential.

1

η‖

[
∇‖ (NTe)

N
−∇‖Φ− 0.71∇‖Te

]
= ±N

√
Te + Ti

(
1− exp

(
Λ− Φ

Te

))
(2.79)

Since at the sheath, the electric potential Φ is close to ΛTe, this boundary condition is
linearised into:

∇‖Φ =
∇‖ (NTe)

N
− 0.71∇‖Te ∓ η‖N

√
Te + Ti

(
Φ

Te
− Λ

)
(2.80)

Equation (2.80) represents a Robin condition, where the weight of the Dirichlet part is
proportional to the parallel resistivity. This value is usually very low, around 10−5. De-
pending on the specific simulations, so, the Neumann part can be dominant with respect
to the Dirichlet one. In this case, the 3D vorticity operator suffers of ill-conditioning,
and it is more difficult to invert.
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2.6.1 Fluxes control at the inner radial boundary

In order to guarantee the conservation properties of the code, in addition to a conserva-
tive numerical scheme, it is necessary to control the physical sources and sinks.
In the case of the particle density, TOKAM3X imposes a volumetric source. The sink
mechanisms are given by the fluxes at the geometrical boundaries. In particular, at the
interface with solid targets, Bohm’s boundary conditions impose a net particle outflow.
At the radial boundaries where a Neumann condition is imposed, the turbulent fluxes
directed outwards are not perfectly controlled, and they can vary with the character-
istic periodicity of turbulence. However, Neumann conditions in radial direction tend
naturally to suppress turbulence. Indeed turbulent fluxes at the outer boundary in ψ
direction in simulations with all the geometry types (limiter and divertor), are verified
to be around the 1% of the value at the separatrix (and even lower at the inner radial
boundary of the PFR).
The radial inner boundary is the most complex to numerically deal with. This boundary
does not represent a physical border, but just a limitation in the geometrical domain.
This limitation is due both to the fact that computational costs must be limited, and to
the scarce applicability of fluid theory to the core plasma.
One must thus control the incoming and outgoing fluxes from the inner radial boundary.
Since our system is flux-driven, a simple Dirichlet condition could force the gradient on
large-scale, affecting the overall equilibrium of the system. A Neumann condition with
a null flux was imposed in previous releases of TOKAM3X. However, in the region close
to the boundary, strong gradients build up, and a particularly strong turbulence can be
found. If turbulence is not inhibited, radial convective inward and outward fluxes can
freely cross the inner boundary. In order to be sure to control the radial fluxes, at the
inner boundary, a null flux condition is hard-coded:

Γψ = 0 (2.81)

This condition zeroes all the convective fluxes at the boundaries. In this way, with-
out losing the conservation of the different fields, we do not have undesired losses or
sources. Since the boundary condition (2.81) is imposed also on diamagnetic fluxes, cur-
rents through the inner boundary are also null.
However, dealing with a “closed box” on the inner side does not necessarily represent a
perfect physical solution of the inner boundary problem. We notice that the poloidal
direction is not constrained, with this solution, in any way. Poloidal, and parallel fluxes
are thus allowed. When radial fluxes are artificially stopped, the system tends to react
with flows in parallel, or poloidal direction.
We found, in particular, that the downward ion ∇B flux (or upward ∇B flux for elec-
trons), being stopped at the inner radial boundary, leads to a positive charge accumu-
lation at the top of the inner boundary, and of a negative charge at the bottom. This
accumulation thus generates a radial electric potential gradient directed downwards, both
at the top and at the bottom of the machine. As a consequence, a steady E×B poloidal
flux is directed towards the LFS midplane, carrying most of the particles (which enter in
the system through the volumetric source). Figure 2.8 illustrates qualitatively this effect.
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Figure 2.8: Schematic view of the poloidal asymmmetry generated by the boundary
condition Γψ = 0 at the inner boundary of the geometrical domain. The zones of electric
potential build-up are indicated with δφ± and the ones of density variation with δn±.

We end up, so, with a system where charge cumulates at the top and bottom of the
machine, while particles are brought from the inner to the outer midplane. One could
wonder why, if there is a pressure imbalance between the inner and the outer midplane, the
parallel transport does not compensate perfectly this situation, restoring an homogeneous
total pressure. This can be understood by the analysis presented in Appendix C.
This configuration leads thus to strong poloidal asymmetries in the edge region, which
are not physically justified, because entirely due to the arbitrary choice of boundary
conditions. Experimentally, usually the average density on a line of sight is measured in
the closed flux surfaces region. In order to have an information on poloidal asymmetry,
one should instead rely on local measurements at different poloidal positions. Some basic
information, for example, can be inferred from measurements carried out on Alcator
C-Mod at the inner and outer midplane, by means of reciprocating Langmuir probes
[41]. These experimental results, regarding L-mode discharges, show that plasma static
pressure is almost equal at the inner and at the outer midplane. A further precaution
must thus be taken in order to maintain a poloidal symmetry in the closed flux surface
region.
In order to prevent the density and charge cumulation at the inner radial boundary, a
strong variation of the diffusive operator is imposed near this position, trough a mask
function:

∂tX = · · ·+ ~∇ ·
(

ΥD0
X
~∇⊥X

)
(2.82)

Where X is a generic conserved quantity and D0
X is the associated diffusion coefficient. In
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our numerical solution, Υ is a mask function with an Heaviside shape in radial direction,
such as

Υ = Υ0H(ψ − ψ0) (2.83)

where we call Υ0 “buffer coefficient”. When the value of this parameter is elevated enough
(usually 108) it can guarantee the dominance of the diffusion operator in the region where
the mask function is active. In particular, it is necessary to increase locally the diffusion
in poloidal direction, in order to homogenise plasma over a flux surface, while one can
limit the diffusion in ψ and ϕ directions. Alternatively, one can numerically homogenise
plasma quantities over the first flux surfaces with an averaging operation. This “buffer
region” must be limited in radial direction to few points (usually from 1 to 4) in order to
lose the smallest possible portion of geometrical domain.
The use of a buffer region at the inner radial boundary in the closed flux surfaces region
is common in codes for turbulence simulations, both fluid (e.g. GBS [45]), and kinetic or
gyro-kinetic (e.g. GYSELA [71]), and it was used also in TOKAM3X with Υ = 102, as
shown in figure 2.9a. This technique is usually adopted in order to control turbulence and
the associated fluxes. We underline here that the use of elevated values of the diffusion
coefficient, combined with the boundary condition Γψ = 0, allows to stop fluxes across
the inner boundary and to mitigate the large-scale fluxes caused by this condition. In
figure 2.9 we see a comparison between two identical simulations in presence of weak (a)
and strong (b) diffusive buffer zones.

Figure 2.9: a) Radial profile of the average density at different poloidal positions,
remapped at the LFS midplane, for a COMPASS-like diverted simulation, where a buffer
zone with Υ0 = 102 is used. b) Density profiles referred to a simulation with Υ0 = 108.

One can notice the density accumulation at the LFS midplane in the case of low Υ. In
figure 2.9b, a flat density region indicates the buffer zone. The turbulence properties are
not perturbed at radial locations not adjacent to the buffer zone, and a more physical
situation, with the in-out equilibrium of the plasma pressure, is restored. Even if the
poloidal asymmetries in closed flux surfaces are strongly reduced by the buffer zone, they
can still exist, as one can notice in proximity of the separatrix. A more detailed study
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on the poloidal asymmetries in the closed flux surfaces region is presented in Appendix C.

2.6.2 Verification and validation of TOKAM3X

TOKAM3X has been verified with the Method of Manufactured Solutions [33]. A further,
more stringent verification process is being carried out, by means of the PoPe (Projection
On Proper Elements) method [72]. The first results are presented in Appendix D.
Along with GBS, BOUT++ and HESEL, TOKAM3X has undergone several multi-code
validation tests, especially on seeded blobs propagation. The first of these experiments
has been performed on the TORPEX tokamak [51]. This work consisted in a comparison
in blob propagation velocity between experiments and the involved numerical tools. In
[51], one can also find a more detailed comparison among the different presented codes.
More recently, an experiment of the same type has been carried out on MAST [52].

2.7 Simulations set-up

2.7.1 Physical parameters of the simulations

The isothermal version of the TOKAM3X model is characterized by few parameters.
Three of them are the diffusion coefficients for the conserved quantities, appearing on
the right-hand side of the respective equations DN , DΓ and DW . These coefficients
determine the relative weight of the diffusive operator with respect to the other terms
appearing in the equation. From a physical point of view, the diffusion operator can be
seen as the representation of some transport mechanisms which are is included in the
model (classical, neoclassical, etc.). The diffusion coefficients values are generally kept as
low as possible, so that electrostatic turbulence can be the main transport mechanism.
Usually in the simulations presented in this work, their value is set to 0.5 · 10−2ρ2

LωC .
For a tokamak of the size of COMPASS, for example, with a 0.9 T toroidal field and
a temperature in the edge region ' 20 eV , the Larmor radius value would be around
7·10−4 m, and the cyclotronic frequency about 4·107 s−1. This values result in a diffusion
of ∼ 0.1 m2/s, which is a value slightly higher than the characteristic neoclassical values.
In some simulations, this coefficient is reduced by a factor 5, being thus more compati-
ble with neoclassical transport coefficients. However, numerical diffusion can intervene,
and preliminary estimations seem to indicate that it can be comparable to the imposed
physical diffusion coefficient, when the value of the latter is low (see Appendix D).
The fourth parameter is the parallel resistivity. This quantity is related to the plasma
collisionality, and its expression according to Braginskii’s theory [19], considering a hy-
drogenic and quasi-neutral plasma, is:

η‖ = 0.51ν ′∗
me

mi

logΛC

logΛ∗C
T−3/2
e (2.84)
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where logΛC
logΛ∗C

is the normalised Coulomb logarithm. We notice in particular the typical

dependence of resistivity on T
−3/2
0 . An edge plasma characterized by the parameters

mentioned before, and by a density of around 4 · 1018 m−3, would lead to a dimensionless
resistivity of about 0.5 · 10−5, slightly lower then the one usually imposed in simulations.
Finally, the TOKAM3X user can choose the amplitude of the particle source forcing the
system. The particle source SN is located at the inner boundary of the domain, in the
closed flux surfaces region. It is poloidally and toroidally constant, and it has a Gaussian
shape in the radial direction:

SN(ψ) = S0
N exp

(
−(ψ − ψ0)2

∆ψ

)
(2.85)

where ψ0 is the innermost flux surface in the domain, and ∆ψ is a parameter chosen such
that the half width of the Gaussian corresponds to 2 grid points. The source function
falls thus very rapidly in the radial direction, so that in the rest of the domain the density
profiles are not affected by the source shape.

2.7.2 Set-up of the reference simulations

In this thesis, we will present the results of several different TOKAM3X simulations,
carried out with different magnetic geometries. We choose three cases which will be
referred to as reference simulations, since they have been subject of the most extensive
analyses. One of the reference simulations is carried in limiter geometry, with an infinitely
thin toroidal limiter. In divertor simulations, we build the mesh grids starting from a
COMPASS magnetic equilibrium, and from a JET magnetic equilibrium: in this way we
can verify that the observations on simulation results in one divertor geometry are not
restricted only to that particular case. Figure 2.10 shows the mesh grids used in these
simulations.

In all the reference simulations the minor radius a is set to 256 ρL. This is an important
quantity, as it sets the ratio between the size of the simulated domain and ρL, the reference
length scale for the description of turbulence. Another free geometrical parameter is the
aspect ratio A ≡ R0/a, which can vary from one case to another.
In the three reference cases, the toroidal magnetic field is imposed to be equal to B0 at the
magnetic axis. However, the poloidal field changes among the different configurations,
and therefore also the safety factor profile, which is calculated with (2.74) and represented
in figure 2.11.

One can notice in figure 2.11 the singularity of the safety factor at the separatrix in
divertor geometry. In the open field lines region, the safety factor is not well-defined,
since magnetic field lines close into the wall outside the simulated domain. Hence, only
the main SOL region is retained in the calculation of q.
Table 2.1 resumes the geometrical, physical and numerical parameters of the reference
simulations:
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Figure 2.10: Poloidal section of the mesh grid used for limiter (left), diverted
COMPASS-like (centre) and diverted JET-like (right) simulations. The represented mesh
grid is coarser by a factor 4 with respect to the actual one, in order to increase the visi-
bility.

Figure 2.11: Radial profile of the safety factor in the reference simulations, remapped
at the LFS midplane. The dashed line represents the separatrix position.
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Geometry Limiter Diverted COMPASS-like Diverted JET-like

A 3.4 2.8 3.4
ρ? = ρL/a 1/256 1/256 1/256

Lϕ π/2 π/2 π/2

η‖(B0/en0) 10−5 10−5 10−5

DN , DΓ , DW (ρ2
LωC) 5 · 10−3 5 · 10−3 5 · 10−3

S0
N(ρ−3

L ωC) 4 · 10−3 4 · 10−3 4 · 10−3

Nψ (edge) 32 40 32
Nθ (edge) 512 350 512
Nψ (SOL) 32 40 32
Nθ (SOL) 512 350 512

Nψ (divertor leg) 32 32
Nθ (divertor leg) 16 16

Nψ (PFR) 9 16
Nθ (PFR) 16 16

Nϕ 32 32 32

Table 2.1: Table of the reference simulations with associated parameters.
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2.8 TOKAM3X model and boundary conditions recap

The TOKAM3X model used in this thesis:

Particle balance equation :

∂tN + ~∇ ·
(

(Γ− J‖)~b
)

+ ~∇ · (N~uE) + ~∇ · (N~ue∇B) = ~∇ ·
(
DN

~∇⊥N
)

+ SN

Parallel momentum balance equation :

∂tΓ + ~∇ ·
(

Γ2

N
~b

)
+ ~∇ · (Γ~uE) + ~∇ ·

(
Γ~ui∇B

)
= −2∇‖N + ~∇ ·

(
DΓ

~∇⊥Γ
)

Charge balance equation :

∂tW + ~∇ ·
(
WΓ

N
~b

)
+ ~∇ · (W~uE) + ~∇ ·

(
W~ui∇B

)
= ~∇ ·

(
J‖~b
)

+ ~∇ ·
(
N(~ui∇B − ~ui∇B)

)
+ ~∇ ·

(
DW

~∇⊥W
)

Parallel Ohm’s law :
η‖NJ‖ = −N∇‖φ+∇‖N

Vorticity definition :

W = ~∇ ·

(
1

B2
~∇⊥φ+

~∇⊥N
NB2

)
Drift velocities :

~uE =
~B × ~∇Φ

B2
, ~u i∇B = 2

~B × ~∇B
B3

, ~u e∇B = −2
~B × ~∇B
B3
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Boundary Conditions:

Density Parallel Momentum Electric Potential Vorticity

Radial inner ∂ψN = 0 ∂ψΓ = 0 ∂ψΦ = 0 ∂ψW = 0
boundary (edge) Nuψ = 0 Γuψ = 0 Wuψ = 0

Radial outer
∂ψN = 0 ∂ψΓ = 0 ∂ψΦ = 0 ∂ψW = 0boundary (SOL)

Radial inner
∂ψN = 0 ∂ψΓ = 0 ∂ψΦ = 0 ∂ψW = 0boundary (PFR)

Target plates ∂2
θN = 0 |Γ| ≥

√
2N

∇‖Φ = ∇‖log(N)
∂2
θW = 0±η‖N

√
2 (Φ− Λ)





Chapter 3

Turbulence local properties in
TOKAM3X simulations with divertor
configuration

Contents

Turbulence local properties are investigated in simulations with X-point ge-
ometry, and compared with the ones in limiter configuration. The 3D shape
of turbulent structures is discussed, underlining the role of the flux expansion
and its impact on transverse fluxes. We evaluate the spatial distribution of
the fluctuations amplitude, with particular focus on the divertor region, and
we highlight the effect of the X-point on turbulent structures.
Part of the topics treated in this chapter are included in the publication [73].

Turbulent transport in the edge plasma is governed by the competing actions of perpen-
dicular and parallel transport. Local properties of edge turbulence can thus be affected
by the shape of the magnetic field lines. The divertor geometry has several peculiarities
with respect to the limiter one, which could influence the turbulent structures properties,
shape and propagation. In particular, the X-point introduces a zone of low poloidal field,
and theoretically infinite field line length, possibly altering turbulence.
The flute assumption, widely adopted in the 2D transport codes such as, for example,
TOKAM2D [34] and HESEL [35], reduces the problem by one dimension, averaging the
parallel dynamics over the field line. The TOKAM3X code allows to study the problem
of the filament dynamics in a generalised geometry, including the divertor configuration
[33], simulating both open and closed flux surfaces in a global approach. We aim here at
understanding the effect of complex geometry on turbulence local properties.
Since TOKAM3X adopts a flux-driven approach, it does not assume any scale separation
assumption in theory. In practice, the smallest resolved space and time scales are set by
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the grid and by the time step, respectively. Here and in the following, we will often sep-
arate a posteriori the average and the fluctuating components of a field. For the generic
field X, we define the fluctuating component as:

X̃ (t, ψ, θ, ϕ) = X (t, ψ, θ, ϕ)− 〈X (t, ψ, θ, ϕ)〉t,ϕ (3.1)

Since our system is axisymmetric, it is invariant in the toroidal direction. Moreover, we
usually analyse the turbulence properties when a pseudo-steady state is reached, so when
the system oscillates around an equilibrium state. Therefore, the average component
〈X〉t,ϕ can be seen as the behaviour of the background plasma, which is roughly constant
in time and in the toroidal direction. In this section, we will focus on the fluctuating part
of the fields. The background equilibrium, its origin and characteristics, will be treated
in Chapter 5, and they are strictly related to turbulence itself.

3.1 Driving instability and statistical properties

3.1.1 Dominant instability mechanism

As described in section 2.3, different types of instabilities can develop in our simulations,
so it is useful to understand which is the dominant instability mechanism. We show in
figure 3.1 an example of a map of density fluctuations in limiter and divertor geometries.

Figure 3.1: Snapshot of density fluctuations amplitude in divertor (left) and limiter
(right) at fixed timestep and totoidal position. Simulations were run with similar param-
eters, listed in table 2.1, except for the safety factor profile.

In both divertor and limiter configurations, turbulence is found to develop at the LFS
midplane, in the closed flux surface region. Turbulent structures spread then almost
instantaneously along the parallel direction, and propagate then in poloidal and radial
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directions, reaching ultimately the SOL. As visible in figure 3.1, in COMPASS-like sim-
ulations, with the set of parameters that we used, the extension of turbulent structures
in the poloidal direction usually ranges between 10 − 100 ρL at the LFS midplane, and
it is poloidally variable. Turbulent modes must be compatible with the fact that we are
simulating a toroidal sector of the tokamak of π/2, so the toroidal mode number n must
be a multiple of 4. We find in our simulations that mode numbers m(ψ) ' 8 q(ψ) and
m(ψ) ' 12 q(ψ) are usually dominant.
The size of the turbulent structures in the poloidal plane is typical of RBM turbulence.
Resistive Drift Waves (RDW) linear growth rates, instead, could be dominant in case of
perpendicular wavenumbers close to 1 ρ−1

L . This has been reported by the linear analysis
of physical systems similar to the one solved by TOKAM3X [74], and by non-linear sim-
ulations [75], where both RBM and RDW may appear. RDW fluctuations, whose size
in perpendicular direction should be small if compared to RBM, are not observed in our
simulations.
Since we usually study turbulence properties when the turbulent regime is quasi-static
and fully developed, a criterion based on the linear growth rate could be insufficient to
evaluate the difference between RBM and RDW [76]. An alternative way to distinguish
RBMs from RDW is to calculate the phase among density and potential structures. In
fact, interchange turbulence has a typical phase shift of around π/2, while the resistive
drift waves are characterized by shifts close to 0. We calculate the cosine of the phase
shift as:

cos(δ)(ψ, ϕ, t) =

〈
ÑΦ̃

〉
θ√〈

Ñ2
〉
θ

〈
Φ̃2
〉
θ

(3.2)

which is a global estimation of the phase, which takes into account all the possible modes.
Figure 3.2 shows the cosine of the phase shift, in function of time and toroidal direction.

As one can notice from figure 3.2, the phase is almost constant in the toroidal direction,
indicating quasi-field aligned turbulent structures, and evolves in time. The phase shift
is roughly included in the range 0.3π < δ < 0.7π, and the average phase 〈δ〉t,ϕ ' 1.54,
which is actually almost coincident with π/2. These elements are a signature of the in-
terchange turbulence, and they are in line with the theoretical expectations detailed in
the work by B. Scott [76].
The Kelvin-Helmoltz instability can also possibly develop. However, in reference divertor
simulations, the radial gradient of the parallel Mach number is usually low if compared
to the density radial gradient in almost all the simulated domain. Even if turbulence
could change locally this property, on average the criterion for the development of this
kind of instability (2.49) is not fulfilled in divertor configuration, so we do not expect the
Kelvin-Helmoltz instability to intervene.
Although the main transport mechanism at play in limiter simulations is the interchange
turbulence, the Kelvin-Helmholtz (KH) instability cannot be excluded. As one can see
from figure 3.1 indeed, there is an up-down asymmetry in the turbulence intensity, which
is higher at the bottom. In this region, both on the HFS and on the LFS of the lim-
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Figure 3.2: Cosine of the phase between density and potential fluctuations in poloidal
direction, averaged on kθ spectrum and referred to a flux surface at r/a ∼ 0.95, in a
COMPASS-like configuration. On the abscissa, the toroidal coordinate, on the ordinate,
the time.

iter, the linear growth rate for the interchange instability γ is proportional to
√
~∇B · ~∇p

and so γ ' 0. The criterion for the development of the KH instability (2.49) is instead
respected. Indeed, in the closed field lines region, the parallel Mach number is close to
0 and the density is almost uniform on the flux surface. Instead, in the vicinity of the
limiter, the parallel Mach number approaches the unity value because of the Bohm con-
dition, while density drops only by a factor two with respect to the LFS midplane. The
KH instability thus develops across the separatrix, in the vicinity of the limiter position,
in the case of infinitely thin limiter.

3.1.2 Radial variation in statistical distribution of fluctuations

Edge turbulence is further characterised by evaluating its statistical moments, which
provide important information on turbulence nature. This analysis is useful since there
is a widespread knowledge on the statistical properties for turbulence in the edge region,
that makes possible a comparison with experimental data, usually inferred from Langmuir
Probes in the SOL [77].
We focus now on density fluctuations, and we sample their amplitude in time and toroidal
direction, for a given point in the poloidal section. Figure 3.3 shows the Probability
Distribution Functions (PDFs) of the density fluctuations at different radial positions in
the divertor and limiter reference cases, at the LFS midplane.

We can notice from figure 3.3 that, naming σ the standard deviation, fluctuation levels
are essentially included within a range of −2 σ to 3 σ for the considered positions, in both
divertor and limiter cases, with isolated events which can exceed these values. In both
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Figure 3.3: PDF of density fluctuations in divertor (left) and limiter (right) geometries,
calculated at different radial locations on the LFS midplane. PDFs are normalised on the
number of points in toroidal and time directions.

cases, PDFs present a shape close to Gaussian in the closed flux surfaces region, meaning
a symmetry in negative and positive amplitude events probability. Instead, in the SOL,
PDFs present an asymmetric character, with the presence of isolated, large amplitude
positive fluctuations and more frequent low-amplitude negative fluctuations. The inter-
mittent character of edge turbulence is a universal feature in tokamaks. These elements
were already highlighted in TOKAM3X limiter simulations in [78]. Here we show, by the
comparing two simulations with similar parameters, that the divertor geometry does not
affect significantly the turbulence statistical properties, at least for radial positions far
from the separatrix. The major difference between limiter and divertor cases occurs in
the vicinity of the separatrix, and in particular up to r/a ∼ 1.03 outside the separatrix.
Here the PDF in the divertor case seems to be strongly affected by the presence of a
transport barrier, whose effect will be better characterised in Chapter 5. The asymmetry
in the PDFs of the density fluctuations can be quantified by the skewness, defined as:

S ≡
〈
(N−〈N〉t,ϕ)

3
〉
t,ϕ/

〈
(N−〈N〉t,ϕ)

2
〉3/2

t,ϕ
(3.3)

Figure 3.4 shows a comparison of the radial profile of S at the LFS midplane in the
divertor COMPASS-like and in limiter geometries.

The two skewness profiles show a similar trend in limiter and in divertor geometry. We
find in particular that the skewness S is negative in the flux surfaces further from the
separatrix in the closed field lines region and it increases radially crossing the 0 value
before the separatrix. In limiter configuration, skewness remains positive, and generally
increases also in the SOL. This corresponds well with what has been observed previously
in TOKAM3X limiter simulations [78], but also in TOKAM2D simulations [34]. In
divertor simulations, the turbulence properties seem to be perturbed in the vicinity of
the separatrix, where skewness drops even to negative values, before to start again to
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Figure 3.4: Density fluctuations skewness radial profile at the LFS midplane, com-
parison between the limiter and COMPASS-like divertor geometry. The leftmost points,
located in the buffer region, have been excluded from the plot.

increase at r/a ' 1.05. However, at the LFS midplane, skewness increases in radial
direction in the SOL. This trend corresponds well to experiments on AUG [77].

3.1.3 Poloidal variation in statistical distribution of fluctuations

It is worth to study the change of the PDFs with the poloidal position. Figure 3.5 shows
the PDFs for density fluctuations at different poloidal positions.

Simulations show little variability in the density fluctuations PDF along the poloidal
direction, both in limiter and in divertor geometry, as shown in figure 3.5 (top and
bottom). Nevertheless, as shown in the centre panel of figure 3.5, in the region next to
the X-point, PDFs appear to be perturbed, showing in particular a low skewness both in
closed and open flux surfaces.
In the work by P. Tamain et al. [78], a study on turbulence in limiter TOKAM3X
simulations had shown a positive skewness in a poloidal sector of 120o centred on the
LFS midplane, in the closed flux surface region, showing a significant poloidal asymmetry
in the PDFs. The discrepancy between the new simulations and the results shown in [78]
are not straightforwardly explainable. However, in the new release of the code, differently
from the one used in [78], the ion pressure is included in the vorticity definition (2.40).
This change has provoked the build-up of steeper potential gradients in the closed flux
surface region. The E × B poloidal velocity is thus stronger in new simulations, and
tends to advect turbulent structures all around the poloidal length, leading probably to
similar turbulence characteristics.
Globally, fluctuations statistical properties in divertor configuration are similar to what
was previously found in limiter simulations. However, peculiar features of the divertor,
such as the presence of the X-point locally modifies turbulence properties, generally
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Figure 3.5: Top: Density fluctuations PDF calculated at 4 different poloidal positions
in COMPASS-like diverted geometry, on the flux surface corresponding to r ' 0.9 a.
Centre: Density fluctuations PDF calculated at 4 different poloidal positions, on the flux
surface corresponding to r ' 0.98 a. Bottom: PDF calculated at 5 different poloidal
positions in a limiter geometry, on the flux surface corresponding to r ' 0.9 a.
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lowering the probability of low-amplitude events.

3.2 3D shape of turbulent structures

3.2.1 Parallel extension

Turbulent structures are continuously evolving, both in amplitude, position and velocity,
and in local shape. Let’s focus now on the shape of turbulent structures.
Three-dimensional turbulence codes as TOKAM3X are built in order to drop the flute
assumption, so that the described turbulence structures actually have a 3-D shape. We
can evaluate the efficiency of the parallel transport with respect to the perpendicular one
by calculating the auto-correlation parallel length for a typical turbulent structure at a
certain time. We plot in figure 3.6 the parallel auto-correlation length for the density
fluctuations in a COMPASS-like diverted geometry.

Figure 3.6: Auto-correlation length in parallel direction of density fluctuations, calcu-
lated at different radial positions, and averaged on time, in the COMPASS-like divertor
simulation. Dotted vertical lines are plotted at the parallel length corresponding roughly
to half of a poloidal turn, namely to L‖ = πq(r)R0, at the radial position identified by the
same colour.

In this particular case, one can see that the auto-correlation length in the parallel direction
is of the order of 104ρL. The actual value that can be retained for the parallel correla-
tion length is the one corresponding to the first local minimum in the auto-correlation
function. As expected, this value largely exceeds the size in the poloidal direction at the
LFS midplane of the same structure, which is of the order of 10 − 100 ρL, confirming
the efficiency of parallel transport with respect to the perpendicular one. As highlighted
in figure 3.6, the typical parallel correlation length corresponds roughly to the distance
spanned in a poloidal half-turn. This can be readily explained considering the ballooning
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nature of interchange turbulence, since the instability linear growth rate (∝
√
~∇B · ~∇p)

is maximum at the LFS midplane, and varies with an approximately cosine shape in the
poloidal direction. The autocorrelation length increases progressively going radially out-
wards, following the increasing of the safety factor q, i.e. the parallel length associated
to a poloidal turn. This fact is coherent with previous TOKAM3X limiter simulations,
which where analysed in [79]. The parallel auto-correlation function shows a constant
broadness, and the position of the first local minimum varies slightly, following the elon-
gation of the magnetic field length. Only in the first open flux surfaces, the X-point
seems to limit the coherence of fluctuations, leading to a lower auto-correlation length
than expected. Further out in the SOL, elevated fluctuation levels can be registered in
the vicinity of the target, so the extension of the correlation length is similar to the total
connection length.
Electric potential fluctuations are found to behave qualitatively in the same way. How-
ever, a longer auto-correlation length is typically observed, with a lower asymmetry be-
tween LFS and HFS. This analysis confirms the 3D shape of the fluctuations, which are
slightly misaligned with respect to magnetic field lines, and determine thus the poloidal
asymmetry of turbulent transport.

3.2.2 Shape in the poloidal plane

We focus now on the deformation of the turbulent structures in the poloidal plane. One
of the first noticeable features of turbulent structures in divertor configuration is their
deformation along a flux surface. Figure 3.7 shows an example of the poloidal profile of
the fluctuation in the density logarithm.

Figure 3.7: Poloidal profile of the fluctuating part of the density logarithm, for a flux
surface radially located at the middle of the edge region (r/a ' 0.95) at a specific time step
and toroidal position, in the reference COMPASS-like diverted simulation. The origin of
the abscissa corresponds to the bottom, so in this case the poloidally closest position to
the X-point.
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One can notice that the size of the structures in poloidal direction is generally bigger
at the LFS midplane, while filaments shrink in poloidal direction when approaching the
X-point.
In order to explain this behaviour of the structures, we have to consider that turbulence,
as shown in section 3.2.1, is strongly aligned on the magnetic field, with k‖ � kθ. As
a first order approximation, we can consider the local fluctuation amplitude as constant
over a flux tube. The admissible solution for a field-aligned fluctuation in a toroidal
geometry, with an helical shape of magnetic field lines, can be derived analytically (see
for example [60]) and reproduced numerically [80]. This problem has extensively been
studied principally in the framework of gyrokinetic simulations: the shape of field-aligned
turbulent structures in the poloidal section does not depend on the specific type of insta-
bility among the interchange mechanisms, so that these analyses can be extended to the
edge turbulence. Here we will focus on two elements that appear considering the shape of
a flux tube in a generalized axisymmetric geometry, and in particular the flux expansion
and the finite aspect ratio effects, which are usually not taken into account in analytical
calculations. We do not adopt an analytical approach, but instead we investigate the
shape of filaments analysing simulation results. We must recall here the definition of a
flux tube:

∂

∂x‖
( ~B · d~S) = 0 (3.4)

Where x‖ is the parallel coordinate along the field line. Our coordinate system is flux
surface aligned, as explained in Chapter 2. This means that the actual value of the
poloidal flux function is constant along our ψ coordinate, designating a flux surface. By
consequence, the distance between flux surfaces represents the radial extension in the
physical space of a flux tube. Taking the LFS midplane as reference position, we can
define the flux expansion as:

fx (ψ, θ) =
‖~∇ψmp (ψ) ‖
‖~∇ψ (ψ, θ) ‖

(3.5)

where the subscript mp indicates that the quantity is calculated at the LFS midplane.
Because of the null divergence of the magnetic field ~B, the cross-section S of the flux
tube is conserved along the parallel direction. In order for the total volume of a turbulent
structure to be conserved, so, the extension of the fluctuation in the so-called binormal
direction must be inversely proportional to the flux expansion. It is therefore logical to
expect the wave number in the binormal direction to change according to the poloidal
location, and in particular to be proportional to the local flux expansion (the poloidal
direction will be here and in the following analysis used instead of the binormal direc-
tion, relying on the small amplitude of the poloidal field with respect to the toroidal one).
Moreover, from the flux tube definition, we know that its cross-section is inversely pro-
portional to the magnitude of the magnetic field. We must apply so a further correction
to the expected value of the wave number in the binormal direction, which will be also
proportional to the magnetic field amplitude. Considering the inverse proportionality of
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the total magnetic field on the major radius, we expect:

kθ (ψ, θ) = kmpθ (ψ)
fx(ψ, θ)R

mp(ψ, θ)

R(ψ, θ)
(3.6)

This variation in the poloidal wave number has already been analysed theoretically ([81]),
basing on an analytical description of the magnetic field in the vicinity of the X-point,
and reproduced numerically (see Walkden et al. [82]) using seeded blobs in realistic flux-
tube geometries. The magnetic shear represents a further mechanism which can locally
deform a turbulent structure, as well described in [83] and [84]. Also in the case where the
magnetic shear is considered, the total cross-section of a turbulent structure is conserved,
in absence of dissipative mechanisms. Figure 3.8 shows a sketch of the blobs deformation
caused by the flux expansion.

Figure 3.8: Sketch of the deformation of a turbulent structure aligned to the magnetic
field.

We analyse now the shape of a turbulent structure in a COMPASS-like simulation on a
single flux surface, excluding the effect of magnetic shear. In particular, on the poloidal
profile of the density fluctuation shown in figure 3.2.1, referred to a flux surface located
at r/a ' 0.95, we locate the maxima and the minima, and from their distance in the
poloidal direction we infer the poloidal wave number, using the expression:

kTK3X
θ =

2π

2 (θmax − θmin)
(3.7)

where θ here is the curvilinear coordinate in the poloidal direction, and the superscripts
max andmin indicate two consecutive local maximum and minimum values. The specific
time step and toroidal position have been chosen such that one single mode is dominant
over the others: this prevents the superposing of different modes, which could appear as
a single mode of lower kθ, or as multiple modes with higher kθ. In figure 3.9 we show the
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comparison between the local value of the poloidal wavenumber calculated according to
3.7, and the theoretical prediction 3.6 based on geometrical considerations.

Figure 3.9: Poloidal profile of the calculated local poloidal wave number, normalised
to the LFS midplane value (localised at π/2), in the reference COMPASS-like diverted
simulation. This profile is compared with the one theoretically predicted.

One can notice that the prediction coincides very well with the code results. This has
been verified for various radial positions and for different magnetic configurations used
in the simulations, always showing a very good agreement among prediction and values
calculated by the code. The peak values for the poloidal wave number can be found
in the positions where the flux expansion is stronger. In this particular case, the peak
placed between π and 3π/2 represents the top of the machine, where the flux surfaces
get significantly expanded. The peaks at the bottom correspond to the point poloidally
closer to the X-point. We can see that here the effect of the flux expansion is extreme,
and structures get very elongated, and thin in the poloidal direction. Here we see an
amplification of more than a factor 5 at the X-point with respect to the LFS midplane.
In our case, in the vicinity of the X-point, structures get extremely thin in the poloidal
direction, almost reaching the typical size of the mesh. Therefore, it is critical in 3-
D turbulence codes to have a sufficiently refined mesh resolution in poloidal direction
around the X-point. Ideally the poloidal grid resolution should follow the kθ dependence
shown in (3.6).
This analysis shows also that, once that the value of the local wave number of a specific
mode is determined at one poloidal position, then it is possible to approximately calculate
it on the whole poloidal direction with a simple transformation.
In the case of a limiter configuration, with circular flux surfaces, no flux expansion is
at play, so the variation of the poloidal local wave number on a flux surface is only
determined by the magnetic field strength. Therefore, kθ is approximately proportional
to the inverse of the major radius, as shown in figure 3.10: this is a “finite aspect ratio"
effect.

As visible in figure 3.10, it is not easy to observe the finite aspect ratio effect in this
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Figure 3.10: Poloidal profile of the calculated local poloidal wave number, normalized
to the LFS midplane value (localized at π/2), for a flux surface at r/a ' 0.95 in the
reference limiter simulation, compared with the theoretical prediction.

case, even if one can have a glimpse of it from the proposed analysis. Indeed, especially
at the HFS, when structures are characterised by long parallel connection length, they
superimpose in the poloidal plane, forming a complex pattern with constructive and
destructive interference [80].
An important consequence of this geometrical feature related to the flux expansion is the
poloidal wave number spectra analysis. This is a usual practice in order to study the
turbulence properties. When performing a Fourier analysis on the modes on a certain
flux surface, we understand now that the poloidal curvilinear coordinate must be scaled
according to the factor appearing in (3.6). The shape of the spectra are found to be
very sensitive to this feature. If the Fourier analysis of the modes was done in the
curvilinear poloidal coordinate, artificial modes would appear, which in turn are only a
local deformation of the same turbulent structures.

3.2.3 Flux expansion effect on transverse fluxes

An immediate consequence of the variable shape of the structures along the poloidal
direction, is the spatial variation of the E × B fluxes in the radial direction. Indeed, we
can write the E ×B velocity in the ψ direction, associated to a particular mode kθ as:

uψE ' −
kθΦ

B
(3.8)

Recalling (3.6) and focusing on the magnitude of radial velocities, this gives:

∣∣∣uψE∣∣∣ ' fxk
mp
θ Φ (3.9)
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Equation (3.9) tells us that the velocity in the ψ direction varies locally according to
the flux expansion. This result could seem trivial, but it leads to a couple of important
reflections. First of all, for a flux-driven system as the one described by our model, the
particle flux in the radial direction is not necessarily proportional to the density gradient,
as it could be thought considering a diffusive transport. Rather, the radial flux evaluated
in the real space (so inm−2s−1) depends on the flux expansion, beyond the fact that it has
a poloidal dependence given by ballooning. Figure 3.11a represents the flux amplitude
in the physical space (the quantities being expressed in ρ−2

L ωC).

Figure 3.11: a) 2D map of the E×B turbulent flux in ψ direction, for a COMPASS-like
simulation. b) Turbulent flux normalised by the flux expansion.

The E ×B turbulent flux in the SOL is peaked in the vicinity of the X-point, where the
flux expansion is larger. Also, it is stronger at the top of the machine than at the LFS
midplane. When measuring a radial flux so, the latter must always be scaled according
to the flux expansion, in order to have a coherent picture of the transport properties.
In this case, instead of using definition (3.5) and using the outer midplane as reference
position, we normalize the ~∇ψ gradient on its average value on the flux surface, in order
to conserve the integral value of the flux over the flux surface. We can write so:

fx (ψ, θ) =

〈
‖~∇ψ (ψ, θ) ‖

〉
θ

‖~∇ψ (ψ, θ) ‖
(3.10)

Therefore, scaling fluxes in the ψ direction by the flux expansion, one can study the
transverse fluxes across the flux surfaces, independently from the spacing among each
other. In order to evaluate the effectiveness of turbulent transport it is thus interesting
to move to a framework independent from simple geometric effects, since, as we have
seen, turbulence tends to adapt to the flux tube geometry.
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Figure 3.11b shows the turbulent fluxes scaled by the flux expansion. The flux pat-
tern represented in this figure is clearly more similar to the usual picture of the inter-
change turbulence, showing the classic ballooning at the LFS midplane (see, for example,
TOKAM3X simulations in limiter configuration presented in [78]). In this framework
indeed, we are independent from the structures transformation described in section 3.2.2,
so turbulent fluxes distribution depend only on the amplitude of fluctuations and not on
their shape. The distribution of the fluctuation amplitude in the poloidal cross-section,
useful to evaluate where the main de-confinement occurs, is detailed in section 3.3.

3.2.4 Discussion on the flux expansion geometrical effect on fluxes

The turbulent particle flux enhancement by the flux expansion detailed in section 3.2.3,
consequence of the auto-organization of edge turbulence, could be a useful indication for
the improvement of the transverse transport description in 2D transport codes. These
codes are nowadays the most widely used tools for the interpretation of the experimental
results, and they are also used for the design of specific components of the tokamak, as
the divertor and the first wall, of new fusion devices. In this kind of codes, a similar set
of fluid equations as in 3D turbulence codes is solved, but a closure is made on transverse
transport, adopting a diffusive description. Focusing on the ψ direction, the closure can
be expressed as follows:

〈
Ñ ũψ

〉
t

= −Dψ ~∇〈N〉t ·
~eψ

‖~eψ‖
≈ −Dψ∂ψ 〈N〉t ‖~∇ψ‖ (3.11)

where Dψ is a diffusion coefficient which is usually derived from experimental data, and
in particular by an exponential fit of the radial profiles at the LFS midplane. A similar
closure is used also for the momentum and energy conservation equations. Here we see
that the turbulent flux is described through a diffusive operator. Perpendicular fluxes
associated to mean-field drifts can instead be described self-consistently in 2D transport
codes (see for example [85], [86], [87], [88]). A spatial dependency can be imposed for
the diffusion coefficient, in order to take into account the ballooned nature of turbulent
transport, even if in most cases this coefficient is chosen constant in space. Alternatively,
or in addition, a pinch velocity can be prescribed ([89]). In an axysimmetric equilibrium,
this closure allows a 2D description of the problem, with a simplified description of the
transverse transport.
The results detailed in section 3.2.3 show that a correction taking into account the flux
expansion effect could improve the diffusive closure approach. Considering the E ×B as
the main component of the cross-field flux, the turbulent flux appearing at the Left-Hand
side of (3.11) could be expressed as:

〈
Ñ ũψ

〉
t
(θ, ψ) =

〈
Ñ ũψ

〉
t|ψ,mp

fx(θ, ψ)fball(θ, ψ) (3.12)

where fball is a function which represents the transverse transport ballooning, and whose
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integral on a flux surface should be equal to 1 in order to conserve the total flux value.
From (3.11) so, an effective diffusion coefficient could be calculated as:

Dψ
eff = −

〈
Ñ ũψ

〉
∂ψ 〈N〉 ‖~∇ψ‖

= −

〈
Ñ ũψ

〉
|ψ,mp

fxfball

∂ψ 〈N〉 ‖~∇ψ‖

= Dψ
mp

∂ψ 〈N〉|ψ,mp
∂ψ 〈N〉

f 2
xfball (3.13)

where the t subscript has been dropped. We have to consider that the average density
gradient in ψ direction can vary poloidally, especially in the SOL, depending on the
parallel equilibrium, so it cannot be determined a priori. However, we remark that,
in the case of constant densities over a flux surface, and so also constant ∂ψ 〈N〉, one
would find a diffusion coefficient Dψ

eff ∝ f 2
x . We also notice that the function fball decays

poloidally from the LFS midplane, so in the regions where fx is elevated, as the X-point
and the top of the machine, the two corrections due to the ballooning and to the flux
expansion partially compensate.
The correction of the diffusion coefficient given by (3.13) could strongly perturb the
equilibrium in 2D transport codes, and its impact will be evaluated in a future work,
using the 2D transport code SolEdge2D. One of the ongoing efforts at the IRFM institute
is the implementation of reduced turbulent models in 2D plasma edge transport codes
[90]. With this technique, one could exploit the relatively low computational cost of a 2D
code, while keeping a simplified description of interchange turbulence, which regulates
the transverse transport. In this framework, the evaluation of turbulent properties, and
their effect on global equilibrium in TOKAM3X simulations with realistic geometries,
can give important guidelines for the description of interchange turbulence in a reduced
model.

3.3 Distribution of fluctuations amplitude in the poloidal
section

After having discussed the shape of turbulent structures, we would like now to evaluate
the amplitude of fluctuations. If we represent fluctuations in a Fourier space, considering
only the spatial variation in θ and dropping temporarily the subscript in kθ, we obtain
the following form:

Ñ =

∫
kN 6=0

∣∣∣ÑkN

∣∣∣ ei(kNθ+δNk +ωt)dkN , Φ̃ =

∫
kΦ 6=0

∣∣∣Φ̃kΦ

∣∣∣ ei(kΦθ+δΦ
k +ωt)dkΦ (3.14)
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The flux in ψ direction, can be expressed as:

Γ̃ψ = Ñ ũψE ' −
1

B
Ñ
∂

∂θ
Φ̃ =

1

B

∫
kN 6=0

∫
kΦ 6=0

kΦ
θ

∣∣∣ÑkN

∣∣∣ ∣∣∣Φ̃kΦ

∣∣∣ ei(δ−π2 )dkΦdkN (3.15)

where δ is the phase shift in θ direction, between density and potential fluctuations, and,
as mentioned before, its value in our simulations is around π/2 for every kΦ

θ = kNθ . The
wave number kΦ

θ , contains the information about the dependence of the turbulent flux
on the flux expansion discussed in section 3.2.3. Studying the amplitude of density and
potential fluctuations, independently from kΦ

θ , allows us to understand the origin of the
turbulent fluxes, independently from the flux expansion.
We calculate so the average standard deviation of fluctuations, sampling data in time
and toroidal directions. In section 3.1 we have seen that turbulent events can have a
magnitude that exceeds largely the standard deviation. However, the standard deviation
itself is indicative of an average amplitude of the fluctuations. With this procedure, we
get a description of turbulence integrated over the kθ spectrum. Figure 3.12 shows the
distribution of density and potential fluctuations over the poloidal section in the reference
COMPASS-like simulation.

Figure 3.12: Left: Poloidal distribution of density fluctuation standard deviation in the
COMPASS-like reference simulation. Right: Same chart for potential fluctuations.

A first look at figure 3.12 shows the ballooning nature of turbulence in COMPASS-like
geometry simulations. Interestingly, this ballooning character is significantly more evi-
dent in density fluctuations than in potential ones in the closed flux surface region. In
the SOL, instead, both density and potential fluctuations have a maximum between the
LFS midplane and the outer divertor leg region. This distribution is consistent with the
parallel correlation length calculated in section 3.2.1, and considering equation (3.15),
allows to understand the radial flux distribution shown in figure 3.11. In particular, we
find that the amplitude of density fluctuations is slowly decreasing going radially out-
wards in the closed flux surface region.
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Electric potential fluctuations resulting from simulations are instead distributed quite
homogeneously in the closed flux surfaces. In the SOL, both density and potential fluc-
tuations are drained quite rapidly and they decay up to a level close to 0 at the outer
radial boundary.
At the outboard midplane, radially close to the separatrix, the level of density fluctu-
ations in the SOL reaches values of ∼ 50% of the average density. This high level of
fluctuations has been observed in the SOL of multiple tokamaks [91], and indicates the
propagation of coherent structures into a region of low background density level. In lim-
iter configuration we obtain, instead, a density fluctuation level of δN/N ∼ 20%. This is
due, at least partly, to the background density gradient, which is much steeper in divertor
configuration, as it will be better explained in a later section.
Also in the SOL, the density fluctuation amplitude has a maximum at the LFS midplane,
showing a ballooning character. Nevertheless, on the LFS, fluctuations seem to maintain
a large amplitude up to the divertor region. Turbulence characteristics in the divertor
are described in the next section.

3.3.1 Turbulence in the divertor region

Turbulence in the divertor region is a relatively unexplored domain in numerical global
simulations of plasma edge. Some BOUT++ simulations of DIII-D discharges in real-
istic geometry were presented in Cohen et al. [92], but no dedicated study was carried
out on turbulence in the divertor. Moreover, those simulations were carried out fixing
background steady-state values for the different fields, in a so-called “gradient-driven”
approach. This method has been proven (see [34]) not to be suitable for the description
of turbulence in the edge plasma, since it is not able to catch some of its fundamental
features, as the shape of the PDF functions. We are performing here, instead, a “flux-
driven” turbulence study, where also large-scale gradients are free to evolve basing on
sources and sink mechanisms. Figure 3.13 shows the shape and the amplitude of density
fluctuations in divertor region.

Figure 3.13: Ratio between standard deviation of the density fluctuations, and density
average value 〈N〉t,ϕ, zoom on the divertor region.
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Plasma fluctuations are found in the PFR, as one can notice from figure 3.13. The am-
plitude of density fluctuations is very weak, and can be observed only if compared to
the average value, as done in figure 3.13, which falls rapidly in this region of a factor
103 − 104 with respect to the separatrix value. Although the phase between density and
potential fluctuations in the poloidal direction is, also at this location, around π/2, the
low amplitude of the fluctuations causes an almost null level of turbulent transport. The
fluctuations registered in this region appear to be a consequence of the spreading of tur-
bulent structures from the outer divertor SOL to the PFR. At the separatrix, there is
a region where fluctuations are partially, but not totally damped (see section 3.3.2), so,
even if weakened, they manage to reach the PFR and spread in it.
The outer divertor leg plasma is unstable with respect to the interchange instability, since
~∇B · ~∇p > 0. Potential and density fluctuations (whose amplitude is shown in figure 3.12)
lead in this region to a non-negligible turbulent transport, with a value up to the 20%
of the outboard midplane, as visible in figure 3.11. Turbulence structures are strongly
connected to the LFS midplane, which is the location where filaments are expelled prefer-
entially from the edge region. Both on the low and high field sides, filaments get strongly
elongated in the radial direction as a consequenc of the flux expansion introduced by the
X-point, as understandable from the analysis carried in section 3.2.2. The fast visible
camera images of MAST divertor (see [31], [93]) clearly confirm this feature, as visible in
figure 3.14.

Figure 3.14: Left: snapshot of density fluctuations at a specific timestep in a
COMPASS-like simulation, zoom on the divertor. Right: Fast visible camera image of
turbulent structures in MAST divertor, reprinted from [93]: the red dashed line on the
outer divertor leg delimits the quiescent zone.

3.3.2 A quiescent zone in the outer divertor leg

Interestingly, as one can notice in figure 3.13, density fluctuations seem to be strongly
damped in the first few flux surfaces outside the separatrix in the outer divertor leg.
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Electric potential structures undergo the same kind of damping, even if in a less marked
way with respect to density fluctuations. This feature has been also found in divertor
simulations with JET-like geometry. The damping of turbulent structures near the sep-
aratrix in the outer divertor leg seems to be a universal characteristic of our divertor
simulations, even if the extension of this quiescent region varies with the particular mag-
netic and physical parameters. Experimentally, MAST divertor images acquired by the
fast-imaging cameras clearly show a comparable result, shown in figure 3.14. In [93] it is
reported that filaments are strongly damped from the separatrix to the first opened flux
surfaces in the divertor region on MAST.
With the TOKAM3X simulations in divertor geometry, we can investigate the cause of
this damping. The average plasma pressure in the outer divertor leg shows a profile that
can be described by an exponential function convoluted with a Gaussian (similarly to
what is widely done for the parallel heat flux profile [30]). Since the maximum of the
pressure profile is radially located outwards with respect to the separatrix, the pressure
gradient reverses in the vicinity of the PFR, leading to an interchange-stable zone, as
illustrated by figure 3.15.

Figure 3.15: Average density radial profiles at different poloidal positions in the outer
divertor leg in COMPASS geometry. Profiles are remapped at the LFS midplane.

However, the quiescent zone is radially more extended than the position of the density
peak, as one can notice from the comparison between figure 3.15 and figure 3.14 (left).
By consequence, the damping of density and potential fluctuations seems not to be due
only to the lack of turbulence driving. Instead, we can focus on the damping mechanisms
acting in this region. The X-point introduces indeed a region of long parallel connection
length, that in COMPASS-like SOL goes up to more than 3 · 104 ρL (a factor ∼ 3 greater
than the far SOL), and might affect turbulence properties. We have shown in section 3.2.2
that poloidal wave numbers can be extremely large in regions where the flux expansion
value is elevated. Thus, a diffusive mechanism could more easily damp the fluctuations in
the vicinity of the X-point, since it is more effective on smaller wave numbers. However,
calculating the weight of the diffusive term with respect to the others appearing in the
mass conservation equation, it does not seem to have a significant role in the region close
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to the X-point.
In [93], it is argued that the strong magnetic shear in the X-point vicinity could be
correlated to the fluctuation damping. This damping would be due so to the shearing
effect of the magnetic field on turbulent structures. For a simplified circular geometry of
the flux surfaces, the global magnetic shear is defined as:

s =
r

q

∂q

∂r
(3.16)

where r is the minor radius and q is the safety factor. In simple circular geometry the
growth rate associated to the ITG turbulence has been proven to be maximum for a
shear of s = 0.5, both analytically [60] and numerically with linear (see for example [74])
and non-linear gyrokinetic simulations [94]. The growth rate decays rapidly depending on
other parameters, in a quite asymmetric way between higher and lower values of magnetic
shear. Considering that both ITG and RBM are driven by an interchange mechanism,
one can expect the magnetic shear to be stabilising also for the turbulence observed in
TOKAM3X simulations. The precise value of the optimum shear for the developing of the
interchange instability could be slightly different in a generalised flux-surface geometry.
There is actually no agreement on the local magnetic shear calculation in a generalised
geometry: different expressions can be found in [95], [96], [97]. These expressions do
not recover, in general, the global shear definition in a circular geometry. We propose
therefore an intuitive definition, which expresses simply the local magnetic shear as the
variation of the average pitch angle in the ψ direction. Considering the global definition
of the safety factor for circular flux surfaces (2.75), we can re-write (3.16) as:

s =
BθR

Bϕ

d

dr

rBϕ

BθR
(3.17)

Now, in order to avoid the calculation of r, which is ill-defined in divertor geometry, we
develop (3.17) as:

s = 1 +
BθR

Bϕ

d

dr

Bϕ

BθR
→ sloc = 1 +

BθR‖~∇ψ‖
Bϕ

d

dψ

Bϕ

BθR
(3.18)

This definition of the magnetic shear takes into account the spacing among flux surfaces,
and coincides with (3.16) when applied to a circular geometry. This generalization of the
magnetic shear has been applied also in the works by Hahm et al. ([98], [99]) for the
calculation of the E × B shear in a generalised magnetic geometry. The local magnetic
shear calculated for the reference simulations is shown in figure 3.16:

Since magnetic field lines get more and more tilted starting from the X-point and get-
ting radially outwards, the resulting magnetic shear is negative in the outer divertor leg.
Moreover, as one can infer from figure 3.16, the shear value in this zone can be dramat-
ically strong, and would diverge to infinite if calculated exactly at the X-point. This
negative shear explains the orientation of turbulent structures in the outer divertor leg,
which are directed towards the target, as shown in figure 3.14 (left). A strong shear is
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Figure 3.16: 2D map of the local magnetic shear in a COMPASS-like (left), a JET-like
(centre) and a limiter simulation (right).

found also at the top of the divertor simulations, because of the proximity of the sec-
ond X-point. Instead, at the LFS, the magnetic shear is not particularly strong at the
separatrix. In a limiter simulation with parabolic safety factor profile, the local shear is
instead limited to much lower values and has a relatively small variation throughout the
domain.
Focusing on the divertor region, we find a correlation between the low amplitude of den-
sity fluctuations and the local magnetic shear, calculated with (3.18). As visible in figure
3.17, density turbulent structures get strongly damped when they attain a zone with
|sloc| ∼ 5. This damping occurs also at the top of the machine, where these values of
magnetic shear can be reached, especially with a strong elongation. Figure 3.17 shows the
low amplitude of density fluctuations in the vicinity of the X-point in a COMPASS-like
divertor simulation, and the strong amplitude of the local magnetic shear in the same
region.

A negative shear is widely known to have a strong stabilising effect for interchange tur-
bulence. This has been proven both numerically [100] and experimentally [101]. These
elements suggest a role of the magnetic shear induced by the X-point in damping turbu-
lence in the divertor region.
Although with positive values, a strong magnetic shear appears also in the closed flux
surface region, in the vicinity of the X-point. As visible from figure 3.17, fluctuation
levels are strongly reduced also in the closed flux surface region in proximity of the X-
point, suggesting a correlation with the magnetic shear damping mechanism. It is worth
to mention that a strong damping effect has been underlined recently in TOKAM3X
simulations of a seeded blob, in a slab geometry with an imposed magnetic shear [102].
Although simulations in [102] are carried in an open-field line region, and the blobs dy-
namics could be slightly different, they highlighted that the propagation of the turbulent
structure is strongly obstructed by a varying field line pitch angle, leading ultimately to
its suppression. In our global simulations in divertor geometry, magnetic shear effect is
limited to a portion of the turbulent structure, which is strongly connected to the LFS
midplane, where the shear is lower. The effectiveness of the shear damping could thus
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Figure 3.17: Left: Density fluctuations standard deviation in divertor geometry, zoom
on the divertor region. Right: Local magnetic shear, zoom on the divertor region.

be weaker because of the restricted spatial extension of this magnetic feature.
This damping mechanism could have important implications in the formation of trans-
port barriers, as explained in Chapter 5.





Chapter 4

Global effects of turbulent transport on
SOL equilibrium

Contents

In this chapter we analyse the macroscopic effects of turbulent and mean field
fluxes on the equilibrium in the Scrape-Off Layer. The parallel flow pattern
is explained, with attention to the topological and geometrical features intro-
duced by the X-point. Then we discuss the influence of the divertor shape
on the density decay length in the SOL. These large-scale properties of the
SOL, observed in TOKAM3X simulations, are compared with experimental
results.
Part of the topics in this chapter is included in publications [73] and [103].

4.1 Drive of parallel flows in the Scrape-Off Layer

We focus in this section on the macroscopic effects of turbulence on the global equilib-
rium in the parallel direction. Understanding the parallel flow pattern in the Scrape-Off
Layer of tokamaks is important for several reasons. First of all the divertor imbalance in
heat exhaust depends on the poloidal asymmetry in heat transport [104], and determines
the plasma conditions at the target plates. Secondly, the parallel flow in the SOL affects
neutral recycling and the interaction with the plasma. Moreover, plasma rotation could
possibly affect the particle and heat transport from the edge region to the SOL, and
consequently on the overall confinement [41].
The SOL equilibrium analysis has been the subject of multiple investigations, both ex-
perimental and numerical. From the numerical point of view, 2D transport codes have
been so far the most used tools to interpret the parallel flow equilibrium. We intend
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here to assess the role of turbulent transport in the determination of the equilibrium in
the SOL. TOKAM3X simulations allow us to evaluate the turbulent contribution in the
driving of parallel flows, taking into account a realistic diverted magnetic geometry.

4.1.1 State of the art of experimental observations and simula-
tions

Among the other measurable quantities in the SOL plasma, the parallel Mach number,
defined by (1.49), is one of the easiest to compare with simulations. Indeed, the Mach
number is a dimensionless quantity, which does not depend directly on the source of
particles and, moreover, it is constrained between ±1 by the Bohm boundary conditions
(excluding supersonic transitions). This quantity is measured by Langmuir probes, which
are common diagnostics installed in all the main tokamaks (see [105] for a review). A large
database of Mach measurements is thus available (see, for example, [106] and the included
references). Despite the abundance of information about the parallel flow in the SOL
(and in the last closed flux surfaces, where reciprocating Langmuir probes can plunge),
some important features are not yet well understood, because of the large number of
physical mechanisms that come into play in the driving of parallel flows. A universal and
well-known characteristic of the parallel flows in the SOL is their poloidal asymmetry.
Indeed, measurements on different machines (JET [107], C-Mod [41], Tore Supra [42],
etc.), obtained under a great variety of conditions, show a global flow directed on average
to the inner target for the majority of the poloidal section in the Scrape-Off Layer. This
is translated to a Mach number towards the inner target close to ∼ 0.5 at the top of
the plasma, if ~ui∇B points downwards. This value reveals, as will be clarified later, the
presence of an asymmetrical transport process which moves the stagnation point towards
the outer midplane.
A big numerical simulation effort has been dedicated, and is still ongoing, in order to
explain and reproduce the poloidal asymmetry feature. 2D transport codes as SOLPS and
EDGE2D are able to describe carefully the effects of the wall geometry and the impact of
the neutral physics on the parallel flow equilibrium. Despite this fact, a common problem
found in simulations done with this kind of codes, is an underestimation of the Mach
number value at the top of the plasma. The Mach number value is constrained between
± 1 by Bohm boundary conditions, if we exclude supersonic transitions happening far
from the target [20], and in the ideal case of field lines perpendicular to the wall. If no
asymmetry is taken into account in transport processes, 2D transport codes predict at
intermediate positions, as the top of the machine, Mach numbers that can be one order of
magnitude lower than the measured ones. If the ballooned turbulent transport is modelled
by a spatially variable diffusion coefficient, characterised by an ad-hoc Gaussian shape
profile centred at the LFS midplane, the reproduced Mach number is enhanced up to
values with a correct order of magnitude (typically 0.2 [107]), but still lower than what
expected from experiments. Only with the simulation of a supplementary outward pinch
velocity, which advects particles on the LFS, 2D transport codes can effectively recover
realistic values of the parallel Mach number (see [89]). This fact suggests that this kind
of code is not able, at the moment, to catch the whole physics behind the driving of the
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parallel SOL flows.
On the other hand, 3D turbulence codes such as GBS, BOUT++ and TOKAM3X have
tackled this problem, highlighting the role of turbulence in the build-up of asymmetries
in the SOL. Simulations were mainly run in limiter configuration ([48], [49]), finding a
position of the stagnation point close to the LFS midplane in the case of limiter placed
at the bottom of the machine, and recovering realistic values of the Mach number at the
top and at the HFS midplane. In [50], the Mistral experimental case on Tore-Supra is
reproduced numerically: the parallel flow pattern is studied assuming different positions
of the toroidal limiter (bottom, LFS midplane, top, HFS midplane), and highlighting a
good qualitative agreement with experiments.
We intend here to study the problem of the driving of parallel flows in the SOL, running
simulations in divertor configuration, where the topological and geometrical peculiarities
could lead to different features with respect to the limiter case. With respect to the state
of the art of numerical simulations, so, we introduce a more accurate description of the
magnetic geometry effect, and we aim at decoupling the effects of turbulent transport
from the the contribution of the mean-field drifts.

4.1.2 Turbulent and mean-field fluxes distribution in the poloidal
section

As a first step in the understanding of the role of large scale drifts and small-scale
turbulence in the driving of parallel flows, we can evaluate separately mean-field and
turbulent fluxes. In Chapter 3 we have studied the distribution of density and potential
fluctuations in the poloidal section, and we have related it to the distribution of turbulent
fluxes. However, since TOKAM3X does not assume scale separations, and the total flux
is given by the coupling of all the possible modes, the global fluxes can be decomposed
only a posteriori in a mean-field component and a fluctuating component. For the E×B
flux in the ψ direction, which is one of the main actors in transverse transport, averaging
on time and toroidal direction, we obtain:

〈
NuψE

〉
t,ϕ

= 〈N〉t,ϕ
〈
uψE

〉
t,ϕ

+
〈
Ñ ũψE

〉
t,ϕ

(4.1)

The first, mean-field component of the flux in equation (4.1) can be self-consistently
included in 2D transport codes (see [85], [86], [87], [88]). This is valid for all the types of
drifts (E × B, ~∇B and centrifugal). On the other hand, these codes cannot reproduce
self-consistently the coupling terms leading to the turbulent part of the flux.
We calculate so mean-field and fluctuating components of the E × B transverse flux in
the reference COMPASS-like simulation. Since the source of particles is localised, in our
simulations, in the closed flux surfaces region, it is interesting to understand how these
particles are transported towards the SOL across the separatrix.

Figure 4.1a shows the poloidal distribution of the total particle flux at the separatrix
as if it was measured in the physical space, that is to say, in m−2s−1 units. This flow
appears extremely peaked at the X-point location, and with a local maximum at the top.
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Figure 4.1: a) Poloidal profile of the turbulent, mean-field and total E×B particle flux
in the ψ direction at the first open flux surface. b) Profiles of the fluxes normalised by
the flux expansion.

Actually, this reflects the geometric effect of the flux expansion that has been discussed
in section 3. In particular, the wavelength in the poloidal direction, and consequently
the E × B flux in the ψ direction are modified as described by equation (3.8). We want
to study, instead, how effective these fluxes are in transporting particles and momentum
across flux surfaces, since this is the relevant information for confinement. In order to do
this, we can simply scale our flux by the local flux expansion value. The resulting profile
is plotted in figure 4.1b.
Turbulent flux is distributed in the LFS, with a peak located slightly over the outboard
midplane. Looking instead at the mean-field component of the flux, a “sinus” shape can
be observed at a location around the LFS midplane. This particular shape can be easily
explained considering the Ohm’s law (2.39). In the case of a small parallel resistivity
and in absence of temperature gradients, the electric potential parallel gradient follows
the one of the density logarithm (quasi-adiabatic behaviour). In a sheath limited regime
plasma density has a maximum at the stagnation point and its value goes down to the
half at the target (admitting the total pressure conservation on a field line). A density
parallel gradient thus builds up in the SOL, and it is followed in this case by a parallel
gradient in electric potential. This gradient changes its sign, so, in the vicinity of the
stagnation point, which in this case is placed slightly under the LFS midplane, leading
to an inversion of the direction of the perpendicular E ×B drift. The mean-field E ×B
fluxes can thus be directed inwards, towards the plasma core, on one side of the stagna-
tion point, and outwards on the other side.

Figure 4.2 shows the 2D complete map of the mean-field and turbulent fluxes. In the edge
region the ~ui∇B velocity, which is directed downwards, causes the build-up of an up-down
electric potential dipole. This causes an E ×B mean-field velocity directed horizontally
outwards. This “pinch” velocity must be taken into account on the HFS, where almost no
turbulence is at play, but is almost negligible on the LFS when compared to the turbulent



96 Chapter 4. Global effects of turbulent transport on SOL equilibrium

Figure 4.2: Comparison of mean-field and turbulent E × B fluxes in ψ direction in a
COMPASS-like simulation.

flux. Moreover, as one can deduce from its cosine shape in the poloidal coordinate, its
integral on the flux surface is close to 0, and so it does not affect much the average particle
transport across the flux surfaces. In the SOL, the fluctuating component is dominant
on the LFS, while on the HFS both the components are weak.
We observe, more in general, that at some positions in the poloidal section, as in the
vicinity of the X-point, the amplitude of the mean-field E × B flux can be comparable
to (or even exceed) the turbulent flux. This is a peculiarity of the strongly shaped flux
surfaces introduced with the X-point geometry. In simple circular geometry (or Cartesian
in even more simplified cases) in fact, the effects of the mean E × B drifts are small if
compared to the turbulent fluxes, if we exclude the region immediately close to the solid
walls where big poloidal gradients of electric potential can build-up (this characteristic of
the limiter configuration was already highlighted by GBS simulations [49]). In the outer
SOL instead, mean-field and turbulent fluxes have comparable magnitude, and they both
decay to 0 approaching the external radial boundary.

4.1.3 E ×B circulation at the X-point

It is interesting, in COMPASS-like simulations, to highlight more carefully the charac-
teristics of transverse fluxes in the divertor region. Figure 4.3 illustrate the E × B flux
crossing the separatrix in the divertor legs.

In the divertor, turbulent transport across the separatrix seems to be negligible if com-
pared to the mean-field E×B drift. This can be stated, though, only for few flux surfaces
outside the separatrix, where turbulence is strongly damped as described in Chapter 3.
In the outer divertor leg a turbulent transport pointing towards the far SOL is found
in simulations, with a value around 20% of the one at the LFS midplane, as shown in
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Figure 4.3: a) Mean-field and fluctuating components of E × B fluxes in ψ direction
scaled with fx, calculated at the separatrix. Zoom on the HFS divertor leg region. b)
Zoom on the LFS divertor leg region.

figure 4.2. This peculiarity is very interesting, since a significant turbulent transport in
the divertor leg could lead to a broadening of the SOL width [108]. In COMPASS-like
simulations, we register indeed a broad radial density profile at the outer target. This
feature will be discussed later in this chapter.
The process regulating the mean-field fluxes in the divertor is the build-up of parallel
gradients described before. The mean-field E×B drift, so, drives a complex flux pattern
around the X-point, which is represented in figure 4.4.

Figure 4.4: a) Electric potential gradient, averaged on time and toroidal direction,
decomposed in ψ and θ directions, in the divertor region. b) E × B flux pattern around
the X-point.

In order to understand the E × B flux pattern around the X-point it is necessary to
study the gradient of the electric potential, shown schematically in figure 4.4a. In ψ
direction, the electric potential has a maximum at (or very close to) the separatrix. This
is commonly observed in tokamaks. In our simulations indeed, electric potential decays
radially in the SOL. In closed field lines, the electric potential is determined by a complex
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charge balance (2.38), and its gradient is directed, as it is usually observed in L-mode
plasmas, towards the separatrix (see for example [109]). In the SOL, electric potential
roughly follows the poloidal profile of the density logarithm, as understandable by the
Ohm’s law (2.24).
In the closed field lines, a dipole structure builds up, with a poloidal maximum at the
X-point. In the SOL, as explained before, electric potential peaks at the LFS midplane.
However, on the HFS, we find in our simulations a second peak in the vicinity of the
X-point. This happens since in the first ∼ 5 ρL of the main SOL, the electric potential
keeps the same poloidal shape as in the LCFS, with a peak at the X-point.
The described electric potential distribution gives rise to the E×B flux pattern illustrated
in figure 4.4b, as one can verify from the drift expression (2.6). We can see that uψE is
directed in the LFS SOL towards the PFR. The PFR behaves thus as a sink of particles on
the LFS, even if, as shown in figure 4.1, the magnitude of the losses is small if compared
to the midplane outward fluxes. On the inner leg (figure 4.3b), the E×B flux across the
separatrix is directed instead towards the outer SOL. However, since density is relatively
low in the PFR, this outward radial flux is negligible. The potential peaking at the
X-point, causes an inward E × B velocity just above the X-point on the HFS. We can
thus see from figure 4.4b how a particle, through the θ and ψ components of the E × B
velocity could travel from the LFS to the HFS, through the PFR. This is a coupling
mechanism between the two SOL branches, active in a region close to the X-point.
This same circulation pattern has been observed numerically in 2D transport codes as
UEDGE [86], but also experimentally on DIII-D [110], in which case a similar potential
peak at the X-point is highlighted. It must be reminded, however, that, as stated by
the generalised Ohm’s law (2.24), the potential distribution in parallel (and so, also
poloidal) direction is strongly dependent also on temperature parallel gradients, which
are not at play in the presented simulations. Temperature parallel gradients can gain a
great importance in a high-recycling divertor regime, in which electric potential parallel
gradient can reverse, and the direction of the mean-field E × B drift with them. A
consistent inclusion of the related physics will be needed to evaluate the importance of
these effects.

4.1.4 Evaluation of the relative effects of the driving mechanisms

We wish now to evaluate the weight of the different transverse transport mechanisms in
the driving of parallel flows. In order to do this, we can exploit the model proposed by
J. Gunn et al. in [42], which allows to analyse the parallel Mach number as a function
of the distribution of the particle source on the flux surface. The model, isothermal, is
based on a simplified version of the mass and parallel momentum conservation equations
at the steady state:

{
d

dx‖
(NMcs) = S

d
dx‖

(Nc2
s (1 +M2)) = 0

(4.2)
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where x‖ is the parallel length and S is a generalised particle source for the parallel flow.
Comparing this equation with the particle conservation (2.36) solved in TOKAM3X we
can notice that the term S includes not only a volumetric source (as the ionization one),
but also the advection terms in the perpendicular direction related to the E×B and ∇B
drifts (curvature terms are neglected in the model). Indeed, in TOKAM3X simulations,
the ionization term is non-zero only where the particle source is imposed, namely in the
edge region. In the rest of the geometrical domain, the perpendicular transport is the
only source for the parallel flow. In the parallel momentum conservation, the conservation
of the total pressure along the field line is assumed, coherently with the fact that neutral
physics is not taken into account, and momentum loss processes as the charge exchange
are absent. This hypothesis is well fulfilled in TOKAM3X simulations, at least for flux
surfaces sufficiently far from the separatrix (where fluid drifts can be a cause of loss of
momentum towards the PFR, as explained later in this chapter). The Mach derivative
in the parallel direction, that can be derived from the system (4.2), can be expressed as:

dM

dx‖
=

1 +M2

1−M2

S

Ncs
(4.3)

We can see that the Mach number derivative in parallel direction is positive when the
particle source is positive. In our case, poloidal profiles are almost always monotonic,
indicating a positive source everywhere on the field line. Exceptions are the zones in the
vicinity of the PFR, that represent a particle sink. Moreover these zones represent a sink
also for the parallel momentum, which is transported across the flux surfaces by the same
mechanisms as particles: the total pressure so is no more conserved on the field line and
the model (4.2) is hardly applicable.
We now perform a variable change, and we define s‖ as:

s‖ =
1

〈S〉L

∫ s

−L/2
S dx‖ , 〈S〉 =

1

L

∫ L/2

−L/2
S dx‖ (4.4)

Where L is the total connection length measured from one target to the other. With
some simple algebra, and imposing the Bohm boundary conditions in the equality form,
M(s‖ = 0) = −1 and M(s‖ = 1) = 1, one can find:

M

M2 + 1
= s‖ −

1

2
(4.5)

This equation tells us that the stagnation point, namely where M = 0, is located where
the center of mass of the total source is, that is to say where s‖ = 0.5. We can now try
to express explicitly the terms that compose the source:

S = −~∇ · (N~uE)− ~∇ ·
(
N~ui∇B

)
(4.6)
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Where we have referred to the conservation of the ion density. Therefore, for the intro-
duced variable s‖:

s‖ =

∫ s
−L/2 S dx‖∫ L/2
−L/2 S dx‖

=

∫ s
−L/2−~∇ · (N~uE)− ~∇ · (N~u∇B) dx‖∫ L/2
−L/2−~∇ · (N~uE)− ~∇ · (N~u∇B) dx‖

∼

∫ s
−L/2

~∇ · (N~uE) + ~∇ · (N~u∇B) dx‖∫ L/2
−L/2

~∇ · (N~uE) dx‖
(4.7)

where we have underlined the fact that globally, on a flux surface, the divergence of the
∇B flux is negligible if compared to the E × B one (in particular in our simulation the
ratio of the two is usually lower than the 5%). It is interesting to notice that, despite
this fact, the ∇B drift contributes to determine the stagnation point position as shown
by equation (4.7), as it sums with other terms.
Both the turbulent and the large-scale drifts contribute in determining the source for the
parallel flux. The contribution of turbulence flux is given mainly by the radial component
of its divergence, depicted in red in figure 4.5. On the other hand, the poloidal component
of the divergence of the poloidal E × B flux is not negligible in the SOL, and it has a
similar amplitude than the radial one. Therefore, it is represented in figure 4.5 in green.
Sources and sinks located in the divertor legs are not represented since, as stated before,
they are almost negligible with respect to the upstream plasma.

HFS LFS

Figure 4.5: Distribution on the poloidal plane of particle sources for the parallel flow
given by the transport processes acting between closed and open field lines. Plus and
minus signs represent respectively positive and negative particle sources for the parallel
direction.
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One can notice in figure 4.5 that the global distribution of particle sources due to transport
mechanisms is strongly asymmetric. The nature of the interchange turbulence, ballooned
at the LFS midplane is the main cause for this characteristic, as it was already highlighted,
for example, in [48], [49] and [50] for the limiter case. Positive sources for the parallel flow
are located mainly between the midplane and the X-point on the LFS. We can notice
that the ∇B drift shifts the position of the stagnation point towards the X-point. A
more quantitative picture of the different terms intervening in the driving of the parallel
flows is shown in figure 4.6.

Figure 4.6: Poloidal profile of the different terms intervening in the mass balance at
the separatrix, averaged on time and toroidal direction. Every term is calculated as if it
was on the RHS of the density conservation equation, and “balance” is the sum of all the
other terms.

From figure 4.6, we can see that the parallel term ~∇ · (Γ~b) responds to the different
perpendicular source terms. As affirmed before, these terms peak between the LFS mid-
plane and the LFS X-point, and the dominant one are the ones related to the E×B and
the ∇B drifts. The parallel flux which develops as a reaction of the parallel flow to the
curvature drift is also known as Pfirsch-Schlüter flow, and it has been extensively studied
in the framework of the neoclassical theory, especially for the core plasma region (see [6],
Chapter 4).
It is now more clear that, even in order to identify the principal terms which drive paral-
lel flows, it is necessary to evaluate particle fluxes in a framework independent from the
flux expansion. Indeed, looking at the fluxes in the spacial coordinates as represented
in figure 4.2a, could lead to the misleading conclusion that the main sources of particles
for the SOL are located at the X-point. Instead, the distribution of the parallel Mach
number confirms that we are interested in the effectiveness of the transport across the
flux surfaces, which is principally concentrated around the LFS midplane.
The source distribution of the analysed case leads to a distribution in the parallel Mach
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number which is represented in figure 4.7a.

Figure 4.7: a) Poloidal profile of the parallel Mach number in the SOL, for a
COMPASS-like simulation, at different radial positions. Simulations are here compared
to results from the multi-machine experiment presented in [106], represented by stars. b)
Correspondent poloidal profiles of the average density in the SOL.

We can notice that, as expected from the qualitative analysis shown above, the stagnation
point is located between LFS midplane and the X-point, where the maximum of the
particle source is concentrated. In this region, the Mach number towards the HFS divertor
rises rapidly from a value close to −1 to about 0.25 at the outer midplane and ∼ 0.4
at the top of the plasma. At the separatrix, the Mach number increase around the
LFS of the X-point is more sharp. In the HFS, just above the X-point, a decrease in
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the Mach number is found: according to (4.3), this corresponds to a negative source
of particles. In this region indeed, as shown in figure 4.4, the electric potential peaks
poloidally at the X-point, causing an E × B flux directed towards the centre (and it is
not followed by a similar flux from the far SOL, where the electric potential changes its
poloidal shape). This negative source for the SOL causes a decrease in the Mach number,
and so, for the pressure conservation on the field line, a proportional increase in density,
noticeable in figure 4.7b. Since this accumulation affects several points in the main HFS
SOL near the X-point, and the code does not lose its conservation properties, we can
exclude a numerical effect. Going radially outwards in the SOL, the source becomes
more homogeneous over the parallel length (and also, the field line length itself shrinks
going further from the X-point).
A good agreement is found with the multi-experiment data from L-mode discharges
reported in [106], both for the position of the stagnation point and for the value of the
Mach number at the top position. These characteristics of the parallel flows seems to
be quite universal in the SOL of the tokamaks. Nevertheless, experiments seem to show
a position of the stagnation point even closer to X-point. Beyond the neutral physics
and the energy transport, another element can affect the Mach number distribution: the
Bohm-Chodura boundary conditions at the target plates, which extend the boundary
conditions at the entrance of the sheath to cases where field lines are not perpendicular
to the walls and in presence of drifts [111]. In unnormalised terms:

M‖ +
uE

cs tan (α)
≥ 1 (4.8)

Where α is the incidence angle. Since the main component of the E × B drift is the
poloidal one, and it points towards the outer target in the SOL, the absolute value of
the Mach number could be decreased at the outer target, and increased at the inner one,
thus shifting further the stagnation point towards the LFS X-point.

4.1.5 Pressure conservation in the parallel direction

A similar analysis of the poloidal distribution of the sources can be carried out on parallel
momentum conservation (2.37). It is important, in particular, to verify if the total
pressure Π is conserved along the field lines, and if not, which are the main mechanisms
leading to pressure losses. In dimensionless terms, Π is defined as:

Π = N(Te + Ti)(1 +M2) (4.9)

and in the isothermal assumption with Te = T1 = 1, Π = 2N(1 + M2). Figure 4.8a
represents the total pressure profile at several radial positions in the SOL.

From figure 4.8a we can observe that total pressure is almost conserved along the field
lines, with the exception of the first few Larmor radii outside the separatrix. At the
separatrix, the main pressure losses are localised in the divertor region, and they are due
mainly to perpendicular advection of the parallel momentum by E × B drift. A slight
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Figure 4.8: a) Poloidal profiles of the total pressure at different radial positions in
the SOL, in the reference COMPASS-like simulation. b) Poloidal profile of the parallel
momentum balance at r− a ≈ 6 ρL. Terms are calculated in the RHS of equation (2.37),
and the term “balance” is the sum of the others.

increase in total pressure can be noticed groing from the LFS towards the HFS, even if
the relative diffeence of total pressure between the two targets does not exceed the 20%.
In order to understand this behaviour, we isolate the total pressure parallel gradient term
in the parallel momentum balance, expressing it as:

∇‖Π = ~∇ ·
(

Γ2

N
~b+ 2N~b

)
− 2N ~∇ ·~b− Γ2

N
~∇ ·~b (4.10)

Substituting (4.10) in (2.37), we find the terms plotted in figure 4.8b, with ∇‖Π expressed
explicitely. We can state that the increase in total pressure is due to parallel momentum
advection by the E × B drift, and so also by turbulence. Practically, the parallel mo-
mentum in the edge region is transported to the SOL by transverse transport. Even if
parallel Mach number is low in the closed flux surfaces region, the density is higher than
in the SOL, so in the two regions the plasma carries a comparable parallel momentum.
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In particular, parallel flux in the edge region is directed in the opposite direction with
respect to the magnetic field, determining then a positive parallel gradient towards the
HFS divertor.

4.2 Reverse toroidal field simulations

In section 4.1.2 we separated a posteriori a mean-field and a fluctuating component.
However, turbulent transport affects the equilibrium in the poloidal direction, thus im-
pacting also the mean-field fluxes. A widely used strategy in experiments, in order to
decouple self-consistently the effects of turbulence from the ones of large scale drifts, is to
repeat the plasma discharge with the same characteristic parameters, but with a reversed
toroidal field. The inversion of the toroidal field, indeed, should reverse the direction of
the drift velocities, as it is clear by their definition (2.41), neglecting the component
proportional to the poloidal field (Bθ � Bϕ). Turbulence instead, which is driven by
the curvature of the field, regardless of its direction, should develop as in the case with
normal field orientation. Therefore, admitting that the global equilibrium would not be
perturbed significantly (this is questionable, since in many experimental cases the re-
versed toroidal field configuration degrades the confinement), one can easily disentangle
the effects produced by drifts and the ones by turbulence. This exercise has been carried
out on several tokamaks (see [107] for JET, [41] for Alcator C-mod, [112] for JT60-U,
etc.) where two options can be equivalently adopted: the inversion of the toroidal field,
or the symmetric up-down flip of the plasma configuration (that has the same effect).
This exercise is reproduced here numerically, by simply reversing the direction of the
toroidal field, and running a new simulation with the same parameters as the reference
one.

4.2.1 The relative importance of drifts and turbulence

We evaluate the parallel Mach number in a COMPASS-like simulation with a reversed
toroidal field, that is to say, with ions ∇B drift pointing towards the top of the device.
We calculate both poloidal and radial profiles of the parallel Mach number, and we plot
them in figure 4.9.

The first noticeable feature in figure 4.9a is the displacement of the stagnation point from
below the LFS midplane to a location close to the top, which leads to a more poloidally
symmetric parallel flow pattern. In the case of reversed toroidal field, the parallel flow
at the LFS midplane is reversed, and directed towards the outer target. This feature
has been observed in experiments on multiple tokamaks, and in particular the profiles
measured on Alcator C-Mod [41] look qualitatively very similar to the one obtained in
this simulations, with a positive, radial maximum in the Mach number profile in the case
of normal toroidal field. The position and the amplitude of this peak depends on how far
the LFS midplane is from the stagnation point at that specific flux surface. In our case,
for the normal Bϕ, the peak occurs at around 7 ρL distance from the separatrix. Going
radially outwards, the particle source becomes more homogeneous on the flux surface and
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Figure 4.9: a) Comparison of the profile of the average parallel Mach number with
normal and reversed toroidal fields, at a flux surface in the SOL located ar r−a ∼ 13 ρL.
b) Radial profile of the average parallel Mach number at the LFS midplane in case of
normal and reversed Bϕ.

the stagnation point moves upwards to the LFS midplane (after r − a ∼ 20 ρL there is
a non-negligible influence of the wall). In the reversed toroidal field case, instead, the
stagnation point moves progressively towards the top, generating stronger parallel flows
towards the outer target at the LFS midplane. The coherence of the simulation results
both in poloidal and in radial direction suggests that TOKAM3X can catch the main
transport processes at play in the SOL, and the consequent equilibrium.
Qualitatively, we can explain the displacement of the stagnation point by representing
the different sources in the SOL.

Figure 4.10: Poloidal profile of the terms intervening in the density conservation in the
reversed field case, calculated at the RHS. The term “balance” is the sum of the others.
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Comparing figure 4.10 with 4.6, we notice that while the E × B source of particle is
almost unchanged, the ∇B drift, changing sign, gives a positive contribution at the top
and a negative at the bottom, causing the shift of the stagnation point.
If we evaluate the Mach number at the top, we find a difference |∆M | = Mnorm

TOP −M rev
TOP '

0.40 between the cases with normal and reversed toroidal field, for most of the radial
extension of the SOL. If we look at the effects on the Mach number of drifts and turbulence
as simply the sum of two contributions, for the normal Bϕ case we can write:

Mnorm
TOP = ∆Mdr + ∆M turb ' 0.4 (4.11)

Where the superscripts dr and turb are referred respectively to the contribution assigned
to drifts and to turbulence. For the reversed Bϕ case:

M rev
TOP = −∆Mdr + ∆M turb ' 0 (4.12)

Substituting (4.12) in (4.11), we obtain ∆Mdr ' ∆M turb ' 0.2. This is clearly a sim-
plified evaluation, and relative to a specific location in space. However, this qualitative
analysis tells us that the weight of turbulence and large-scale drifts in determining the
parallel SOL flow is comparable. Numerical tools so, in order to reproduce the right
values of parallel flows, must account both for the large-scale drifts and the micro-scale
turbulent transport.

4.2.2 Equilibrium with reversed toroidal field

Even if the poloidal equilibrium changes with the inversion of toroidal field, we must
verify the plausibility of the assumption of similar radial equilibrium. In figure 4.11 we
plot a comparison of the radial profiles of the average density for normal and reversed
toroidal field configurations.

One can notice that the global radial equilibrium is very similar in the two cases. For
the purpose of the analysis of the driving of the SOL parallel flow, the assumption of
unchanged turbulent properties is justified. However, a slightly enhanced confinement
is found in the normal toroidal field case, with a ∼ 10% difference in average density
near the LCFS, and a smaller density decay length in the SOL. The radial equilibrium is
dependent on turbulent transport, which regulates the difference between the two cases,
and would need a further dedicated analysis.

4.3 Discussion on the ionisation source distribution

In TOKAM3X simulations, parallel flows in the SOL are driven by particle sources,
which are transported out of the closed flux surfaces by large-scale drifts and micro-
scale turbulence. However, plasma interaction with neutral species represents a further
source, basically through the mechanism of ionisation. In high-recycling regimes, where
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Figure 4.11: Radial profile of the average density at LFS and HFS midplane for nor-
mal and reversed toroidal field in the COMPASS-like reference simulation. Profiles are
remapped at the LFS midplane.

the temperature at the target drops considerably, the ionisation plasma source, located
in the vicinity of the target, largely exceeds the particle source coming from the core, by
a factor up to 100. Following the model presented in this chapter, this would mean a
strong increase of the parallel Mach number in front of the targets, and a substantially
flat profile elsewhere. Nevertheless, the global poloidal asymmetry of parallel flux seems
to be a universal feature in L-mode discharges. In [106], in fact, it is shown that differ-
ent tokamaks in different operating conditions show a similar trend of the parallel Mach
number in the SOL. Accurate measurements of parallel flows on Alcator C-mod ([41],
[43]), find the same pattern of SOL parallel flows independently from divertor regimes.
A possible explanation is advanced in the work by B. LaBombard et al. [41]: the ionisa-
tion source coming from walls could follow a different and independent flow loop, being
suddenly transported to the main chamber by cross-field transport, and not contributing
to the parallel flow in proximity of the separatrix. However, in order to consistently
verify this hypothesis, and evaluate the weight of different sources for the parallel flow,
a turbulence code should be coupled with a neutral model. TOKAM3X is being devel-
oped in this sense, being recently coupled to the Montecarlo kinetic code EIRENE [113].
Other codes, such as GBS, already implement a kinetic model for neutrals. In the work
by Wersal et al. [114], turbulent simulations are run with the neutral model activated,
showing cases characterised by different average densities. The effect of the change in
average density on the parallel Mach number profile seems to be small: simulations did
not explore, though, a full high-recycling regime, so further investigations on this problem
are needed.
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4.4 Effect of divertor transport on SOL width

We have seen in Chapter 3, that turbulence is observed in the outer leg of the divertor,
both in experiments ([115], [32]) and in simulations. In TOKAM3X, this turbulence
is also associated with a non-negligible particle flux. We aim at understanding, so, if
the turbulent transport in the divertor region can affect the density profile at the outer
divertor target. In order to do this, we take advantage both of recent experimental results,
and of TOKAM3X simulations.

4.4.1 Experimental evidence of density spreading in a long outer
divertor leg

Recent experiments have been carried out on the TCV tokamak, with the objective to
inspect the influence of the divertor leg length on the SOL width [108]. TCV is a tokamak
which allows a flexible magnetic geometry, through the action of 16 independent poloidal
coils, so it is suitable for this kind of experiments. Moreover, it is equipped a large set of
diagnostics. For the above-mentioned experiment, conditions at the LFS midplane are
monitored through the HTRS (High Resolution Thomson Scattering), and, in the SOL,
by a reciprocating Langmuir probe. At the outer strike point position, both Langmuir
probes and infrared cameras are used to measure the plasma heat flux.
Three different plasma geometries have been investigated, maintaining the same set of
parameters (plasma current, plasma major and minor radii, toroidal field and input
power). The only geometric feature varying from one configuration to the other is the
outer divertor leg length: the magnetic geometries explored in the experiment are shown
in figure 4.12.

One can notice from figure 4.12 that, along with the change in the poloidal length of
the outer divertor leg, also the parallel connection length between the outer strike point
and the outer midplane is affected. One of the requirements of the experiment, was to
maintain in the three cases the same plasma conditions, in order to inspect independently
the effects of the divertor leg length. This condition has been verified for the closed
flux surfaces region by means of the Thomson Scattering, which has revealed similar
profiles up to the separatrix in the three cases. However, as it is clear from figure 4.12,
the reciprocating probe was able to acquire data only in the intermediate leg length
configuration: it is assumed that, by continuity with edge conditions, also the radial
profiles at the LFS midplane in the SOL plasma are similar in the three configurations.
We are interested here in the density radial profile at the outer target. Similarly to the
technique usually adopted in the study of the heat flux profiles ([26], [30]), one can fit the
radial density profile through a convolution of an exponential and a Gaussian function:

n(x) =
n0

2
exp

((
Sn
2λn

)2

− x

λnfx

)
· erfc

(
Sn
2λn
− x

Snfx

)
+ nbg (4.13)

where x represents the linear coordinate along the target, with origin at the separatrix,
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Figure 4.12: Left: Sheme of a section of the TCV vessel, with the diagnostics involved
in the experiment, and the three plasma shapes investigated. Right: Connection length
from outer midplane to outer target in the three configurations, with colors corresponding
to the left figure. Figure reprinted from [103].

remapped to the LFS midplane. n0 is the density value at the separatrix, and nbg is
a background density. The Sn parameter, called spreading factor, represents the width
of the Gaussian function: physically, in the usual interpretation, it is a measure of the
transport occurring along the divertor leg, towards the Private Flux Region. The λn
factor instead, is the usual density decay length. This quantity must be remapped at the
LFS midplane, and, in the common interpretation of experiments, it is a measure of the
competition of the perpendicular and parallel transport processes occurring in the main
SOL. Figure 4.13 shows the λN and the Sn factors resulting from the experiments.

It can be inferred from results shown in figure 4.13, that the density decay length in-
creases almost linearly with the poloidal divertor leg length. Instead, no clear trend can
be put in evidence on the spreading factor Sn. These results are hardly explainable with
the usual picture of the SOL transport. Indeed, from [26], the transport processes in the
divertor are thought to be symmetric in the outwards and in the inward direction, leading
to a bigger Gaussian spreading of the density profile if the divertor leg is increased, while
the density decay length should be fixed by the upstream transport processes, and not
affected by the divertor ones.
The numerical modelling of this experiment has been initially carried out with the 2D
transport code SolEdge2D. Although the integrated values of density and heat flux pro-
files at the target have shown a good agreement with experiments, SolEdge2D simulations
did not capture the modification in the profiles shape with the divertor leg length high-
lighted by experiments [103]. It has been decided, therefore, to utilise the TOKAM3X
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Figure 4.13: Left: Density decay length at the target, measured by Langmuir Probes and
remapped at LFS midplane, in the three geometries described before. On the abscissa, the
poloidal length of the divertor leg in the three cases. The diamond in the intermediate
case represents the reciprocating probe measurement at the LFS midplane. Right: Density
spreading factor for the three cases. Figure reprinted from [103].

code in order to have a deeper insight on transport processes occurring in the three
different cases, which can have an impact on radial profiles.

4.4.2 Interpretation of experimental results by means of TOKAM3X
simulations

The three magnetic equilibria involved in the experiment are used to create TOKAM3X
mesh grids, which we will call in the following short leg, medium leg and long leg. Three
simulations are run with the same parameters and the same particle source. The aspect
ratio is fixed to 4.1, as in experiments, and the poloidal field amplitude is regulated
so that the ratio Bθ/Bϕ ' 0.16 is the same as in experiments. A resistivity η‖ =
2.5·10−6 has been imposed, correspondent to a plasma at 39 eV and density 7.5·1018m−3.
These data are relative to the LFS midplane, at the separatrix position, and are derived
from experimental measurements with the reciprocating Langmuir probes. The diffusion
coefficients and the particle source are fixed as in the reference simulations (see section
2.7.2). Figure 4.14 shows an example of density fluctuations in the three cases, with
turbulent activity in the divertor.

Experimental and numerical results obtained with TOKAM3X are not quantitatively
comparable for several reasons. First of all, the simulated plasma is characterised by
a ρ? = ρL/a = 3.9 · 10−3. In the above-mentioned experiments, taking as reference
the separatrix point at LFS midplane, ρL ' 6.4 · 10−4 m and a ' 0.22 m, giving
ρ? = ρL/a = 2.9 · 10−3. The simulated machine is thus ∼ 25% smaller than the real
one. Moreover, TOKAM3X simulations are isothermal, so that the Larmor radius value
does not change in space with temperature, contrarily to real experiments. This would
result in a deformation of the observed profiles, proportional to

√
T/T0, where T0 is the

reference temperature. Finally, since the presented TOKAM3X model cannot catch the
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Figure 4.14: Snapshot of density fluctuations in TOKAM3X simulations of TCV short
leg (left), medium leg (centre), and long leg (right) configurations.

temperature evolution and the plasma-neutral interaction, it cannot recover the different
divertor regimes (see [12], Chapter 5, for an extensive discussion on divertor regimes).
Experiments were characterised by a high-recycling regime ([103], [116]), where tempera-
ture varies in parallel direction and drops at the targets: this aspect cannot be described
by TOKAM3X simulations. However, exploiting the flexibility in geometry definition,
TOKAM3X can be useful to carry out a qualitative analysis of the modifications in trans-
port processes with the modification in magnetic geometry.
First of all, we verify that the hypothesis underneath the experiments are indeed verified
in simulations. The three simulations evolve to a similar overall equilibrium, and an
exponential fit of the average density radial profiles at the LFS midplane (calculated at
the separatrix) gives:

λSHORTN ' 9 ρL λMEDIUM
N ' 11 ρL λLONGN ' 11 ρL (4.14)

so comparable density decay lengths at the LFS midplane, with a difference of around
20% among the short leg case and the others. Figure 4.15 shows a poloidal profile of the
density radial decay length along the main SOL.

One can notice that the density decay length is comparable over the majority of the
poloidal extension of the main SOL, with a difference around the 20%. When getting
close to the X-point, the density radial profile starts suddenly to flatten, and also the
λN discrepancy grows among the different cases. At the target, as shown in figure 4.16,
TOKAM3X profiles have a shape comparable to the experimental one, and suitable for
a fit with the multi-parameters function (4.13).

We observe that the average density falls very rapidly in the PFR, both experimentally
and in the code. This is due to the fact that the connection length L‖ is much shorter
in this region than in the SOL, by a factor around 10. As explained in Chapter 1, the
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Figure 4.15: Density decay length λN along the main SOL, for the three TOKAM3X
simulations, obtained by an exponential fit at the separatrix.

Figure 4.16: Left: Density profile measured at the outer target of TCV by Langmuir
probes and relative errorbars, normalised to its maximum value and remapped at the
LFS midplane. Figure reprinted from [103]. Right: Normalised average density profiles
calculated by TOKAM3X, remapped at LFS midplane.

density decay length is proportional to
√
L‖ in a diffusive case and to L‖ in a convective

case. In both cases, a much shorter decay length is expected in the PFR than in the
divertor legs.
At the target we register a factor 2 of difference in λN between the shortest and the
longest divertor leg case, the medium length case showing an intermediate behaviour. In
particular, a fit with the function (4.13), gives:

λSHORTN,t ' 16 ρL λMEDIUM
N,t ' 25 ρL λLONGN,t ' 31 ρL (4.15)

where values are always referred to the profile remapped at the LFS midplane (even if
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the magnetic flux values at the target are comparable in the three cases). Even if our aim
is not a quantitative comparison between simulations and experiments, one can see that
multiplying these values by the Larmor radius in the edge plasma of the analysed shots
(∼ 6.4 ·10−4 m), one obtains values of the same order of magnitude found in experiments.
There is no clear trend, instead, describing the spreading factor variation in the three
cases:

SSHORTn,t ' 1.9 ρL SMEDIUM
n,t ' 2.7 ρL SLONGn,t ' 2.3 ρL (4.16)

where the largest value is registered in the intermediate case. These values are neverthe-
less very small, since the density radial profile in the PFR is sharp, and extends over few
points of the mesh grid.
Now we can analyse the behaviour of density average profiles along the divertor leg. Fig-
ure 4.17 shows the λN and Sn profiles along the outer divertor leg, derived from the fit
of the radial average density profiles with equation (4.13).

Figure 4.17: a) Density decay length, remapped at LFS midplane, along the outer
divertor leg in the three cases. The leftmost point of every curve represents the X-point
position, the rightmost the target one. b) Density spreading factor along the outer divertor
leg.

Figure 4.17 shows a strong increase in Sn around the X-point, followed by a slower growth
up to the target, with a similar slope in the three cases. The Sn factor translates the
effect of a symmetric transport acting all along the outer divertor leg, which apparently
has similar effects on the density profiles in the three cases. It is therefore logical to
expect to reach higher spreading factors at positions close to the target.
The value of the density spreading factor is almost an order of magnitude lower than the
density decay length. The spreading effect of diffusion is low in TOKAM3X simulations,
where diffusive transport is kept as low as possible. In this region, instead, transport
associated to turbulence and to the mean-field E × B drifts, dominates in TOKAM3X
simulations. Turbulent fluxes contribute to the density spreading with fluxes directed
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towards the outer radial direction, while non-negligible E×B mean-field fluxes can cross
the separatrix in the divertor in inward radial direction. The effect of these two mecha-
nisms is difficult to distinguish, and this operation would require dedicated simulations.
However, the part of the profile shape in the PFR seems to be less sensible to the varia-
tion in the divertor geometry, and to the associated transport conditions. Interestingly,
also TCV experiments show a low variation of the spreading factor with the divertor leg,
suggesting an asymmetry in transport processes.
Figure 4.17a shows an increasing trend of the density decay length along the outer diver-
tor leg. λN increases strongly in the first 100 ρL past the X-point (in this zone an increase
is observed also in SN), and grows then more slowly up to the divertor target. This is an
imprint of an active transport mechanism in the divertor region where, as we have seen
in COMPASS-like simulations, both turbulence and mean-field drifts contribute to the
transport.
TOKAM3X finds an approximately linear increase of λN with the total divertor leg
length, in qualitative agreement with experiments. Considering the increase of the par-
allel connection length between the short leg and the long leg divertor case, one could
expect, in the case of convective transport, an increase in the average λN proportional to
L‖, according to the simple relation (1.64). It is remarkable, however, that while at the
LFS midplane the decay lengths are comparable, the main differences start to be visible
in the region included between the X-point and the LFS midplane, getting amplified near
the X-point and, finally, presenting a factor 2 difference at the target. These results show
that the divertor region has an important weight in the determination of the transport
across a flux surface.
Globally, TOKAM3X simulations show a divertor region with predominant asymmetric
transport processes, among which turbulence, which transports particles preferentially
in the outwards direction. Transverse transport processes contribute to the spreading of
average density profiles, which are broader for longer divertor leg lengths. These simula-
tions could provide important indications for the design of the divertor of new devices.
Indeed, if we assume that heat transport behaves similarly to particle transport, a longer
divertor leg could help in spreading the λq, thus limiting the power heat flux at the di-
vertor targets. In this framework, it is worth to notice that measurements carried out in
the above-mentioned experiment show the described trends also for the heat flux decay
length in TCV L-mode plasmas [103]. These experimental investigations are being ex-
tended at present to H-mode plasmas in TCV, and could be tested soon in the super-X
divertor of MAST-Upgrade, where the outer divertor leg will be significantly stretched.



Chapter 5

Impact of X-point geometry on radial
turbulent transport

Contents

We inspect here the influence of a complex geometry on the turbulent trans-
port, and, by consequence, on the radial equilibrium. In particular, the effects
of flux expansion on confinement are described. We study TOKAM3X sim-
ulations in X-point geometry, which show an increased stability with respect
to the ones in limiter configuration, with the presence of a spontaneous trans-
port barrier in the vicinity of the separatrix. Finally, we describe the effects
of transport barriers on turbulence, and we investigate the possible causes of
their build-up.
Part of the topics treated in this chapter are included in the publication [117].

Since a complete theoretical understanding of the processes which determine the SOL
width is not yet achieved, the design of the divertor of new devices, such as ITER, has
been based up to now on empirical scaling laws. Focusing on L-mode plasmas, which are
the ones treated in this thesis, existing scaling laws approximately show a dependence
of λq on the inverse of the poloidal field at the LFS midplane. This is true both for
limited ([28], [27]) and for diverted plasmas [29]. Nevertheless, once fixed the plasma
current (and therefore the poloidal field), a higher multiplicative factor appears in the
scaling laws referred to limited plasmas, determining a higher λq than in divertor. From
a complementary point of view, the scaling laws show also that the divertor configuration
is characterised in general by a better confinement than a limiter one. In this chapter,
we examine the role of the geometrical features introduced by an X-point geometry in
determining the confinement.
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5.1 Flux expansion effect on turbulent transport

The poloidal field generated by the divertor coils, in X-point geometry, introduces a
strong variability of the poloidal field across the poloidal section, and therefore a strong
shaping of flux surfaces. We need now to understand how these geometrical features
can affect the turbulent transport. We focus, first of all, on the effect of the local flux
expansion on turbulent transport.
In chapter 3, we have presented an effect of the flux expansion on the poloidal extension
of the structures, and, by consequence, on fluxes in the transverse direction. This effect
is caused merely by the great effectiveness of the parallel transport with respect to the
perpendicular one. We want now to put ourselves in a framework independent from this
first-order geometrical effect. We are indeed interested in the effect of flux expansion on
turbulent transport of particles across the flux surfaces, independently from the physical
spacing among them.

5.1.1 Three limiter cases with different Shafranov shifts

The divertor geometry is characterised by an highly variable flux expansion in the poloidal
plane, with a singularity at the X-point. Therefore, it is difficult to study, and quantify,
the possible effect of the local flux expansion on turbulent transport. In order to tackle
this problem, we build three analytical TOKAM3X mesh grids, including an infinitely
thin limiter at the bottom of the plasma. These three geometries are characterised by a
controlled flux expansion at every poloidal location, and are represented in figure 5.1.

Figure 5.1: On the left, poloidal section of the mesh for the inner shift case. On the
centre, the case without shift. On the right, the mesh used for the outer shift case. The
mesh grid is represented 4 times coarser than the actual one, in order to increase visibility.

Flux surfaces are circular in all of the three geometries. The minor radius of each flux
surface is the same for the three cases, while the only difference is the centre position of
each flux surface, which is calculated as:

Rψ(ψ) = R0 + ∆(ψ) = R0 + S∆ (r(ψ)− a) (5.1)
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Where ∆ is the Shafranov shift, defined as the displacement with respect to R0 of the
centre of the Last Closed Flux Surface, and the shift parameter S∆ for the three mesh grids
is respectively 1/3, 0 and −1/3. These three cases will be referred to in the following as
“inner shift”, “no shift” and “outer shift” respectively. We impose, as additional constraint,
the same safety factor profile q(ψ) in the three geometries, and in particular the same
parabolic profile of the reference limiter simulation is adopted (see section 2.7.2). The
resulting poloidal field Bθ, which represents the main difference among the three cases,
is represented in figure 5.2:

Figure 5.2: Poloidal magnetic field for the three considered cases.

As one can notice from figure 5.2, in the inner shift case flux surfaces are compressed
on the HFS, so in order for the poloidal magnetic flux to be conserved, the poloidal
magnetic field peaks at this position. In the outer shift case, on the contrary, the poloidal
magnetic field is maximum at the LFS midplane. In the case without shift, there is no
flux expansion, and the peaking of the poloidal field on the HFS is due to the smaller
available surface (∝ R): this is a finite aspect ratio effect.
With this choice of the geometry, the flux expansion fx =

〈
‖~∇ψ‖

〉
θ
/‖~∇ψ‖ on the HFS

of the outer shift case (fx ' 1.4) is twice the one on the LFS, and vice-versa for the inner
shift case.
It is clear that the inner shift case does not represent a usual magnetic equilibrium for
a tokamak. Indeed, poloidal field is radially stronger at the LFS, in order to balance
the pressure force directed radially outwards, as can be inferred by the solution of the
simplest MHD model for equilibrium (1.13). A plasma with a magnetic field like the
inner shift case would probably lead to an MHD unstable situation. This cannot be
modelled through TOKAM3X, which adopts the electrostatic assumption. The inner
shift equilibrium (and more weakly also the other two, as they do not represent a perfect
solution of the Grad-Shafranov equation [6]) must be seen, so, as an exercise intended to
investigate the change of electrostatic turbulence with a magnetic geometry modification,
even if mesh grids do not represent real magnetic equilibria.
The particle source in shifted cases is adjusted in the three cases by a multiplicative
factor, in order to be equivalent to the source in the limiter reference simulation. The
physical parameters are kept equal in the three cases, and so coincide with the ones of
the reference limiter simulation.
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5.1.2 Flux expansion at outer midplane enhancing turbulent transport

In order to inspect the change in turbulent transport with the flux expansion we must
place in a reference system independent from this geometrical parameter. Excluding the
local pitch angle, which varies on the poloidal direction, the physical system is the same
for the three cases. The system indeed is forced by the same particle source. The fluxes
at the limiter interface, which constitute the sink mechanism, are given by the global
particle balance, which, at the steady-state and with unnormalised quantities, writes:

∫
V

Sn dV =

∫
t1

〈n〉t,ϕ cs
∣∣∣~b · ~ns∣∣∣ 2πR dψ

‖~∇ψ‖
+

∫
t2

〈n〉t,ϕ
∣∣∣~b · ~ns∣∣∣ cs2πR dψ

‖~∇ψ‖

' 2π

∫
t1

〈n〉t,ϕ cs
R
∣∣Bθ
∣∣

B

dψ

‖~∇ψ‖
+ 2π

∫
t2

〈n〉t,ϕ cs
R
∣∣Bθ
∣∣

B

dψ

‖~∇ψ‖
(5.2)

where the integrals on the RHS must be calculated over the linear extension in the ψ
direction of the interface between the plasma and the surface. In the limiter case t1 and
t2 represent the two sides of the limiter. In divertor configuration, they represent the
target plates. In both cases, ~ns is the unitary vector perpendicular to the surface, and
in the mesh grids used in this thesis coincides with the poloidal direction. In (5.2), the
radial particle flux at the radial boundary is considered negligible. The Bohm condition
in equality form M = 1 has been considered. Excluding the value of the mean density at
the target, which is determined by the global equilibrium, the outgoing fluxes depend on
the ratio Bθ/B. As one can notice from figure 5.2, the ratio Bθ/B is approximately the
same in the three cases (at the limiter, the field line incidence angle is nearly the same
since the only asymmetry in Bθ is left-right and not up-down).
Therefore, if the source and the sink mechanisms are the same in the three cases, we
expect the same solution in a reference system independent from the flux expansion.
In a flux-driven system, as the one simulated by TOKAM3X, the radial flux, averaged
over a flux surface, is constant in the radial direction and decays in the SOL because
of the parallel losses. Radial gradients, instead, are not constrained. Therefore, a steep
average density radial gradient reveals a good stability of the system, with respect to
turbulent transport. Indeed, this means that in order to carry the same flux, a steeper
gradient, which is the energy source for turbulence, is needed. We analyse, so, the density
profile averaged on time and over a flux surface and we compare the three simulations,
showing the result of the comparison in figure 5.3.

It is clear from figure 5.3 that the outer shift case is the most stable with respect to the
interchange turbulence observed in simulations. The inner shift case shows instead the
lower stability, while the reference limiter case shows an intermediate behaviour, even
if it seems to be closer to the inner shift case. Since the average flux expansion on a
flux surface is the same for the three cases, we can quantify the average density decay
length in ρL remapping it on the LFS midplane of the limiter reference case. From an
exponential fit at the separatrix, we obtain:
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Figure 5.3: Profile along the ψ coordinate of the density average over the flux surface,
and in time, for the three considered cases. Points in the buffer region are artificially
excluded for clarity.

λN '


87 ρL inner shift
80 ρL no shift
50 ρL outer shift

One can see that the impact of the flux expansion on turbulent transport is pronounced,
and in particular the outer shift case shows a much lower density decay length than the
other two cases.

5.1.3 Driving and stabilisation mechanisms

We aim now at understanding what are the mechanisms that lead to different turbulent
characteristics in the three cases. Firstly, we can look at the turbulence driving mecha-
nisms.
Referring to the TOKAM2D model (2.48), we claimed that the curvature term driving
the interchange instability can be modelled through a term named g, representing the
average curvature on a flux surface. In TOKAM3X, the local curvature term is included
in the term 2~∇ · (N~ui∇B), appearing in the vorticity balance (2.38). In the framework of
this analysis, we can name this term gloc, in analogy with the TOKAM2D model. The
local curvature term can be expressed as:

gloc = 4‖~∇ψ‖ ∂
∂ψ

(
1

B

)
(5.3)

This term reflects the spatial variation of the interchange growth rate, γ2 ∝ ~∇p · ~∇B,
considering a constant pressure over a flux surface. We can calculate, for a global 3D
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simulation, the average curvature term on a specific flux surface. We choose, for the
three simulations, a flux surface near the separatrix (r/a ∼ 0.99), and we perform the
integration

〈g〉‖ =

(∫ 2π

0

gloc
B

Bθ
dθ

)
/

(∫ 2π

0

B

Bθ
dθ

)
=

(∫ 2π

0

4
B‖~∇ψ‖
Bθ

∂

∂ψ

(
1

B

)
dθ

)
/

(∫ 2π

0

B

Bθ
dθ

)
(5.4)

Results are summarised in table 5.1.

Inner Shift No Shift Outer shift

〈g〉‖ (a.u.) 8.5 · 10−4 9.6 · 10−5 −6.9 · 10−4

s 1.6 2.1 3.3

Table 5.1: Geometric parameters affecting turbulence driving and stabilisation in the
three magnetic configurations.

These results for 〈g〉‖ show that the average curvature on a field line is the lowest in the
outer shift case, where 〈g〉‖ < 0: this does not mean that the plasma is stable. Indeed
turbulence develops in the region of bad curvature, but extends then immediately in
parallel direction towards the HFS. The case without shift has an almost null integrated
curvature. In fact the curvature term, which has a cosine shape in theta direction, is
shifted towards average positive values if the shift parameter S∆ is positive, so in the
inner shift case. Moreover, the poloidal field is lower at the LFS in the inner shift case.
This translates into the fact that a longer portion of parallel field line is poloidally lo-
calised at the LFS, so in the region where plasma is unstable.
Among the stabilisation mechanisms, we have to consider also the magnetic shear. In-
deed, even if we imposed the same q(ψ) parabolic profile in the magnetic space, the safety
factor profile along the physical radial coordinate changes in the three cases. In partic-
ular, the global magnetic shear (3.16) is stronger in the outer shift case. The magnetic
shear value s, calculated for each geometry at r/a ∼ 0.99, is reported in table 5.1. One
can notice that the magnetic shear varies of more than a factor 2 from the inner to the
outer shift case.
Interchange turbulence has been proven to be strongly sensitive to magnetic shear. In
the work by Antonsen et al. [118], a simple explanation is given for the effects of mag-
netic shear on turbulence stabilisation. Basically, since the charge separation due to the
curvature drift happens mainly in vertical direction, an electric potential dipole builds-
up locally in correspondence of a density excess (namely a filament), accelerating blobs
in the radial outward direction. Globally, on a flux surface, E × B advection is more
effective if turbulent structures stay more aligned on the horizontal direction. Typically
analytical calculations considering a simple toroidal geometry, show that the most un-
stable case coincides with the situation in which s = 0.5 [60]. For higher and smaller
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values, the inclination of density structures with respect to the horizontal direction grows
up (especially on the LFS), leading to more stable plasma edge behaviours. Figure 5.4
shows the orientation of density structures in the three simulations.

Figure 5.4: Snapshot of the density fluctuation amplitude at a specific timestep nor-
malised to the average value: focus on the region between LFS midplane and top.

In the inner shift case turbulent structures stay aligned to the horizontal direction on a
large poloidal angle span, approximately on the interval −π/2 < θ < π/2. The orienta-
tion of turbulent structures is instead more and more tangential to the poloidal direction
in higher shear cases, due to the increased poloidal field (or lower flux expansion).
In the three cases, the size of turbulent structures in poloidal direction are essentially
unaltered. We underline also the fact that, as noticeable from figure 5.4, the modification
in magnetic geometry leads to a density fluctuation amplitude progressively stronger for
lower flux expansions at the LFS midplane.
We have scanned here the effect of flux expansion on turbulent transport in edge plasma,
and we have seen that this parameter cannot be decoupled from the Shafranov shift, the
safety factor and the magnetic shear. In [119] an accurate study is carried out on the ef-
fect of the triangularity (δ = (R0−Rtop)/a) on turbulent transport, both with linear and
non-linear simulations. Linear simulations show a stabilising effect of the Shafranov shift
on RBMs, coherently with what is shown in the present analysis, and with theoretical
predictions ([60], Chapter III). Non-linear GBS simulations show also a stabilising effect
of negative triangularity, explaining this effect as driven by the small global curvature.
A statistical analysis [40] of TOKAM2D simulations gives the scaling law for the density
decay length: λN = g(0.3)σ(−0.75)ρL, where σ is a parameter determining the parallel losses
(so inversely proportional to the parallel connection length). This scaling has been tested
also on a large set of experimental data from Tore-Supra L-mode discharges, showing a
good quantitative agreement. TOKAM3X simulations results are in qualitative agree-
ment with the 2D model, showing a weak proportionality to the curvature term, even if
too few points are available to say if the scaling is respected. Moreover, in a 3D code as
TOKAM3X poloidal asymmetries in turbulent transport are introduced, and the parallel
flux is not constant on the field line (as shown in section 4.1), so evaluating correctly a
parallel damping coefficient is not straightforward. This analysis of the flux expansion
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effect would thus need a wider parametric scan, although it already gives important infor-
mation about nature of turbulence, and inserts coherently in the panorama of turbulent
simulations and experimental measurements.

5.2 Equilibrium in the divertor case

5.2.1 Comparison with limiter simulations

The most striking difference between limiter and divertor global turbulence simulations,
run with the same sources and the same physical parameters, is given by the confinement.
If we evaluate the particles confinement time τE as the ratio of the total number of
particles in the closed field lines region and the particle source:

τE =

∫
V
N dV∫

V
SN dV

(5.5)

We obtain τE ∼ 7.4 · 108/2.0 · 104 ω−1
c ∼ 3.7 · 104 ω−1

c for the reference limiter simulation
and τE ∼ 2.2 · 109/1.9 · 104 ω−1

c ∼ 1.2 · 105 ω−1
c for the divertor reference simulation. This

is also the characteristic time of the evolution of our global physical system, needed to
attain the convergence. By consequence, the computational cost for simulations run with
the same mesh grid resolution, the same time step, and an initial condition of “empty
box” (density and other fields null everywhere), is higher in divertor cases, proportionally
to their confinement time.
Figure 5.5 shows a comparison of the flux-surface averaged densities in the reference
COMPASS-like divertor and limiter TOKAM3X simulations.

One can notice from figure 5.5, that the radial density gradient in closed field line is much
steeper in the divertor case, indicating an higher stability with respect to the interchange
turbulence. In particular, the calculation of the characteristic decay length in the closed
flux surfaces, which is an index of the efficiency of the transverse transport, gives:

LCOMP
N =

〈N〉
‖~∇〈N〉 ‖

∼ 19 ρL , LLIMN =
〈N〉

‖~∇〈N〉 ‖
∼ 62 ρL (5.6)

where values are considered at the middle radial position of the closed flux surface region,
and the average operation is performed on the flux surface and in time.
The observed modification in the stability of the system is reflected in a shorter density
decay length in the SOL. Indeed, at the LFS midplane, λN ' 12 ρL for the COMPASS-
like configuration, and λN ' 4 ρL for the JET-like configuration, values considerably
lower than what is found in limiter geometry and shown in section 5.1.
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Figure 5.5: Density averaged in time and on the flux surface, in COMPASS-like divertor
and limiter reference simulations.

5.2.2 Linear phase characteristics

A linear analysis of the TOKAM3X model is hardly comparable to our global simulations.
We have seen indeed from the calculation of the parallel correlation length in chapter 3,
that turbulent structures are strongly extended in the parallel direction. Since the linear
analysis is based on local parameters, it cannot catch properly the global driving or sta-
bilising effects on turbulent structures.
We decide therefore to measure a posteriori the linear growth rate in simulations, which
can give us a useful indication on the stability of the system. Figure 5.6 shows the com-
parison of density fluctuations linear phases in divertor and limiter configuration. In order
to analyse the evolution in time of fluctuations, we subtract to the instantaneous value
the axysimmetric component 〈N〉ϕ, being thus independent from the global evolution in
time of the system.

In the divertor case, the time trace appears smoother because, in the early phase of
turbulence, a single mode is dominant. Peaks and valleys are given by the fact that, as
soon as the turbulent structure is created, it is advected poloidally by the average E×B
drift. At the end of the linear phase, the levels of turbulence are comparable in the two
configurations.
One can notice that the turbulence dynamics is much faster in the limiter case, with a
linear growth rate, measured at the same position, which can be even a factor 6 higher
than the divertor case. It must be specified that, the time trace represented in figure 5.6a,
corresponds to the position of maximum linear growth rate for the COMPASS simulation.
In figure 5.6b, the time trace is evaluated at the same position for comparison, but even
higher growth rates can be found for smaller radii. Indeed, in both divertor and limiter
cases, turbulence develops principally near the inner radial border, propagating then
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Figure 5.6: a) Time trace of density fluctuations, calculated at the LFS midplane of
the reference COMPASS simulation at r/a = 0.9, including the linear phase. In blue
the exponential fit used to evaluate the linear growth rate. b) Same plot for a limiter
configuration.

radially outwards.
The calculated linear growth rate can be compared to the theoretical one, which, for a
simple interchange system [120] where parallel and perpendicular advection are neglected,
and only the curvature term is taken into account, can be expressed as:

γTHEO =

√
〈~ui?〉 · ~ui∇B
ρL

(5.7)

In COMPASS simulations,

γTHEO ≈ 9 · 10−3ωC � γMEASURED ≈ 1.5 · 10−3ωC (5.8)

In limiter simulations, instead, the actual linear growth rate is only a factor 2 lower then
the theoretical one. This picture shows once again that, in TOKAM3X simulations, the
divertor configuration is more stable towards the interchange turbulence. Therefore, a
turbulence stabilising mechanism is likely at play with more efficiency in divertor than
in limiter simulations.

5.2.3 Magnetic geometry parameters affecting equilibrium

The causes of the improvement in confinement can be multiple, as explained in section
5.1.3. We must analyse both the turbulence driving and the turbulence suppression
mechanisms at play in our simulations.
Let’s focus, for the moment, on the turbulence drive. In divertor geometry, the average
curvature on a flux surface is performed as in section 5.1. The average value of the
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curvature in parallel direction, over a poloidal turn, gives 〈g〉‖ ≈ −7 · 10−4 for a flux
surface close to the inner radial boundary. This value is comparable to what has been
found in the limiter case with Shafranov shift (the “outer shift” case presented in section
5.1). Indeed, the curvature term depends mostly on the ratio ρL/R and on the Shafranov
shift, which do not change significantly between the two configurations. Therefore, the
global curvature in divertor configuration is stabilising, although it is not sufficient to
explain the improved confinement with respect to limiter simulations.
As mentioned in chapter 3, the local magnetic shear in divertor configuration is not very
different from the one in limited geometry at the LFS midplane, that is to say, where
the turbulent transport is maximum. However, if we perform an average operation over
a flux surface, we get significantly higher values for divertor configurations. In figure
5.7 we represent the average shear in parallel direction over a poloidal turn, for different
magnetic geometries.

Figure 5.7: Local magnetic shear averaged along the field line on a poloidal turn,
remapped at LFS midplane, for the three reference simulations.

One can notice that in the closed flux surface region, the average shear is considerably
higher in divertor geometry than in limiter one. This happens because the poloidal field
is perturbed by the X-point also at radial positions relatively far from it. In particular, in
JET-like geometry the innermost region is characterised by the biggest magnetic shear,
slightly higher than the COMPASS-like geometry. The two resulting equilibria are indeed
comparable in the closed flux surfaces region (profiles shown in section 5.3).
Turbulence develops indeed, in TOKAM3X simulations, in the innermost flux surfaces of
our domain, where the magnetic shear is minimum. Also, it develops much more easily in
limiter configuration, with higher linear growth rates, as mentioned above. Even if this
does not constitute a definitive explanation of the improved confinement in the divertor,
we find a correlation between the average shear on a flux surface and the stability of our
system, which is a theoretically known feature in simple magnetic geometries.
In divertor simulations a further element which contributes to the improvement of the
confinement is the presence of a transport barrier, which is detailed in the next section.
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5.3 Spontaneous transport barrier build-up in divertor
geometry

A unique feature of the TOKAM3X simulations in divertor simulations is the presence
of transport barriers, which are absent in TOKAM3X limiter isothermal simulations.
We aim here at analysing their characteristics in TOKAM3X simulations in X-point
geometry.
Fluid turbulence codes have addressed the transport barrier problem in various ways.
On one hand, transport barriers were forced by reglating some physical parameters in 2D
turbulence codes (see, for example, [121], [122]), then assessing the effect of barriers on
turbulence properties. On the other hand, 2D turbulence codes have reproduced, without
forcing artificial parameters, some transport barriers (see [35], [36], [37]) that in some case
lead to a dynamics in the system behaviour coherent with an L-H transition. In 3D global
edge turbulence simulations, macroscopic transport barriers have never been highlighted,
in our knowledge. An enhancement of radial pressure gradient has been observed in GBS
simulations in the first open flux surfaces [123], however not associated with a lowering
of turbulence levels. In this chapter, we will describe the transport barriers occurring
in TOKAM3X simulations with divertor configuration. First we identify them, then
we characterise their effect on turbulence, and in the end we investigate the physical
mechanism underneath their formation.

5.3.1 Characterisation of the transport barrier

The most important consequence of a transport barrier is the enhancement of the radial
pressure gradient, which, in tokamaks, allows to achieve a higher pressure in the core
plasma. TOKAM3X isothermal simulations in divertor configuration have shown an
enhancement of the average density radial gradient in the proximity of the LCFS, as
noticeable in figure 5.8.

We can notice from figure 5.8 that the local increase in the density gradient is more
visible in the COMPASS-like case than in the JET-like one. Nevertheless, the presence
of a transport barrier is a feature in common among all the divertor simulations that we
run.
First of all, we decide to quantify the effectiveness of turbulent transport by the parameter
Rb, defined as in [124]:

Rb =

〈
ΓψE

〉
θ,ϕ〈

ΓψE

〉
θ,ϕ

+
〈

ΓψDiff

〉
θ,ϕ

(5.9)

Equivalently, one could characterise the transport barrier through its efficiency, expressed
by the criterion introduced in [39], εTB = 1 − Rb. We have seen in chapter 4, that the
mean-field and the turbulent fluxes can actually have comparable orders of magnitude
in the SOL. However, we must consider here the average fluxes on flux surfaces, which
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Figure 5.8: Radial profiles of the average density at different poloidal position, for a
COMPASS-like (left) and a JET-like (right) geometry. An enhanced radial gradient is
visible near the LCFS.

determine the net transport across flux surfaces. In our simulations, in the closed flux
surfaces region, we have

〈
〈N〉ϕ

〈
uψE

〉
ϕ

〉
θ

�
〈
Ñ ũψE

〉
θ,ϕ

(5.10)

so the turbulent flux approximately coincides with the total flux. This hypothesis is not
well fulfilled in the vicinity of the outer wall in radial direction, where fluctuations are
considerably damped. However this region is not interesting from the point of view of the
barrier build-up. It is useful to specify that the averaging operation on the flux surfaces
is actually done weighting the fluxes by the surfaces that are affected:

〈
Γψ
〉
θ,ϕ

=

∮
ψ
~Γ · d~S∮

ψ
‖d~S‖

=

∮
~Γ · J~eψdθdϕ∮
J‖~eψ‖dθdϕ

=

∮
NuψE ‖~eψ‖Jdθdϕ∮
J ‖~eψ‖dθdϕ

(5.11)

In a flux-driven system, the transverse total flux averaged over a flux surface should
be constant in the closed field lines, since the system is periodical both in the poloidal
and in the toroidal directions, and no parallel losses intervene. Then, if the E × B
turbulent transport is inhibited, and since the ∇B drift has a small divergence over the
flux surface, the diffusive transverse flux will be locally enhanced, leading to a lower Rb

index. Thus, an Rb coefficient close to 0 identifies a perfect transport barrier, while on
the contrary Rb ∼ 1 is characteristic of a weak or non existent barrier. Figure 5.9 shows
the Rb coefficient, calculated for a given timespan, in a simulation in COMPASS diverted
geometry, characterised by a diffusion coefficient of 1 · 10−3ρ2

LωC .

As one can notice, a mild transport barrier appears in the closed field lines, in the vicin-
ity of the separatrix. The region affected by the transport barrier is very thin, of the
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Figure 5.9: Left: Turbulent transport efficiency coefficient Rb in a COMPASS-like
simulation. On the abscissa, the radial distance from the separatrix is represented. On
the ordinate, the time. The separatrix position is indicated by a black dashed line. Right:
Turbulent transport efficiency averaged over a typical simulation time of 3 · 104 ω−1

C .
Dashed lines show the sum of the time-average and the standard deviation in time of the
Rb fluctuations.

order of 5 ρL: it must be admitted here that the drift-reduced model is at the limit of its
applicability domain, since this structure develops on few Larmor radii. From the numer-
ical point of view, the barrier affects mainly five-six points in our domain, highlighting
the fact that a high resolution is necessary in this region to capture the phenomenon of
transport barrier build-up.
In a COMPASS-like simulation with a diffusion coefficient DN = 10−3ρ2

LωC , turbulence
carries on average the 80% of the flux in the barrier region. However, as visible in figure
5.9b, the standard deviation fluctuations of the turbulent transport efficiency value is
around 0.1, and Rb can be reduced up to the 50%.
Outside the transport barrier, in the closed field lines region, turbulent E×B flux clearly
prevails on the diffusive one. Averaging on time and on the flux surface, the diffusive
flux sets around the 10 % of the total one. This is the residual value of the diffusive flux
in the closed flux surfaces region, which is determined by local conditions and does not
show a regular structure. Nevertheless, the drop in turbulent transport efficiency due
to the transport barrier is clearly detectable, recognisable by its strong amplitude and
its regular pattern in time. In other terms, at the barrier position, the diffusive flux is
amplified by a factor 2− 2.5.
The values of the diffusion coefficients have been scanned in the range [10−3; 5 ·10−3] find-
ing a finding a strong sensitivity of the Rb factor in the diffusion coefficient. In particular,
decreasing the diffusion coefficients varies proportionally the diffusive flux, whereas the
turbulent flux increases its relative weight. Globally, the gradients at the barrier position
remain comparable.
In the SOL, the radial propagation of turbulent events is clearly visible from figure 5.9,
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with a frequency around 103 ωC . When getting closer to the outer wall, turbulence levels
are progressively lowered by the action of parallel transport, with a sudden drop of Rb at
around 14 ρL outside the separatrix. This value is comparable to the characteristic SOL
radial decay length in COMPASS diverted simulations, which is around 12 ρL.
In our simulations, the increased density gradient is not enough energetic to trigger a
relaxation event. The damping mechanisms here appear to be strong enough to lower
fluctuations amplitude. However, isolated turbulent events can pass the barrier, without
being significantly affected, as visible from figure 5.9 (left).
The transport barrier found in TOKAM3X divertor simulations seem to have some char-
acteristics in common with the ones found in the 2D fluid turbulence code TOKAM2D
in the work by Ph. Ghendrih et al. [125]. In those simulations, a transport barrier was
triggered by an artificial suppression of the curvature driving term, in a specific region
of the domain. The barrier was characterised by a bell shape in radial direction, and by
a steady minimum value of the Rb factor (which was, however, close to 0.03, much lower
than the one found in divertor simulations). In divertor geometry, the transport barrier
builds up in a zone where the driving terms are normally at play. Instead, stabilising
mechanisms are probably determining the decrease of density and potential fluctuation
levels. These similarities suggest that a linear, steady mechanism of turbulence damping
is at play.

5.3.2 Effects of transport barriers on turbulence properties

In order to understand which is the cause of the reduction of the turbulent flux it is
useful to evaluate the nature of turbulence in the zone of the transport barrier. Figure
5.10 shows the standard deviation of density and potential fluctuations averaged on the
poloidal coordinate.

Figure 5.10: Left: Standard deviation of density and electric potential fluctuations,
sampled in time and toroidal direction and averaged on poloidal direction. In the SOL,
only the main SOL is taken into account. Radial profiles are remapped at the LFS mid-
plane. Right: standard deviation of the density fluctuations at different poloidal positions.
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One can notice that potential fluctuations are reduced in the barrier region by up to
a 40%. However, density structures are more impacted at poloidal positions near the
X-point. As visible in figure 5.10b, density fluctuations get strongly damped near the
X-point, in the region of the barrier (r/a ' 0.99). In this region, the structure coherence
is lost, as well as the typical shift of ∼ π/2 which is normally found in the rest of the
domain. In the barrier region, electric potential fluctuations are lowered in an homo-
geneous way on the whole field line. The kθ spectrum is not strongly impacted in the
barrier region, at positions away from the X-point.
Globally, over the whole flux surface, the average fluctuation amplitude is lowered at flux
surfaces close to the separatrix: this can be due to the spreading of a local effect on the
turbulent structure extension. Indeed, since turbulent structures are almost field-aligned,
the action of the X-point could spread on a large portion of the connected field line. We
could speculate that a low η‖ parameter would help is the homogenisation of turbulent
fluctuations over the field lines length. This hypothesis will be evaluated in a future work.
Transport barriers seem also to locally alter the statistical properties of turbulent fluctua-
tions. Figure 5.11 represents the probability density function for different radial positions
at the LFS midplane of the reference COMPASS-like simulation.

Figure 5.11: Probability density function for density fluctuations at several radial posi-
tions, calculated at the LFS midplane, in the reference COMPASS-like divertor simula-
tion.

At the separatrix position, the probability density function starts to flatten, meaning that
a decrease in small-amplitude fluctuations (both of positive and negative value) is at play.
At the first flux surfaces outside the separatrix, this feature is even more evident, with
a fall of the probability density function around 0. Further out in the SOL the influence
of the transport barrier becomes negligible, and the usual positive skewness is recovered.
The analysis of turbulence properties in the barrier region provides the following global
picture: after being generated in the closed flux surfaces, turbulent structures propagate
radially outwards and encounter a thin, stable region before the separatrix. Some of the



132 Chapter 5. Impact of X-point geometry on radial turbulent transport

structures, the ones characterised by bigger amplitudes, manage to pass the barrier, while
the smallest can be damped. The low amplitude of the transport barrier can be partially
due to its small width. Indeed in the COMPASS reference simulation, the radial portion
affected by the barrier, measuring around 5 ρL at the LFS midplane, is lower than the
average radial correlation length, which is around 10 ρL.

5.4 The complex interplay regulating turbulence

We need now to investigate more in detail which are the elements that can trigger the
transport barrier. In doing this, we cannot overlook the complex interplay regulating
this phenomenon. In this section, we will try to investigate the different mechanisms
which contribute to the transport barrier formation, which are illustrated in figure 5.12,
exploiting different features of the TOKAM3X code.

Figure 5.12: Logical scheme of the interplay of physical mechanisms intervening the
formation of transport barriers.

We have discussed in previous sections the mechanisms which regulate the radial equi-
librium. The magnetic geometry affects the equilibrium, and turbulence re-organizes
according to it. We have also noticed in chapter 3 that the magnetic shear can have a
direct stabilisation effect on turbulence.
The radial shear of the E × B poloidal velocity has been correlated by multiple studies
with the onset of transport barriers and L-H transition ([126],[21]). The E×B shear can
suppress turbulent transport both with non-linear mechanisms, as the de-correlation of
density and velocity phases, or through linear effects. However, the onset of the E × B
shear is the result of a complex mechanism. Indeed, the E × B shear derives from the
radial profile of the electric field, and so, ultimately, from the electric charge conservation.
Turbulence itself is a potential source of average E ×B poloidal flows, as well-explained
in [127], through the mechanism of the Reynolds stress. Small turbulence scales can, in
fact, provide energy to large scale flows or Zonal Flows (ZF) in the so-called “inverse-
cascade” process. Therefore the turbulent transport, which is affected by the E × B
shear, contributes to the formation of the shear itself, as schematised in 5.12.
The average E×B shear could possibly have a quenching effect on turbulent structures,
or a decorrelation of the poloidal phase of density and potential fluctuations. In a first
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part of this section we will focus in this aspect. In a second part of this section, we will
try to artificially separate the contributions of equilibrium and turbulence in determining
the E ×B shear, in order to give a complete view of the problem.

5.4.1 E ×B shear in TOKAM3X simulations

The E × B shear is commonly defined as the radial variation of the poloidal E × B
velocity:

u′θE =
∂

∂r
uθE (5.12)

This is a quantity with the dimensions of a frequency. Since we are interested into the
transport across flux surfaces, we can evaluate the average E×B shear in our simulations.
Figure 5.13 shows the average E × B shear calculated for several different geometries,
when the turbulence has reached a pseudo steady-state.

Figure 5.13: Radial shear of the E × B poloidal velocity averaged in time and over
the flux surface and remapped at LFS midplane in a COMPASS-like, a JET-like and a
limiter simulation.

We can notice from figure 5.13 that the E×B shear has a negative peak in correspondence
of the separatrix, and it is stronger in the COMPASS-like and JET-like geometries. In
order to understand this feature, we can study the electric potential and E ×B poloidal
velocity profiles.
In the closed flux surface region, the average potential gradient reacts to the density
gradient. Indeed, from the momentum balance (2.4), one can understand that, in absence
of momentum source, and in isothermal hypothesis, ~∇φ ' −~∇n/n. Figure 5.14a shows
the electric potential radial profile at the LFS midplane.
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Figure 5.14: a) Radial profile of the electric potential, averaged in time and toroidal
direction, in a COMPASS-like simulation. For comparison, −log(N) is plotted and ad-
justed by a constant to show the superposition in closed field lines. b) Poloidal E × B
velocity averaged on time and toroidal direction, for a COMPASS-like simulation, at
different poloidal positions.

Interestingly, the only position where the average potential gradient does not compensate
the density logarithm one, corresponds to the transport barrier. We also notice, in
figure 5.14b that E×B poloidal velocity increases towards the separatrix, falling rapidly
to negative values in the SOL. As understandable from the continuity equation (2.36),
turbulent structures are advected in poloidal direction by the E × B velocity. In our
simulations, this advection occurs with opposite directions in the closed flux surfaces
region and in the SOL.
The shearing rate at the separatrix is of the order of 10−2 ωC , which is comparable to
the linear growth rate measured in limiter configuration, and much bigger than what is
found in divertor. Usually, it is claimed that turbulence is suppressed if the shearing rate
is bigger than the linear growth rate [126]:

∣∣u′θE∣∣ > γ (5.13)

In our simulations the E × B shear is around 0.8 · 10−3 ωC , in a region at around the
90% of the minor radius. This value is lower, therefore, than the linear growth rate, so
that turbulence can easily develop, and spread then in radial direction.
We notice also that the maximum of the E×B shearing rate, occurring at the separatrix,
does not correspond exactly with the position of the barrier, which is centred around 3 ρL
inside the separatrix. We need therefore further analyses to verify the importance of the
E × B shear at the separatrix in the formation of transport barriers observed in our
simulations.
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5.4.2 The role of Reynolds stress in generating poloidal fluxes

The average profile of the electric potential is determined by the vorticity balance. In
particular, turbulence can contribute in the determination of the average electric poten-
tial. The action of the Reynolds stress on the driving of poloidal mean flows is described
in [127], where it is highlighted that

∂t 〈uyE〉y = −∂x 〈ũyEũ
x
E〉y (5.14)

where a simplified cartesian geometry is considered, the coordinate x identifying the
radial direction and the coordinate y to the poloidal one. The term ũyEũ

x
E is the so-called

Reynolds stress, in analogy with classic fluid mechanics.
In TOKAM3X model, the vorticity balance equation contains the information about
the conservation of the poloidal momentum. Let’s average the terms in the vorticity
balance (2.38) on the surfaces inside the separatrix (θ and ϕ subscripts will be omitted
for simplicity):

∂t 〈W 〉+
〈
~∇ · (W~uE)

〉
= 2

〈
~∇ ·
(
N~ui∇B

)〉
+DW

〈
∇2
⊥W

〉
(5.15)

where the terms of loss in parallel direction have become null since we averaged on a closed
flux surface. We can further expand equation (5.15), excluding temporarily the pressure
term in the vorticity definition (2.40), which behaves as the potential perpendicular
gradient, and neglecting the vorticity dependence on the magnetic field. We also put in
a Cartesian reference as in [127], and we consider only the terms on the LHS of (5.15):
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Where in the last passage we assume ∂x (∂yΦ) � ∂x (∂xΦ), which is justified when the
radial extension of turbulent structure is much smaller than the poloidal one, as it is
the usually verified in our simulations. The non-linear term uxE uyE, moreover, can be
approximated to the fluctuating part ũxE ũyE since mean-field fluxes contribute weakly
to the global term. The TOKAM3X model is therefore able to describe the driving of
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average poloidal flows by the Reynolds stress, through the E × B advection term in
vorticity equation. Other terms, as the divergence of the diamagnetic current or the
diffusive term contribute to the equilibrium profile of the electric potential, and therefore
of the E × B velocity and shear. In a diverted geometry, considering a finite extension
in the poloidal direction of the ballooning envelop of turbulent structures, the bottom-
up asymmetry introduced by the X-point can introduce a radial variation of the average
orientation of turbulent structures. This implies also a radial modulation of the Reynolds
stress, which, as observed, can lead to the driving of global E × B poloidal flows. This
mechanism is well-described in the paper by Fedorczak et al. [83], and could potentially
be at play in our simulations. We understand here that there is a further complication in
our analysis: the magnetic shear introduced by the X-point can affect the E × B shear,
making more difficult the identification of the relative effects.
In order to assess the impact of the Reynolds stress in determining the Φ equilibrium
profile, we decided to run a COMPASS-like divertor simulation with the same parameters
as the reference one, although artificially suppressing the Reynolds stress term in the
vorticity equation. The resulting profile of E × B poloidal velocity is represented in
figure 5.15.

One can see that the difference in the uθE profile between the cases with and without
Reynolds stress is low. Also in this case poloidal velocity peaks a few Larmor radii inside
the separatrix, and a strong negative shear still holds at the LCFS. The mechanism of
the generation of mean poloidal flows by the Reynolds stress does not seem to have a big
impact in our simulations, which show a similar transport barrier in the cases with and
without Reynolds stress, as visible in figure 5.15(bottom). Nevertheless, the E×B shear
at the separatrix, could still affect the turbulence dynamics, as well as the magnetic shear
introduced by the X-point.

5.5 Role of the magnetic shear in the transport barrier
build-up

The divertor geometry introduces a strong magnetic shear in proximity of the X-point,
whose effect could have implications for the whole flux surface. At the separatrix, also a
strong E ×B shear is at play, with a large amplitude over the whole LCFS. We want to
inspect if the magnetic shear introduced by the X-point has a role itself in suppressing
turbulence.

5.5.1 Simulations with a divertor-like safety factor profile

Exploiting the flexibility of TOKAM3X in defining geometry and magnetic fields, we
impose on a limiter geometry a divertor-like safety factor profile. In order to do this, we
superimpose to the usual parabolic safety factor profile, a Gaussian shape, centred on
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Figure 5.15: Top: Radial profile of the E×B poloidal velocity averaged on time ad over
the flux surface in a COMPASS-like geometry, in the cases with and without Reynolds
stress. Bottom: comparison of the average turbulent transport efficiency in the two cases,
simulations with DN = 5 · 10−3 ρ2

LωC.

the separatrix. Figure 5.16 shows the imposed safety factor profile and the associated
poloidal field.

Contrarily to what is observed in TOKAM3X limiter simulations, two transport barriers
appear, one on the inner side and one on the outer side of the separatrix, as shown in
figure 5.17a.

In these simulations, turbulent transport is reduced to the 60% − 70% at the transport
barrier location. These values are stronger than what is observed in divertor simulations,
when the residual value of the diffusive flux is kept at the same level (about the 10% of
the total transverse flux in the edge region). However, the transport barriers show similar
characteristics. They have indeed a comparable behaviour in time, which translates in a
similar standard deviation of the Rb coefficient. Moreover, transport barriers are char-
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Figure 5.16: Left: Divertor-like safety factor profile imposed in limiter geometry, com-
pared with a divertor geometry. Right: Poloidal field in limiter simulation with divertor-
like safety factor profile.

Figure 5.17: Left: Radial profile of the average turbulent transport efficiency in limiter
geometry with imposed divertor-like safety factor. Right: Radial profile of the average
magnetic shear.

acterised in the two cases by a bell-shape. This suggests that the physical mechanism
underneath this type of barrier is similar.
Another element which can be readily noticed, is the correlation in the position of the
transport barriers with the magnetic shear maximum absolute value, which can be ob-
served in figure 5.17b. The stronger transport barrier efficiency than in divertor simula-
tions can be explained quite easily, admitting that the magnetic shear has a turbulence
suppression effect. Indeed, in the sheared limited case, a magnetic shear is active all
around the flux surface. This means that turbulent structures can be affected over their
whole parallel extension, implying a stronger damping than in the divertor case, where
the magnetic shear is localised only in the vicinity of the X-point. It is more difficult
to explain the presence of the transport barrier only on the closed field lines side in di-
verted geometry. This could be due to the fact that the parallel correlation length of the
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structures increases in the first flux surfaces outside the separatrix, as shown in chapter
3, and the local effect of the X-point has a lower weight on the whole extension of the
structure.
We notice from figure 5.17a that the most efficient transport barrier is localised on the
side which is characterised by a negative magnetic shear. Even if the absolute value of the
magnetic shear is higher in the closed flux surfaces region, the negative shear appears to
be more efficient, coherently with the theoretical expectations, which predict a maximum
linear growth rate for s = 0.5.
As understandable from the shape of the poloidal field represented in figure 5.16b, it
would be practically impossible to achieve a magnetic configuration as the one described.
Nevertheless, a magnetic shear localised at a radial position, like the one appearing in
these simulations, could be introduced in tokamaks by a bootstrap current. This kind
of currents, flowing in the parallel direction, are a neoclassical effect caused by trapped
particles, and they are proportional to pressure radial gradients (see [6], Chapter 4).
However, the bootstrap current would be limited to closed flux surfaces. Also, the value
of the shear here imposed is too strong to simulate a realistic bootstrap current, as one
can easily calculate by solving the Ampère-Maxwell equation ~J = ~∇ × ~B/µ0 for the
imposed magnetic field.

5.5.2 Decoupling E ×B and magnetic shear

The E ×B shear in this case peaks at the two sides of the separatrix, as visible in figure
5.18.

Figure 5.18: E × B shear averaged in time and over the flux surface and remapped at
LFS midplane in a limited geometry with divertor-like safety factor profile.

There is no clear correlation between the locations where the E × B is maximum and
the efficiency of the transport barriers. This element suggests that in our simulations
the magnetic shear itself is a stabilising condition for turbulence, regardless of the E×B
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shear associated. However, the E × B shear could have a non-local effect, reducing tur-
bulence at positions slightly shifted with respect to the actual shear maxima: further
investigations are thus needed on this topic.
We have achieved with this numerical experiment, a further confirmation that the mag-
netic shear has a strong damping effect on turbulent transport, although it does not
suppress turbulence completely. We are therefore able to trigger a transport barrier in
global turbulence simulations by acting on the magnetic equilibrium. The magnetic shear
introduced by the X-point in diverted simulations, peaked at few Larmor radii inside the
separatrix, seems to be the responsible for the global reduction of turbulent transport
over the flux surface, while the E × B shear itself does not seem to be the cause of the
observed transport barrier.
The characterisation and the understanding of transport barriers in isothermal diverted
simulations is important, in the perspective of including temperature and electro-magnetic
effects in TOKAM3X model, which could potentially lead to a different dynamics and
help in the understanding of the L-H transition.





Conclusions

The first TOKAM3X 3D fluid electrostatic turbulence simulations of the edge plasma of
a tokamak in diverted geometry have been carried out. TOKAM3X solves a set of drift-
reduced Braginskii equations and adopts a flux-driven approach. The flexibility of the
magnetic geometry definition has been exploited to investigate the effects of the divertor
geometry on turbulent transport.
Simulations in divertor configuration have shown statistical properties of turbulence sim-
ilar to what was previously found in limiter simulations, except for spatial locations close
to the X-point and to the separatrix. The dominant instability mechanism is due to
Resistive Ballooning Modes, which present a characteristic phase shift between density
and electric potential fluctuations around π/2.
A different pattern is found between the amplitude of the fluctuations, generally stronger
at the LFS midplane, as expected from turbulence theory and experiments, and turbulent
fluxes, which peak instead at the top of the machine and at the X-point. This duality is
explained by the specific shape assumed by turbulent structures. The fast parallel trans-
port, indeed, tends to homogenise turbulent structures on magnetic flux tubes: therefore,
where the poloidal magnetic field is low, and thus the flux expansion is elevated, turbu-
lent structures assume a radially elongated shape, while shrinking in the poloidal one.
Turbulent structures are generated around the LFS midplane, and they spread immedi-
ately over the magnetic field lines, reaching on one side the X-point, and on the other
side the top of the machine, positions where they get strongly elongated. Since the E×B
velocity depends on the poloidal gradient of the electric potential, the cross-field velocity
is ultimately proportional to the flux expansion. The auto-organisation of turbulence
found in 3D simulations, which leads to the enhancement of radial fluxes by the flux ex-
pansion, could give an important physical guideline to 2D transport codes. These kinds
of codes, that are widely used in the modelling of edge plasma, make indeed use of an
effective diffusive coefficient in order to describe the cross-field transport. Turbulence
simulations show that a poloidal dependence of this coefficient on the flux expansion
should be taken into account, in order to describe more realistically the turbulent trans-
port in edge plasma.
Turbulence is found in the divertor region, although strongly connected to the LFS mid-
plane. In the vicinity of the separatrix, at the outer leg, simulations in divertor configu-
ration show the presence of a quiescent zone, where the amplitude of density fluctuations
is significantly reduced, most likely because of the strong magnetic shear introduced by
the X-point. Both the turbulent structures elongated shape and the turbulence damping
close to the separatrix are confirmed by visible camera images of the MAST divertor.
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In order to evaluate the effectiveness of turbulent radial transport in the divertor region,
three different geometries characterised by different divertor leg lengths are numerically
simulated, following the same strategy adopted in a recent experiment on TCV. The re-
sults show a broadening of the density decay length with the increase of the divertor leg
length. Since the upstream turbulent transport is not strongly impacted, the main cause
of this broadening seems to be the radial transport occurring at the divertor leg, which
acquires a higher weight with respect to the total transport across the flux surface, when
the extension of the leg is relatively longer. Moreover, we notice that the transport in
the divertor leg presents a strong asymmetry, with the outward direction clearly prefer-
ential with respect to the inward one (towards the Private Flux Region). These elements
reproduce qualitatively well the findings of TCV experiments. This interpretation of the
transport in the divertor region is different from its present prevalent understanding, and
could provide interesting guidelines for the design of the divertor in new devices.
Large-scale features linked to turbulence have then been analysed. In particular, we
have compared the amplitude of mean-field fluxes across flux surfaces, associated to the
average E × B and ∇B drifts, to turbulent fluxes. The mean-field and the fluctuating
fluxes have comparable magnitudes in the SOL, in the proximity of the X-point. This can
be explained by the topological discontinuity introduced by the X-point, which causes
losses of particles and momentum towards the PFR, and leads to the build-up of density
and potential gradients. These cross-field fluxes constitute sources for the particle flows
in parallel direction in the SOL. These parallel flows, as in experiments, appear to be
strongly asymmetric in poloidal direction: this asymmetry is the result of a contribution
of the same extent of turbulent and mean-field fluxes.
The geometry of magnetic flux surfaces is found to modify the overall radial equilibrium
achieved in a simulation. Three test cases have been set-up where the Shafranov shift is
varied in a limiter geometry. The resulting density gradients are steeper for a stronger
Shafranov shift, denoting a higher stability of the system. Two factors are identified for
this increase in turbulence stability. On one hand, turbulent structures extend on average
on a region characterised by low curvature, such that the global instability drive is lower.
On the other hand, a big Shafranov shift implies, in our simulations, stronger magnetic
shears, which again are stabilising for interchange turbulence. We show in particular that
at certain shear values, the orientation of turbulent structures is favourable for the radial
E × B outer advection of filaments. These geometrical features are usually enhanced in
diverted geometry, which shows indeed better confinement times with respect to the lim-
iter configuration. In both configurations, turbulence generates where these conditions
are more favourable. In general this occurs at the position where the global shear is min-
imum, so usually near the radial inner boundary in the closed flux surfaces region. The
linear growth rates in divertor configuration are sensibly lower than in limiter geometry,
reflecting the increased stability of the system.
Another element characteristic of the divertor simulations is the presence of transport
barriers, that is to say, zones where the turbulent transport is partially inhibited. In
particular, fluctuations are partially damped on the first flux surfaces inside the separa-
trix, leading to a lower turbulent E × B radial transport and to a higher diffusive flux:
this process causes an enhancement of the pressure radial gradient, which is ultimately
beneficial for the confinement. Different mechanisms which are possibly involved in the
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build-up of the transport barriers are investigated and disentangled. In our simulations,
the magnetic shear introduced by the X-point seems to be the main actor in the turbu-
lence damping, with its effect spreading around the last closed flux surfaces. Turbulent
structures, generated at inner radial positions, are partially damped when arriving in this
stable region, and only the events of higher amplitude can manage to pass through it.
More in general, we find a non-trivial effect on turbulent transport of the complex ge-
ometry introduced by the X-point geometry, which increases the stability of the system.
The non-local character of turbulence is also underlined. Turbulent structures indeed are
generated, and then propagate, in zones with different local conditions, and in particular
with different driving and damping mechanisms. Therefore, the overall equilibrium is
given by the integrated effects of these mechanisms on the global extension of the struc-
tures, throughout their generation and propagation.
The results presented in this thesis are part of a step-by-step process towards the under-
standing of the complex mechanisms regulating the edge plasma dynamics, started with
2D turbulence codes and perpetrated with 3D numerical tools. Two key elements of the
edge plasma are not considered in this thesis, but will be included in the next future
analysis with TOKAM3X: the temperature evolution and the coupling with a neutral
model.
The solution of the energy conservation equations is implemented in TOKAM3X, and
the first anisothermal simulations have already been run [58]. The inclusion of tempera-
ture dynamics is not expected to significantly change the local turbulence properties here
described. However, quantitative changes in particle transport could occur, since the
pressure gradient represents the energy source for turbulence, and it is directly affected
by the energy transport equilibrium. The inclusion of the electron temperature could
lead also to the sheath-driven conducting-wall instability [38], especially in zones with
low resistivity and electronic temperature as the PFR, potentially changing the heat flux
spreading at the divertor target. The transport barriers, which in the presented simula-
tions have a limited impact on the equilibrium gradient, could be strongly affected by the
inclusion of temperature dynamics. Indeed, the electric potential will react also to the
temperature gradients, increasing the E×B rotation and probably also the E×B shear
at the separatrix. As the experiments in divertor configuration suggest, anisothermal
simulations may give access to a plasma dynamics more similar to the L-H transition.
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Appendix A

Details on the derivation of
TOKAM3X equations

A.1 Passing from diamagnetic to curvature drift

We want to demonstrate that we can replace the diamagnetic drift by a curvature drift,
when we are considering the divergence of the respective fluxes. Firstly we calculate the
divergence of the diamagnetic flux for the ion specie.
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·~∇p− ~B ·����
��

(
~∇× ~∇p

) (A.1)

We calculate now the divergence of the flux associated to the ~∇B drift:

~∇ · (n~u∇B) = ~∇ ·

(
2p
~B × ~∇B
B3

)
= ~∇

(
2p

B3

)
·
(
~B × ~∇B

)
+

2p

B3
~∇ ·
(
~B × ~∇B

)

= ~∇
(

2p

B3

)
·
(
~B × ~∇B

)
+

2p

B3

(~∇× ~B
)

︸ ︷︷ ︸
≈ 0

·~∇B − ~B ·����
���

(
~∇× ~∇B

)
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= 2
1

B3
~∇p ·

(
~B × ~∇B

)
+ 2p~∇(

1

B3
) ·
(
~B × ~∇B

)
= 2

1

B3
~∇B ·

(
~∇p× ~B

)
− 6p

B4
~∇
���

���
��

B ·
(
~B × ~∇B

)
= −~∇(

1

B2
) ·
(
~∇p× ~B

)
= ~∇(

1

B2
) ·
(
~B × ~∇p

)
(A.2)

We find thus the same divergence of the flux in the two cases. This result is valid both for
ions and electrons since the diamagnetic and the ∇B drift both depend on the electric
charge sign. It must be noticed that we have used ~∇× ~B ∼ 0, which is reasonable in an
electrostatic framework: this approach must be questioned if magnetic field variations
are taken into account.

A.2 Projection of momentum equation on parallel di-
rection

We must project the momentum equation (1.25) on the parallel direction. The only
non-trivial term in the calculation of this projection is:

~b · ~∇ · (n~u⊗ ~u) = ~∇ ·
(
n~b · ~u⊗ ~u

)
−
(
n~u⊗ ~u · ~∇

)
·~b (A.3)

where we have dropped the subscript s indicating the specie, and the mass of the specie
has not been considered as it is a constant. The first term on the RHS of (A.3) can
be further developed into ~∇ ·

(
nu‖~u

)
, which is the actual term which is retained in

TOKAM3X. The second term on the RHS of (A.3) is a “curvature” term, linked so to the
variation of the orientation of the magnetic field. This term is neglected in the derivation
of TOKAM3X equations, since it is a second-order term (1/(k⊥R0) ≈ εw).

A.3 Vorticity equation

We aim at writing an equation describing the electric potential evolution in a suitable
form for the numerical resolution. We need, for this purpose, to calculate the diver-
gence of the polarisation current jp, which has a rather complex expression. From (2.9),
straightforwardly:

~jp =
mi
~b

B
×
[
∂t

(
ni~u

(1)
⊥

)
+ ~∇ ·

(
ni~u

(1)
⊥ ⊗ ~ui

)]
+

~B ×
(
~∇ ·Ξ(1)

⊥ +Ri

)
qiB2

(A.4)

It can be shown that these two last terms have the effect to cancel the advection by the
diamagnetic velocity, in analogy with the diamagnetic cancellation (see Patrick Tamain
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Ph.D. Thesis p. 77). The resulting polarisation current, obtained by substituting the
electric and diamagnetic drift expressions in u(1)

⊥ , is:

~jp =
mi
~b

B
×

[
∂t

(
ni
~B × ~∇⊥φ
eB2

+
~B × ~∇⊥pi

B2

)
+ ~∇ ·

(
ni

(
~B × ~∇⊥φ
B2

+
~B × ~∇⊥pi
eB2

)
⊗ ~ui

)]
(A.5)

We see that in the polarisation current, the terms ∇⊥φ and ~∇⊥pi/(e ni) can be treated in
the same way, so we omit the diamagnetic part in the following calculations. Assuming
the electrostatic approximation, the polarisation current reads:

~jp =
mi
~b

B
×

[
~B

B2
× ∂t

(
ni~∇⊥φ

)
+ ~∇ ·

(
ni
~B × ~∇⊥φ
B2

⊗ ~ui

)]
(A.6)

The first term on the RHS of equation (A.6) can be expanded as:

mi
~B

B4
× ~B × ∂t

(
ni~∇⊥φ

)
=
mi

B3
∂t���

���
��(

ni ~B × ~∇⊥φ
)
~B − mi

B2
∂t

(
ni~∇⊥φ

)
= −mi

B2
∂t

(
ni~∇⊥φ

)
Neglecting the curvature term, we can approximate the second term in the RHS of (A.6)
as:

mi
~b

B
× ~∇ ·

(
ni
~B × ~∇⊥φ
B2

⊗ ~ui

)
' mi

~∇ ·

[
~B

B4
×
(
ni ~B × ~∇⊥φ⊗ ~ui

)]
=

mi
~∇ ·
[ ni
B4

(
~B���

��~B · ~∇⊥φ−B2~∇⊥φ
)
⊗ ~ui

]
= −mi

~∇ ·
[ ni
B2

~∇⊥φ⊗ ~ui
]

So, considering again also the diamagnetic contribution, a compact expression for the
polarisation current is:

~jp = −mi

B2
∂t

[
ni

(
~∇⊥φ+

~∇⊥pi
eni

)]
−mi

~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)
⊗ ~ui

]
(A.7)

Let’s calculate the divergence of this expression:
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~∇·~jp = −mi∂t~∇·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)]
−mi

~∇·

{
~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)
⊗ ~ui

]}
=

−mi∂t~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)]
−mi

~∇ ·

{
~ui~∇ ·

[
ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)]}

−
��

���
���

���
���

���
��

mi
~∇ ·

 ni
B2

(
~∇⊥φ+

~∇⊥pi
eni

)
~∇ · ~ui︸ ︷︷ ︸
≈ 0


At the moment the last term of this equation is neglected in TOKAM3X, relying on the
low compressibility of the velocity.
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Metrics in TOKAM3X

Once the mesh grid is built, choosing the desired number of point in each direction, the
Jacobian matrix is calculated as:

J =

∂R/∂iψ ∂R/∂iθ 0
∂Z/∂iψ ∂Z/∂iθ 0

0 0 dϕ′/diϕ

 =
(
~eiψ ~eiθ ~eiϕ

)
(B.1)

where the derivatives are calculated with second-order finite differences applied to the
(R,Z) coordinates of the cells centres. Since the equilibrium is axisymmetric, in order
to save storage memory, we divide this matrix in two blocks:

J2D =

(
∂R/∂iψ ∂R/∂iθ
∂Z/∂iψ ∂Z/∂iθ

)
,

dϕ′

diϕ
= ‖~eiϕ‖ = ‖~eϕ‖

dϕ

diϕ
= R

dϕ

diϕ

So that:

J = det(J) = det(J2D)R
dϕ

diϕ
= J2DR

dϕ

diϕ

The quantity dϕ/diϕ simply expresses the angular extension in toroidal direction of a
cell, and it is calculated as:

dϕ

diϕ
=
Lϕ
Nϕ

where Lϕ is the angular measure of the simulated toroidal section, expressed in radians.
The mesh grid is here assumed regular in the ϕ direction, as in the case of the simulations
presented in this thesis, but dϕ

diϕ
can actually vary in the toroidal direction. J2D instead

represents geometrically the surface covered by a cell in the poloidal plane. We also define
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the inverse of the Jacobian:

J−1 =

∂iψ/∂R ∂iψ/∂Z 0
∂iθ/∂R ∂iθ/∂Z 0

0 0 diϕ/dϕ′

 =

~e iψ~e iθ
~e iϕ

 (B.2)

and two 2D arrays storing the metric coefficients:

G = (gij) = (~ei · ~ej) , H =
(
hij
)

=
(
~e i · ~e j

)
(B.3)

Using these definitions, we can express the magnetic field associated to each cell:

~B = Bθ ~eiθ
‖~eiθ‖

+Bϕ ~eiϕ
‖~eiϕ‖

(B.4)

where the toroidal field has the form:

Bϕ =
F

R
=
B0R0

R
(B.5)

and the poloidal one, taking into account that the total poloidal flux in a cell is ψ′p(iϕ) =

ψp
dϕ
diϕ

:

Bθ = − 1

J

dψ′p
diψ

dϕ

diϕ
‖~eiθ‖ = − 1

J2DR

dψp
diψ
‖~eiθ‖ (B.6)

Since the effective size of the machine is determined by the parameter ρ?, which is a free
parameter for the simulation, the toroidal flux ψt scales as ρ?−2. If one wants to maintain
a reasonable pitch angle of the field line, it has therefore to multiply expression B.6 by a
factor ρ?−2. Moreover, in TOKAM3X one can regulate the intensity of the poloidal field
with an additional multiplicative factor, called psiscale.
The calculation of the global safety factor then leads to:

q(ψ) =
1∑

iθ ‖~eiθ‖

∮
qlocdθ =

1∑
iθ ‖~eiθ‖

∑
iθ

Bϕ
∑

iθ ‖~eiθ‖
RBθ2π

‖~eiθ‖ = − F0R0

2π dψp
dψ

∑
iθ

J2D

R
(B.7)

Now we can express the main operators appearing in TOKAM3X equations. For a scalar
field f , using the Einstein notation, the gradient has the form [64]:

~∇f =
∂f

∂i
~e i (B.8)

and the parallel gradient:
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∇‖f = ~b · ~∇f =

(
Bθ

B

~eiθ
‖~eiθ‖

+
Bϕ

B

~eiϕ
‖~eiϕ‖

)
·
(
∂f

∂iψ
~e iψ +

∂f

∂iθ
~e iθ +

∂f

∂iϕ
~e iϕ
)

=

Bθ

B~eiθ

∂f

∂iθ
+

Bϕ

B‖~eiϕ‖
∂f

∂iϕ
(B.9)

The divergence of a vectorial field ~A is:

~∇ · ~A =
1

J

∂

∂i

(
J ~A · ~e i

)
(B.10)

Drift velocities have the form ~B×~∇f
B2 . In order to calculate their expression, it is useful to

express the magnetic field in the contravariant basis:

~B =

(
Bi ~ei
‖~ei‖

· ~ej
)
~ej = Bθ

giθ,iψ√
giθ,iθ

~e iψ +Bθ√giθ,iθ~e iθ +Bϕ‖~eiϕ‖~e iϕ (B.11)

So that the generic drift velocity has the expression:

~B

B2
×~∇f =

(
Bθ

B2

giθ,iψ√
giθ,iθ

~e iψ +
Bθ

B2

√
giθ,iθ~e

iθ +
Bϕ

B2
‖~eiϕ‖~e iϕ

)
×
(
∂f

∂iψ
~e iψ +

∂f

∂iθ
~e iθ +

∂f

∂iϕ
~e iϕ
)

(B.12)

And finally the expression for three components of the drift velocities, referred to a
unitary vectors basis, is:

uψ =

(
~B

B2
× ~∇f

)
· ~e iψ

‖~e iψ‖
=

1

JB2
√
hiψ ,iψ

(
Bθ√giθ,iθ

∂f

∂iϕ
−Bϕ‖~eiϕ‖

∂f

∂iθ

)
(B.13)

uθ =

(
~B

B2
× ~∇f

)
· ~e iθ

‖~e iθ‖
=

1

JB2
√
hiθ,iθ

(
Bϕ‖~eiϕ‖

∂f

∂iψ
−Bθ

giθ,iψ√
giθ,iθ

∂f

∂iϕ

)
(B.14)

uϕ =

(
~B

B2
× ~∇f

)
· ~e iϕ

‖~e iϕ‖
=

Bθ

JB2√giθ,iθ

(
giθ,iψ

∂f

∂iθ
− giθ,iθ

∂f

∂iψ

)
(B.15)





Appendix C

Poloidal asymmetries in closed flux
surfaces region

We aim here at studying the poloidal asymmetries in the closed flux surfaces region.
Indeed, in global turbulent simulations, we find in some cases poloidal asymmetries in
the average total pressure Π between the inner and the outer midplane. In order to do
this, we reduce the TOKAM3X model to a simpler one. We study a steady-state system,
where every quantity is meant to be averaged in time and toroidal direction. We exclude
the temperature and the electric charge conservation equations, since we do not need
the evolution of the electric potential. We also focus on closed flux surfaces, sufficiently
far from the particle source and where the diffusion plays a minor role. Under these
assumptions our reduced model can be written as:

~∇ ·
(

Γ~b
)

+ ~∇⊥ · (N~u⊥) = 0

~∇ ·
[(

Γ2

N
+ 2N

)
~b
]

+ ~∇⊥ · (Γ~u⊥)− 2N ~∇ ·~b = 0
(C.1)

We are only interested here in the dynamics along the parallel direction. As further
hypothesis we admit that:

~∇⊥ · (X~u⊥) =
1

J

 ∂

∂ψ

(
JXuψ

)
︸ ︷︷ ︸

'0

+
∂

∂θ

(
JXuθ

) (C.2)

where X can be either the density or the parallel momentum field. This is the strongest
hypothesis of the model, and it is usually verified in our simulations, in the zone of closed
flux surfaces.
We place in a toroidal coordinate system (r, θ, ϕ). We can write then:
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1
Rr

d
dθ

(
R
(

ΓBθ

B
+Nuθ

))
= 0

1
R
d
dθ

(
RBθ

B

(
Γ2

N
+ 2N

)
+RΓuθ

)
+ 2N Bθ

B2
d
dθ
B = 0

(C.3)

Where uθ is the drift velocity projected on the poloidal plane:

uθ(θ) =
Bϕ

B2

(
∂rΦ +

∂rPi
N

)
(C.4)

Since we do not consider the radial direction, we assume this quantity dependent only on
the poloidal angle. Basically, we admit a source of poloidal momentum without specifying
its origin.
From the first equation of the system (C.3), the quantity G = R(ΓBθ

B
+Nuθ) is constant

on a flux surface and it is considered here as a parameter related to the parallel and
poloidal momentum. In fact, this is just the sum of parallel and drift fluxes projected on
the poloidal direction. Reducing the system to one equation, we find:

dN

dθ
=

1

2B
θ

B
RN2 − G2 B

BθR

[
G2N

B

BθR2

dR

dθ
+ GN2 B

Bθ

duθ

dθ
− 2N3B

θ

B

(
dR

dθ
+
R

B

dB

dθ

)]
(C.5)

We solve this equation numerically. We choose a uθ with a sinusoidal shape and different
values at the midplane. The results are presented in figure C.1.

Figure C.1: a) Poloidal plot of the density in a closed flux surface for different values
of the poloidal velocity. b) Parallel Mach number profiles.

One can notice that, the stronger the poloidal velocity is, the stronger will be the poloidal
parallel asymmetry both in parallel Mach number and plasma density. Moreover, one can



158 Appendix C. Poloidal asymmetries in closed flux surfaces region

notice that the parallel Mach number is a sensitive quantity to the poloidal asymmetry
generated by an asymmetric poloidal velocity. The stronger amplitudes on the HFS are
due to the finite aspect ratio.
The blue curves in figure C.1 refer to a TOKAM3X axisymmetric simulation, where the
turbulent transport is not active, but the electric potential is determined coherently by
the charge conservation equation. One can see that global simulations follow well the
trend described by the reduced model.
We have shown by a reduced model that, when trying to explain the parallel flows as
a reaction of fluid drifts, one always has to take into account at least the conservation
of mass and of poloidal momentum. In turbulent simulations, for example, one can
find strong variations of the poloidal velocity in the poloidal direction. In particular, as
mentioned in chapter 5, the lower magnetic field and the stronger compression of the flux
surfaces at the LFS midplane maximise the E×B poloidal velocity at this position. This
reduced model helps in understanding how the different fields can react to an asymmetry
in the poloidal velocity.





Appendix D

Verification of TOKAM3X using the
PoPe method

D.1 PoPe method in a nutshell: decomposition onto a
relevant basis plus an error

The Projection on Proper elements (PoPe) method [72] is a code verification tool allowing
to recover the equations that have generated a set of data. In terms of verification, this
method is fundamentally different from classical ones, since it is based on simulations
outputs, and it can be performed using simulations in any regime. Classic verification
methods, instead, are based on specific code runs. This is the case of the code verification
with the Method of Manufactured Solutions (MMS), which is carried out using a target
analytical solution (see e.g. [128], [129]). This solution is usually not fully representative
of typical outputs of numerical simulations.
The verification of 3D turbulence codes for the edge plasma simulation is usually per-
formed with the MMS method. In order to verify TOKAM3X, this method has been
applied to the isothermal version of the code, as discussed in the work [33]. Several
conditions differ significantly between the analytical solution and the usual global sim-
ulations. First of all, the target analytical solution is smooth in space and time with
respect to the discretisation (e.g. ∝ cos(2πt) sin(2πr/a) sin(θ) sin(ϕ) in [33]), while a
broad spectra of fluctuations appear in simulations with turbulence. Moreover, the veri-
fication method is applied exclusively in a simple geometry (slab or limiter with circular
cross section), and prescribing simplified boundary conditions (usually Dirichlet’s).
Under these conditions, some operators might not be involved in the solution, leading to
an incomplete verification of the equations. The PoPe method allows a more generalised
process of verification. In particular, PoPe can be used purely for the code verification, if
the full set of equations implemented in the code is considered, or alternatively as a tool
for model reduction, if the aim is to find the dominant operators in the model. Moreover,
PoPe can also be understood as an “a posteriori” procedure of error checking.
In this section, we describe the application of PoPe to several sets of data obtained
with the TOKAM3X code. In the framework of this thesis, PoPe has been used as a
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post-treatment tool, developed independently of the code as a Matlab/Octave toolbox.

D.2 Application of the PoPe method to TOKAM3X

D.2.1 The PoPe method step-by-step

In order to explain the method, we describe the application of PoPe to the following
density equation, eq. (D.1), as an example:

∂tN = ~∇ · (DN
~∇⊥N)− ~∇ · (Γ~b)− ~∇ · (N~uE)− ~∇ · (N~uion∇B) + SN (D.1)

This equation expresses the ion density conservation equation, where the advection of the
polarisation velocity is neglected. The set of simulations shown in this section are referred
to a TOKAM3X model where this continuity equation is solved. We can immediately
rewrite (D.1) in a more compact form, using the “th” subscript for “theoretical”, and
naming {Oi}th the five operators at the RHS of (D.1):

{∂tN}th = with{Oi}th (D.2)

where Einstein’s convention on indexes has been used. Operators are listed in (D.3) for
i ∈ [1, 5], and they are associated to five theoretical weights with listed in eq.(D.4):

{Oi}th = {~∇ · (DN
~∇⊥N), ~∇ · (Γ~b), ~∇ · (N~uE) ~∇ · (N~uion∇B), SN} (D.3)

wth = [+1,−1,−1,−1,+1] (D.4)

The first, necessary steps of the code verification with the PoPe method, are:

1. Measurement of {∂tN}eff , the effective (“eff ” subscript) time derivative computed
with finite differences from the outputs of a given code. In the present case, finite
differences of order four are compared to the order one time integration scheme
used in TOKAM3X in the framework of this thesis.

{∂tN}eff (t) =
2∑

j=−2

c(j)N(t+ j∆t) +O(∆t4) (D.5)

c(−2 : 2) = [+1,−8, 0,+8,−1]/(12∆t) (D.6)

2. Computation of each operator in eq.(D.1), labeled {O}iol for i ∈ [1, 5], using higly
accurate off-line (“ol” subscript) post-treatments. While TOKAM3X, in the simu-
lations shown in this thesis, makes use of a second order method in space, the offline
estimation uses method of order two to six, giving therefore a better approximation
of the theoretical operators. We can actually write:

‖{Oi}th − {Oi}ol‖ � ‖{Oi}th − {Oi}eff‖ (D.7)
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so that
{Oi}ol ' {Oi}th (D.8)

3. Linear projection of {∂tN}eff onto {O}iol, thus recovering the effective weights wieff
and an effective residual εeff linearly independent of {O}iol.

{∂tN}eff = wieff{O}iol + εeff (D.9)

This latter projection is simply performed by solving the following linear system
based on the least mean square algorithm:

AtA weff = At{∂tN}eff (D.10)

where the matrix A is defined as

A(p, i) ≡ {O(p)i}ol (D.11)

and it is of size P × I. Each column of the matrix A is the evaluation of the ith
operator from the set of I operators in the tested equation. These evaluations are
performed for P points labelled by the index p. P is defined by the discretisation
used to solve the equation with the code that we want to verify in the first place.
Usually P � I, so that a large number of points can be considered in order to
reduce the statistical error in the estimation of weff . For TOKAM3X, typically, we
have P = Nr×Nθ×Nϕ×Nt � 106 for a unique simulation. Nevertheless, in order to
introduce a time dependence in weff , we usually use Nt sets of Nr×Nθ×Nϕ ≥ 104

points.
The residual is then recovered by explicitly computing:

{∂tN}eff − A weff = εeff (D.12)

This procedure leads to the interpretation of the effective time derivative of a given code
({∂tN}eff ) as the sum of weighted (by wieff ) operators ({O}iol) plus a residual (εeff )
which has no linear dependency on the operators of the equations. Ideally, weff = wth
and εeff = 0. This decomposition is relevant since effective weights define the nature
of the equation, so they control the behaviour of the system (theoretically and numeri-
cally). A simple error, such as the use of a diffusion coefficient two times higher than the
one theoretically wanted, would immediately be identified by PoPe with w1

eff = 2with,
without necessarily impacting εeff . The control of weights would be absolute if {Oi}eff ,
operators effectively calculated by the code, were “exact”. As we discretise solutions over
a finite number of degrees of freedom, each of them having a finite accuracy, operators
{Oi}eff usually differ from theoretical expression of operators {Oi}th. The theoretical
expression of operators being not usually accessible, we do not compare {Oi}eff to {Oi}th
but rather to {Oi}ol, a set of operators computed off-line using a greater accuracy than
for {Oi}eff , as expressed in (D.7). This point is important to be able to associate the
residual εeff to an error in the code and not to an error in the verification process. This
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off-line greater accuracy is easily obtained, as for off-line computations we do not have
to take care of any stability with respect to time integration. Also, the verification is
usually performed on about 1% of the data generated by a code, so it is not a bottle-
neck in the overall computational cost. For example 1 time step out of 100 is sufficient,
since generally the time step is defined to insure small variations of the solution between
consecutive iterations. Verifying each time step is still possible but it would lead to a
situation in which one verifies many systems very close to each other.
A common mistake concerns the localisation in space and time of the data used for the
verification process. Each equation can be seen as a law that has to be verified anywhere
and at any time, with respect to the state of the system at the considered exact location
and time. Thus, we have to carefully handle variables used to recompute the equation in
order to be sure not to mix a variable a evaluated at (x, t) with a variable b evaluated at
(x+ ∆x, t+ ∆t), where in general a and b are not explicitly related.
Finally, using {Oi}ol = {Oi}th for simplification, we can introduce a more general def-
inition of the effective residual εeff , the total residual εtot (“tot” subscript for “total”)
defined as :

εtot ≡ {∂tN}eff − {∂tN}th (D.13)
=

(
wieff − with

)
{O}iol + εeff (D.14)

This total residual contains a part linearly dependent on the operators as seen in equation
(D.14). Also, here we clearly identify δi = wieff − with as the error on weights of the
equations. Nevertheless, using only (D.13) we do not need to solve any linear system to
obtain εtot.

D.2.2 Verification protocol

Two representative simulations are used in this study, the first one in a limiter config-
uration and the second one in divertor configuration, with a COMPASS-like geometry.
These are two reference simulations, and the imposed numerical and physical parameters
are listed in table 2.1.
The PoPe analysis is usually carried out in 3 steps :

• Study of εtot(ψ, θ, ϕ, t), which contains the entire information on the discrepancy
between the theoretical evolution of the system and the effective evolution;

• Study of A (see (D.11)) and AtA, to insure that the linear system solved in PoPe
is not too close to singularity;

• Study of εeff and weff to achieve a physical understanding of the errors.

In this Appendix, for clarity and willing to keep this note short, we skip the presentation
of the second step and only give details of the first and third steps. Nevertheless, the
matrix A has been verified in every case to be invertible. Also, as first attempt to use
of PoPe for the TOKAM3X verification, and in order to ease the verification process, we
do not take into account the entire mesh but we avoid points close to the boundary of
the domain and of each of the subdomains. In particular, we exclude the first six point
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in every direction starting from each subdomain boundary.
We remind, in the following table, the equations solved by TOKAM3X in the simulations
presented in this thesis, with the associated operators and theoretical weights.

Equation Operator Designation Theoretical weight

∂tN =

~∇ ·
(
DN

~∇⊥N
)

{O1} +1

~∇ ·
(

Γ ~b
)

{O2} −1

~∇ · (N~uE) {O3} −1
~∇ · (N~uion∇B) {O4} −1

∂tΓ =

~∇ ·
(
DΓ

~∇⊥Γ
)

{O1} +1

~∇ ·
(

Γ2/N~b
)

{O2} −1

~∇ · (Γ~uE) {O3} −1
~∇ · (Γ~uion∇B) {O4} −1
∇‖ (2N) {O5} −1

∂tW =

~∇ ·
(
DW

~∇⊥W
)

{O1} +1

~∇ ·
(

ΓW/N~b
)

{O2} −1

~∇ · (W~uE) {O3} −1

2~∇ · (N~uion∇B) {O4} +1

1/η‖~∇ ·
[(
∇‖log (N)−∇‖Φ

)
~b
]

{O5} +1

Table D.1: Table of the considered equations and the associated operators and theoretical
weights.

In the continuity equation, excluding the points close to the boundary, we also exclude
the source term SN , which does not appear, for this reason, in table D.1.

D.3 Study of ∂tN equation

We start our analysis by the study of the continuity equation. Figure D.1 shows an
example of the time-derivative of density calculated in post-treatment with a high-order
accuracy at a specific time-step and toroidal position, compared to the effective one
calculated by the code, for the reference limiter simulation.

The residual, represented in figure D.1(right), has relative values spanning from 10% to
25%. We notice that the pattern of the residual is similar to the one of the time derivative,
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Figure D.1: Snapshot at a specific time step and toroidal position of the theoretical time
derivative of density (left), of the effective derivative calculated by TOKAM3X (centre)
and of the total residual (right) in the reference limiter simulation.

so that the numerical error is stronger where the time derivative is higher: this condition
holds especially in the closed field lines region, where the density fluctuation amplitude
is stronger.
We perform now the same kind of analysis on COMPASS-like divertor simulations, and
we report an example of the results in figure D.2.

Figure D.2: Snapshot of the theoretical time derivative of density (left), of the effec-
tive derivative calculated by TOKAM3X (centre) and of the total residual (right) in the
reference COMPASS-like divertor simulation.

In the case of the divertor, in correspondence of the high-amplitude turbulence struc-
tures, the residual can increase up to the 50%. Once again, this error is more evident in
closed field lines. In particular, the amplitude of the turbulent fluctuations seems to be
in general underestimated by the code. Moreover, a small shift in the poloidal direction
is sometimes noticeable between the theoretical and the effective wave form of the struc-
tures. The Roe-Marquina numerical scheme, and the associated WENO interpolation
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method, are probably responsible for the discrepancy between the calculated and the
theoretical values: indeed this scheme can modify fluxes [67], in order to maintain the
code stable and conservative.
We proceed then to the calculation of the effective weights of the operators of the conti-
nuity equation solved by TOKAM3X, and we list them in table D.2. PoPe is applied in
each case to a set of points in the 3D space (ψ, θ, ϕ) for the determination of the weights
with. Their variation in time is then statistically analysed giving

〈
wieff

〉
t
and std

(
wieff

)
.

We also calculate, as a 0D criterion, the L-2 norm of the time derivative {∂tN}eff , sam-
pled over all the considered points in time and space. The norm of the residual {ε}eff
must be compared to this number. In an ideal situation, ‖{ε}eff‖2 � ‖{∂tN}eff‖2, so
that PoPe can identify perfectly the operators intervening in the time derivative. Instead,
‖{ε}eff‖2 ' ‖{∂tN}eff‖2, meaning that the linear projection is not able to describe an
important part of the effective derivative, included in the residual.

Geometry {Oi}th with
〈
wieff

〉
t

std
(
wieff

)
‖{∂tN}eff‖2 ‖εeff‖2

Limiter

~∇ ·
(
DN

~∇⊥N
)

+1 +2.9761 0.5638

0.0021 0.0008~∇ ·
(

Γ ~b
)

−1 −0.937 0.0951

~∇ · (N~uE) −1 −0.8495 0.0788
~∇ · (N~uion∇B) −1 −0.6176 0.3422

Divertor

~∇ ·
(
DN

~∇⊥N
)

+1 +1.3430 0.1303

0.0028 0.0013~∇ ·
(

Γ ~b
)

−1 −0.9455 0.0944

~∇ · (N~uE) −1 −0.7792 0.0471
~∇ · (N~uion∇B) −1 −0.6461 0.0606

Table D.2: Table of the theoretical and effective average weights in density equation,
with the associated standard deviation, in the limiter and in the divertor cases. The
vectorial norm of the RHS of the equation, as well as the residuals, are also reported.

In our case, both in limiter and divertor geometry, the linear projection can catch the
fundamental part of the system dynamics, since ‖{ε}eff‖2 < 0.5‖{∂tN}eff‖2. The stan-
dard deviation of weights is around 10% of the effective weights (except for w4 in the
limiter case), implying that the mean value is representative of the values spanned in the
time series.
One can notice in table D.2 that the diffusion operator, in limiter cases, attains values
around three times larger than the theoretical one. On the other hand, the remaining
operators are characterised by weights with smaller absolute values than the theoretical
one. This is probably a consequence of the adopted numerical scheme (Roe-Marquina
with WENO interpolation), which tends to smooth gradients, as it would be done by a
strong physical diffusion. Also the Runge-Kutta scheme, applied in these simulations at
order one, can intervene in determining the numerical diffusion. Nevertheless, the evolu-
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tion of the physical system, at least for the diffusion equation, is fairly slow with respect
to the time-step, at least for the density and the parallel momentum equations, so we do
not expect a significant effect of a refinement in the time discretisation. We also notice
that the divertor case is characterised by generally lower weights of the diffusive operator.
This could be due to the fact that, on average, in the bulk region considered by the PoPe
analysis, turbulent structures extension in the perpendicular plane is generally higher
than in limiter cases. Since the size of the mesh cells is comparable in the two cases, a
bigger numerical diffusion is probably intervening in the limiter case. Notice that in the
vicinity of the X-point, the situation would be the opposite, with smaller structures (at
least in the poloidal direction) for the divertor geometry, possibly resulting in a higher
numerical diffusion. This hypothesis will have to be verified in future analyses. The rest
of the operators behave similarly in the two geometries.
Figure D.3 shows the effective diffusion coefficient derived with the PoPe method, com-
pared to the theoretical DN imposed as parameter in TOKAM3X simulations, in a scan
of the latter parameter with limiter geometry.

Figure D.3: Comparison between effective and theoretical density diffusion coefficient
in TOKAM3X limiter simulations. Lines with crosses and circles indicate respectively
the maximum and the minimum registered value for the effective diffusion coefficient in
each simulation.

One can notice that the average effective diffusion coefficient does not decrease below
approximately 10−2ρ2

LωC , so that changing the imposed DN under this value does not
change much, globally, the effects on our system. This minimal diffusion coefficient is
understood as the numerical diffusion intrinsic to the numerical methods. In the frame-
work of this thesis, imposing usually DN = 0.5 · 10−2ρ2

LωC , we placed in this saturation
range of the effective diffusion coefficient.
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D.4 Study of ∂tΓ equation

We first calculate the total residual in the parallel momentum conservation equation, for
simulations in limiter geometry. An example of the effective time derivative compared to
the theoretical one, with the associated residual, is shown in figure D.4.

Figure D.4: Snapshot at a specific time step and toroidal position of the theoretical time
derivative of Γ (left), of the effective derivative calculated by TOKAM3X (centre) and of
the total residual (right) in the reference limiter simulation.

One can see that also in the case of the ∂tΓ equation, the numerical error is mainly
localised in the closed field lines region, in correspondence of high-amplitude fluctua-
tions. Nevertheless, the residual can be strong also in the SOL, in correspondence of
large amplitude events. These characteristics are observable also in divertor simulations,
represented in figure D.5.

Figure D.5: Snapshot at a specific time step and toroidal position of the theoretical time
derivative of Γ (left), of the effective derivative calculated by TOKAM3X (centre) and of
the total residual (right) in the reference COMPASS-like simulation.
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One can observe in figure D.5 that, although the global shape of the theoretical time-
derivative is well reproduced by the code, locally the calculated solution seems to be
more smooth than the one predicted by PoPe. In both limiter and divertor simulations
the total residual can exceed the 50% of the theoretical time derivative.
We apply then the linear projection, in order to understand which operators are the prin-
cipal cause of the discrepancy between the effective and the theoretical time derivatives.
The effective weights of the operators of the parallel momentum conservation, resulting
from TOKAM3X simulations, are represented in table D.3.

Geometry {Oi}th with
〈
wieff

〉
t

std
(
wieff

)
‖{∂tΓ}eff‖2 ‖εeff‖2

Limiter

~∇ ·
(
DΓ

~∇⊥Γ
)

+1 +2.3574 0.4128

0.0006 0.0003
~∇ ·
(

Γ2/N ~b
)
−1 −0.2941 0.1462

~∇ · (Γ~uE) −1 −0.6668 0.1090
~∇ · (Γ~uion∇B) −1 −0.8106 0.3838
∇‖ (2N) −1 −0.3838 0.1232

Divertor

~∇ ·
(
DΓ

~∇⊥Γ
)

+1 +0.7616 0.1653

0.0006 0.0004
~∇ ·
(

Γ2/N ~b
)
−1 −0.4174 0.1302

~∇ · (Γ~uE) −1 −0.6041 0.0741
~∇ · (Γ~uion∇B) −1 −0.1668 0.2498
∇‖ (2N) −1 −0.1326 0.0269

Table D.3: Table of the effective weights of operators in the parallel momentum conser-
vation equation, in limiter and COMPASS-like reference simulations.

One can notice that in the case of the parallel momentum equations, the ∇‖ (2N) term
is on average the most distant from the the theoretical value. In the divertor case, also
the advection by the ∇B drift is problematic.
More in general, the effective weights of the operators in parallel momentum conservation
equations present a higher discrepancy than the one observed in the continuity equation.
However, we also notice that the residual value can exceed the 50% of the norm of the
RHS of the equation, revealing that some of the dynamics is not caught by the linear
projection. Further analyses must be carried out in order to better characterise the
behaviour of the ∂tΓ equation. First hints suggest that the impact on this equation of
the Roe-Marquina scheme, and of the related WENO interpolation, is higher than on the
continuity one.
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D.5 Study of ∂tW equation

Table D.4 represents the results of the PoPe analysis on the TOKAM3X outputs for the
vorticity conservation, in limiter and divertor cases.

Geometry {Oi}th with
〈
wieff

〉
t

std
(
wieff

)
‖{∂tW}eff‖2 ‖εeff‖2

Limiter

~∇ ·
(
DW

~∇⊥W
)

+1 +1.2291 0.3575

0.0002 0.0002

~∇ ·
(

ΓW/N ~b
)

−1 −0.5692 0.6481

~∇ · (W~uE) −1 −0.5816 0.1450

2~∇ · (N~uion∇B) +1 +0.3745 0.0890
1
η‖
~∇ ·
[(
∇‖log(N)

+1 +0.3424 0.0876
−∇‖Φ

)
~b
]

Divertor

~∇ ·
(
DW

~∇⊥W
)

+1 +0.1019 0.0639

0.0002 0.0002

~∇ ·
(

ΓW/N ~b
)

−1 +0.0335 0.3116

~∇ · (W~uE) −1 −0.3943 0.0981

2~∇ · (N~uion∇B) +1 +0.0482 0.0114
1
η‖
~∇ ·
[(
∇‖log(N)

+1 +0.0471 0.0105
−∇‖Φ

)
~b
]

Table D.4: Table of the effective weights of operators in the vorticity conservation
equation, in limiter and COMPASS-like reference simulations.

One can readily notice that, especially in the divertor case, there is a large discrepancy
between the theoretical and the effective values of the weight of some operators, and in
particular w4 and w5. Moreover, in both cases the value of the residual is comparable to
the norm of the RHS.
Nevertheless, even if weights are far from being equal to the theoretical ones, it seems
that they are correlated in such a way that main contributions compensate each other.
Particularly important is the fact that diamagnetic currents, created through the term
2~∇ · (N~uion∇B), are compensated by the divergence of the parallel current ~∇ · (J‖~b), with
approximately the same weight. Considering the average weight varying in time, the
correlation number of these two terms, w4(t) and w5(t), is close to 1, as can be noticed
in figure D.6. The same can be stated for ∂tw4(t) and ∂tw

5(t) as well as ∂2
tw

4(t) and
∂2
tw

5(t).

Also interestingly, w1(t) and w3(t) are only correlated between each other up to 0.2, also
when considering first and second derivative in time, but are both correlated to w4 and
w5 with a value of 0.5. These correlations remind the role of the adopted numerical
scheme, which modifies fluxes but insures the conservation. Here the implicit part of
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Figure D.6: Correlation of the weights of operators 2~∇· (N~uion∇B)(w4) and ~∇· (J‖~b)(w5).
The correlation in the first and second order time derivative is also represented. Limiter
simulations are considered in this plot.

the vorticity equation does not seem to meet the theoretical expectation, nevertheless it
respects the correlation between dominant operators, while insuring the stability of the
numerical method.
Some difficulties in the vorticity equation resolution had already been underlined in [33],
by means of the MMS method. Indeed, the order of convergence found in that case (' 1)
was lower than the used spatial discretisation scheme (order 2).
We propose two possible explanations for the lower accuracy of the effective weights in
the vorticity equation, and we explore them in the next sections.

D.5.1 Effective weights in axysimmetric simulations

The first explanation for the discrepancy in theoretical and effective weights is that the
vorticity, being by definition the sum of electric potential and density logarithms perpen-
dicular laplacians, is characterised by small-size structures in the perpendicular plane.
This characteristic implies strong gradients, and so an enhanced numerical diffusion. This
first hypothesis has been tested by performing TOKAM3X axysimmetric simulations. In
these simulations, the fields are averaged over the toroidal direction at every time-step,
thus artificially suppressing turbulence. Axisymmetric simulations thus have smooth so-
lutions. Every weight of every operators in each equations are very well recovered, except
for the vorticity equation. As an example, we report in table D.5 the effective weights of
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operators in density and vorticity equations in an axysimmetric divertor geometry.

Equation {Oi}th with
〈
wieff

〉
t

std
(
wieff

)

Density

~∇ ·
(
DN

~∇⊥N
)

+1 +0.998 0.002

~∇ ·
(

Γ ~b
)

−1 −0.999 0.001

~∇ · (N~uE) −1 −1.001 0.001
~∇ · (N~uion∇B) −1 −1.000 0.001

Vorticity

~∇ ·
(
DW

~∇⊥W
)

+1 +0.026 0.080

~∇ ·
(

ΓW/N ~b
)

−1 +0.080 0.080

~∇ · (W~uE) −1 +0.020 0.046

2~∇ · (N~uion∇B) +1 +0.002 0.002

1/η‖~∇ ·
[(
∇‖log (N)−∇‖Φ

)
~b
]

+1 +0.002 0.002

Table D.5: Table of the effective weights of density and vorticity equations, for axysim-
metric simulations in COMPASS-like geometry.

One can see that the theoretical weight of operators in the density equation is perfectly
recovered in an axysimmetric solution. In the case of vorticity, instead, no significant
change in the operators behaviour is detected by PoPe. The small characteristic size of
the vorticity structures in turbulent simulations, so, does not seem to be the principal
reason for the low accuracy in the solution of the vorticity equation. At least, turbulence
suppression does not increase the quality of the resolution of the equation.

D.5.2 Separation of explicit and implicit advancement contribu-
tions

The second possible explanation for the difficulties in the solution of the vorticity equa-
tion is to be found in the semi-implicit method used for its solution. As explained in
section 2.5, indeed, the solution is performed in two steps. The first one is the explicit
advancement of some operators (in particular w2, w3 and w4, see table D.1) basing on
fields at the precedent time-step, while the remaining part of the equation is advanced
implicitly, basing on the intermediate operators just calculated. While the explicit part
only adds small increments to a current state, computing W (t + δt) = W (t) + δt(∂tW ),
the implicit part acts as W (t + δt) = f(W (t)), mixing contributions on long range. In
particular, the boundary conditions at the targets, which are unfortunately ill defined,
can affect the global solution, even at points far from the geometrical borders. In partic-
ular, the Bohm’s boundary condition on the electric potential (2.80), in the isothermal
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case with Te = Ti = 1 can be rewritten as:

∇‖Φ± η‖NΦ = ∇‖log(N) (D.15)

so it has a Robin form. Since η‖ is very small, this condition tends to be similar to a
Neumann condition, which, combined with the Neumann conditions acting on the other
boundaries, can lead to an ill-conditioning of the matrix to be inverted.
In order to test this second hypothesis, two runs have been performed, excluding artifi-
cially the explicit terms in the first case, and the implicit terms in the second case.

In the study of both runs, as the system of equations has been deeply modified and it is not
“physical” any more, only the first time step is analysed, before non-physical behaviours
appear. Thus, no standard deviation is computed, and the value of the weights is to be
understood as unique value of time step considered.

Case {Oi}th with wieff

No explicit terms

~∇ ·
(
DW

~∇⊥W
)

+1 +1.117

~∇ ·
(

ΓW/N ~b
)

−1 −0.031

~∇ · (W~uE) −1 −0.095

2~∇ · (N~uion∇B) +1 −0.032

1/η‖~∇ ·
[(
∇‖log (N)−∇‖Φ

)
~b
]

+1 +0.135

No implicit terms

~∇ ·
(
DW

~∇⊥W
)

+1 +1.562

~∇ ·
(

ΓW/N ~b
)

−1 −0.864

~∇ · (W~uE) −1 −0.991

2~∇ · (N~uion∇B) +1 +1.001

1/η‖~∇ ·
[(
∇‖log (N)−∇‖Φ

)
~b
]

+1 +2 · 10−5

Table D.6: Table of the effective weights of the operators in the vorticity equation, when
explicit or implicit terms are switched off.

When explicit terms are switched off in the code, we indeed recover weights close to 0 in
the density equation for the operators explicitly solved. Also the diffusion operator seems
slightly better solved. In the vorticity equation, as visible in table D.6, the weights of 2
explicit terms out of 3 are comparable to the regular case. Moreover the last term w5,
the divergence of the parallel current, which is basically solved with the implicit method,
increases in weight of a factor 2, but it is still far from the theoretical value of 1.
When implicit terms are switched off, in the vorticity equation, the weight of ~∇·(J‖~b) falls
down to 2 · 10−5, which we regard as 0, while explicit terms are finally recovered with an
accuracy comparable to others equations. This last point means that the implicit part of
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the vorticity equations is responsible for the discrepancy between the theoretical and the
effective weights of the operators. Since this simulation is carried out in regular turbulent
regime, we can also state that the small size of W fluctuations is not responsible for the
lack of accuracy on explicit terms, as long as the implicit terms are switched off.
As mentioned before, the implicit advancement of some terms, correlates points poten-
tially far in space and time, with respect to the characteristic variation of the system. It
is thus useful to understand how the equations behaviour changes when varying the time-
step value, which, for all the simulations reported until now, has been fixed to dt = 1 ω−1

C

(dt = 1 in dimensionless units).

D.5.3 Scan in time-step value

The time-step dt and the parallel resistivity η‖ determine the condition number of the
matrix solved by TOKAM3X in the vorticity equation. Together, they determine the
anisotropy in the dynamics of the system between the parallel direction, described by the
L‖ operator presented in section 2.5, and the perpendicular direction, described by L⊥.
To go deeper into the understanding of the vorticity equation, a scan in dt, the time step
used for simulations, has been performed, using the set of values

dt = [10−5, 10−4, 10−3, 10−2, 10−1, 1]

and carrying out the simulations in divertor geometry.

Figure D.7: Effective weigths of the different operators intervening in the vorticity equa-
tions, in simulations performed using different time-steps, and compared to the theoretical
ones (represented by black dashed lines).

In figure D.7 one can see that a decrease from dt = 1 to dt = 10−3 significantly changes
the value of weights for the vorticity equation. Also the ratio between norms of the effec-
tive residual and of the RHS of the vorticity equation clearly increases as dt decreases.
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With respect to this two criteria, we notice that a time step of 10−3 would be the op-
timum for the accuracy in resolution. A higher effective diffusion coefficient appears at
low dt. This could be a sign of a slightly different dynamics when fast timescales are
taken into account. However values around 2 times larger than the theoretical ones are
tolerable, since they have been found also in the other equations of the system.

D.6 Conclusions on the TOKAM3X verification with
PoPe method

A first attempt of verification of TOKAM3X by means of the PoPe method has been car-
ried out. PoPe allows to verify the solution of each equation basing on the code output
in turbulent regime, rather than on an analytical function, constituting therefore a more
stringent verification process with respect to the MMS one.
No significant difference is found in the solution accuracy between the limiter and the di-
vertor configurations, which are solved with the same numerical methods and using grids
of comparable refinement. This is coherent with the fact that the turbulence nature is
the same in the two geometries, as pointed out in chapter 3. Nevertheless, the region in
the vicinity of the X-point has been excluded from this analysis, and it will have to be
further investigated.
In the continuity equation, the numerical error is concentrated in the region where the
amplitude of the fluctuations is higher, that is to say, in the closed field-lines region. This
equation presents acceptable effective weights of the operators. The diffusion operator is
generally higher than the theoretical one, probably accounting for the smoothing effect
of the shock-capturing Roe-Marquina scheme and of the associated WENO interpolation
method. In particular, decreasing the imposed diffusion coefficient, the effective value of
this operator saturates at a certain value (DN ' 10−2), where the numerical diffusion be-
comes comparable to the “physical” one. The parallel momentum conservation equation
presents a similar behaviour as the continuity one, although some operators, especially
the ones involving the parallel dynamics, present a higher discrepancy with respect to
the theoretical values.
The density and parallel momentum conservation equation had already been verified by
the MMS method showing the expected convergence order and excluding errors in the
equations implementation. The present analysis with PoPe has allowed to evaluate the
numerical error introduced by the adopted numerical schemes, and to find its origin.
Nevertheless, the values of effective operators are reasonable, and the difference with
theoretical weights is comparable with the one already found in former analysis of other
codes, such as TERESA [72].
The most critical equation is the vorticity conservation, where the effective weights de-
part significantly from the theoretical ones, in TOKAM3X simulations with the usual set
of parameters. This discrepancy is most probably to be attributed to the semi-implicit
advancement in time of the equation: indeed, when implicit operators are artificially
excluded in simulations, a good accuracy is recovered, also in the other two examined
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equations (which are coupled to the vorticity one). A scan in the time-step parameter,
using the full TOKAM3X model, indicates that for low time-step values, of the order
of 10−3, the theoretical weights are almost perfectly recovered. This demonstrates that
the numerical implementation of the operators is correct, but at the same time a smaller
time-step would be needed to solve the equations with an elevated accuracy.
The time-step affects the solution of the vorticity equation in two ways. Firstly, a high
value of the time-step leads to a higher condition number of the 3D operator appearing
in the vorticity equation, causing in the end a proportional numerical error in the solu-
tion. The order of magnitude of the final numerical error introduced with the inversion
operation has still to be evaluated rigorously.
On the other hand, the physical system may show, regarding uniquely the vorticity equa-
tion, a fast dynamics (linked especially to the divergence of the parallel current) that
cannot be caught when the time-step is set equal to the inverse of the cyclotron fre-
quency (dt = 1). Figure D.8 shows a sketch of the advancement in time determined by
the implicit method adopted with TOKAM3X, compared with the theoretical advance-
ment calculated by PoPe.

Figure D.8: Sketch of the advancement of an arbitrary field in time, with an implicit
method, as the one adopted in TOKAM3X, when the time-step is varied. In blue we
represent the exact solution. The theoretical advancement in time, objective of the PoPe
analysis, is represented in red, for comparison.

One can notice that if the effective dynamics of the system developed on smaller time
scales than the time-step adopted by TOKAM3X, this dynamics would be filtered by
the code. However, in this case, the PoPe method would find that the time-derivative
calculated by the code is different from the theoretical one, and, by consequence, also
the weights associated to the different operators. Only when the time-step is decreased
towards the small physical time-scale, the advancement in time would be close to the
theoretical one, and thus also to the one calculated by PoPe. In this way the theoretical
weights would be recovered, as it has been shown in figure D.7.
Nevertheless, at time-steps smaller than dt = 1, the physical model of TOKAM3X would
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lose its validity, since it is based on drift-reduced equations. For this reason we adopt an
implicit method, in order to catch the evolution on time scales of the order of 1 ω−1

C . In
this case, the average dynamics cannot be properly tested by means of the PoPe method.
Even with dt = 1, however, the operators in the vorticity equation, as well as in the
other equations, although differing from the theoretical ones, are well correlated among
each other, so that the physics of the system at the time-scales of interest is qualitatively
correct. This is confirmed by the fact that TOKAM3X is in qualitative (and in some
case quantitative) agreement both with the other turbulence codes (see [51], [52]), and,
as described in this thesis, also with experimental results (see chapter 4 for large-scale
aspects, and 3 for small-scale turbulence properties).
Further investigations are ongoing on the most recent version of TOKAM3X (release
2017), which has introduced small modifications to the adopted numerical schemes. This
analysis has allowed, however, to find some criticality in the solution of the TOKAM3X
system, in particular in the implicit advancement, which will have to be taken into account
also in the further developments on the new TOKAM3X version.
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