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Context

This thesis deals with the simulation and the analysis of rare events. By rare events,
we mean events which do not appear often but whose realisation is important enough
to justify their study. Such events represent different kinds of risk: situations engaging
human beings (aviation or rail safety, civil engineering), environmental issues (failure of a
nuclear plant, dam robustness), financial risks (probability of ruin of an insurer); and some
other applications like telecommunication networks (loss of data at a saturated node) or
molecular dynamics (transition from one metastable state to another).

When these situations are modelled with numerical codes, the rare event is often
expressed as a level that a given real-valued output of the code should not overpass. For
instance the design of a reliable mechanical system may require that its maximum strain
should not exceed a given value, or that the internal pressure of an body not become
greater than a security threshold. In a financial setting, this would be that the total
insurance claims stay lower than the available funds. For network reliability, failure means
that the total required memory for a given node becomes greater than its physical capacity
because of the arriving of new parcels.

Throughout manuscript, the numerical code will be denoted by g a function taking
some input parameters x in a given set X and returning a real value y ∈ R. In the more
general setting, X is finite- or infinite dimensional: if x is a set of some parameters of the
code (for instance a stiffness coefficient, the Young’s modulus, ...), X ⊂ Rd for some d ≥ 1.
On the other hand x can be a path and thus x = (xt)t and X ⊂ (Rd)R is a space of time
dependent trajectories in Rd. Formally, the so-called failure domain F writes

F = {x ∈ X | g(x) > q}

for a given q ∈ R.
The computer code may be a coupling of several codes modelling different physical

phenomena (hydrodynamic, thermodynamic, mechanic, ...) and has no analytical expres-
sion: the underlying physical phenomena have no analytical solutions. This is often called
a black-box model because for any x in X it is possible to evaluate y = g(x), but no other
knowledge of “what happens” is available.

While the numerical code g is deterministic, the uncertainty on the inputs (exact
values of physical parameters for instance, solution of a stochastic differential equation, ...)
leads to a probabilistic approach to the problem. For a given input x ∈ X, the response
safety/failure, i.e. x /∈ F or x ∈ F , is deterministic. On a given underlying probability
space (Ω,F ,P), one can instead consider the random variable X with known distribution
µX modelling the uncertainty on the parameters. The firm response safety/failure becomes
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a probability that X be in F :

P [X ∈ F ] = P [g(X) > q] .

Since the system is supposed to be designed to operate in safe conditions (in some sense
above mentioned), this probability is expected to be very low. Yet one wants to be able
to estimate it to eventually guarantee that the system is safe with great confidence. The
level of required confidence in our applications gives a probability of failure typically lower
than 10−6, or one over one million of trials.

Furthermore these numerical codes are often very time-consuming and can take several
hours to several days to run. Hence very few trials will be possible to estimate the sought
probability. In this context, the well-known Monte Carlo method, which basically consists
in repeating independent trials and counting the number of failures found is not an option
and advanced methods have to be used. To fix the idea, in our industrial setting, the
question is somehow to insure with few hundred samples that a system is unsafe with a
probability lower than 10−6.

Note that the extreme value theory is not well suited for this class of problems.
Essentially it makes use of available data and is able to estimate a probability that a rare
event according to these data can arise. In our context we can generate the data and the
question is rather “what data should be simulated to give the most precise estimation
with the less samples?”.

We introduce the general concepts and methods used to address this issue in Part I.
The first chapter is inspired by the book of Rubino et al. [2009]; the reader is referred
to it and references therein for more details about Monte Carlo methods for rare events.
General introductions to Monte Carlo methods can also be found in the books by Robert
and Casella [2004] or Rubinstein and Kroese [2011]. In Chapter 1 we present the more
usual Monte Carlo methods. We start by presenting the original Monte Carlo method
in Section 1.1, now referred to as the crude Monte Carlo method, based on the idea of
repeating independent and identically distributed (iid.) trials [Metropolis and Ulam, 1949].
Then in Section 1.2 we present the Importance Sampling strategy, which consists in using
another distribution for X making the failure event less rare. In Section 1.3 we come up
with the Splitting method. With origins dating back to [Kahn and Harris, 1951] in the
dynamical setting X ⊂ (Rd)R and revisited in the static setting by Au and Beck [2001], it
aims at splitting the rare event into a sequence of less rare events such that the failure
domain is progressively reached with conditional simulations. Section 1.4 gives a brief
description of the main concept and limitations of the nested sampling method [Skilling,
2006]. This method has been developed in a Bayesian framework for evidence estimation
and we will show how it is linked with rare event simulation tools in Chapter 4. Finally
we give in Section 1.5 the usual criteria used for comparing rare event estimators.

In Chapter 2 we address the issue of using surrogate models for extreme event simulation.
Indeed, the above mentioned industrial setting (computational time of g) does not allow
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for the use of the advanced statistics described in Chapter 1 because they are still too
time consuming. In this context we present in Section 2.1 the classes of metamodels
mostly used in the rare event setting, following [Sudret, 2012]. The issue of approximating
a computer code from some of its input-output couples is rather general and falls into
the field of Machine learning [DasGupta, 2011]. When the samples are generated by the
user/algorithm itself, one speaks of Computer experiments. A general introduction to
these techniques can be found in the books by Sacks et al. [1989], Santner et al. [2003],
Fang et al. [2005] or Forrester et al. [2008]. Specific to the Computer experiments setting
is the creation of the so-called Design of Experiments (DoE), i.e. the question of where to
call the code g. We present in Section 2.2 the different strategies used in the rare event
case. Finally, Section 2.3 summarises the different possible ways to use the metamodel to
produce an estimator of the sought probability.

Parallel computers have led to a paradigm shift for building algorithms. While the
power of one given CPU (Central Processing Unit) does not increase much any more,
computer clusters have become the standard for High Performance Computing (HPC).
The main concept is that instead of having one single core (CPU) available, one can use
simultaneously several (hundreds of) computers. For instance, the supercomputer Airain
used for the numerical applications of this thesis allows us to run tasks on more than 2000
cores at 2.7 Ghz each.

In order to use these computational facilities, new algorithms have to be designed to be
used in parallel. This means that they have to enable parallel computing, in other words
that their different operations should be made in parallel. These considerations led us to
define the point process framework for rare event simulation presented in Chapter 3. In
Section 3.2 we define the main theoretical tool used throughout this thesis, it is a Poisson
process associated with any continuous real-valued random variable. Using this Poisson
process we are able to derive parallel probability (Section 3.3) and quantile (Section 3.4)
estimators. Especially we show that the optimal Multilevel Splitting estimator which is
totally sequential is indeed a particular implementation of this new parallel estimator. We
further relax the continuity hypothesis of the cdf in Section 3.5 and are able to provide
the distributions of the counting random variables of the point process (not Poisson any
more). We also provide corrected probability estimators. Especially one of them has the
same distribution as in the continuous case. Numerical examples of Section 3.6 illustrate
the efficiency of the estimators as well as the impact of discontinuities.

The point process framework defined in Chapter 3 not only produces an estimator of
the probability P [g(X) > q] but of the whole cumulative distribution function (cdf ) of
g(X) over (−∞, q]. This property lets us define an estimator for the (conditional) mean
of any real-valued random variable of the form Y = g(X) which does not require the
finiteness of the second order moment to have a finite variance (Section 4.2). Indeed in
some applications one can be interested in estimating conditional moments of the form
E [Y | Y > q], for instance the Mean Excess Loss E [Y − q | Y > q] in finance (also called
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the Mean Residual Life in insurance). This estimator is indeed related to the nested
sampling method and brings a new theoretical support for this algorithm. Furthermore
we propose optimal weights removing its bias and minimising its variance. In Section 4.3
we use recent results on randomised estimators [McLeish, 2011, Rhee and Glynn, 2015] to
address the issue of nested sampling termination. Especially we show that with a specific
randomising procedure given in Section 4.3.1, the nested sampling method can remain
unbiased with an almost surely finite number of terms. Furthermore this new estimator
only doubles the variance of the ideal one with an infinite number of terms. In Section 4.4
we thoroughly study the special case where Y = g(X) is heavy-tailed. Finally we discuss
the parallel implementation and present numerical results in Section 4.5.

All these methods still require an important number of simulations and are not usable
in some contexts such as the industrial one addressed here. In Chapter 5 we apply the
point process framework to metamodel-based algorithms. We focus on kriging [Krige, 1951,
Matheron, 1963, 1969, Wackernagel, 2013, Chiles and Delfiner, 2009] and show that all the
results derived with the deterministic code g remain valid using instead a random process
ξ with known distribution. We especially focus on Gaussian Process regression [Rasmussen
and Williams, 2006] and are able in this context to use the Poisson process framework
to monitor and drive efficiently the learning of the model with an easy computation of
the Stepwise Uncertainty Reduction (SUR) strategy [Bect et al., 2012]. We also suggest
new SUR criteria well suited for extreme events simulation. In Section 5.2 we develop the
general framework of an algorithm combining Poisson processes for rare event simulations
and metamodeling. Finally we apply this new algorithm in Section 5.3 to academic test
cases as well as to an industrial problem from CEA: the assessment of the reliability of a
containment vessel under dynamical loading. Finally, Appendix A gathers all the technical
results on parallel implementation and a study of the impact of parallel computing on the
properties of the estimators.
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Chapter 1

Monte Carlo methods for rare events

Throughout this thesis, we consider g : x ∈ X 7→ y ∈ R a deterministic function standing
for the computer code. x ∈ X is a finite- or infinite dimensional vector: x is either a set of
parameters of the computer code g and thus X ⊂ Rd for some d ≥ 1 or a time-dependent
trajectory x = (xt)t and X ⊂ (Rd)R. We also consider the so-called failure domain
F = {x ∈ X | g(x) > q} for some q ∈ R. The possible variations of the model parameters
are represented by a probability distribution over X. In the sequel we then consider random
inputs X defined on an underlying probability space (Ω,F ,P) with induced measure µX

over X. g is assumed to be measurable and Y = g(X) is hence a real-valued random
variable with distribution µY . While the law µX is always supposed to be known, the
random variable Y is only accessible through the computer code g and is then always
unknown. Formally, the problem of estimating the probability of failure p of the system
modelled by g reduces to measuring the set F :

p = µX(F ) = P [g(X) > q] =
∫

X
1g(x)>qdµX(x) (1.1)

with 1cond the indicator function returning 1 if the condition is verified and 0 otherwise.
This integration problem cannot be handled with usual quadrature rules because of

the dimension of X and the low value of p. A usual tool to estimate Eq. (1.1) is the crude
Monte Carlo method and we introduce it in Section 1.1. We discuss its statistical properties
and a possible implementation is given as well as an illustration on a toy example.

However this method is not well suited when both the probability is low and the
computer code expensive to evaluate. In this scope we present in section 1.2 the Importance
Sampling method which aims at building an other random variable Ỹ with the same
expectation as 1Y >q but a lower variance. While this method can be very efficient it
requires also some knowledge on the computer code. This cannot be verified here and in
the worst case, this can even turn this algorithm into a poorer method than the crude
Monte Carlo. In our setting it is not applicable and we come up with the Splitting method
in Section 1.3.

This method goes back to Kahn and Harris [1951] and has been widely used and
studied since then. Amongst other approaches we choose here to present it from the
computational budget point of view. Roughly speaking it means that we focus on the
precision of an estimator for a given fixed number of generated samples. This makes it
perhaps a little bit different to what is seen elsewhere, but in the end we come up with

3
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the more up-to-date references and results for these algorithms. The reader interested in
different approaches (Fixed Effort, Fixed Splitting, Fixed Success for instance) is referred
to [Diaconis and Holmes, 1995, Glasserman et al., 1996, 1999, Garvels, 2000, Amrein and
Künsch, 2011, Rubinstein et al., 2012] and references therein. Also somehow related to
Splitting but specific to the dynamic case, the RESTART method [Villén-Altamirano and
Villén-Altamirano, 1991] will not be addressed here.

The simulation methods presented before are designed for the estimation of extreme
probability. Yet there is a more general way to use them, precisely to estimate the
expectation of any real-valued random variable of the form Y = g(X). Widely used in
Bayesian analysis, the nested sampling method [Skilling, 2006] indeed implements a specific
case of the splitting method described in Section 1.3 and is presented in Section 1.4.

In Section 1.5 we present the usual notions used in rare event simulation to com-
pare algorithms and comment practical implementation with a special focus on parallel
computing.

Throughout the manuscript, a given estimator of p will be denoted by p̂, its standard
deviation will be σ and its coefficient of variation δ = σ/E [p̂]. When it is unbiased, δ is
also the relative Root Mean Squared Error (rRMSE) of the estimator.

1.1 Crude Monte Carlo method

The crude Monte Carlo method is a general tool to estimate integrals. It writes the sought
quantity as the expectation of a given random variable and only requires to be able to
generate such random variables. In this framework, Eq. (1.1) becomes:

p = P [g(X) > q] = E
[
1g(X)>q

]

and the random variable of interest is simply the indicator function of the model being
actually defective or not, i.e. a Bernoulli random variable with probability of success p
the sought value. From a practical point of view it can be generated by first sampling a
random X according to µX and then running the code g onto X.

1.1.1 Theoretical definition

Let us now consider N ≥ 1 independent and identically distributed (iid.) samples
(Xi)Ni=1 ∼ µX and the following statistic:

p̂MC = 1
N

N∑

i=1
1g(Xi)>q. (1.2)

4



1.1. Crude Monte Carlo method

p̂MC is the crude Monte Carlo estimator of p. It is unbiased:

E [p̂MC] = 1
N

N∑

i=1
E
[
1g(Xi)>q

]
= p,

and since the (Xi)i are independent, one has the following expression for its variance:

var [p̂MC] = 1
N2

N∑

i=1
var

[
1g(Xi)>q

]
= p(1− p)

N
. (1.3)

Hence the standard deviation σMC =
√

var [p̂MC] of the crude Monte Carlo estimator
decreases as 1/

√
N and so achieves a squared-root convergence rate. Furthermore, this

estimator is supported by two main theorems, it is the Strong Law of Large Numbers:

P
[

lim
N→∞

p̂MC = p
]

= 1

and the Central Limit Theorem:
√
N

p̂MC − p√
p(1− p)

L−−−→
N→∞

N (0, 1).

In other words the Strong Law of Large Numbers insures that the more samples used for
p̂MC, the more probable it is that the statistic be equal the sought probability p, while the
Central Limit Theorem gives the limit distribution of the estimator, which can be useful
for building confidence intervals. Indeed, for N large enough, it is often assumed that:

p̂MC
L∼ N

(
p, σ2

MC

)
. (1.4)

Now, letting α be a given probability (often α = 0.05 or α = 0.01) one can build
α−confidence intervals for p, i.e. random intervals Iα based on p̂MC such that P [p ∈ Iα] ≥
α. From the approximate law of p̂MC, one has:

P
[
−Z(α) < p̂MC − p

σMC
< Z(α)

]
= P [p̂MC − σMCZ(α) < p < p̂MC + σMCZ(α)] = 1− α

with Z1−α/2 the quantile of order 1− α/2 of a standard Gaussian random variable. Usual
values are Z0.975 = 1.96 and Z0.995 = 2.58. Since σMC is unknown, it is also estimated
with σ̂MC =

√
p̂MC(1− p̂MC)/(N − 1). This estimator almost surely converges toward σMC.

The confidence interval eventually writes [Rubino et al., 2009]:

Iα =

p̂MC −

√
p̂MC(1− p̂MC)

N − 1 Z1−α/2, p̂MC +
√
p̂MC(1− p̂MC)

N − 1 Z1−α/2


 .
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1.1.2 Limitation
As N goes to infinity the standard deviation σMC goes to zero and the interval becomes
narrower: its width is 2σMCZ(α) ∝ 1/

√
N . However this width is to be compared with p

to see how far the estimator can depart from the sought value. More precisely one has:

δ2
MC = σ2

MC
p2 = p(1− p)

Np2 = 1− p
Np

. (1.5)

When p� 1, Eq. (1.5) gives:
N = 1− p

pδ2
MC
≈ 1
pδ2

MC
.

This means that the required number of samples N to achieve a given target precision δMC

on the Monte Carlo estimator is directly inversely proportional to the sought probability
times the squared precision. A relatively rough precision of 10% hence gives N = 102p−1.
In the applications considered further in thesis this is clearly not affordable; as a matter
of comparison with a computer code running in 5 minutes on a cluster and a failure
probability of 10−6, this would make ≈ 951 years to compute.

To circumvent this limitation, low variance estimators have been proposed and will be
further introduced in Sections 1.2 and 1.3.

1.1.3 Practical implementation
Despite this relatively slow convergence, the crude Monte Carlo estimator can be efficiently
used when either the probability is not so small or the code is much faster to run.
Furthermore it is also the base tool of the advanced estimators introduced further in
Section 1.2 and 1.3 and serves as a reference in academic test cases when no analytical
solution is available.

We then present in Algorithm 1 a sequential basic approach to implement a Monte
Carlo estimator.

Algorithm 1 A sequential algorithm for crude Monte Carlo estimator
Require: NMC a total number of samples or δMC a given coefficient of variation
Require: a sampler of µX

N = 0; δ =∞; p̂MC = 0
while N < NMC or δ > δMC do

Sample X ∼ µX ; N ← N + 1
p̂MC = p̂MC + 1g(X)>q

δ =
√

(N − p̂MC)/((N − 1)p̂MC) . N = 1 or p̂MC = 0 gives δ =∞
end while
p̂MC = p̂MC/N

6



1.1. Crude Monte Carlo method

Remark 1.1. In Algorithm 1, the variance of p̂MC is estimated with p̂MC(1− p̂MC)/(N−1)
instead of p̂MC(1− p̂MC)/N . This classical correction applied to get an unbiased estimator
of the variance is sometimes omitted because N is supposed to be large. Eventually the
estimator of the coefficient of variation does not provide any guarantee. Generally speaking,
the estimation of the variance is even more sensitive to the rare event than the probability
itself. Further details on this topic can be found in [Glynn and Whitt, 1992, Rubino et al.,
2009].

Figure 1.1 below shows an example of the use of the crude Monte Carlo method to
estimate p = P [g(X) < q] with:

g : x ∈ R2 7→ min





3 + (x1 − x2)2

10 − |x1 + x2|√
2

−|x1 − x2|+ 7/
√

2
(1.6)

[originally defined by Waarts, 2000], X ∼ N (0, I) a standard Gaussian vector (I is the
2× 2 identity matrix) and q = 0.

-5

0

5

-5 0 5
x1

x
2

(a) N = 100

-5

0

5

-5 0 5
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x
2

(b) N = 104

Figure 1.1: Example of a crude Monte Carlo estimation on the standard Gaussian input
space with different sample sizes N with a limit-state function defined in Eq. (1.6). The
dots are the N iid. samples (Xi)Ni=1 ∼ µX : blue dots are failing samples while red ones
are in the safety domain. The boundary, i.e. the level set {x ∈ R2 | g(x) = 0} (unknown
in real settings) is added for visual purpose.

The corresponding estimated probabilities in Figure 1.1 are p̂MC(100) = 0/100 = 0 and
p̂MC(104) = 24/104 = 2.4× 10−3 with estimated variances 0 and 2.39× 10−7 respectively
(see Table 1.1) . The first estimator with only 100 samples is clearly not able to recover
the target probability while with an order of magnitude of 10−3 the estimator p̂MC(104)
gives a precision of order 10%.
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N p̂MC δ̂MC

102 0 ∞
104 2.4× 10−3 0.204124

Table 1.1: Estimation of a moderately low probability with the crude Monte Carlo method.

1.2 Importance Sampling

The limitation seen in the crude Monte Carlo estimator comes from the fact that the
standard deviation of a Bernoulli random variable with parameter p becomes much larger
than its expectation when the parameter p is small. In this context, the idea behind
Importance Sampling is to consider an other random variable with the same mean but a
lower variance. Reader is referred to [Glynn and Iglehart, 1989, Juneja and Shahabuddin,
2006] and references therein for more information about Importance Sampling.

Let Y be a real-valued random variable with distribution µY and finite expectation
E [Y ] <∞; and Ỹ be a real-valued random variable with distribution µỸ such that µY is
absolutely continuous with respect to µỸ :

∀B ∈ B(R), µỸ (B) = 0⇒ µY (B) = 0.

The Radon-Nikodym theorem states that µY has a derivative L against µỸ , such that:

∀B ∈ B(R), µY (B) =
∫

B
LdµỸ .

If one assumes that both µY and µỸ have a density with respect to the Lebesgue measure,
f and f̃ respectively, then L = f/f̃ and so it is often called the likelihood ratio of µY with
respect to µỸ . Finally, the problem of estimating the expectation of Y can be rewritten:

E [Y ] =
∫

R
ydµY (y) =

∫

R
yL(y)dµỸ (y) = E

[
Ỹ L(Ỹ )

]
.

Hence it is possible to estimate E [Y ] with a Monte Carlo estimator and samples generated
according to µỸ given that the generated samples are multiplied by the likelihood ratio.
The question is now to find the optimal distribution µỸ – i.e. the distribution which will
minimize the variance of the Monte Carlo estimator based on Ỹ – such that the domination
condition remains true. In this context, the Cauchy-Schwarz inequality stands:

E
[(
Ỹ L(Ỹ )

)2
]
≥ E

[
|Ỹ L(Ỹ )|

]2

with equality iff. 1 ∝ |Ỹ L(Ỹ )|. This equality is solved using the fact that a probability
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measure sums up to 1 and one finally finds that the optimal distribution is:

∀B ∈ B(R), µỸ (B) =
∫

B

|y|
∫ |y|dµY (y)dµY (y).

Then the optimal distribution strongly depends on the problem at stake and if Y ≥ 0 the
optimal Importance Sampling estimator has a null variance. More precisely in our setting,
y = 1g(x)>q ∈ {0, 1} and one finds:

∀y ∈ R, dµỸ (y) = y

p
dµY (y).

In other words, the optimal importance distribution only samples successes of the Bernoulli
random variable. One can write this in terms of distributions over X and the optimal
importance distribution µX̃ eventually writes:

∀x ∈ X, dµX̃(x) = 1g(x)>q

p
dµX(x).

While not of great practical use, it lets define some adaptive strategies to approximate it,
for example by selecting an importance distribution amongst a family of well-chosen ones
minimizing a given distance to the optimal distribution. The well-known cross-entropy
method is one of those and the interested reader is referred to [Rubinstein, 1999, Rubino
et al., 2009, Rubinstein, 2009a] for more information.

Indeed in our setting, no assumption has to be made on the computer code. In this
context it may be very difficult to find an appropriate importance distribution and a bad
choice may lead to an estimator with an even greater variance. Even more difficult while
impossible is to insure that the absolute continuity assumption is verified. For all these
reasons this estimator will not be considered as an option later in this thesis.

1.3 Splitting

Splitting, originally called multilevel splitting [Kahn and Harris, 1951] in a dynamic case
(X is a trajectory) and rediscovered in the static case by Au and Beck [2001] under the
name Subset Simulation is based on the idea that the rare event should be split into several
events such that going from one to another such events is less rare.

Remark 1.2. In the sequel we will use indifferently the terms splitting and multilevel
splitting while Subset Simulation refers to a specific implementation developed in Section
1.3.2.

More precisely, Splitting makes use of a finite sequence of nested subsets (Fi)mi=0 such
that F0 = X and Fm = F the original failure domain. Then using the Bayes’ rule it writes

9
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the sought probability as a product of conditional ones:

P [X ∈ F ] =
m∏

i=1
P [X ∈ Fi | X ∈ Fi−1] =

m∏

i=1
pi (1.7)

with ∀i ∈ J1,mK, pi = P [X ∈ Fi | X ∈ Fi−1].

1.3.1 Ideal splitting

From Eq. (1.7) the goal is then to estimate each conditional probability independently
using crude Monte Carlo estimation. Let us consider that each pi is estimated with a
number of samples Ni. Denote by p̂i the corresponding estimators, one has:

∀i ∈ J1,mK, E [p̂i] = pi and var [p̂i] = pi(1− pi)
Ni

.

Then, the multilevel splitting estimator p̂MS is defined as follows:

p̂MS =
m∏

i=1
p̂i. (1.8)

Since the p̂i are independent, one can derive its mean and coefficient of variation:

E [p̂MS] = E
[
m∏

i=1
p̂i

]
=

m∏

i=1
E [p̂i] =

m∏

i=1
pi = p

and:

δ2
MS =

m∏
i=1

E
[
p̂i

2
]
− p2

p2 =
m∏

i=1

(
var [p̂i] + p2

i

p2
i

)
− 1 =

m∏

i=1
(δ2
i + 1)− 1.

For a given number of subsets m and a total number of samples N one can look for the
parametrisation (choice of the subsets and sample size for the probability estimations)
minimising the squared coefficient of variation:

argmin
pi∈(0,1], i∈J1,mK
Ni≥1, i∈J1,mK

m∏

i=1
(δ2
i + 1)− 1 s.t.

m∏

i=1
pi = p;

m∑

i=1
Ni = N. (1.9)

Here as in the crude Monte Carlo method the parameter N is supposed to be fixed and
represents somehow the total computational cost one can afford. This point will be further
developed in Section 1.5. Let λp and λN be the Lagrange multipliers for the constrained
optimisation problem (1.9). In addition to the two constrained equalities, the system
eventually reduces to m pairs of equations:





∆i = Nipipλp

∆i(1− pi) = N2
i piλN

10
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for all i ∈ J1,mK, with ∆i = 2(δ2
MS + 1)δi/(δ2

i + 1). Hence the couples (pi, Ni)mi=1 satisfy
all the same equations and are equal to some (p0, N0). Finally, using the constraints one
finds: 




m∏
i=1

pi = p ⇒ ∀i ∈ J1,mK, pi = p0 = p
1
m

m∑
i=1

Ni = N ⇒ ∀i ∈ J1,mK, mNi = mN0 = N
. (1.10)

Note that this theoretical optimisation is done on the augmented domain ∀i ∈ J1,mK, Ni ∈
R∗+. If the total budget N cannot be split into m equal parts, solution (1.10) is not feasible.
However this result means that all the conditional probabilities have to be estimated with
the same precision, i.e. with coefficient of variations δi of the same order of magnitude δ0.

δ2
MS =

m∑

i=1
δ2
i + o(δ2

0),

which means that for any Ni ≤ Nj, (i, j) ∈ J1,mK, one should have pi ≥ pj such that
δi = δj. In any cases, assuming that this solution is feasible leads to the following result:

δ2
MS = (δ2

0 + 1)m − 1 (1.11)

with δ2
0 = (p−1/m − 1)m/N . One can now wonder what is the best way to split the failure

domain for a given number of samples N , i.e. if there is an optimal number m ≥ 1 of
subsets for a given N . If one looks for m ∈ R+, one has:

∂δ2
MS

∂m
= log

(
δ2

0 + 1
)

(δ2
0 + 1)m +m(δ2

0 + 1)m−1 ∂δ
2
0

∂m
. (1.12)

Eq. (1.12) is intractable analytically. However, if one assumes that N � 1, it simplifies to:

0 = δ2
0 +m

∂δ2
0

∂m

0 = (p−1/m − 1)m+m(p−1/m − 1 + log p
m

p−1/m)

0 = 2(1− p0) + log p0.

This latter equation has two solutions: either p0 = 1 which is not possible, or p∗0 ≈
0.2032. Since the function p0 ∈ (0, 1) 7→ 2(1− p0) + log p0 is increasing until p0 = 0.5, it is
negative before 0.2 and positive afterwards. Then this solution is a minimum. This result
is consistent with the approximation used: with this latter value δ2

0 = − log p/(2p∗0N).
In general settings, p . 10−5 and N ≥ 1000, which gives δ2

0 . 10−2. Eventually we can
conclude that the optimal splitting method with fixed total number of samples N is the
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following [see Rubino et al., 2009, Section 3.3.2]:




pi = p∗0 ≈ 0.2032 ∀i ∈ J1,mK

m = log p
log p∗0

≈ −0.63 log p

Ni = N

m
= N log p∗0

log p ≈ 1.59 N

− log p ∀i ∈ J1,mK

δ2
i = δ2

0 = (p∗0)−1 − 1
N

log p
log p∗0

≈ 2.46− log p
N

∀i ∈ J1,mK

δ2
MS = (δ2

0 + 1)m − 1 = (log p)2

N

1− p∗0
p∗0(log p∗0)2 + o

( 1
N

)

≈ 1.54(log p)2

N
+ o

( 1
N

)

(1.13)

This optimality result has been found neglecting the fact that N and m are integers.
Furthermore this optimal solution depends on p the sought value and is thus not imple-
mentable. However as for the Importance Sampling estimator (see Section 1.2) it can give
guidelines for a practical suboptimal implementation.

1.3.2 Adaptive splitting

The optimal settings for the splitting method found in Section 1.3.1 are not usable in
practice. Indeed they require to know in advance the target probability p and the cdf of
g(X) to define the sequence (Fi)mi=1. Moreover it is not possible to generate iid. conditional
samples from scratch. While it could be possible to use an oracle sequence (qi)mi=1 to define
suboptimal subsets, or to get such a sequence from a first pilot run [Botev and Kroese,
2008, 2012], an other option is to define the splitting on-the-fly while the algorithm is
running. These strategies are referred to as adaptive.

Subset Simulation The basic idea is to select the subsets iteratively with a heuristic
approach based on a current population, i.e. a set of iid. samples. The optimality result
for the conditional probability p∗0 gives a possible choice for this heuristic method: get qi
as the crude Monte Carlo estimator of the p0 quantile, with p0 a given arbitrary value
(often set to 0.1). A direct application of this principle leads to the Subset Simulation
method (see Algorithm 2).

On lines 4 and 9 of Algorithm 2, qm+1 is the crude Monte Carlo estimator of a quantile
of order 1 − p0, i.e. the d1 − p0e ordered statistic of the N0−samples [see for example
Arnold et al., 1992]. The sequential approach of this algorithm does not only serve the
definition of the subsets but also to sample from the conditional distributions (line 7).
Indeed its link with Sequential Monte Carlo methods [Chopin, 2002, Del Moral et al., 2006,
Le Gland, 2007, Vergé et al., 2013, Smith et al., 2013, Beskos et al., 2016] and Interacting
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Algorithm 2 Subset Simulation [Au and Beck, 2001, Cérou et al., 2012]
Require: N0 ≥ 1 . the Monte Carlo population size for each subset
Require: p0 ∈ (0, 1) . a probability for defining the thresholds
Require: a sampler of µX(· | g(X) > y),∀y < yR the right endpoint of Y .

p̂SS = 1, m = 0, qm = −∞
Sample N0 iid. particles (Xj)N0

j=1 ∼ µX(· | g(X) > qm)
3: ∀j ∈ J1, N0K, Yj = g(Xj)
qm+1 = Y(dN0(1−p0)e)

while qm+1 < q do
6: m← m+ 1

Resample the N0(1− p0) Xj such that Yj < qm according to µX(· | g(X) > qm)
Evaluate g on the new samples

9: qm+1 = Y(dN0(1−p0)e)

p̂SS ← p̂SS × p0

end while
12: qm+1 ← q

p̂r0 = 1
N0

N0∑
i=1

1g(Xi)>q

p̂SS = p̂SS × p̂r0

Particles System [Del Moral, 2004] lets obtain the following result [Cérou et al., 2012]:

m
a.s.−−−−→

N0→∞
m0

def= b log p
log p0

c. (1.14)

Furthermore, assuming that the cdf of Y = g(X) is continuous, the estimator p̂SS supports
a Central Limit Theorem:

√
N0(p̂SS − p) L−−−−→

N0→∞
N (0, σ2

SS) (1.15)

with σ2
SS = p2

(
m0(p−1

0 − 1) + p−1
r0 − 1

)
and pr0 = pp−m0

0 .

The adaptive version of the splitting method succeeds in producing evenly spaced
subsets for all but the last one. These convergence results show that the adaptive version
of the algorithm converges toward the optimal one in some of its properties, namely the
number of subsets and the variance of the estimator. Yet it is biased:

N0
E [p̂SS]− p

p
−−−−→
N0→∞

m0(p−1
0 − 1). (1.16)

This positive bias is a direct consequence of the use of a Monte Carlo based quantile
estimator at each iteration. Furthermore, these results require the continuity hypothesis
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of the cdf of g(X), which cannot be verified in practice.

Adaptive Multilevel Splitting An other heuristic approach used to defined iteratively
the sequence (qi)mi=1 is to select the k−ordered statistic. We will refer to this implementation
as the Adaptive Multilevel Splitting (AMS) method; it is described in Algorithm 3.

Algorithm 3 Adaptive Multilevel Splitting [Cérou and Guyader, 2007, Bréhier et al.,
2015a]
Require: N0 ≥ 1, k ∈ J1, N0 − 1K

Require: a sampler of µX(· | g(X) > y), ∀y < yR the right endpoint of Y .
M = 0; qM = −∞; p̂AMS = 1
Sample N0 iid. particles (Xj)N0

j=1 ∼ µX(· | g(X) > qM)
3: ∀j ∈ J1, N0K, Yj = g(Xj)
qM+1 = Y(k)

while qM+1 < q do
6: M ←M + 1

p̂AMS ← p̂AMS ×
1
N0

N0∑
i=1

1g(Xi)>qM

Resample the particles such that Yj ≤ qM according to µX(· | g(X) > qM)
9: Evaluate g on the new samples

qM+1 = Y(k)

end while
12: qM+1 ← q

p̂AMS = p̂AMS ×
1
N0

N0∑
i=1

1g(Xi)>q

Before the work of Bréhier et al. [2015a] the algorithm used at line 7 the ready-made
formula p̂i = 1− k/N . However if the cdf of g(X) is not continuous the ordered statistic
may not be unique and the estimator is not consistent. The issue of possible discontinuities
in the cdf of g(X) has gained a lot of attention recently [Simonnet, 2016] and will be
further discussed in Section 3.5. This correction insures the unbiasedness of the estimator
in any case.

With the continuity hypothesis, Bréhier et al. [2015b,c] showed a Central Limit Theorem
and gave theoretical formulae for the variance, whatever k. However one of the main
differences between Algorithms 2 and 3 lies in the number of iterations: while it converges
toward a deterministic value in the first case (see Eq. 1.14) it remains here a non-degenerate
random variable and is thus denoted by capitalM . We report here the results from [Bréhier
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et al., 2015c, Section 5.2] with our notations:

E [M ] = N0

k

(
− log p− (k − 1)(− log p− 1)

2N0
+ o

( 1
N0

))
(1.17)

var [p̂AMS] = p2

N0

(
− log p+ (log p)2 + (k − 1)| log p|

2N0
+ o

( 1
N0

))
. (1.18)

While the expected number of iterations decreases with k (see Eq. 1.17), the variance of
the estimator is the smallest with k = 1. An optimal setting can be found when looking
at the variance against the total number of generated samples. Precisely the cost of an
estimator is defined as the product of its coefficient of variation and the computing effort
required to generate it (see also further Section 1.5 and Section 4.3):

var [p̂AMS]
p2 × (k E [M ] +N0) =

(
| log p|+ | log p|2

)(
1 + | log p|

2N0

)

+ | log p|(k − 1)
N0

+ o
( 1
N0

)
. (1.19)

Last Particle Algorithm Equations (1.18) and (1.19) show that the optimal (minimal
variance and cost) choice for the adaptive multilevel splitting method is to set k = 1. With
the continuity hypothesis this can be understood because this choice leads to evenly spaced
subsets: all of them will be estimated with the same value 1− 1/N . This special case is
referred to as the Last Particle Algorithm [Guyader et al., 2011, Simonnet, 2016]: at each
iteration of Algorithm 3, only the particle with the smallest Yj is resampled (see line 8; a
complete description of the Last Particle Algorithm is given in Appendix A, Algorithm
22).

It can be noticed that with this setting and in the idealised case where conditional
simulations are performed exactly, the random number of iterations M follows a Poisson
distribution with parameter −N0 log p [Huber and Schott, 2011, Guyader et al., 2011].
This result lets have the exact distribution of the estimator p̂LPA whatever N0 and so
allows for building non-asymptotic confidence intervals. Finally the properties of the Last
Particle Algorithm with the continuity hypothesis are the following ones:





M ∼ P (−N0 log p)
E [M ] = var [M ] = −N0 log p

p̂LPA =
(

1− 1
N0

)M

E [p̂LPA] = p

δ2
LPA = p−1/N0 − 1 = − log p

N0
+ o

( 1
N0

)

. (1.20)

Inverting the relation between p̂LPA and M , Guyader et al. [2011] also defined a quantile
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estimator:
q̂LPA = qM0 (1.21)

with M0 = d log p
log(1−N−1

0 )
e and qm the minimum found at iteration m of Algorithm 3 with

k = 1. This estimator will be further discussed in Chapter 3, Section 3.4.

Comparison between ideal and adaptive splitting The adaptive strategy lets define
two practical Splitting algorithms. In these implementations it is not possible to insure a
total fixed number of generated samples N . The Subset Simulation method (Algorithm 2)
lets approach it because its random number of iterations converges almost surely toward a
constant. However it is biased.

The other implementation, referred to as Adaptive Multilevel Splitting (Algorithm 3)
makes use of the k−ordered statistic to define iteratively the thresholds and then uses a
crude Monte Carlo. It is unbiased and can handle discontinuities in the cdf of g(X) (see
also Section 3.5 on this latter issue). Amongst all the possible choices for k ∈ J1, N − 1K,
k = 1 (Last Particle Algorithm) has been shown to be optimal in terms of total variance
of the final estimator against expected total number of generated samples. Furthermore
the distribution of the Last Particle Algorithm estimator is well-determined. In table 1.2
we summarise these results.

Ideal splitting Optimal adaptive splitting

Subset definition p∗0 ≈ 0.2032 k = 1

Nbr. of subsets m = log p/ log p∗0 M ∼ P(−N0 log p)

Nbr. of samples N N0 ×m deterministic M +N0 random

Coef. of var. δ2 − log p
N0

(p∗0)−1 − 1
− log p∗0

+ o
( 1
N

) − log p
N0

+ o
( 1
N0

)

N VS δ2 (log p)2

δ2
(p∗0)−1 − 1
(log p∗0)2 +o

( 1
δ2

)
P
(

(log p)2

log (δ2 + 1)

)
+

− log p
log (δ2 + 1)

Table 1.2: Comparison between ideal and adaptive splitting when the cdf of g(X) is

continuous. Note that (p∗0)−1 − 1
− log p∗0

≈ 2.46 and that (p∗0)−1 − 1
(log p∗0)2 = 1.54 with p∗0 = 0.2032.

In a sequential strategy such as the one described in Algorithm 2, the fixed parameter
is not N the total number of generated samples but N0 the number of samples per step.
In this context Table 1.2 shows that the optimal choice would be p0 → 1 in order to have
δ2

MS ≈ − log p0/N0. This is achieved with the Last Particle Algorithm, which shows that it
is the best adaptive strategy for the Multilevel Splitting method. On the other hand, when
N is fixed, one can calculate the probability that the total number of samples generated by
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the optimal adaptive strategy is lower than the one with optimal p∗0 ≈ 0.2. Using Normal
approximation of a Poisson distribution and an asymptotic expansion in 1/δ2 one has:

P [NLPA < NMS] = P


(

log p
δ

)2

+
(

log p
δ

)
U + | log p|

δ2 <

(
log p
δ

)2

1.54



= P
[
U <

1
δ

(0.54| log p| − 1)
]

with U ∼ N (0, 1). Standard values of p . 10−5 and δ = 10% give (0.54| log p| − 1) δ−1 ≈
56.77 and so one can conclude that the optimal Adaptive Splitting will always (i.e. with
great probability) generate less samples than the optimal Splitting with fixed number of
samples N . This justifies the fact that in the sequel we will focus on adaptive Splitting
even if the original industrial problem is often defined with a fixed computational budget.

1.3.3 Conditional sampling

In practice the adaptive splitting uses Markov chains to simulate according to the condi-
tional distributions. At least this will increase the variance of the estimator. Very recently
this issue has been tackled by Bréhier et al. [2015a] who show that the estimator remains
unbiased in the dynamic case X = (Xt)t using the Markov property of the trajectory and
successive appropriate filtrations; and by Cérou and Guyader [2016] who proved the same
Central Limit Theorem as their previous result in the ideal case [see Cérou et al., 2012].

In this section we present commonly used tools to perform these simulations for both
the static X ∈ X ⊂ Rd and the dynamic case (Xt)t ∈ X ⊂ (Rd)R. While a lot of ongoing
research is devoted to the improvement of such methods and more advanced algorithms are
now available, this thesis focuses on finding an optimal (in some sense specified throughout
the manuscript) estimator given these conditional simulations are possible. In a sense, we
focus on optimising the estimators while these researches strive to make them more robust.
These two approaches are complementary and this distinction justifies the fact that the
skilled reader may find that this section lacks depth.

Metropolis-Hastings method When X ⊂ Rd for some d ≥ 1, one looks indeed for
a simulator of the truncated distributions µX(· | g(X) > y) for all y in the support of
µY . Assuming that µX has a density π with respect to the Lebesgue measure, it means
that one wants to simulate X ∼ 1g(x)>yπ(x)/P [g(X) > y]. A general idea for simulating
from a given distribution known up to a given constant is to use the convergence property
of a Markov chain to its unique invariant measure. This strategy is referred to as the
Metropolis-Hastings algorithm in the literature, from the pioneering work of Metropolis
and Ulam [1949] further extended by Hastings [1970]. This presentation follows [Delmas
and Jourdain, 2006].

The idea of this algorithm is to select an irreducible transition kernel and to modify its
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Part I, Chapter 1 – Monte Carlo methods for rare events

dynamic to manipulate indeed a transition kernel with stationary distribution the one we
look for. More precisely let f be a target distribution density and Q be transition kernel
probability density such that ∀(x1,x2) ∈ X2, Q(x1,x2) = 0 ⇔ Q(x2,x1) = 0 we build a
function ρ : X2 → (0, 1] such that f is reversible for the modified kernel ρQ:

∀(x1,x2) ∈ X2, f(x1)ρ(x1,x2)Q(x1,x2) = f(x2)ρ(x2,x1)Q(x2,x1). (1.22)

The function ρ is considered as a probability of acceptance and should verify the equation:

ρ(x1,x2) = γ

(
f(x2)Q(x1,x2)
f(x1)Q(x2,x1)

)
, ∀(x1,x2) ∈ X2 | Q(x1,x2) > 0

with γ : R∗+ → (0, 1] verifying γ(u) = uγ(1/u). The case γ(u) = min(1, u) corresponds to
the Metropolis-Hastings algorithm while γ(u) = u/(1 + u) stands for the Boltzmann one
for instance.

Then, from a given X0 taking values in the support of f , a sequence X1, · · · ,Xn is
built as follows (see also Algorithm 16):

1. generate Xn+1 ∼ Q(Xn, ·);

2. sample U ∼ U [0, 1] independently;

3. if U > ρ(Xn,Xn+1), Xn+1 ← Xn;

4. n← n+ 1.

Hence (Xn)n is a Markov chain with transition kernel defined by:

P (x1,x2) = ρ(x1,x2)Q(x1,x2)

for x2 6= x1 and:
P (x1,x1) = 1−

∫

X\{x1}
P (x1,x2)dx2

for all (x1,x2) ∈ X2. Eq. (1.22) implies that (Xn)n is a reversible irreducible Markov
chain for f since Q is supposed to be irreducible. So its invariant distribution is f . If
furthermore (Xn)n is aperiodic, it converges in law to f .

In our practical implementations f(x) ∝ 1g(x)>yπ(x) for some y in the support of µY

and Q is always chosen to be a symmetric kernel such that ρ reduces to:

ρ(x1,x2) = min
(

1,1g(x2)>y
π(x2)
π(x1)

)
= 1g(x2)>y min

(
1, π(x2)
π(x1)

)
. (1.23)

This latter equality shows that the Metropolis-Hastings algorithm can be computed
in two steps: 1) the drawing of a sample which has indeed π as target distribution,
2) the acceptance-rejection scheme to insure that it is in the right domain. Eventually,
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1.3. Splitting

if µX is a distribution for which a ready-made transition kernel K is available, then the
Metropolis-Hastings algorithm can be simplified:

1. generate Xn+1 ∼ K(Xn, ·);

2. if g(Xn+1) < y, Xn+1 ← Xn;

3. n← n+ 1.

For instance if π is the standard multivariate normal distribution, then a possible choice
for K is [Guyader et al., 2011, Cérou et al., 2012]:

K(x1,x2) =
√

1 + σ2

2πσ2 exp

−1 + σ2

2σ2

(
x2 −

x1√
1 + σ2

)2

 (1.24)

which practically speaking means that:

Xn+1 = Xn + σU√
1 + σ2

with U an independent standard Gaussian vector. The parameter σ > 0 has to be tuned.
It is often initialised at 0.3 and updated on-the-go to get an acceptance ratio close to
30% (lowered or augmented by a factor of 10% iterations after iterations) [Guyader et al.,
2011]. In a more general setting, usual choices for Q are based on U a centred Uniform or
Gaussian random variable and the proposed transition:

Xn+1 = Xn + σU

accepted with probability ρ(Xn,Xn+1) with ρ given by Eq. (1.23).

Gibbs sampler The Gibbs sampler also works with finite dimensional vectors and is
specifically designed for high dimensional input spaces X. Indeed it makes an iterative
sampling of the one-dimensional conditional distributions where all but one coordinates
are fixed [see for example Ross, 2013].

Algorithm 4 A systematic Gibbs sampler
Require: X ∼ f the target density

draw X∗1 ∼ f(x1 | X2, · · · , Xd)
for i ∈ J2, d− 1K do

3: draw X∗i ∼ f(xi | X∗1 , · · · , X∗i−1, Xi+1, · · · , Xd)
end for
draw X∗d ∼ f(xd | X∗1 , · · · , X∗d−1)

6: return X∗ ∼ f
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Part I, Chapter 1 – Monte Carlo methods for rare events

We consider X = (X1, · · · , Xd) a random vector with distribution f . In a systematic
Gibbs sampler (see Algorithm 4), the coordinates of X are resampled iteratively according
to their index. In a random Gibbs sampler, each coordinate is first chosen at random
with the draw of a uniform random variable over the discrete set {1, · · · , d}. Another
variant, namely the Metropolis-within-Gibbs sampler, makes use of a Metropolis-Hastings
transition kernel to generate according to the conditional distributions (lines 1, 3 and 5).
This has been shown to improve upon the standard Metropolis-Hastings algorithm when
the dimension of the input space is high [Au and Beck, 2001].

Dynamic case Recall that in the dynamic case, X ⊂ (Rd)R, the goal is to estimate
the probability that a trajectory – a random process often the solution of a stochastic
differential equation – enters a given set B before another set A. These sets are metastable
and the probability to escape from one to another is very low. In this context the function
g which was given in the static case is now somehow an artefact used to quantify the
proximity of one trajectory to the target set. This function is referred to as the reaction
coordinate or the importance function. The effectiveness of the splitting algorithm may
depend strongly on a proper choice for g [Glasserman et al., 1998, Bréhier, 2015].

On the other hand, the conditional simulation of the trajectory is almost straightforward
for Markov Process: from a given trajectory X = (Xt)t for which g(X) > y for some y
in the support of µY one wants to sample above, one only has to replicate the trajectory
until the first time ty it reaches {X ∈ X | g(X) > y} and then to simulate the original
dynamic from this entrance state Xty (the stochastic differential equation for instance).
The possible side effects of time discretisation have been taken into account by Bréhier
et al. [2015a] and this algorithm remains unbiased.

Finally, note that all these algorithms for simulating conditional distributions do not
output iid. samples. Usually the first samples are discarded to reach the stationary
distribution and this is referred to as the burn-in. The correlation between samples
can then be reduced by selecting only a fraction of the chain: the thinning is the ratio
of selected samples, for instance one sample each b steps. Note that when the initial
sample already follows the target distribution, the burn-in indeed only serves independence
purpose.

1.4 Nested sampling

Nested sampling was introduced in the Bayesian framework by Skilling [2006] as a method
for “estimating directly how the likelihood function relates to prior mass”. Formally, it
builds an approximation for the evidence:

Z =
∫

Θ
L(θ)π(θ)dθ,
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where π is the prior distribution, L the likelihood, and Θ ⊂ Rd. It is somehow a quadrature
formula but in the [0, 1] interval rather than in the original multidimensional space Θ:

Z =
∫ 1

0
Q(P )dP,

where Q is the quantile function, which is the generalised inverse of:

P (λ) =
∫

L(θ)>λ
π(θ)dθ. (1.25)

Hence the name nested sampling because the initial input space is divided into nested
subsets {θ ∈ Θ | L(θ) > λ}. Indeed this latter quantity (Eq. 1.25) is exactly the one
estimated in rare event simulation for a given λ.

The recent Bayesian Updating with Structural reliability (BUS) method [Straub and
Papaioannou, 2014, Straub et al., 2016] exploits this link and proposes to plug several
reliability tools into this integral (FORM/SORM, Line Sampling and Subset Simulation
for instance). The Generalised Adaptive Multilevel Splitting method of Bréhier et al.
[2015a] focuses on the branching of the adaptive multilevel splitting while the practical
implementation suggested by Skilling [2006] is indeed the Last Particle Algorithm. These
links and further results will be presented in Chapter 4.

For now, we just come up with the formulation of Skilling [2006]: let (L(Xi))i be the
sequence of the successive minima of the Last Particle Algorithm with N0 particles, then
form the following estimator:

Z̃ =
T∑

i=1
L(Xi)

(
e
i−1
N0 − e

i
N0

)
(1.26)

with T a given stopping time which has to be tuned or selected according to some given
criterion. The convergence of the approximation error toward a Gaussian distribution has
been proven [Chopin, 2002] assuming that Q is twice continuously differentiable with its
two first derivatives bounded over [ε, 1] for some ε > 0. Yet the termination rule of the
nested sampling algorithm is an open issue and Chapter 4 will bring some new insight
onto it using Multilevel Monte Carlo (MLMC) methods. We will also propose corrected
weights for sum (1.26) and give other theoretical results on the nested sampling estimator.

1.5 Efficiency of the estimators

Two different notions are usually used to quantify the quality of an estimator in the rare
event context: 1) its robustness, i.e. how it behaves when the probability becomes smaller;
and 2) its reliability, i.e. which confidence intervals can be built and how reliable they
are. Indeed, confidence intervals often require to estimate not only the sought probability
but also a variance, and this may result in very bad confidence intervals. These notions
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will be presented here but the reader interested in more details and examples is referred
to [Rubino et al., 2009, Section 4] and [L’Ecuyer et al., 2010] for even more advanced
concepts.

Remember that the main problem of this thesis is the estimation of the quantity (1.1),
it is: p = P [g(X) > q] for a given q. Assume that we have defined an estimator p̂ of p for
any q, one considers the relative moment of order k of the estimator p̂:

mk(q) =
E
[
p̂k
]

pk
. (1.27)

The estimator p̂ is said to have a Bounded Relative Moment of order k (BRMk) if:

lim sup
q→∞

mk(q) <∞. (1.28)

Note that by usual properties of the moments of a random variables, one has ∀k <

k′, BRMk′ ⇒ BRMk. Especially p̂ has a Bounded Relative Error (BRE) if its coefficient
of variation remains finite when p goes to 0:

lim sup
p→0

σ

p
<∞.

In Section 1.1.2 we have derived confidence intervals for the crude Monte Carlo estimator.
Precisely their width are directly proportional to the coefficient of variation of the estimator.
Hence the BRE means that the width of the interval decreases at least as fast as the
quantity p itself.

This property is quite stringent and it can happen that no estimator is found satisfying
it in some applications. In this context the weaker Logarithmic Efficiency (LE) is used.
An estimator will have the LE property of order k ≥ 1 if:

log E
[
p̂k
]

k log p −−→
p→0

1. (1.29)

This means that the estimator goes to 0 as fast as the sought quantity p. This is the
best possible rate for an unbiased estimator since one has: E

[
p̂k
]
− pk ≥ 0 from Jensen’s

inequality.
As an illustration, the optimal adaptive multilevel splitting algorithm defined in Section

1.3.2, it is the Last Particle Algorithm, does not have a bounded relative error:

δ2
LPA = p−1/N0 − 1 −−→

p→0
∞.

However it asymptotically achieves the logarithmic efficiency for all k ≥ 1:

log E
[
p̂kLPA

]

k log p = N0

k

[
1−

(
1− 1

N0

)k]
= 1− k − 1

2N0
+ o

( 1
N0

)
.
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Another interesting attribute of the Last Particle Algorithm is that the estimation
of the variance is much less sensitive than in a crude Monte Carlo algorithm thanks to
the Poisson distribution of the random number of iterations M [Huber and Schott, 2011].
While crude Monte Carlo requires the estimator of the expectation to build an estimator
of the variance, in the Last Particle Algorithm one has straight away an estimator of the
relative variance:

δ2
LPA = − log p

N0
+ o

( 1
N0

)
= E

[
M

N2
0

]
+ o

( 1
N0

)
.

Hence M/N2
0 is a biased estimator of δ2

LPA whose variance var [M/N2
0 ] = − log p/N3

0 is not
more sensitive to the extreme event that the one of p̂LPA.
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Chapter 2

Rare event simulation and surrogate
models

We have defined in Chapter 1 advanced statistics to estimate a probability of exceeding a
threshold (see Eq. 1.1). However it can happen that the computational budget is so small
that there are still too many calls to the computer code using these methods. As a matter
of fact in some industrial settings, and especially the one we are interested in, the goal is
to estimate p . 10−5 with N ≈ 100 to 1000 calls to the code.

In this chapter we restrict ourselves to the case where X = Rd or X ⊂ Rd is a hypercube
for some d ≥ 1. While this assumption may not be necessary for defining the mathematical
tools below, it makes it simpler and it corresponds indeed to our real industrial setting: x
is a set of parameters of a computer experiment g : x ∈ X 7→ y ∈ R. In this context, g
is called the limit-state function defining the failure domain F = {x ∈ X | g(x) > q}, for
some q ∈ R. The random parameters are modelled with X a random vector defined on an
underlying probability space (Ω,F ,P) with induced measure µX over X and g is assumed
to be measurable. Like in the previous chapter, the probability of failure is hence defined
by p = µX(F ).

The problem of approximating a computer code g seen as a black-box from a set of
its input-output couples (xi, g(xi))Ni=1, N ≥ 1 is rather usual and the reader interested in
an overview of this topic is referred to books by Santner et al. [2003], Hastie et al. [2005],
Fang et al. [2005], Rasmussen and Williams [2006], Forrester et al. [2008] or recent PhD
thesis by Chevalier [2013] and Le Gratiet [2013]. More dedicated results on uncertainty
quantification can be found in [Ghanem et al., 2017].

In the rare event setting, it means that one has to rely on cheap-to-compute approxima-
tions, either of the boundary, which is equal to {x ∈ X | g(x) = q} provided g is continuous
(construction of a classifier) or of g over the whole domain X. Then the computational
budget can be spent enriching these metamodels and final computations be performed
only with them. The use of such techniques requires to answer mainly three questions:
1) what kind of metamodels should be used? 2) how to make the metamodel g̃ closer to
the real model g or to the boundary? and 3) how to use the metamodel? Some surrogate
models do not give any precise information on the closeness of g̃ to g or to the boundary
while others, like Kriging [Krige, 1951], define pointwise distribution of the error. Hence
enrichment strategies will also depend on the metamodel used.

We review here some of the most usual surrogate models used for rare event estimation
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following the three questions above mentioned. Another general introduction can be found
in [Sudret, 2012]. Reader is referred to the proceedings of the most recent international
conferences [Deodatis et al., 2014, Haukaas, 2015] for last updates and improvements of
practical algorithms.

2.1 Usual surrogate models

As specified in the introduction, a metamodel is then an analytical function belonging to
a specific class of functions (its type) characterised by a set of parameters tuned using the
available data. It is expected to be fast to compute and so to be used in the statistical
methods seen in Chapter 1.

2.1.1 First/Second order reliability method

The First-Order Reliability method (FORM), defined for standard Gaussian input spaces:
X = Rd and X ∼ N (0, Id) with Id the identity matrix in dimension d, is based on a linear
approximation of the limit-state function around the so-called Most Probable Failure Point
(MPFP). Indeed this method assumes that the origin is not in the failure domain and so
the MPFP is the failure point x∗ that is the closest to the origin:

x∗ = argmin
x∈X

||x||2 s.t. g(x) > q (2.1)

with || · ||2 a Euclidean norm. In the original FORM method, this point is supposed to
be unique, i.e. that the problem (2.1) has a unique solution. Then, provided g is smooth
enough, the Taylor expansion at x∗ writes:

g(x) = g(x∗) +∇g(x∗)>(x− x∗) + o (||x− x∗||2) (2.2)

such that if one only retains the first order approximation for the probability of failure,
one finds:

p ≈ P
[
g(x∗) +∇g(x∗)>(X− x∗) > q

]

≈ P
[
∇g(x∗)>X > g(x∗)>x∗

]

≈ P
[
d∑

i=1

∇g(x∗)i
||∇g(x∗)||2

Xi >
∇g(x∗)>x∗
||∇g(x∗)||2

]
.

Now recall that the problem is supposed to be defined in the standard Gaussian space,
and so the left-hand side is indeed a sum of weighted iid. standard Gaussian ran-
dom variables. Hence it is a Gaussian random variable with mean 0 and variance
∑d
i=1∇g(x∗)2

i /||∇g(x∗)||22 = 1. Furthermore, the gradient ∇g(x∗) and x∗ are parallel.
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2.1. Usual surrogate models

Eventually the probability rewrites:

pFORM = 1− Φ (βHL) (2.3)

with Φ the cdf of a standard Gaussian random variable and:

βHL = ∇g(x∗)>x∗
||∇g(x∗)||2

= ||x∗||2

the so-called the Hasofer-Lind reliability index. Practically speaking, a FORM algorithm
requires to solve a quadratic optimisation problem under non-linear constraint. We refer
the reader to the book by Ditlevsen and Madsen [1996] or Zhang and Der Kiureghian
[1995] for standard algorithms to solve this problem.

x∗

g(x) > q

g(x) < q
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Figure 2.1: First-Order Reliability Method (FORM). The limit-state function (blue line) is
approximated with a hyperplane at the Most Probable Failure Point x∗. X = (X1, X2) ∼
N (0, I2).

Since the first-order approximation may be too rough, a higher order expansion of
the limit-state function has been considered, which leads to the Second-Order Reliability
Method (SORM) [Breitung, 1984]. It just goes one step ahead in the Taylor expansion of
the limit-state function around the MPFP:

g(x) = g(x∗) +∇g(x∗)>(x− x∗) + 1
2(x− x∗)>∇2g(x∗)(x− x∗) + o

(
||x− x∗||22

)
(2.4)
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with ∇2g(x∗) the Hessian matrix of g at x∗. Using again only the first orders instead of
the function for the probability estimation:

pSORM = P
[
∇g(x∗)>(X− x∗) + 1

2(X− x∗)>∇2g(x∗)(X− x∗) > 0
]

Breitung [1984] showed the following approximation in the limit case βHL →∞:

pSORM ∼
βHL→∞

Φ(−βHL)
d−1∏

i=1

1√
1 + βHLκi

(2.5)

with (κi)d−1
i=1 the principal curvatures of the limit-state surface, i.e. the eigenvalues of

the Hessian matrix [Koyluoglu and Nielsen, 1994, Ditlevsen and Madsen, 1996]. This
approximation is used in practice when βHL & 3.

The limitations of these methods are twofold: firstly it requires that the failure domain
be a connected space; secondly it makes assumptions on the shape of the limit-state
function without any possible control onto it. To circumvent the first limitation, some
multi-points FORM/SORM methods have been proposed [Der Kiureghian and Dakessian,
1998] but the problem remains the same in essence. Ultimately the search for the MPFP
is not trivial and an other source of uncertainty.

2.1.2 Support-Vector Machine

Support Vector Machine (SVM) finds its root in the field of statistical learning applied
to image recognition. Originally developed for classification, it is now a common tool in
machine learning for regression. It has recently been used for rare event simulation and
reliability analysis by several authors [Rocco and Moreno, 2002, Most, 2007, Xiukai et al.,
2009, Basudhar and Missoum, 2010, Bourinet et al., 2011, Bourinet, 2016]. In this Section
we present the main concepts of SVM for classification focusing on the reliability setting,
i.e. classification with two labels, namely “failure” and “safety” modes. Reader is referred
to the tutorial paper of Smola and Schölkopf [2004] for a general description of Support
Vector Machine in regression.

Main concept The main idea of Support Vector Machine is to build a linear classifier
in the input space X according to some labels attached to the points in X, i.e. to build an
hyperplane H separating the input space X in two parts such that each one corresponds
to one label. More precisely to each x ∈ X is associated a deterministic value y in {−1, 1}
defining its state. In our context, y = sign (g(x)− q) and y = 1 means that x is in the
failure domain while y = −1 means that it is in the safety one.

It lies in the field of supervised learning as it builds this frontier from a given set
(xi, yi)Ni=1 ∈ X× {−1, 1} of known points. Let ω ∈ X and b ∈ R, the hyperplane is then of
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2.1. Usual surrogate models

the form:
H = {x ∈ X | 〈ω,x〉+ b = 0}

with 〈·, ·〉 the natural inner product in X. On the other hand the constraint on the right
classification of the points means that on each side of the hyperplane, all the samples have
the same label, i.e. the same sign. Even if that implies to switch the sign of the labels,
this can be written:

∀i ∈ J1, NK, sign(〈xi, ω〉+ b) = yi = ±1.

The constraint on the right classification for each point can then be rewritten:

∀i ∈ J1, NK, (〈xi, ω〉+ b)yi ≥ 1.

With this setting, the margin of the classifier, i.e. the minimum distance between the two
parallel hyperplanes around H such that no sample is in between them, is at least 2/||ω||2.
Finally, if one wants to maximize this margin one should minimize ||ω||2 and the SVM
optimisation problem rewrites:

min
ω,b

1
2 ||ω||

2
2 s.t. ∀i ∈ J1, NK, yi(〈ω,xi〉+ b) ≥ 1. (2.6)

This optimisation problem can be solved with standard calculation. Let (λi)Ni=1 be the
Lagrange multipliers and L(ω, b) the corresponding dual function, one has:





∂L
∂ω

= ω +
N∑
i=1

λiyixi = 0
∂L
∂b

=
N∑
i=1

λiyi = 0
.

Furthermore, the Karush-Kuhn-Tucker (KKT) conditions [see for example Boyd and
Vandenberghe, 2004] writes:

∀i ∈ J1, NK, λi (yi(〈xi, ω〉+ b)− 1) = 0.

On the one hand ω writes as a linear combination of the data points (xi)Ni=1; on the
other hand the KKT conditions mean that only the points right on the borders (active
constraint) will have non-zero multipliers. All together, this means that the classifier is
ultimately defined only by the vectors on the margin. Figure 2.2 shows an example of
such a classifier.

This active property means also that new samples outside of the margin will not change
the classifier. In other words, if one intend to learn better the boundary between the
failure and the safety region, one has to sample only into the margin. This property will
be further developed in Section 2.2.
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Figure 2.2: Example of a SVM classifier with a linear kernel. Plains dots are the active
samples

Non-linear classifier The approach and methodology seen above is the very first
formulation of what was then called the Portrait method [Vapnik, 1963, Vapnik and
Chervonenkis, 1964]. However it happens often that the data are not linearly separable,
and here comes what is referred to as the kernel trick. In few words, it replaces the natural
inner product of the space X by another function called a kernel. Without digging too
much into the Reproducing Kernel Hilbert Space theory [Aronszajn, 1950] and its link
with SVM [Wahba et al., 1999] we give the main idea of such a transformation.

A non-negative kernel k : X×X→ R is a symmetric continuous function such that for
any (a1, · · · , an) ∈ Rn and distinct (x1, · · · ,xn) ∈ Xn, n ≥ 1, one has:

n∑

i,j=1
aiajk(xi,xj) ≥ 0 (2.7)

with equality iff. ∀i ∈ J1, NK, ai = 0. The Mercer theorem lets clarify the link between
the original linear SVM, i.e. the SVM with a linear kernel (the natural scalar product
of X) and this new version. Let Tk be the linear integral operator on L2(X) the space of
square-integrable functions such that:

Tk : φ ∈ L2(X) 7→
∫

X
k(x, ·)φ(x)dµ(x)

with µ a measure on X such that µ(X) is finite and supp(µ) = X.
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Theorem 2.1 (Mercer’s theorem [Mercer, 1909, Ferreira and Menegatto, 2009]). If k is
a continuous symmetric positive kernel such that supx∈X k(x,x) < ∞, then there is an
orthonormal basis (φi)i of L2(X) consisting of eigenfunctions of Tk such that the corre-
sponding sequence of eigenvalues (λi)i is non-negative. The eigenfunctions corresponding
to non-zero eigenvalues are continuous on X and k has the representation:

∀(x1,x2) ∈ X2, k(x1,x2) =
∞∑

j=1
λj φj(x1)φj(x2).

Theorem 2.1 shows that using a kernel k instead of the natural inner product can be
seen as using the natural inner product in another space mapped with the eigenfunctions of
Tk. This auxiliary space is referred to as the feature space and is practically speaking never
precisely characterised. Instead, one chooses directly a kernel amongst a set of known
admissible options and speaks about the kernel trick because it allows for mapping X into
another space where the problem is linearly separable, but without specifying exactly this
space.

As a matter of fact, the kernels implemented in the R [R Core Team, 2015] package
e1071 [Meyer et al., 2015] wrapping the reference libsvm C++ library by Chang and Lin
[2011] are given in Table 2.1.

Kernel Expression Parameters
Linear k(x1,x2) = x>1 x2

Polynomial k(x1,x2) = (γx>1 x2 + β)n γ > 0, β ∈ R, n > 0
Gaussian k(x1,x2) = e−γ||x2−x1||22 γ > 0
Sigmoid k(x1,x2) = tanh

(
γx>1 x2 + β

)
γ > 0, β ∈ R

Table 2.1: Usual kernels for a SVM classifier.

Figure 2.3 shows an example of a SVM classifier using a Gaussian kernel. On the one
hand it is able to create a frontier between samples not linearly separable. On the other
hand one can see that the margin is not empty any more (there are samples in between the
two dashed lines). Indeed it often happens that there is no feasible solution to Problem
(2.6); to circumvent this limitation slack variables (ξi)i ∈ R+ are introduced to lower the
constraints:

∀i ∈ J1, NK, ci (〈ω,xi〉+ b)) ≥ 1← ci (〈ω,xi〉+ b)) ≥ 1− ξi. (2.8)

This can even allow for misclassification of some points and these parameters as well as
the ones in the kernel have to be tuned. As mentioned by Meyer et al. [2015]:

The correct choice of kernel parameters is crucial for obtaining good results,
which practically means that an extensive search must be conducted on the
parameter space before results can be trusted.
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Figure 2.3: Example of a SVM classifier with a Gaussian kernel generated with R package
e1071. Plain dots are the active samples.

2.1.3 Polynomial-Chaos expansion

Polynomial Chaos expansion has been introduced by Ghanem and Spanos [1990] for
stochastic finite elements methods. It can be seen as a linear projection of g onto a
specific orthonormal basis based on the distribution µX of the random input. With this
specification the function g should be well-approximated in the areas of high probability.

Framework Let us consider that X ∼ µX the random input has independent coordinates
with densities (fXi)di=1 (for the sake of simplicity of this presentation; this is indeed not
a requirement, see the generalised Polynomial Chaos expansion framework [Ernst et al.,
2012]). Recall that we have assumed that either X = Rd or X ⊂ Rd is an hypercube, let
us write: X = X1 × · · · × Xd. Then for each i ∈ J1, dK, a family of polynomials (P (i)

j )j,
orthonormal with respect to the inner product defined by fXi is built [Soize and Ghanem,
2004]:

〈P (i)
j , P

(i)
k 〉 =

∫

Xi
P

(i)
j (x)P (i)

k (x)fXi(x)dx = δjk

with δjk the Kronecker symbol equals to 1 if j = k and 0 otherwise. The multidimensional
polynomials are then built by tensorisation: with each d−tuple α = (α1, · · · , αd) ∈ Nd one
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builds the polynomial Ψα(x), x ∈ X:

Ψα(x) =
d∏

i=1
P (i)
αi

(xi)

so that they inherit the orthonormal property:

E [Ψα(X)Ψβ(X)] = δαβ

thanks to the independence of the coordinates of X. Then the linear projection of g onto
this orthonormal basis is:

g(x) =
∑

α∈Nd
aαΨα(x). (2.9)

Table 2.2 summarises usual polynomials used according to the distribution of X (namely
its marginals).

Distribution pdf Orthogonal basis Orthonormal basis
Uniform 1(−1,1)(x)/2 Legendre Pk(x) Pk(x)(2k + 1)−0.5

Gaussian (2π)−0.5e−x
2/2 Hermite Hk(x) Hk(x)/

√
k!

Gamma xae−x1x>0 Laguerre Lak(x) Lak(x)/
√

Γ(k+a+1)
k!

Table 2.2: Usual polynomial families for Polynomial Chaos expansion.

Metamodelisation From Eq. (2.9) the Polynomial Chaos expansion appears as a specific
case of a linear projection over a basis selected according to the distribution of the input
random variable X. In this context the decomposition can be truncated to serve as a
cheap surrogate model for g. As a rule of thumb the truncation is often limited to all
polynomials with a total order |α| =

d∑
i=1

αi ≤ r with r = 2 or 3:

g̃(x) =
∑

α∈Ar
aαΨα(x) (2.10)

with Ar = {α ∈ Nd | |α| ≤ r}. The total order r can also be chosen adaptively according
to a given target precision, the error being estimated with cross-validation [Blatman and
Sudret, 2010, 2011].

The last case to handle is the estimation of the coefficients (aα) in Eq. (2.10). Using
the projection property, one has:

∀α ∈ Ar, aα =
∫

X
g(x)Ψα(x)fX(x)dx.

These integrals can then be evaluated using quadrature rules [Ghiocel and Ghanem, 2002,
Le Maître et al., 2002, Keese and Matthies, 2005], stochastic collocation methods [Xiu,
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2009] or regression methods [Blatman and Sudret, 2010, 2011]. This latter is essentially
a least-square regression: from an experimental design set (xi)Ni=1 ∈ XN one solves the
minimisation problem:

a∗ = argmin
a∈RcardAr

N∑

i=1


g(xi)−

∑

α∈Ar
aαΨα(xi)




2

with a = (aα1 , · · · , aαcardAr ). A rule of thumb for the size N of the design set is to keep
N ≥ 2 − 3 × cardAr [Blatman, 2009, Sudret, 2012]. In our setting, typical parameters
would be r = 3 and d = 10, which makes N ≥ 2− 3× 103/3! ≈ 300− 500. This is still
quite a lot of calls to the computer code g and furthermore Polynomial Chaos expansion
does not lead to easy enrichment strategies (see Section 2.2 below) because it tries to learn
the function especially over the most probable regions of the input space. Note however
that it has been recently used in conjunction with Kriging [Schöbi et al., 2016] for trend
estimation (see Section 2.1.4).

2.1.4 Kriging
Gaussian Process regression has been receiving a lot of attention recently in computer
experiment [Sacks et al., 1989, Fang et al., 2005, Rasmussen and Williams, 2006]. It is a
special case of Kriging [Krige, 1951, Matheron, 1963, 1969, Chiles and Delfiner, 2009], a
statistical approach based on the use of random processes to approximate an unknown
function, where the random process is actually assumed to be Gaussian. It has then been
used in rare event estimation with main contributions from Bichon et al. [2008], Bect et al.
[2012], Dubourg et al. [2011] and Echard et al. [2011]. In this introduction we present
Kriging from the geostatistical point of view following Chauvet [2008], i.e. without any
assumption of Gaussianity for the random process.

Kriging framework

Random process Kriging is based on the idea that the unknown computer code g is a
realisation of a random process ξ defined over a given probability space (Ω0,F0,P0) and
indexed by x ∈ X:

ξ : (x× ω) ∈ (X× Ω0) 7→ ξ(x, ω) ∈ R. (2.11)

Here, for all x ∈ X, ξ(x) is then a real-valued random variable and one implicitly assumes
that:

∃ω ∈ Ω0 | ∀x ∈ X, g(x) = ξ(x, ω).

We now assume that the random process ξ is stationary with a finite covariance k:

∀x ∈ X, E0 [ξ(x)] = m(x) = m (2.12)
∀(x1,x2) ∈ X2, cov0 [ξ(x1), ξ(x2)] = k(x1,x2) <∞. (2.13)
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The stationary hypothesis means that the law of the random process does not depend on
the origin of the plane. Consequently the mean is constant (Eq. 2.12) and the covariance
k(x1,x2) only depends on the relative position x1−x2 of one point to the other (Eq. 2.13).

Kriging Kriging is the idea of approximating a linear functional of ξ with a linear
combination of ξ at other given locations (x1, · · · ,xN) ∈ XN , N ≥ 1. Such linear
functional can be for instance the mean:

m = E0 [ξ(x)] , x ∈ X,

or simply the process ξ at another location x ∈ X. Let us write Q this quantity, one is
going to consider an estimator Q̂ of Q of the form:

Q̂ =
N∑

i=1
λiξ(xi)

with (λi)Ni=1 ∈ RN the so-called kriging weights. Then one enforces the estimator to be
unbiased:

E0
[
Q̂
]

=
N∑

i=1
λi E [ξ(xi)] = m

N∑

i=1
λi = E0 [Q] .

If m is known, one can consider from the beginning ξ(x) ← ξ(x) −m, i.e. m = 0 and
so the constraint rewrites 0 = 0. This case is often referred to as the Simple Kriging
(stationary process, null mean and known covariance). On the other hand if m is unknown,
then the constraint is active. Especially, if Q = m or the random process at some other
location, E0 [Q] = m and it becomes:

N∑

i=1
λi = 1.

This case is referred to as the Ordinary Kriging (or kriging of the mean if Q = m) and is
the framework usually used in the rare event setting. Finally, one looks for the estimator
whose error is optimal (minimal variance) and so solves the optimisation problem:

argmin
(λi)Ni=1∈RN

var0
[
Q̂−Q

]
s.t.

N∑

i=1
λi = 1. (2.14)

Ordinary Kriging solution The minimisation problem defined in Eq. (2.14) rewrites:

argmin
λ∈RN , µ∈R

λ>Kλ + var0 [Q]− 2k>Qλ + 2µ
(
1>λ− 1

)

with:

K the covariance matrix K = (k(xi,xj))1≤i,j≤N of the random variables ξ(x1), · · · , ξ(xN );
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kQ the vector (cov0 [Q, ξ(x1)] , · · · , cov0 [Q, ξ(xN)])>;

λ the column vector of the kriging weights;

1 a column vector of dimension N full of 1;

µ the Lagrange multiplier for the constraint.

Then the solution is given by the system:




Kλ + µ1 = kQ
1>λ = 1

(2.15)

which rewrites: 
K 1

1> 0




λ

µ


 =


kQ

1


 . (2.16)

From Eq. (2.16) one notices that the kriging weights λ do not depend on the known data
(ξ(xi))Ni=1 but only on their locations (xi)Ni=1 through the covariance function. Furthermore,
Eqs. (2.15) and (2.16) give:

λ>Kλ = λ>kQ − µ = 2λ>kQ − (λ>, µ)

kQ

1




var0
[
Q− Q̂

]
= var0 [Q]− (k>Q, 1)


K 1

1> 0



−1
kQ

1


 .

The prediction variance does not depend on ξ = (ξ(x1), · · · , ξ(xN))> and so it is possible
to estimate the precision of an estimation given a dataset (x1, · · · ,xN) without actually
computing the model at these locations. Kriging only makes use of the relative position
from one point to another through the covariance (see Eq. 2.17). This specific property
will be used in Section 2.2.3 to derive strategies for enriching the design of experiments.

Finally the system (2.15) is solved with:




λ = K−1kQ + µK−11

µ = 1− 1>K−1kQ
1>K−11

. (2.17)

and the quantity Q̂ verifies:

Q̂ = λ>ξ = k>QK−1ξ + 1>K−1ξ
1− 1>K−1kQ

1>K−11 (2.18)

or equivalently:

Q̂ = k>QK−1
(

ξ − 11>K−1ξ

1>K−11

)
+ 1>K−1ξ

1>K−11 . (2.19)
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This formulation simplifies when Q = m because kQ = (0, · · · , 0)>, which gives:

m̂ = 1>K−1ξ

1>K−11 ; (2.20)

Q̂ = k>QK−1 (ξ − 1m̂) + m̂. (2.21)

On the other hand, the solution of the Simple Kriging with known mean m can be obtained
from Eq. (2.15) by writing µ = 0 and discarding the constraint:

Q̂−m = k>QK−1(ξ − 1m). (2.22)

All together, Eqs. (2.21) and (2.22) show that it is equivalent to apply the Kriging
framework to the random process with unknown mean or to first estimate the mean and
then to perform a simple kriging plugging-in the estimated mean.

Universal Kriging This paragraph addresses the issue of the stationary hypothesis. To
this end the Universal Kriging refers to the case where the mean is expressed as a finite
sum of basis functions:

m(x) =
J∑

j=1
αjfj(x) = f>x α, J ≥ 1

with (fj)Jj=1 the basis functions: ∀j ∈ J1, JK, fj ∈ RX, fx = (f1(x), · · · , fJ(x))> and
(αj)Jj=1 ∈ RJ unknown coefficients (otherwise the mean would be known and simple kriging
apply). The underlying assumption is that the non-stationary part of the process will be
captured by the mean (then often called the trend) and that the remaining random process
is thus stationary. In this context the constraint on the bias becomes:

∀α ∈ RJ , λ>Fα− f>x α = 0, i.e. F>λ− fx = 0

with F the matrix gathering the values of the basis functions on the dataset F> =
(fx1 , · · · , fxN ) and α = (α1, · · · , αJ)>. There are finally J equality constraints and so
system (2.16) becomes: 

K F
F> 0




λ

µ


 =


kQ

fx


 (2.23)

with µ ∈ RJ the vector of the Lagrange multipliers. If this system is feasible the same
calculations and conclusions as above for the ordinary kriging stand, substituting F to 1:

α = (F>K−1F)−1F>K−1ξ (2.24)
Q̂ = k>QK−1 (ξ − Fα) + f>x α (2.25)

var0
[
Q̂−Q

]
= var0 [Q]− (k>Q, f>x )


K F

F> 0



−1
kQ

fx


 . (2.26)
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A necessary condition for the feasibility of the system is that the family of basis functions be
linearly independent over the data. Usually they are chosen amongst usual basis functions
of L2(X) (e.g. polynomial functions) and this condition is always satisfied. Finally, it is
important to notice that Kriging interpolates the data: systems (2.16) and (2.23) have a
trivial solution if Q = ξ(xi) for some i ∈ J1, NK, precisely λi = 1 and ∀j 6= i, λj = 0.

Gaussian process framework

Gaussian process regression While we have been able to solve the kriging system
without further assumptions that the covariance of the random process is finite, in computer
experiments it is always assumed that ξ is a Gaussian process. There are mainly three
reasons for that:

1. the covariance was supposed to be known. Indeed it is chosen amongst several
acceptable kernels like in Section 2.1.2 and some parameters have to be estimated,
especially the variance σ2

0 = k(x,x), ∀x ∈ X. Assuming that ξ is Gaussian lets have
the joint density of the N−tuple (ξ(x1), · · · , ξ(xN )) and apply a Bayesian approach
to parameter estimation or use Maximum Likelihood Estimation (MLE);

2. while kriging gives an expression of the error variance, it does not give the distribution
of the prediction. Assuming that ξ is Gaussian lets build confidence intervals; and

3. Kriging seeks for the minimal variance linear combination of the data. Indeed it
is known that the best way (minimal variance) to approximate a given random
variable with some others is to use the conditional expectation. While in traditional
Geostatistics it has led to the Disjunctive Kriging, the Gaussian hypothesis insures
that the Universal Kriging is also the conditional expectation, i.e. the best estimator
one can produce given the data.

In this context we are going to use further in this thesis the notations:

FN the filtration generated by the N random variables ξ(x1), · · · , ξ(xN);

ξN(x) the conditional expectation ξN(x) = E0 [ξ(x) | FN ] and

σ2
N(x) the conditional variance var0 [ξ(x) | FN ].

With the Gaussian hypothesis, ξN corresponds to the kriging predictor given by Eq. (2.25)
and σ2

N is the kriging error (see Eq. 2.26). In the sequel, quantities evaluated conditionally
to the filtration FN will be subscripted by N :

EN [·] = E0 [ · | FN ]
varN [·] = var0 [ · | FN ]

PN [·] = P0 [ · | FN ] .
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2.1. Usual surrogate models

Parameter estimation In the previous parts we have assumed that the covariance was
known. Indeed, as for Support-Vector Machine in Section 2.1.2 the covariance is chosen
amongst a family of usual kernels whose parameters have to be estimated. Furthermore it
is also more common to specify such kernels as correlation instead of covariance kernels:

∀(x1,x2) ∈ X2, k(x1,x2) = σ2
0r(x1,x2)

with r depending only on a set of parameters θ ∈ Rd
+ representing the typical correlation

lengths in each dimension and σ2
0 the stationary variance of the random process. Then the

multidimensional correlation kernel r is usually defined by tensorisation of unidimensional
kernels [Rasmussen and Williams, 2006]:

r(x1,x2) =
d∏

i=1
ri(x1,i , x2,i).

Let (xi)Ni=1 ∈ XN with N ≥ 1, the Gaussian hypothesis lets have the likelihood of the
random vector ξ = (ξ(x1), · · · , ξ(xN)) given the parameters α (the coefficients of the
trend), σ2

0 (the variance of the random process) and θ (the parameters of the correlation
kernel):

f(ξ | α, σ2
0,θ) = 1

(2πσ2
0)N/2

√
| det R(θ)|

exp
(
−1

2
(ξ − Fα)>R(θ)−1(ξ − Fα)

σ2
0

)
(2.27)

with R(θ) the correlation matrix of the data R(θ) = (r(xi,xj))Ni,j=1. Then, maximising
first this quantity against α conditionally to σ2

0 and θ results in:

α(θ) = (F>R(θ)−1F)−1F>R(θ)−1ξ (2.28)

which is already the result found in Eq. (2.24) solving the Universal Kriging system (2.23).
Injecting this value into Eq. (2.27) and maximising it against σ2

0 for a given θ hence
produces:

σ2
0(θ) = 1

N
(ξ − Fα(θ))>R(θ)−1(ξ − Fα(θ)) (2.29)

and so finally for the likelihood against θ:

f(ξ | θ) = e−N/2

(2πσ2
0(θ))N/2

√
det R(θ)

. (2.30)

A solution can be found by minimising the opposite of the log-likelihood:

∀i ∈ J1, NK,
∂

∂θi
(− log f(ξ | θ)) =

− 1
σ2

0
z(θ)>R(θ)−1∂R(θ)

∂θi
R(θ)−1z(θ) + tr

(
R(θ)−1∂R(θ)

∂θi

)
(2.31)
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with z(θ) = ξ − Fα(θ). This MLE estimation is the most commonly used and the
default one in R package DiceKriging [Roustant et al., 2012]. However it is specific to the
Gaussian random process case while kriging has been theoretically defined for any random
process with finite covariance (or such that the Universal Kriging framework applies).

To circumvent this limitation, an other technique from [Bachoc, 2013] is based on
cross-validation (CV). CV splits the learning database (ξ(x1), · · · , ξ(xN)) into two sets
such that the first one is used to predict the values of the other one. By comparing
the predicted values to the true ones this technique aims at estimating the predictive
capacity of a model. A specific case of such methods is the Leave-One-Out cross-validation
(LOO-CV) when all-but-one samples are used to predict the value at the removed one. By
iterating over all the possible combinations of training/predicted samples, a statistic is
built and minimised according to the parameter θ: let εi be the error in estimating ξ(xi)
with (ξ(xj))Nj=1

j 6=i
, then [see Le Gratiet, 2013, for a detailed calculation]:

εi(θ) = r̄i
[
R(θ)−1(z(θ)− Fα−i(θ))

]
[i]

with r̄i = (R(θ)−1
[i,i])−1 and α−1(θ) given by Eq. (2.24) where the ith data point was

removed. Note that we have used computer-like notations for the matrix indices, i.e.
brackets indicating which coordinates are kept or dropped (negative sign).

θ is estimated by minimising the sum of the error terms, which does not depend on σ2
0:

θ∗ = argmin
θ∈Rd+

N∑

i=1
ε2
i (θ). (2.32)

Still σ2
0 has to be estimated; Bachoc [2013] suggests to use:

σ̂2
0 = 1

N

N∑

i=1

ε2
i

σ̃2
i (θ∗)

with:
σ̃2
i (θ) = r̄i + r̄i

2(R−1F)[i,](F>[−i,]R−1
[−i,−i]F[−i,])−1(R−1F)>[i,].

Covariance kernel This is the last requirement of Kriging. We have mentioned in the
previous paragraph that there were often tensorised unidimensional correlation kernels
chosen amongst a family of usual ones. We give in Table 2.3 directly the most usual
choices implemented in R package DiceKriging. The choice of the kernel will impact the
smoothness of the random process. Indeed, when X = Rd, a stationary Gaussian process
ξ(x), x ∈ X, with covariance cov0 [ξ(x1), ξ(x2)] = k(x1 − x2) is mean square continuous if
and only if k is continuous at h = 0; and admits partial mean square derivatives of order
j : ∂jξ(x)/∂xi1 · · · ∂xij if and only if ∂2jk(h)/∂2hi1 · · · ∂2hij exists and is finite for h = 0.

To conclude this section, we stress out the fact that Kriging can be conduced without
the Gaussian hypothesis, which may be difficult to verify in practice. As for any machine
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Kernel Expression: r(x, x’) = Parameters
Gauss exp

(
−1

2
|x−x′|2
θ2

)
θ > 0

Exponential r exp
(
− |x−x′|

θ

)
θ > 0

Power-exponential exp
(
−
( |x−x′|

θ

)γ)
θ > 0, 0 < γ ≤ 2

Matern(3/2)
(

1 +
√

3 |x− x
′|

θ

)
e−
√

3 |x−x
′|

θ θ > 0

Matern(5/2)

1 +

√
5 |x− x

′|
θ

+ 5
3

(
|x− x′|

θ

)2

 e−

√
5 |x−x

′|
θ θ > 0

Table 2.3: Usual 1−dimensional kernels for Kriging.

learning methods, some parameters have to be tuned to produce accurate results. However
in the case of Kriging, the physical meaning of the correlation lengths, i.e. more or less
the hypersphere of influence of a data point, can give insights on the pertinence of the
estimation. Especially when the input space is the standard Gaussian one: X = Rd, d ≥ 1
and X ∼ N (0, Id) with Id the identity matrix in Rd, the impact of correlation lengths
on probability estimation is easily interpretable: for instance a correlation length θi & 10
means that for each data point x ∈ X, the whole line x + Rei (with ei the ith coordinate
vector of Rd) will be in the same domain as x (failure of safety) with great probability. In
addition to this first remark, the kriging mean does not depend on the variance parameter
σ2

0. For all these reason Kriging will be a preferred choice in Chapter 5.

2.2 Design of Experiments

2.2.1 First Design of Experiments

This first Design of Experiments (DoE) is a set of points initially evaluated at the beginning
of an algorithm. They are chosen in order to acquire a global knowledge of the function
before trying to focus on the rare events. Indeed the importance of the DoE should not
be underrated: as explained by Echard et al. [2011] for its AKMCS method, its is very
unlikely that the algorithm converges toward the sought value if no failing samples are
embedded into the first DoE.

This section presents usual concepts and methods for generating a first DoE following
Pronzato and Müller [2012]. Other general introductions to the design of computer
experiments can be found in books by Santner et al. [2003], Fang et al. [2005] or Kleijnen
[2008]. A recent comparative study has also been performed by Damblin et al. [2013].

As expressed by the fact that one looks for a global knowledge of the computer code,
one is going to consider so-called space-filling designs, i.e. designs which spread out
uniformly across the input space X. Recall that we have assumed X = Rd or X ⊂ Rd is an
hypercube, and since there is no uniform distribution over R, one is going to consider a

41



Part I, Chapter 2 – Rare event simulation and surrogate models

compact subset X0 ⊂ X. This subset X0 is often chosen to be an hypercube in Rd and
with appropriate renormalisation we consider X0 = [0, 1]d. Other approaches based on
hyperspheres are also proposed in the literature for standard Gaussian input spaces for
instance [Dubourg et al., 2011]. The distance considered in the following is the Euclidean
distance and is denoted by || · ||2. The distance of x ∈ X0 to a given subset X ⊂ X0 is
defined by d(x,X ) = minx′∈X ||x− x′||2.

Let us consider X = (x1, · · · ,xNDoE) ∈ XNDoE
0 an initial DoE. The size NDoE ≥ 1 of

this first evaluated batch will not be discussed here. Guidelines can be found in [Loeppky
et al., 2012]; as a rule of thumb NDoE ≈ 5 to 10d, with d the dimension of the input space
(note that for parameters estimation of Section 2.1.4, one should have NDoE ≥ d+ 1).

Two main different geometric criteria are used to characterise space-filling DoE over
X0 [Johnson et al., 1990]:

1. the maximin criterion, which aims at maximising the minimum distance φm(X )
between two samples of the DoE:

max
X∈XNDoE

0

φm(X ) = max
X∈XNDoE

0

min
(xi 6=xj)∈X 2

||xi − xj||2;

2. the minimax criterion which minimises the maximum distance φM(X ) between any
sample in X0 and X :

min
X∈XNDoE

0

φM(X ) = min
X∈XNDoE

0

max
x∈X0

d(x,X ).

However in addition to good space-filling properties one also looks for good projection
properties, i.e. that the projection of X on each dimension should also be a space-filling
design for the one-dimensional subset. This is useful when focusing on main important
variables while some others play no substantial role in the variation of the output; see
for instance [Saltelli et al., 2008] or [Iooss and Lemaître, 2015] for a review of sensitivity
analysis methods, which will not be addressed in this thesis. In any case, this leads to
focusing on Latin Hypercube Sampling (LHS), which have the property that any of their
one-dimensional projections leads to the maximin distance sequence [Pronzato and Müller,
2012] defined by:

∀i ∈ J1, NK, xi = i− 1
N − 1 .

Practically speaking, finding an optimal LHS (according to maximin and/or minimax
criterion) can be computationally intensive. Indeed there are (NDoE!)d−1 possible LHS,
which rapidly discards any attempt to perform an exhaustive search over all the solutions.
Most of the algorithms are of exchange-type, i.e. that starting from a random LHS they
iteratively switch the ith coordinates of two samples and update the current value of the
criterion to accept or reject the transition.
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2.2. Design of Experiments

All these geometrical properties however do not take into account the fact that this first
DoE may have to serve also the estimation of the model parameters. Basically space-filling
designs will produce somehow evenly spaced samples while estimating correlation lengths
requires some diversity. This issue of kriging-parameter estimation is addressed by Pronzato
and Müller [2012]. Also the R package DiceDesign [Dupuy et al., 2015] implements the
Strauss-Gibbs process, historically introduced to represent repulsion between charged
particles, and used here to generate suitable DoE for kriging [Dupuy et al., 2011]. The
Strauss-Gibbs potential is of the form:

π(X ) ∝ exp

−β

∑

1≤i,j≤NDoE

φ(||xi − xj||2)



with γ = e−β ∈ (0, 1] a repulsion parameter and φ : R→ R a decreasing continuous function
such that φ(0) = 1 and φ(x)→ 0 when x→∞. More specifically, φ is parametrised by
α ≥ 0 and r > 0 such that:

φα,r(x) =





(
1− x

r

)α
0 ≤ x ≤ r

0 otherwise
.

α = 0 corresponds to a Strauss process and in this case the target distribution becomes:

π(X ) ∝ γs(X )

with s(X ) the number of pairs of points in X closer than the radius r.

Once a first DoE X is sampled and a first metamodel is built according to the calculated
outputs (g(x1), · · · , g(xNDoE)), algorithms focus on refining the DoE according to some
given target criteria defined on purpose. These procedures are iterative in order to benefit
progressively from the calculations to refine the metamodel.

Remark 2.1. Batch sequential strategies are sometimes used when computer clusters are
available and so allow for simultaneous computations of several points. Note however
that these strategies are in essence suboptimal regarding the total number of calculated
samples N because they use less information than totally sequential ones. In the latter the
(n+ 1)th point is selected taking into account the n already sampled data; with batches of
size k ≥ 2 samples n+ 1, · · · , n+ k are generated with the information gathered with the n
first points, i.e. that points n+ 2, · · · , n+ k are generated with less information than their
sequential counterparts. Furthermore heavy computer codes are usually already designed to
use parallel computing facilities and so a trade-off has to be found between parallelisation
of one given run of the code g and running in parallel several calls to g.
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2.2.2 Model-oriented designs
In this section we present some of the main criteria used in practical algorithms for refining
the metamodel. We first handle the case of a SVM metamodel (see Section 2.1.2) and
then come up with criteria based on random processes, and especially criteria for kriging
using the Gaussian hypothesis (see Section 2.1.4). Theoretical and numerical comparisons
of criteria presented in this Section can be found in [Bect et al., 2012] and [Dubourg, 2011,
Chapter 2].

As mentioned in Section 2.1.2, SVM classifiers in their original setting only depend on
the so-called support-vectors, i.e. vectors which define the classifier and so are onto the
margin, defined by the constraints of Eq. (2.6):

M1 = {x ∈ X | |k(ω,x) + b| < 1}. (2.33)

In this setting, adding points to the DoE out of the margin will not change the classifier.
Even though the introduction of slack variables in the optimisation problem (Eq. 2.8)
makes it slightly more complex to predict the behaviour of the classifier when adding a
new point to the DoE, this consideration leads to a heuristic strategy called the margin
shrinking concept [Hurtado, 2013] used for example by Deheeger [2008] and Bourinet et al.
[2011] for SMART and 2SMART algorithms:

1. get samples into the margin, either from the DoE, or by a crude Monte Carlo
sampling;

2. generate a Monte Carlo population conditionally to be into the margin by using for
instance MCMC algorithms (see Section 1.3.3);

3. select a batch of k ≥ 1 points by clustering [see for instance Duda et al., 2012]; and

4. evaluate the model g and train it with the augmented DoE.

Due to the definition of a SVM, the margin concept is natural for this class of models.
However it carries the idea that in the context of rare event simulation, the metamodel
does not need to be precise far from the boundary. The only useful information for a
Monte Carlo estimator for instance (see Chapter 1) is whether or not the sample lies into
the failure domain. These considerations lead to some variations of this concept applied
to the Gaussian process regression. Recall that ξ(x) | Fn ∼ N (ξn(x), σn(x)), Echard et al.
[2011] define the so-called U statistic as a normalised algebraic distance to the failure
threshold q:

∀x ∈ X, U(x) = q − ξn(x)
σn(x) . (2.34)

Similarly to Eq. (2.33), the margin is defined asMk = {x ∈ X | |U(x)| < k}. A usual
value for k is 2, meaning that the margin is composed by points classified with less than
≈ 97.5% confidence. Building upon this result, Dubourg [2011] proposes a smoother
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version of this concept with the so-called margin probability function MP. Instead of using
directly the kriging mean ξn(x) in Eq. (2.34), it considers the random process ξ itself. The
U statistic becomes:

∀x ∈ X, Ũ(x) = q − ξ(x)
σn(x)

with conditional mean En

[
Ũ(x)

]
= U(x) and variance varn

[
Ũ(x)

]
= 1. Considering the

hard-margin indicator 1x∈Mk
, one finally has:

1x∈Mk
= 1|U(x)|<k ← MP(x) = En

[
1|Ũ(x)|<k

]
= Pn

[
|Ũ(x)| < k

]
. (2.35)

Since ξ is a Gaussian random process, the distribution of Ũ(x) given Fn is known and one
has:

MP(x) = Φ (U(x) + k)− Φ (U(x)− k)

MP(x) = Φ
(
q − ξn(x) + kσn(x)

σn(x)

)
− Φ

(
q − ξn(x)− kσn(x)

σn(x)

)
(2.36)

with Φ the cdf of a standard Gaussian random variable. Both the hard-margin indicator
and the margin probability function can then be used to weight usual criteria for Gaussian
processes such as the Integrated Mean-Squared Error (IMSE):

IMSE =
∫

X
σ2
n(x)dµX(x).

For instance, Picheny et al. [2010] defined the targeted IMSE as a weighted IMSE designed
to focus on some regions of interest:

tIMSE =
∫

X
σ2
n(x)w(x)dµX(x) (2.37)

with w a given weighting function. Picheny et al. [2010] suggested to use either a hard-
margin indicator w(x) = En

[
1|ξ(x)−q|<ε

]
for a given ε > 0 or a smoother version with the pdf

φσε of a Gaussian standard random variable N (0, σ2
ε), σε > 0: w(x) = En [φσε(ξ(x)− q)].

The hard-margin indicator En

[
1|ξ(x)−q|<ε

]
is closely related to the margin probability

function MP: this latter is a special case of the former, parametrised with ε = σn(x)k, k > 0.
Hence it admits also a closed-form expression:

En

[
1|ξ(x)−q|<ε

]
= Φ

(
q − ξn(x) + ε

σn(x)

)
− Φ

(
q − ξn(x)− ε

σn(x)

)
.

On the other hand the soft-margin indicator En [φσε(ξ(x)− q)] is indeed the convolution
of two Gaussian random variables and one has [Picheny et al., 2010]:

En [φσε(ξ(x)− q)] = 1√
2π(σ2

ε + σ2
n(x))

e
− 1

2
(ξn(x)−q)2
σ2
ε+σ2

n(x) .
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Then this tIMSE criterion is used in a one-step-look-ahead strategy: since the kriging
variance does not depend on the random variables (ξ(xi))ni=1 but only on their locations
(xi)ni=1, one can update it assuming that a new point x∗ is added to the DoE: σ2

n,x∗(x) =
var0 [ξ(x) | Fn,Xn+1 = x∗] and calculate:

tIMSE(x∗) =
∫

X
σ2
n,x∗(x)w(x)dµX(x).

Then a possible refinement strategy is to select the point minimising the forthcoming
tIMSE, i.e.:

xn+1 = argmin
x∗∈X

tIMSE(x∗).

2.2.3 Stepwise Uncertainty Reduction

The idea of using a criterion based on the next metamodel is at the very heart of Stepwise
Uncertainty Reduction (SUR) strategies. But instead of considering an arbitrary measure
of uncertainty (for instance the margin and the IMSE in the previous section), it rather
focuses on the error between the chosen estimator and the sought quantity. Bect et al.
[2012] developed this general concept with a Bayesian decision-theoretic framework and
applied it to rare event estimation. We focus here on the rare event setting and refer the
reader to the original paper for a more general presentation of SUR strategies.

Basically, a SUR strategy is as follows:

1. select αn a Fn−measurable function as an estimator of the sought quantity α;

2. select a loss function ε(αn, α) quantifying the error between αn and α; and

3. select iteratively the next sample as the one minimising the forthcoming error:

xn+1 = argmin
x∗∈X

En [ε(αn+1, α) | Xn+1 = x∗] .

This strategy is referred to as a one-step-look-ahead SUR because it outputs only one
sample at a time. Similarly r-steps-look-ahead SUR can be defined. However according to
Remark 2.1 this is not obviously suitable (if the parameters of the covariance are estimated
for instance) while increasing drastically the complexity of the optimum research. In the
sequel we stick to the one-step-look-ahead strategy but all the formulations remain true
for any r ≥ 1.

In the context of rare event estimation, Bect et al. [2012] adopt a Bayesian approach,
i.e. that they put a Gaussian process prior on the unknown function g: ξ(x) is a Gaussian
random process indexed by x ∈ X with covariance kernel k. Thus they introduce the
augmented problem:

p =
∫

X
1g(x)>qdµX(x)← α =

∫

X
1ξ(x)>qdµX(x). (2.38)
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The term “augmented” refers to the fact that this simply adds a dimension to the original
problem (1.1), according to Eq. (2.11). This approach will be further developed in Chapter
5. In this setting the quantity of interest α is not a deterministic value any more but a
random variable. Given a filtration Fn, an optimal estimator (minimal variance) of α is
the conditional expectation αn = En [α] and so the loss function ε is chosen to be the
quadratic loss:

ε(αn, α) = (αn − α)2.

Finally, the criterion to be minimised at each iteration writes:

Jαn,n+1(x∗) = En

[
(αn+1 − α)2 | Xn+1 = x∗

]
= En [varn+1 [α]] . (2.39)

In the end, the SUR strategy means that one iteratively select the point minimising the
conditional variance of the random variable of interest, i.e. which minimises the remaining
uncertainty in the approximation of α by En [α]. Chevalier et al. [2014] proposed a closed-
form expression for this formula for any r ≥ 1, with x∗ ∈ Xk, x∗ = (xn+1, · · · ,xn+r):

Jαn,n+r(x∗) = γn −
∫

X×X
Φ2




a(x1)
a(x2)


 ,


 c(x1) d(x1,x2)
d(x1,x2) c(x2)




 dµX(x1)dµX(x2) (2.40)

with:

• a(x) = (ξn(x)− q)/σn+r(x);

• b(x) = Σ−1(kn(x,xn+1), · · · , kn(x,xn+r))>/σn+r(x);

• c(x) = 1 + b(x)>Σb(x) = σ2
n(x)/σ2

n+r(x);

• d(x1,x2) = b(x1)>Σb(x2);

• γn a value not depending on (xn+1, · · · ,xn+r);

• Σ the r × r covariance matrix of (ξ(xn+1), · · · , ξ(xn+r))> conditional on Fn; and

• Φ2(·,M) the cdf of the centred bivariate Gaussian with covariance matrix M .

This quantity can indeed be rewritten:

Jαn,n+r(x∗) =
∫

X×X
∆Pn+r(x1,x2)dµX(x1)dµX(x2) (2.41)

with:

∆Pn+r(x1,x2) = Pn [ξ(x1) > q, ξ(x2) > q]− Pn

[
U

(1)
n+r(x1) > q, U

(2)
n+r(x2) > q

]
, (2.42)
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where:

U

(1)
n+r(x1)

U
(2)
n+r(x2)


 | Fn ∼ N




ξn(x1)
ξn(x2)


 ,


σ

2
n(x1) covn [ξn+r(x1), ξn+r(x2)]

covn [ξn+r(x1), ξn+r(x2)] σ2
n(x2)




 . (2.43)

The two Gaussian couples in Eq. (2.42) differ only in their covariance: in this latter formula
the conditional expectation ξn+r is used instead of the original random process ξ. All these
formulae remain true for any r ≥ 0:

covn
[
U

(1)
n+r(x1), U (2)

n+r(x2)
]

= covn [ξn+r(x1), ξn+r(x2)] . (2.44)

On the one hand for r = 0, one finds back that conditionally to Fn, U (1)
n (x1) and U (2)

n (x2) are
independent random variables with distribution N (ξn(x1), σ2

n(x1)) and N (ξn(x2), σ2
n(x2))

respectively. This gives:
Jαn = En [varn [α]] = varn [α] .

One the other hand, the greater r the closer ξn+r to ξ in the quadratic mean, i.e. the
closer covn [ξn+r(x1), ξn+r(x2)] to covn [ξ(x1), ξ(x2)]. Eventually the criterion goes to 0 as
r →∞: if the size of the next batch of points to be estimated goes to infinity then the
error goes to 0.

From a practical point of view, only the second part of Eq. (2.40) depends on the
proposed point x∗ and needs to be evaluated. This integration over X× X of a bivariate
cdf of Gaussian random variables can be numerically demanding. However Chevalier et al.
[2014] showed that it is numerically almost as efficient (in terms of relative Root-Mean-
Squared Error of the estimation of p) to use an upper bound of Jαn,n+r based on an upper
bound of varn [α]:

varn [α] = varn
[∫

X
1ξ(x)>qdµX(x)

]

≤
(∫

X

√
varn

[
1ξ(x)>q

]
dµX(x)

)2

≤
∫

X
varn

[
1ξ(x)>q

]
dµX(x). (2.45)

This upper bound reduces the integration over X×X to an integration over X only. Denote
pqn(x) = Pn [ξ(x) > q] ,∀n ≥ 0, this latter formulation gives for the criterion:

Jαn,n+r(x∗) ≤ JΓ
n,n+r(x∗)

def=
∫

X
En [pqn+r(x) (1− pqn+r(x))] dµX(x), (2.46)

which can be rewritten [Chevalier et al., 2014]:

JΓ
n,n+r(x∗) =

∫

X
Φ2




 a(x)
−a(x)


 ,


 c(x) 1− c(x)

1− c(x) c(x)




 dµX(x). (2.47)
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Once again this quantity can be rewritten using the same Gaussian couple (U (1)
n+r, U

(2)
n+r):

JΓ
n,n+r(x∗) =

∫

X
Pn

[
U

(1)
n+r(x) > q, U

(2)
n+r(x) < q

]
dµ(x). (2.48)

Even though criteria (2.39) and (2.46) are now expressed as the integral of a bivariate
Gaussian cdf whose dimension does not depend on r, a direct Monte Carlo approach to
quantify Eqs. (2.40) and (2.47) may fail to produce a correct estimation because of the
rarity of the event {ξ(x) > q}. Chevalier et al. [2014] proposed to use a combination of
crude Monte Carlo and Importance Sampling to circumvent this limitation. In Chapter 5
we will show how results on Poisson processes presented further in Chapter 3 can be used
to address this issue with reformulations (2.41) and (2.48), reducing this calculation to
the average of a univariate Gaussian cdf on a suitable population.

To conclude this section on designs of experiments, we stress out the fact that SUR
strategies appear as the most conservative and theoretically founded strategies. However
the price to pay in terms of numerical complexity can become relatively consequent and a
trade-off between criterion complexity and computational time of the computer code g
has to be found. This will be illustrated in the numerical examples of Section 5.3.

2.3 Metamodels and estimators

In this section, we address the issue of the selection of an estimator based on the metamodel
used. Indeed, while in Section 2.1.1 we have seen that the First Order Reliability Method
leads itself to an analytical expression of the probability of failure, the other approaches
need to be used in addition to Monte Carlo estimators such as the ones defined in Chapter
1.

In all this section, we hence consider that a surrogate model has been built with a
given number of calls to the real computer code g and we describe several possibilities for
building the estimator of p = P [g(X) > q].

2.3.1 Crude Monte Carlo estimator

The crude Monte Carlo method presented in Section 1.1 combines the advantages of
supporting a Central Limit Theorem, being consistent, easy to implement, parallelisable
and insensitive to the dimension of the problem. We saw that its main and only drawback
is that it is not well suited for rare event estimation as its squared coefficient of variation
typically scales like 1/(Np) with N the number of generated samples and p the sought
probability. However, if the metamodel is fast-to-compute, this number N can be high at
almost no cost comparing the to original code g.

For the sake of clarity we rewrite here the definition of the crude Monte Carlo estimator:
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p̂MC = 1
N

N∑

i=1
1g(Xi)>q = 1

N

N∑

i=1
1Xi∈F (2.49)

with (Xi)Ni=1 N ≥ 1 iid. random variables with distribution µX and F = {x ∈ X | g(x) > q}
the failure domain. Hence a crude Monte Carlo estimator only requires to know whether a
given random sample X ∼ µX lies into the failure domain or not.

Hard classifiers, like SORM or a SVM, are especially designed to answer to this question
instead of the true computer code g. Without loss of generality, one considers a classifier
g̃ : X→ {0, 1} such that it returns 1 if the sample x is classified as failing and 0 otherwise.
This definition leads to the so-called plug-in approach:

p̂ = 1
N

N∑

i=1
g̃(Xi)

which gives an unbiased estimate of p̃HC = P
[
X ∈ F̃HC

]
with F̃HC = {x ∈ X | g̃(x) = 1}.

However there is no guarantee that p̃HC is close to p. Indeed one has:

p̃HC − p =
∫

X

(
g̃(x)− 1g(x)>q

)
dµ(x).

If the classifier does not provide any information on its proximity to the true limit-state
surface, the only way to estimate this quantity is to rely on a crude Monte Carlo estimation,
which means ending up with doing a crude Monte Carlo on the original computer code
g. This is clearly not an option and thus these approaches require to trust the classifier
without any possible control on it. This strategy is used for instance by Deheeger [2008]
in its algorithm called SMART based on a SVM (and so 2SMART too).

With a Bayesian perspective, it is also possible to define a classifier based on the
random process ξ. Recall that in this context the quantity of interest becomes a random
variable: α =

∫
X 1ξ(x)>qdµX(x), one looks for a classifier minimising the probability of

misclassification of a sample x ∈ X [Bect et al., 2012]:

P0
[
g̃(x) 6= 1ξ(x)>q

]
= E0

[(
g̃(x)− 1ξ(x)>q

)2
]

= g̃(x)2 P0 [ξ(x) ≤ q] + (g̃(x)− 1)2 P0 [ξ(x) > q]
= g̃(x)(1− P0 [ξ(x) > q]) + (1− g̃(x)) P0 [ξ(x) > q] .

This error is minimised for:

g̃ : x ∈ X 7→ g̃(x) =





1 P0 [ξ(x) > q] ≥ 0.5
0 P0 [ξ(x) > q] < 0.5

,

i.e. g̃(x) = 1ξ(x)>q with ξ(x) the median of ξ(x). If ξ is a Gaussian process: ∀x ∈
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X, ξ(x) ∼ N (m(x), σ2(x)), then the mean and the median are the same and one finds:

g̃(x) = 1m(x)>q.

In other words the classifier built from a kriging metamodel minimising the probability of
misclassification is the classifier obtained by substituting the true computer code g with
the kriging mean. This hard-classifier is used for instance by Echard et al. [2011] for their
AKMCS (Active learning using Kriging and Monte Carlo Simulation) method.

On the other hand we have presented in Section 2.1.4 the conditional expectation of α
as a natural estimator for p, i.e. the one minimising the quadratic error. From a more
pragmatic point of view, one can simply consider that the Bayesian formulation just adds
a dimension to problem (2.11) but that it remains essentially the same, i.e. the estimation
of the probability that a deterministic real-valued function be above a threshold given the
distribution of its inputs:

p = PµX [g(X) > q]← p̃aug = PµX⊗P0 [ξ(X, ω) > q] . (2.50)

The integration over P0 can be calculated, which gives:

p̃aug =
∫

X×Ω0
1ξ(x,ω)>qdµX(x)d P0(ω) =

∫

X
P0 [ξ(x) > q] dµX(x). (2.51)

This latter quantity is referred to as the augmented failure probability by Dubourg [2011]
because on top of the uncertainty of the parameters of the model embedded in the random
vector X, one adds the uncertainty on the code itself. If the law of the random process ξ
is known, then this quantity can be estimated with a crude Monte Carlo for instance: for
all x ∈ X, let Φx be the complementary cdf of ξ(x), then:

p̂ = 1
N

N∑

i=1
ΦXi

(q)

is an unbiased estimator of p̃aug = EµX [ΦX(q)]. It is used for instance by Picheny et al.
[2010] and Bect et al. [2012]. One the one hand, p̃HC appears as a sort of thresholded
version of p̃aug:

p̃HC =
∫

X
1Φx(q)>0.5dµX(x) =

∫

X
[Φx(q)] dµX(x)

with [·] the rounding operator. On the other hand there is still no guarantee that p̃aug is
close to p and the same problem as for the hard classifier still holds.

2.3.2 Importance sampling-based procedures
The issue of the uncontrolled bias is inherent to the use of a metamodel as a direct proxy
for the true computer code g. To circumvent this limitation, the idea, first developed by
Dubourg [2011], is to use the metamodel to define an importance distribution.
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We recall that the main concept of Importance Sampling is to use another distribution
µX̃ such that µX is absolutely continuous with respect to µX̃ . For the sake of simplicity of
this section and since it is always the case in our practical examples, we further assume
that both µX and µX̃ have a density with respect to a reference measure, for instance,
Lebesgue measure, π and π̃ respectively. We refer to Section 1.2 for a more general
introduction to Importance Sampling. The absolute continuity hypothesis means indeed
that ∀x ∈ X, π̃(x) = 0⇒ π(x) = 0 and the Importance Sampling scheme writes:

p =
∫

X
1g(x)>qπ(x)dx =

∫

X
1g(x)>q

π(x)
π̃(x) π̃(x)dx = EµX̃

[
1
g(X̃)>q

π(X̃)
π̃(X̃)

]
.

The importance distribution µX̃ minimising the variance of the Monte Carlo estimator
has the following density:

∀x ∈ X, π̃∗(x) = 1g(x)>qπ(x)
∫
X 1g(x)>qπ(x)dx = 1g(x)>qπ(x)

p
,

i.e. it is the original distribution truncated to the failure domain. Especially it depends
on the unknown quantity p. While it may not be possible to use a classifier to define an
importance density satisfying the absolute continuity condition (if the classifier says that
an area of the input space is safe while it is not), the soft-classifier P0 [ξ(x) > q] = Φx(q) is
never null when ξ is a Gaussian process for instance. This leads to the idea of approximating
the optimal π̃∗ with the soft-classifier:

∀x ∈ X, π̃(x) = P0 [ξ(x) > q] π(x)
∫
X P0 [ξ(x) > q] π(x)dx = P0 [ξ(x) > q] π(x)

p̃aug
. (2.52)

On the one hand p̃aug can be estimated with a crude Monte Carlo as explained in Section
2.3.1. On the other hand p can be estimated with (X̃i)Ni=1 N ≥ 1 iid. samples with
distribution µX̃ by:

p̂ = 1
N

N∑

i=1
1
g(X̃i)>q

π(X̃i)
π̃(X̃i)

= 1
N

N∑

i=1

1
g(X̃i)>q

P0
[
ξ(X̃i) > q

] p̃aug. (2.53)

Such Importance Sampling schemes are used for example by Dubourg et al. [2011],
Balesdent et al. [2013] or Cadini et al. [2014]. Also Bect et al. [2015] recently showed that
in a Bayesian framework, the optimal importance density is indeed:

∀x ∈ X, π̃(x) =

√
E0
[
1

2
ξ(x)>q

]
π(x)

∫
X

√
E0
[
1

2
ξ(x)>q

]
π(x)

=

√
P0 [ξ(x) > q]π(x)

∫
X

√
P0 [ξ(x) > q]π(x)dx

. (2.54)

Their numerical study seems to show a little improvement in terms of Mean Squared Error
against the importance density of Eq. (2.52). However from a practical point of view
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these methods require to simulate at least a small number of times the heavy computer
code g for the estimator (2.53). This means stopping the enrichment step before having
spent all the computational budget available. The question of a good repartition of the
computational budget between the exploration phase and the Importance Sampling scheme
in order to minimise the Root Mean Squared Error of the estimator is still unclear.

Furthermore the variance of the Importance Sampling estimator may be very high
if the metamodel misses a part of the failure domain, i.e. if it considers that an area is
safe with great probability while it is not. This issue is the main drawback of Importance
Sampling, namely that the variance may be even greater than the crude Monte Carlo
one. For such algorithms, the metamodel should be very conservative, i.e. that it is very
important not to consider a part of the input space X as safe while it is not. Unfortunately
there is actually no criterion for such property. Some usual techniques for Importance
Sampling using mixtures of densities [Owen and Zhou, 2000] may be used but this will
increase again the number of required samples for this last step.

In the end, since these algorithms intend to spend few computational budget on this
final Importance Sampling estimator, there is almost no luck that a potential ill-learnt
metamodel be detected (it will not sample in areas considered as safe with great probability,
and so not visit areas which may be indeed in the failure domain). Eventually, in the
numerical examples the Importance Sampling sum p̂/p̃aug in Eq. (2.53) is always very close
to 1.

All these considerations lead us to consider that this correction of p̃aug as presented by
Dubourg [2011] and visible in Eq. (2.53) has to be manipulated with caution.

2.3.3 Subset Simulation
All the estimators presented previously are based on a crude Monte Carlo estimator, either
for p̃HC or for p̃aug and the importance sampling based correction. However, for the same
reasons as in Section 1.2, a crude Monte Carlo estimator may struggle to produce a reliable
estimate.

The problem is indeed twofold: 1) enrichment strategies based on an iid. sampling of
the input random vector may fail to discover the failure domain and to propose relevant
samples; and 2) the estimation of the selected estimator may require a too large sample
size for processing capacities or be very inaccurate. This limitation is especially severe in
an algorithm like AKMCS [Echard et al., 2011] and all its variants [Echard et al., 2013,
Fauriat and Gayton, 2014] where an initial iid. sampling is considered for the whole
algorithm as a discretised version of µX . Chevalier et al. [2014] also relied on crude Monte
Carlo sampling to find samples in the failure domain for the evaluation of the SUR criterion
and so were limited to relatively big probabilities (p ≈ 10−2).

The Subset Simulation algorithm, which lets go sequentially with a sequence of in-
termediate thresholds to the failure domain, has been used by Bourinet et al. [2011] to
address both issues simultaneously. Remember that a Subset Simulation algorithm works
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typically as follows:

1. i = 0; qi = −∞; p̂ = 1;
2. sample an iid. population with distribution µX(· | g(X) > qi);
3. select a threshold qi+1 based on this population (the 1− p0 empirical quantile of the

population or the kth ordered statistic for instance);
4. if qi+1 > q, set qi+1 = q;
5. p̂ = p̂× P [g(X) > qi+1 | g(X) > qi], estimated with the current iid. population;
6. i← i+ 1;
7. if qi < q, go to step 2.

In a metamodel based Subset Simulation, it is proposed to replace step 5 with a learning
step. In this context, the iid. population of step 2 only serves the definition of the next
threshold and the algorithm is modified as follows:

5a. run a metamodel-based algorithm on the intermediate failure event F̃i+1 = {x ∈ F̃i |
g(x) > qi+1};

5b. p̂ = p̂× p̃ with p̃ the output probability of the metamodel step.

Note that in these new steps and according to step 2 the input distribution is not µX

but µX(· | X ∈ F̃i) with F̃i the previous intermediate failure domain defined with the
previous metamodel learnt on the previous threshold: Subset Simulation can be seen as
a Sequential Monte Carlo sampler modifying iteratively the input distribution to output
samples following the truncated distribution µX(· | g(X) > q).

Since the pioneering work of Deheeger [2SMART, 2008], this strategy has been applied
to the AKMCS method [AK-SS, Huang et al., 2016] and to the Bayesian approach of
rare event simulation [Bayesian Subset Simulation, Li et al., 2012, Bect et al., 2016]. In
this latter version, it is shown an improvement of several orders of magnitude against the
2SMART method, and even very recent improved version of 2SMART [Bourinet, 2016]
does not seam to achieve the same performances.

To conclude this Chapter, we emphasize that our main goal was not to present an
exhaustive list of all the metamodel-based algorithms used by practitioners to estimate a
probability of failure. The interested reader is referred to [Dubourg, 2011] or R package
mistral [Bousquet et al., 2015] for such a list. Beyond very practical parameters, which
can indeed deeply change the behaviour of an algorithm, we think that it is important
to have a general knowledge of what can be used under which hypothesis. Without
underrating the real difficulties of practical implementations, we argue that it is important
to consider algorithms which can be at least theoretically analysed and justified. To the
best of our knowledge, the Bayesian framework is the more suitable for this specification
and will be further considered in this thesis. In Chapter 5 we will show how the Poisson
process framework can lead to an improvement of the Bayesian Subset Simulation similarly
to what it did for the Subset Simulation.
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Chapter 3

Point process for rare event
simulation

3.1 Introduction
The estimation of extreme quantile or probability is a main concern in reliability analysis.
Indeed one goal of uncertainty quantification is to estimate the probability of failure of
a given system and inversely, quantile estimation helps defining guidelines to insure a
good behaviour of the system with a given probability of failure. Usually, the system is
considered as a blackbox (often a complex numerical code denoted by g in the previous
chapters) which returns a real value defining its state. According to this output, it is then
considered as working properly or not.

Formally, the problem can be written as follows: let X be a random finite- or infinite-
dimensional vector with known distribution µX and g a performance function (the computer
code for instance), one seeks for estimating p given q (or q given p) such that p =
P [g(X) > q]. The main difficulties arise from the fact that 1) the sought probability or
quantile is extreme, say p < 10−6 and 2) the computer code is very time consuming.

In Chapter 1 we have presented statistical tools to estimate such quantity. Indeed,
recall that the crude Monte Carlo estimator (see Section 1.1):

p̂MC = 1
N

N∑

i=1
1g(Xi)>q (3.1)

with (Xi)Ni=1 N iid samples with distribution µX is not an option because CV [p̂MC]2 ≈
(Np)−1, which means that one would require N = 102/p to get a coefficient of variation
of 10%. To circumvent this limitation, the Splitting method (Section 1.3) rewrites the
sought probability using the Bayes’ rule and a finite sequence of increasing thresholds
(qi)mi=0, m ≥ 1, such that q0 = −∞ and qm = q:

p = P [g(X) > qm | g(X) > qm−1]× · · · × P [g(X) > q2 | g(X) > q1] P [g(X) > q1] . (3.2)

From Eq. (3.2) the goal is then to estimate independently each conditional probability
with a crude Monte Carlo estimator. The variance of the estimator depends on the choice
of this sequence (qi)mi=0 and especially it is known that the conditional probabilities should
be all equal to minimize it (see Section 1.3.1, Eq. 1.10). A typical MS algorithm works as
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follows:

1. sample a Monte-Carlo population (Xi)Ni=1 of size N ; j = 0;

2. estimate the conditional probability P [g(X) > qj+1 | g(X) > qj];

3. resample the Xi such that g(Xi) ≤ qj+1 conditionally to be greater than qj+1 (the
other ones do not change);

4. j ← j + 1 and repeat from step 2 until j = m.

The sequence (qj)mj=1 is usually defined on-the-fly while the algorithm is running and
this is known as Adaptive Splitting (see Section 1.3.2). The sequence is built either by
fixing the conditional probabilities to be all equal to some given value p0 ∈ (0.1, 0.5)
[Subset Simulation, Au and Beck, 2001], or by using the kth order statistic [Adaptive
Multilevel Splitting (AMS), Cérou and Guyader, 2007, Cérou et al., 2012]. In the first case,
(qj)mj=1 is then a sequence of quantiles estimated with crude Monte Carlo. Since the Monte
Carlo estimator of a quantile has a bias of order 1/N (see Section 3.4.2) this bias is also
found in the Subset Simulation estimator. In the second case the sequence is determined
with a given statistic on the iid. population, precisely the kth ordered statistic. However
the conditional probability is still estimated as usual, i.e. writing ∑N

i=1 1g(Xi)>qj , which
produces an unbiased estimator for any k [Bréhier et al., 2015c]. Note that if the cdf of
Y is continuous, then P [g(Xi) > qj] = 1− k/N and so at each iteration the conditional
probability is simply estimated by 1− k/N .

The special case of the Last Particle Algorithm (k = 1) has gained a lot of attention
recently. It has the smallest variance amongst all AMS (see Section 1.3.2); especially
Guyader et al. [2011], Huber and Schott [2011] and Simonnet [2016] showed that the
random number of iterations of the algorithm follows a Poisson law when the cdf of g(X)
is continuous. However, it is totally sequential and does not allow for parallel computation.

In this chapter, we define the point process framework for rare event simulation. Indeed,
we focus on a random walk defined on the real-valued random variable Y = g(X), i.e. we
focus on the output Y instead of the input X. We first address the case where the cdf of
Y is continuous and find back the results from [Guyader et al., 2011, Huber and Schott,
2011, Simonnet, 2016], i.e. that the random walk is a Poisson process with mean measure
depending on the distribution of Y (Section 3.2). The main difference is that we do not
study a particular algorithm but rather derive general properties for this random walk.
Especially we present in Section 3.3 the Last Particle Algorithm estimator as the Minimal
Variance Unbiased Estimator (MVUE) of the exponential of a parameter of a Poisson
law with iid. replicas of the Poisson random variable. As a consequence it turns the
Last Particle Algorithm into the optimal (minimal variance) parallel Multilevel Splitting
estimator [Walter, 2015a,c].

In Section 3.4 we review the quantile estimator proposed by Guyader et al. [2011]
in the light of the point process framework and present a slightly modified version of
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their estimator which improves its bias. Then in Section 3.5 we remove the continuity
hypothesis of the cdf and derive three unbiased estimators for the probability of exceeding
of threshold. One of them, the less robust, has also been proposed simultaneously by
Bréhier et al. [2015a] in the Splitting framework. These results are illustrated on numerical
examples in Section 3.6. All practical details on parallel implementations are postponed
to Appendix A.

3.2 The increasing random walk
Let us consider Y = g(X) ∈ R a real-valued random variable with distribution µY where g
is a deterministic function (for instance the output of a computer code) and X a random
finite- or infinite-dimensional vector with known distribution µX . In this section, we
assume that the cdf FY of Y is continuous. This hypothesis will be further removed in
Section 3.5.

Definition 3.1 (Increasing random walk). Let Y be a real-valued random variable with
continuous cdf FY , Y0 = −∞; we call the increasing random associated with Y the Markov
sequence (Yn)n such that:

∀n ∈ N, P [Yn+1 ∈ A | Y0, · · · , Yn] = P [Y ∈ A ∩ (Yn,+∞)]
P [Y ∈ (Yn,+∞)] . (3.3)

In other words (Yn)n is an increasing sequence where each element is randomly generated
conditionally greater than the previous one: Yn+1 ∼ µY (· | Y > Yn).

Remark 3.1. When Y is continuous, the random walk can alternatively be defined with a
non-strict inequality: Yn+1 ∼ µY (· | Y ≥ Yn), i.e.:

∀n ∈ N, P [Yn+1 ∈ A | Y0, · · · , Yn] = P [Y ∈ A ∩ [Yn,+∞)]
P [Y ∈ [Yn,+∞)] ,

because ∀y ∈ R,P [Y = y] = 0. This continuity hypothesis will be further investigated and
removed in Section 3.5.

Theorem 3.1. The increasing random walk associated with Y a real-valued random
variable with continuous cdf FY is indeed a Poisson process with mean measure:

∀y ∈ R, λ((−∞, y]) = − log P [Y > y] = − log
(
1− µY ((−∞, y])

)
. (3.4)

Remark 3.2. As stated by Kingman [1992, p. 12-13] there is no standard term for λ. In
this manuscript we use their convention by naming the measure mean measure and its
derivative against the Lebesgue measure, if it exists, the intensity or rate of the Poisson
process. Especially a Poisson process with mean measure λ and parameter N ≥ 1 is indeed
a Poisson process with mean measure Nλ.
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In particular, a homogeneous Poisson process is a Poisson process with constant rate 1
and so mean measure: ∀y > 0, λ([0, y]) =

∫ y
0 dt = y.

Proof. Let (Yn)n≥0 be an increasing random walk. We consider the associated sequence
(Tn)n≥0 such that ∀n ≥ 0, Tn = − log(P [Y > Yn]). Especially, note that T0 = 0 since
Y0 = −∞.

The function y ∈ R 7→ − log P [Y > y] ∈ R+ is increasing over R. Since the sequence
(Yn)n≥0 is also increasing, so is the sequence (Tn)n≥0. We now show that (Tn)n≥1 is a
homogeneous Poisson process with parameter 1, which means by definition that inter-
arrival times are independent and follow an exponential law with parameter 1. Considering
n ∈ N we have:

Tn+1 − Tn = − log(P [Y > Yn+1]) + log(P [Y > Yn])

= − log
(

P [Y > Yn+1]
P [Y > Yn]

)

= − log (P [Y > Yn+1 | Y > Yn]) .

Let Fn be the σ-algebra generated by (Tj)j≤n and Fn be the cdf of the distribution
µY (· | Y > Yn). Knowing Fn, Fn is the cdf of Yn+1 and thus Fn(Yn+1) follows a uniform
law on [0, 1]. Finally we get:

∀t ∈ R+,P [Tn+1 − Tn < t | Fn] = P [− log(1− Fn(Yn+1)) < t | Fn]
= P [Fn(Yn+1) < 1− exp(−t) | Fn]
= 1− exp(−t).

Thus the inter-arrival times are independent and follow an exponential law with parameter
1. (Tn)n≥1 is then a homogeneous Poisson process with parameter 1. Let y ∈ R and My

be the counting random variable of the number of events before y, one has:

My = card {n ≥ 1 | Yn ≤ y} = card {n ≥ 1 | Tn ≤ − log P [Y > y]} . (3.5)

Let ty = − log P [Y > y]. Since (Tn)n≥1 is a homogeneous Poisson process with parameter
1, its counting random variable a time ty > 0 follows a Poisson law with parameter ty.
Then the equality of Eq. (3.5) lets conclude:

My ∼ P (ty) = P (− log P [Y > y]) ,

which means that (Yn)n≥1 is a Poisson process with mean measure λ defined on B(R) by:

∀y ∈ R, λ((−∞, y]) = − log P [Y > y] = − log
(
1− µY ((−∞, y])

)
.
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y

P [Y > y] = p

− log p = t
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0 T1 T2 T3 T4 T5 T6

y

py

ty

Figure 3.1: The increasing random walk and the associated homogeneous Poisson process.

Corollary 3.1. The random number of simulations required to get a realisation of Y
above a given threshold y is 1 +My, with My ∼ P (log 1/P [Y > y]) the random number
of events before reaching y. This is to be compared with a usual iid. sampling where it
follows a geometric law with parameter P [Y > y]. In expectation, it is 1 + log 1/P [Y > y]
samples instead of 1/P [Y > y]. Since:

∀p ∈ (0, 1], 1 + log 1
p
≤ 1
p

the increasing random walk is on average always faster than the iid. sampling to get a
realisation of Y above a given threshold. This can be understood in the sense that each new
state of the random walk can be seen as a new trial to get a sample above the threshold,
but with a greater probability of success.

Remark 3.3. Simulating an increasing random walk requires to be able to generate
according to conditional distributions. Section 1.3.3 gives practical details on how to
achieve this when only a generator of the original random variable is available.

This feature is especially interesting when y is far in the tail of Y ; as a matter of fact
Figure 3.2 plots the function p ∈ (0, 1] 7→ 1/p and p ∈ (0, 1] 7→ 1− log p as well as the cdf
of the distributions P(− log 10−2) = P(4.61) and G(10−2).

Corollary 3.2. The renewal property of the Poisson process insures that:

∀y ∈ R, YMy+1 ∼ µY (· | Y > y)

with My the counting random variable of the number of events before y.

This means that given a threshold q, simulating several independent random walks
until they reach q produces an iid. population with distribution µY (· | Y > q). This
property will be later used in Chapter 5 for SUR criteria estimation (see Section 2.2.3).

Remark 3.4. Note also that generating the random walk until a given threshold y means
indeed generating the random walk for all the thresholds y0 ≤ y, i.e. generating a realisation
of all the counting random variables My0 , y0 ≤ y.
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(b) Cumulative distribution functions of
G(10−2) (solid red line) and P(− log 10−2) + 1
(dotted blue line).

Figure 3.2: Comparison of the random number of samples M required to get a realisation
of a real-valued random variable Y with continuous cdf above of given threshold y ∈ R
using an iid. sampling or simulating an increasing random walk.

3.3 Probability estimator

3.3.1 Minimal variance unbiased estimators
In the sequel, we then consider for all y ∈ R the associated numbers py = P [Y > y] and
ty = − log py. Hence, for all y ∈ R, the counting random variable of the number of events
before y: My = card {n ≥ 1 | Yn ≤ y} follows a Poisson law with parameter ty = − log py.

Lemma 3.1. Let y ∈ R and (M i
y)Ni=1 be N iid. counting random variables at time y, the

Minimal Variance Unbiased Estimator (MVUE) of ty is:

t̂y =

N∑
i=1

M i
y

N
(3.6)

and satisfies:
var

[
t̂y
]

= ty
N
.

Furthermore this estimator is fully efficient (it reaches the Cramér-Rao bound).

Proof. On the one hand
N∑
i=1

M i
y ∼ P

(
N∑
i=1

ty

)
= P (Nty) because the sum of independent

Poisson random variables is a Poisson random variable with parameter the sum of the
parameters. Then one has:

E
[
t̂y
]

= Nty
N

= ty

and:
var

[
t̂y
]

= Nty
N2 = ty

N
.
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3.3. Probability estimator

On the other hand the log-likelihood logL(m, ty) of the N -sample (M i
y)Ni=1 depending on

ty writes (with m = (m1, · · · ,mN) ∈ NN):

logL(m, ty) = log
(
N∏

i=1
e−ty

tmiy
mi!

)
= −Nty + log ty

N∑

i=1
mi −

N∑

i=1
log (mi!)

and so:

∂2 logL(m, ty)
∂t2y

= −

N∑
i=1

mi

t2y
.

The Cramér-Rao bound for ty is then:


−E


−

N∑
i=1

M i
y

t2y







−1

=
[
Nty
t2y

]−1

= ty
N
.

Hence t̂y achieves the Cramér-Rao bound and is the MVUE of ty.

However, e−t̂y is not an unbiased estimator for py = − log ty:

E
[
e−t̂y

]
= E


(exp−1/N)

N∑
i=1

M i
y


 = e−(Nty)(1−exp(−1/N)) = pN(1−e−1/N )

y

where we have used the moment generating function of a Poisson distribution to evaluate
the expectation. This is an illustration of the fact that given a non-constant function
h : R → R+ and real-valued unbiased estimators (t̂N)N≥1 of a given t ∈ R, there is no
algorithm yielding almost surely non-negative unbiased estimators of h(t), as recently
stated by Jacob et al. [2015].

To obtain the MVUE of py, we rely instead on the Lehmann-Scheffé theorem: given M
a sufficient and complete statistic for a given parameter py and p̂ an unbiased estimator of
py, it states that E [p̂ |M ] is the MVUE of py.

Proposition 3.1 (Poisson process estimator). Let y ∈ R and (M i
y)Ni=1 be N iid. counting

random variables at time y, the Minimal Variance Unbiased Estimator (MVUE) of py = e−ty

is:

p̂y =
(

1− 1
N

) N∑
i=1

M i
y

. (3.7)

Proof. We consider the statistic M̄y =
N∑
i=1

M i
y. Hence M̄y ∼ P (Nty). From the proof of

Lemma 3.1 we know that it is sufficient. We then show that it is complete. Let h : N→ R
be a function, one has:

E
[
h(M̄y)

]
=

∞∑

m=0
h(m)e−Nty (Nty)m

m! = pNy

∞∑

m=0

h(m)
m! Nmtmy .
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Part II, Chapter 3 – Point process for rare event simulation

Define ∀m ≥ 0, αm = Nmh(m)/m!, one finds:

∀py ∈ (0, 1], E
[
h(M̄y)

]
= 0⇒ ∀ty ∈ R+,

∞∑

m=0
αm(ty)m = 0.

Hence the power series t 7→
∞∑
m=0

αmt
m is identically null on R+ and so ∀m ∈ N, αm = 0.

This is equivalent to ∀m ∈ N, h(m) = 0, which implies:

∀py ∈ (0, 1], P
[
h(M̄y) = 0

]
= 1,

i.e. that the statistic is complete. Now consider N ≥ 2 and p̂1
y = 1M1

y=0 as an estimator
of py. It is unbiased: E

[
p̂1
y

]
= 1× P

[
M1

y = 0
]

= py. Then the Lehmann-Scheffé theorem
insures that E

[
p̂1
y | M̄y

]
is the MVUE of py: let m ≥ 0,

E
[
p̂1
y | M̄y = m

]
= P

[
M1

y = 0 | M̄y = m
]

=
P
[
M1

y = 0, M̄y = m
]

P
[
M̄y = m

]

=
P
[
M1

y = 0,
N∑
i=2

M i
y = m

]

P
[
M̄y = m

] =
P
[
N∑
i=2

M i
y = m

]

P
[
M̄y = m

] P
[
M1

y = 0
]

= pN−1
y

((N − 1) ty)m

m!
m!

pNy (Nty)m
py

E
[
p̂1
y | M̄y = m

]
=
(

1− 1
N

)m
.

Hence p̂y = (1− 1/N)M̄y is the MVUE of py.

Remark 3.5. The LPA produces an estimator of the form:

p̂LPA =
(

1− 1
N

)M

with M the random number of iterations of the algorithm. Guyader et al. [2011] and
Simonnet [2016] showed that in the case of a continuous cdf of g(X), M ∼ P(−N log py).
This means that the LPA is only a possible way to generate this MVUE. Especially, it is
totally sequential. In Appendix A we will discuss different possible parallel implementations
of this MVUE.

Proposition 3.2 (Statistical properties of the probability estimator).

p̂y
a.s−−−→

N→∞
py. (3.8)

var [p̂y] = p2
y

(
p−1/N
y − 1

)
. (3.9)

Proof. The almost sure convergence comes from the fact that M̄y/N almost surely converges
toward − log py thanks to the Strong Law of Large Numbers. On the other hand the
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3.3. Probability estimator

expression of the variance is calculated with the moment generating function of a Poisson
random variable.

Figure 3.3: N = 10 simulations of a random walk associated with a standard normal
Gaussian random variable. The statistic M̄2 = 40 and so the estimated probability is
p̂2 = (1− 1/10)40 ≈ 1.48× 10−2 with CV [p̂y] ≈ 0.43. Animated figure online.

Corollary 3.3. Remark 3.4 and Proposition 3.2 let have a Glivenko-Cantelli like result:

sup
y0≤y
|FN(y0)− FY (y0)| a.s.−−−→

N→∞
0 (3.10)

with FN(y0) = 1−
(

1− 1
N

)M̄y0
and M̄y0 the sum of N iid. counting random variables at

state y0.

Proof. The proof relies on the same argument as the one of the Glivenko-Cantelli theorem.
Let us consider that the increasing random walks have been generated until a given y ∈ R
such that 1− FY (y) = P [Y > y] = p > 0. We show that:

sup
y0≤y
|FN(y0)− FY (y0)| a.s−−−→

N→∞
0.

Let m ≥ 1 and define the sequence (yi,m)mi=1 such that ∀i ∈ J1,mK, yi,m = GY ( i
m

(1− p))
with GY the generalised inverse of FY , defined on (0, 1) by:

GY (u) = inf{y ∈ R | FY (y) ≥ u}.

We set y0,m = yL ∈ R̄ the left endpoint of FY such that FY (y0,m) = 0 and P [FN(y0,m) = 0] =
1. Since FY is supposed to be continuous, one also has: ∀i ∈ J1,mK, FY (yi,m) = (1−p)i/m.

65



Part II, Chapter 3 – Point process for rare event simulation

For all y0 ∈ (yL, y], there exists i ∈ J0,m − 1K such that yi,m < y0 ≤ yi+1,m. Let
(Ω,F ,P) be the underlying probability space and ω ∈ Ω. Since the functions FN (·, ω) and
FY are increasing, one has:

FN(yi,m, ω) ≤ FN(y0, ω) ≤ FN(yi+1,m, ω)
FY (yi,m) ≤ FY (y0) ≤ FY (yi+1,m)

which gives the following bounds:

FN(yi,m, ω)− FY (yi+1,m) ≤ FN(y0, ω)− FY (y0) ≤ FN(yi+1,m, ω)− FY (yi,m)

FN(yi,m, ω)− FY (yi,m)− 1− p
m
≤ FN(y0, ω)− FY (y0) ≤ FN(yi+1,m, ω)− FY (yi+1,m) + 1− p

m
.

Eventually this means:

sup
y0≤y
|FN(y0, ω)− FY (y0)| ≤ sup

1≤i≤m
|FN(yi,m, ω)− FY (yi,m)|+ 1− p

m
.

Let: ∀y0 ≤ y, Ay0 =
{
ω ∈ Ω | lim

N
FN(y0, ω) = FY (y0)

}
and Ωm = ∩mi=1Ayi,m . For all

ω ∈ Ωm:
lim sup
N→∞

sup
y0≤y
|FN(y, ω)− FY (y)| ≤ 1− p

m
.

The almost sure convergence of the estimator gives that the sets (Ayi,m)mi=1 are of probability
1 and so is Ωm as a finite intersection of such sets. Finally Ω̄ = ∩m≥1Ωm is of probability 1
as a countable intersection of such sets and:

∀ω ∈ Ω̄, lim sup
N→∞

sup
y0≤y
|FN(y0, ω)− FY (y0)| ≤ inf

m≥1

1− p
m

= 0

which concludes the proof.

In other words, generating an estimator of py for a given y ∈ R means indeed generating
an estimator of the whole cdf of Y until this threshold y, similarly to the empirial cdf
built from an iid. Monte Carlo sampling.

3.3.2 Efficiency of the estimator

Thanks to Lehmann-Scheffé theorem, we have been able to derive the MVUE of py.
However it does not achieve the Cramér-Rao bound: with similar calculations as in the
proof of Lemma 3.1 but making the derivative of the log-likelihood against py instead of ty,
we find that the bound is: −p2

y log py/N . This bound is at least asymptotically achieved
for sufficiently large N :

var [p̂y] = p2
y

(
p−1/N
y − 1

)
=
−p2

y log py
N

+ o
( 1
N

)
. (3.11)
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3.3. Probability estimator

We also recall the specific criteria defined in Section 1.5 for rare event estimators [Rubino
et al., 2009]. An estimator is said to have a Bounded Relative Moment of order k ≥ 1
(BRMk) if:

lim sup
py→0

E
[
p̂ky
]

pky
<∞ (3.12)

and a Logarithmic Efficiency of order k ≥ 1 (LEk) if:

log E
[
p̂ky
]

k log py
−−−→
py→0

1. (3.13)

Let k ≥ 1, we have:

E
[
p̂ky
]

pky
= p

N(1−(1−1/N)k)−k
y (3.14)

log E
[
p̂ky
]

k log py
= N

k

[
1−

(
1− 1

N

)k]
= 1− k − 1

2N + o
( 1
N

)
. (3.15)

Hence for any k ≥ 2, Eq. (3.12) is not satisfied because N(1− (1/N)k)− k < 0. On the
other hand Eq. (3.13) is asymptotically achieved (large N) for any k ≥ 1 with Eq. (3.15)
not depending on py.

3.3.3 Confidence intervals

The distribution of the discrete random variable p̂y is fully determined through a Poisson
distribution with parameter −N log py. Furthermore the Poisson distribution is known
to be well approximated with a Gaussian random variable as soon as its parameter is
greater than 5 to 10. Hence even for small N we fall into the range of validity of this
approximation: for instance considering N ≥ 10 and p ≤ 10−1 leads to −N log p ≥ 23.

This means that p̂y approximately follows a log-normal distribution:

log p̂y ∼ N (µ, σ2) with





µ = −N log py log
(

1− 1
N

)
= log py +O

( 1
N

)

σ2 = −N log py
(

log
(

1− 1
N

))2
= − log py

N
+O

( 1
N2

)

(3.16)
so that one can build approximate confidence intervals based on the standard Gaussian
distribution.

Proposition 3.3. Given α ∈ (0, 1) and Z1−α/2 the quantile of order 1−α/2 of the standard
normal distribution: P

[
−Z1−α/2 < N (0, 1) < Z1−α/2

]
= 1− α, one has:

lim inf
N→∞

P
[√
N |py − p̂y| < Z1−α/2p̂y

√
− log p̂y

]
≥ 1− α.

67



Part II, Chapter 3 – Point process for rare event simulation

Proof. Since M̄ is the sum of iid. Poisson random variables, the Central Limit Theorem
gives: √

N

− log py

(
M̄

N
− (− log py)

)
L−−−→

N→∞
N (0, 1).

Let t̂y = − log p̂y = −M̄ log (1− 1/N) and ty = − log py, the above equation rewrites:
√

N

− log py

(
t̂y

−N log (1− 1/N) − ty
)

L−−−→
N→∞

N (0, 1)
√

N

− log py

(
t̂y − ty − t̂y

(
1− 1
−N log(1− 1/N)

))
L−−−→

N→∞
N (0, 1).

On the one hand 1− 1
−N log(1− 1/N) = 1/(2N) + o(1/N) and t̂y converges almost surely

to ty. This gives:
√

N

− log py
t̂y

(
1− 1
−N log(1− 1/N)

)
a.s.−−−→

N→∞
0.

Then Slutsky’s theorem gives that:
√

N

− log py

(
t̂y − ty

) L−−−→
N→∞

N (0, 1).

Now recall that log p̂y converges almost surely toward log py, Slutsky’s theorem eventually
gives: √

N

− log p̂y

(
t̂y − ty

) L−−−→
N→∞

N (0, 1).

Denote by Z1−α/2 the quantile of order 1− α/2 of the standard normal distribution, one
gets:

P

 |t̂y − ty|√
− log p̂y

√
N < Z1−α/2


 −−−→

N→∞
1− α

P

exp


−Z1−α/2

√
− log p̂y
N


 <

py
p̂y

< exp

Z1−α/2

√
− log p̂y
N




 −−−→

N→∞
1− α.

Finally the asymptotic expansion of the exponential lets conclude the proof.

In this section we developed the point process framework for rare event simulation.
In this framework, the Last Particle Algorithm [Guyader et al., 2011, Simonnet, 2016]
appears only as a particular sequential implementation of the MVUE defined in Eq. (3.7),
it is the MVUE of the exponential of a Poisson parameter with iid. replicas of such
Poisson random variables. This more general iid. representation paves the way for parallel
implementation of the estimator (see Appendix A). Since the LPA estimator is optimal
(minimal variance against number of generated samples) amongst all Adaptive Splitting
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3.4. Quantile estimator

estimators (see Section 1.3.2), this means that we have enabled the parallel implementation
of the optimal Multilevel Splitting algorithm.

Furthermore the point process framework lets us show a Glivenko-Cantelli like theorem:
like with a crude Monte Carlo estimator, one not only produces an estimator of the
sought probability but of the whole cdf of Y = g(X). In other words, one could say
that the optimal splitting does not make any splitting anymore. The Poisson process
framework appears as a true counterpart of the crude Monte Carlo estimator with a similar
behaviour but a coefficient log 1/py instead of 1/py in all the considered formulas. Table
3.1 summarises these properties.

crude Monte Carlo Poisson process
Sampling: N iid. replicas of X ∼ µX My ∼ P (− log py)

Statistic M̄ =
N∑
i=1

1g(Xi)>y M̄ =
N∑
i=1

M i
y

Estimator M̄/N (1− 1/N)M̄

Mean py py

Variance σ2 py(1− py)
N

p2
y(p−1/N

y − 1)

Asymptotic variance limN→∞ σ2N py(1− py) −p2
y log py

Squared coef. of variation 1− py
Npy

+ o
( 1
N

) 1
N

log 1
py

+ o
( 1
N

)

Width of conf. interval at (1− α)% 2Z1−α/2 σ 2Z1−α/2 σ

Table 3.1: Summary of the properties of the crude Monte Carlo and the Poisson process
estimators.

In the next section, we go one step further with the development of this similarity by
defining a quantile estimator based on the increasing random walk. Guyader et al. [2011]
indeed already proposed a quantile estimator based on the Last Particle Algorithm. Apart
from its parallelisation, we will show that the Poisson process framework also slightly
modifies this estimator, resulting in simplified bounds on the bias.

3.4 Quantile estimator

3.4.1 Description of the estimator

Recall that we were interested in estimating p = P [g(X) > q] for a given q ∈ R with g(X)
a real-valued random variable with continuous cdf , we now assume that one instead wants
to estimate q for a given p:

q = inf{y ∈ R | P [g(X) > y] ≤ p}.
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Let us first consider (Tm)m≥0 a homogeneous Poisson process with parameter N ≥ 1
(T0 = 0) and denote by M̄q the counting random variables at time t = − log p > 0. We
have M̄q ∼ P(−N log p) = P(Nt).

Lemma 3.2 (Laws of random variables TM̄q
and TM̄q+1). Let us denote by FM̄q

and FM̄q+1

the cdf associated to TM̄q
and TM̄q+1 respectively. The following result holds:

∀(α, β) ∈ R2
+,P

[
(TM̄q+1 − t > α/N) ∩ (t− TM̄q

≥ β/N)
]

= e−αe−β 1[0,Nt)(β). (3.17)

Proof. Given (α, β) ∈ R2
+, we write ∀k ∈ N,∆k = {(Tk+1 − t > α/N) ∩ (t− Tk ≥ β/N)}.

We have:

P
[
∆M̄q

]
=
∞∑

k=0
P
[
∆M̄q

∩ {M̄q = k}
]
.

Noticing here that {M̄q = k} = {Tk ≤ t < Tk+1} we have:

P
[
∆M̄q

]
=
∞∑

k=0
P [∆k] .

From standard results on Poisson processes, we have the joint density of (Tk, Tk+1):

∀k ∈ N∗, f(tk, tk+1) = Nk+1e−Ntk+1tk−1
k /(k − 1)!10<tk<tk+1 .

Then we get:

∀k ∈ N,P [∆k] = (N(t− β/N))k
k! e−Nt−α 1[0,t)

(
β

N

)
1[0,+∞)(α)

and so the result announced:

P
[
(TM̄q+1 − t > α/N) ∩ (t− TM̄q

≥ β/N)
]

= e−α1[0;+∞)(α) e−β1[0;Nt)(β).

Note that, for any N and t, the distribution of (NTM̄q
, NTM̄q+1) depends only of Nt.

Corollary 3.4. The center of the interval [TM̄q
;TM̄q+1] converges toward a random variable

centred in t with symmetric pdf, i.e.:

N

(
TM̄q

+ TM̄q+1

2 − t
)

L−−−−→
Nt→∞

Z (3.18)

with Z a random variable with pdf fZ(z) = e−2|z|.
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Proof. From the joint probability distribution of TM̄q
and TM̄q+1 we have:

∀(α, β) ∈ R2
+,P

[
(TM̄q+1 − t > α/N) ∩ (t− TM̄q

≥ β/N)
] L−−−−→
Nt→∞

e−α e−β

i.e.:
N(TM̄q+1 − t, t− TM̄q

) −−−−→
Nt→∞

(Z1, Z2)

with Z1 and Z2 iid. random variables with Exponential distribution E(1). The difference
between the center of the interval and t is thus the difference between two Exponential
random variables with parameter 2, which gives the result.

Lemma 3.2 and Corollary 3.4 show that a homogeneous Poisson process is such that
for any given t > 0, the first events before and after t form a random interval centred at t.
Going back to the increasing random walk, it suggests to define the following quantity of
interest:

q̃ =
YM̄q

+ YM̄q+1

2
with (Ym)m the superposed process of N iid. random walks, i.e. a Poisson process with
mean measure: ∀y ∈ R, λ((−∞, y]) = −N log P [Y > y]. In other words (Ym)m is such
that ∀m ≥ 0, Tm = − log P [Y > Ym]: it is the merged and sorted sequence of the events
of N iid. increasing random walks.

Denote by F̄Y
−1 the complementary quantile function of Y = g(X), i.e. the generalised

inverse of its complementary cdf F̄Y [see for example Embrechts et al., 1997, Resnick,
2013]:

F̄Y
−1(p) = inf{y ∈ R | P [Y > y] ≤ p}

one has: ∀m ≥ 0, Ym = F̄Y
−1(e−Tm). By assuming that Y = g(X) has a pdf fY continuous

and strictly positive at q, we can make the following Taylor expansion around t = − log p:

YM̄q
= q +

(
TM̄q
− t

) p

fY (q) + oP
(
TM̄q
− t

)

YM̄q+1 = q +
(
TM̄q+1 − t

) p

fY (q) + oP
(
TM̄q+1 − t

)
.

Corollary 3.4 lets have the convergence in distribution of q̃:

N(q̃ − q) L−−−→
N→∞

p

fY (q)Z,

where Z is a random variable with pdf fZ(z) = e−2|z|. Unfortunately we cannot observe
M̄q: in general there is no information on when the estimated quantile is crossed by the
random walk. However we know that M̄q

L∼ P(−N log p); writing mq = b−N log pc, we
then choose as an estimator for q:

q̂ = Ymq + Ymq+1

2 . (3.19)
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3.4.2 Statistical analysis of the estimator

Let N ≥ 1 be the total number of random walks and mq = b−N log pc. We first present
some asymptotic results for an estimator Ymq+k with a given k ∈ Z as N → +∞. Then
we study the property of a linear combination of Ymq+k around mq. From now on, let us
suppose that g(X) has cdf FY and pdf fY continuous at q.

Proposition 3.4 (Central Limit Theorem). If fY (q) 6= 0, then:

√
N
(
Ymq+k − q

) L−−−→
N→∞

N
(

0, −p
2 log p

fY (q)2

)
. (3.20)

Proof. This proof comes mainly from [Guyader et al., 2011]. There exists N0 ∈ N | ∀N ≥
N0, mq + k > 0. Let N ≥ N0, we have Ymq+k = F̄Y

−1(eTmq+k) where Tmq+k ∼ Γmq+k/N
with Γmq+k a Gamma random variable with parameter mq + k. From the definition of
mq = b−N log pc we get:

mq + k

N
−−−→
N→∞

− log p

which lets us rewrite the Central Limit Theorem for the Gamma random variable as
follows: √

N
Tmq+k − (− log p)√− log p

L−−−→
N→∞

N (0, 1).

One eventually concludes by making a Taylor expansion of y ∈ R 7→ − log P [Y > y]
around q:

Tmq+k − (− log p) = (Ymq+k − q)fY (q)/p+ oP (Ymq+k − q).

Then: √
N(Ymq+k − q) L−−−→

N→∞
N
(

0, −p
2 log p

fY (q)2

)
.

Proposition 3.5 (Bounds on bias). If fY continuously differentiable and positive at q,
we get the following boundaries for the bias:

E
[
Ymq+k

]
− q ≥ p

NfY (q)

(
log p

2

(
1 + f ′Y (q)p

fY (q)2

)
+ k − 1

)
+ o

( 1
N

)

E
[
Ymq+k

]
− q ≤ p

NfY (q)

(
log p

2

(
1 + f ′Y (q)p

fY (q)2

)
+ k

)
+ o

( 1
N

)
.

(3.21)

Proof. Let us write the Taylor expansion of Ymq+k around t = − log p = − log F̄Y (q):

Ymq+k = F̄Y
−1(e−Tmq+k) = q + p

fY (q)(Tmq+k − t)

+ (Tmq+k − t)2

2

(
− p

fY (q)

)(
1 + pf ′Y (q)

fY (q)2

)
+ oP

(
(Tmq+k − t)2

)
.

72



3.4. Quantile estimator

We have:

E
[
Tmq+k − t

]
= mq + k

N
− t = 1

N
(mq −Nt+ k) ∈

(
k − 1
N

,
k

N

]

and:

E
[
(Tmq+k − t)2

]
= var

[
Tmq+k

]
+ (mq + k

N
− t)2 = mq

N2 + k

N2 + 1
N2 (mq −Nt+ k)2

E
[
(Tmq+k − t)2

]
∈ t

N
+ k

N2 (k − 1, k + 1] ,

which concludes the proof.

Proposition 3.6 (Confidence interval). Writing Z1−α/2 the (1−α/2) quantile of a standard
Gaussian distribution, m− = bmq −Z1−α/2

√
mqc and m+ = dmq +Z1−α/2

√
mqe, we have:

P
[
q ∈ [Ym− , Ym+ ]

]
−−−→
N→∞

1− α. (3.22)

Proof. Considering the approximation of a Poisson distribution by a Normal distribution:
Mq ∼ N (mq,mq) and writing Z1−α/2 the 1− α/2 quantile of a standard Gaussian law:

P
[
Mq ∈ [mq − Z1−α/2

√
mq,mq + Z1−α/2

√
mq]

]
= 1− α.

We conclude by noticing that the sequence (qi)i is strictly increasing.

Hence it is possible to produce a confidence interval for q without estimating the pdf
of g(X) in contrast with a crude Monte Carlo estimation.

Proposition 3.7 (Multidimensional Central Limit Theorem). Let us now consider the
vector (Ymq , Ymq+1, . . . , Ymq+k) with k ∈ Z | k ≥ −mq + 1. If fY (q) 6= 0, we can write the
following multidimensional central limit theorem:

√
N







Ymt
...

Ymt+k


− q




1
...
1







L−−−→
N→∞

N







0
...
0


 ,
−p2 log p
fY (q)2




1 . . . 1
... . . . ...
1 . . . 1





 . (3.23)

Proof. The (Tmq+k)k are the times of a homogeneous Poisson process with parameter N
so that we know their joint probability distribution and we get:

∀k ∈ Z | mq + k > 0, cov
[
Tmq , Tmq+k

]
= mq

N2 .

Let us now define φ : t 7→= F̄Y
−1(e−t) and calculate the covariance matrix between the

(Ymt+k)k. Since Ymq+k = q + (Tmq+k − t)φ′(t) + o(Tmq+k − t) and φ′(t) = p/fY (q), we find:

cov
[
Ymq , Ymq+k

]
=
(

p

fY (q)

)2
mq

N2 + o
( 1
N

)
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from which it comes:
N cov

[
Ymq , Ymq+k

]
−−−→
N→∞

−p2 log p
fY (q)2

which concludes the proof.

Proposition 3.8. Assuming that fY is twice continuously differentiable and fY (q) 6= 0,
the estimator q̂ = Ymq + Ymq+1

2 introduced in Eq. (3.19) has the following properties:

√
N (q̂ − q) L−−−→

N→∞
N
(

0, −p
2 log p

fY (q)2

)
(3.24)

and:

E [q̂]− q ≥ p

2NfY (q)

(
log p

(
1 + f ′Y (q)p

fY (q)2

)
− 1

)
+ o

( 1
N

)

E [q̂]− q ≤ p

2NfY (q)

(
log p

(
1 + f ′Y (q)p

fY (q)2

)
+ 1

)
+ o

( 1
N

)
.

(3.25)

Remark 3.6. For von Mises distributions [see Embrechts et al., 1997, Section 3.3.3] one
has:

f ′Y (q)p
fY (q)2 −−−→q→∞ −1.

For instance for Weibull distributions, i.e. distributions with cdf FY (y) = e−λy
k , y ≥ 0,

λ > 0 and k > 0, one has

log p
(

1 + f ′Y (q)p
fY (q)2

)
= 1− 1

k

so that the bounds on bias simplify as follow:

− 1
2k

p

NfY (q) ≤ E [q̂]− q ≤
(

1− 1
2k

)
p

NfY (q) . (3.26)

Eventually, it is centred for k = 1.

Remark 3.7. Guyader et al. [2011] defined the quantile estimator by inverting Eq. (3.7),
i.e.:

q̂LPA = YmLPA (3.27)

with mLPA = dlog p/ log (1− 1/N)e. While this does not change the convergence in distri-
bution, its modifies the bounds on the bias. As a matter of fact, with the same assumptions
he got:

E [q̂]− q ≥ p

NfY (q)

(
log p

(
1 + f ′Y (q)p

2fY (q)2

)
+ f ′Y (q)p
fY (q)2

)
+ o

( 1
N

)

E [q̂]− q ≤ p

NfY (q)

(
log p

(
1 + f ′Y (q)p

2fY (q)2

)
+ 1− f ′Y (q)p

fY (q)2

)
+ o

( 1
N

)
.

(3.28)
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assuming f ′(q) < 0. Especially these bounds change with the sign of f ′(q) and the interval
is wider than the one given in Eq. (3.25).

3.5 Discontinuous random variables
All the previous results assume that the cdf of Y = g(X) is continuous. This if often the
case in the literature and little is known about the impact of using splitting strategies if
this assumption does not hold. Recall that X is a random finite- or infinite-dimensional
vector with known distribution µX and g a real-valued measurable performance function.
Y can be discontinuous if for example there is some threshold effect in g and/or if X
is discrete or mixed discrete/continuous [Cérou et al., 2011, Rubinstein, 2009b, 2010,
Rubinstein et al., 2012]. Also if X is a random path, the discretisation of the solution
of a Stochastic Differential Equation (SDE) can lead to some accumulations points (see
Section 3.6 below).

Recently, Simonnet [2016] showed that in the case of the Last Particle Algorithm the
random number of iterations is indeed a mixture of independent Poisson and negative
binomial laws while in the continuous case, it is only a Poisson law. Unfortunately he could
not derive a general unbiased estimator from this result [Simonnet, 2016, Theorems 4 and 5].
The main problem comes from the fact that the equality: ∀y ∈ R, P [Y > y] = P [Y ≥ y]
does not hold any more (see Remark 3.1). Rubinstein [2009b] already noticed that one
should pay attention to the fact that the root qi of P [g(X) ≥ qi | g(X) ≥ qi−1] = p0 may
not be unique [Rubinstein, 2009b, Remark 6.1], [Botev and Kroese, 2008, Remark 2.6]. He
then derived some guidelines for an appropriate adaptive choice of the (qi)i for Splitting
methods (see Section 1.3.2) in this case but concludes that the algorithm can eventually
fail to estimate the sought probability [it stops at an intermediate level, see Rubinstein,
2009b, Remark 6.3] or returns 0 [Amrein and Künsch, 2011]).

Finally, Cérou et al. [2011] suggested to use for the Boolean SATisfiability Problem (SAT
problem) an auxiliary continuous random variable Ỹ such that P

[
Ỹ > q

]
= P [g(X) > q]

and showed practical improvement. This idea of using an auxiliary continuous random
variable is also used by Huber and Schott [2011] for the Ising model. Eventually there are
always case specific transformations. Skilling [2006] also mentions this issue and proposes
to add a uniform random variable on a tiny interval but one lacks of justifications and
clear guidelines and consequences.

Following the random walk framework developed in Section 3.2 the goal of this
section is to fill this gap by providing both the distribution of the number of iterations
(the distribution of the counting random variables) and the Minimal Variance Unbiased
Estimators (MVUE) in the two alternative definitions of the increasing random walk (see
Remark 3.1): the one with strict inequality and the one with non-strict inequality. While
they are the same with probability 1 if Y = g(X) is continuous, they may differ if it is
not. Especially Bréhier et al. [2015a] recently derive an unbiased estimator for the strict
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inequality case in the usual AMS framework.
However the distributions of these estimators are less simple than in the continuous

case. In this scope we also suggest a third estimator based on the increasing random walk
with non-strict inequality which has the same statistical properties as in the continuous
case, i.e. with or without discontinuities. Practically speaking it is not necessary to know
in advance if Y is actually continuous or not and in this latter case, the three estimators
become the same.

3.5.1 The increasing random walk for discontinuous random
variables

From now on, we assume that Y is a real-valued random variable, continuous or not. We
extend the definition of the increasing random walk (Definition 3.1) as follows:

Definition 3.2 (Increasing random walk with non-strict inequality). Let Y ≥0 = 0; the
increasing random walk with non-strict inequality associated with Y is the Markov sequence
(Y ≥n )n such that:

∀n ∈ N, P
[
Y ≥n+1 ∈ A | Y ≥0 , · · · , Y ≥n

]
=

P
[
Y ∈ A ∩ [Y ≥n ,+∞)

]

P [Y ∈ [Y ≥n ,+∞)] . (3.29)

Definition 3.3 (Increasing random walk with strict inequality). Let Y >
0 = 0; the increasing

random walk with strict inequality associated with Y is the Markov sequence (Y >
n )n such

that:
∀n ∈ N, P

[
Y >
n+1 ∈ A | Y >

0 , · · · , Y >
n

]
= P [Y ∈ A ∩ (Y >

n ,+∞)]
P [Y ∈ (Y >

n ,+∞)] . (3.30)

In other words (Y ≥n )n is an increasing sequence where each element is randomly
generated conditionally greater or equal than the previous one: Y ≥n+1 ∼ µY (· | Y ≥
Y ≥n ) while (Y >

n )n is an increasing sequence where each element is randomly generated
conditionally strictly greater than the previous one : Y >

n+1 ∼ µY (· | Y > Y >
n ). In the

sequel, the superscripts > and ≥ will be used to denote quantities based on the increasing
random walk with strict (resp. non-strict) inequality.

Let D be the set of the atoms of Y . According to Froda’s theorem [Froda, 1929] it is
countable. As in Section 3.2 we consider for all y ∈ R the counting random variable at
time y ∈ R: M>

y = card{n ≥ 1 | Y >
n ≤ y} and M≥

y = card{n ≥ 1 | Y ≥n ≤ y}. The next
two propositions aim at giving the law of M>

y and M≥
y . In both Propositions 3.9 and 3.10,

we consider y ∈ R | py = P [Y > y] > 0, Dy = D ∩ (−∞, y] and define:

∀d ∈ D, ∆d = P [Y > d]
P [Y ≥ d] . (3.31)
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Proposition 3.9 (Law of the counting random variable for the non-strict random walk).
M≥

y is a mixture of independent Poisson and Geometric random variables such that:

M≥
y ∼ P


− log py∏

d∈Dy
∆d


⊕

∑

d∈Dy
G (∆d) (3.32)

with G a Geometric law counting the number of failures before success. In other words,
M≥

y is the sum of independent random variables, the first one being a Poisson random
variable with parameter − log py/

∏
d∈Dy ∆d and the other ones independent Geometric

random variables with parameter ∆d, d ∈ Dy respectively.

Proof. The distribution of M≥
y has already been proved by Simonnet [2016] assuming

that cardDy < ∞. We extend this result to the possible infinite countable number of
discontinuities.

Let Sn = {y ∈ R | 0 < P [Y = y] < 1/n} be the set of the jump points of FY with jump
amplitudes smaller than 1/n and Y (n) = Y 1Y /∈Sn . Y (n) has a finite number of jump points
and accumulates the (possibly infinite) number of jump points d ∈ D | P [Y = d] < 1/n
at 0. Since it has a finite number of discontinuities, the law of its associated counting
random variables is known.

Furthermore it verifies:

∀y ∈ R, P
[
Y (n) ≤ y

]
= P [Y ≤ y] + 1y≥0

∑

d∈Sn
d>y

P [Y = d]− 1y<0
∑

d∈Sn
d≤y

P [Y = d] .

Hence Y (n) L−−−→
n→∞ Y , which implies M (n)

y
L−−−→

n→∞ M≥
y with M (n)

y the counting random
variable at state y associated with an increasing random walk with non-strict inequality
on Y (n).

Moreover, one has: ∀y ∈ R, ∀n ≥ 1, M (n)
y ∼ P


− log

P
[
Y (n) > x

]

∏
d∈Dy\Sn

∆d


+ ∑

d∈Dy\Sn
G (∆d).

Finally, this gives:

M≥
y ∼ P


− log P [Y > y]

∏
d∈Dy

∆d


⊕

∑

d∈Dy
G (∆d) .

We also show that the first and second order moments of M≥
y remain finite even when

card(Dy) =∞. One has:

0 ≤
∑

d∈Dy

( 1
∆d

− 1
)

=
∑

d∈Dy

P [Y = d]
P [Y > d] ≤

1
P [Y > y]

∑

d∈Dy
P [Y = d] ≤ 1− py

py
,
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and:

1 ≥
∏

d∈Dy
∆d ≥

∏

d∈Dy
e
−
(

1
∆d
−1
)
≥ e

−
∑
d∈Dy

(
1

∆D
−1
)

≥ e
− 1−py

py > 0.

All together, theses inequalities give the result:

E
[
M≥

y

]
= − log py∏

d∈Dy
∆ +

∑

d∈Dy

( 1
∆d

− 1
)
≤ − log py + 1− py

py

var
[
M≥

y

]
= − log py∏

d∈Dy
∆ +

∑

d∈Dy

1
∆d

( 1
∆d

− 1
)
≤ − log py + 1− py

p2
y

.

It is part of the proof above that the distribution of M≥
y is well defined with finite

mean and variance even when card(Dy) = ∞, extending the result of Simonnet [2016]
who proved it with a combinatorial analysis assuming that card(D) <∞. Indeed it can
be understood using the renewal property of a Poisson process: the number of events
corresponding to the continuous part, i.e. events Yn /∈ D, follows a Poisson law with
parameter − log py −

∑
d(− log ∆d) = − log(py/

∏
d ∆d). On the other hand each jump

point leads to a random number of iterations following a Geometric law with probability
of success P [Y > d] /P [Y ≥ d] = ∆d.

Proposition 3.10 (Law of the counting random variable for the strict random walk).
M>

y is a mixture of independent Poisson and Bernoulli random variables such that:

M>
y ∼ P


− log py∏

d∈Dy
∆d


⊕

∑

d∈Dy
B (1−∆d) (3.33)

with B a Bernoulli distribution. M>
y is then the sum of independent random variables, the

first one being a Poisson random variable with parameter − log py/
∏
d∈Dy ∆d and the other

ones independent Bernoulli random variables with parameter 1−∆d, d ∈ Dy respectively.

Proof. Using the renewal property of the Poisson process the number of events in the
continuous part will be the same as the one in the non-strict case. Indeed the only
difference with the non-strict random walk comes from the behaviour of the random walk
when Yn ∈ Dy. In this latter case, while the non-strict inequality repeats the trial until
success, the strict inequality do it only once. Hence the Geometric law is replaced by a
Bernoulli one.

Since the Geometric law counts the number of failures while the Bernoulli one gives 1
in case of success, the parameter is the opposite. Furthermore, both Eqs. (3.32) and (3.33)
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are equal when D = ∅, i.e. when Y is continuous. In this latter case, one finds back the
pure Poisson distribution M>

y ∼M≥
y ∼My ∼ P(− log py).

3.5.2 Probability estimators

As noticed by Simonnet [2016], formulas (3.32) and (3.33) are not very useful to derive
an unbiased probability estimator. However we do not generate only iid. copies of the
counting random variables but the random walks themselves. Hence if one can afford
storing all the states of each random walk, then it is possible to build a MVUE in both
cases.

Preliminary results

Lemma 3.3 (MVUE for a Geometric distribution). Let G ∼ G(p) be a Geometric random
variable counting the number of failures before success with probability of success p and
(Gi)Ni=1 N iid. copies of G, then the minimal variance unbiased estimator for p is:

p̂ = N − 1

N − 1 +
N∑
i=1

Gi

. (3.34)

Proof. One is going to use Lehmann-Scheffé theorem with the statistic T =
N∑
i=1

Gi. As
the sum of N independent Geometric random variables with parameter p, T follows a
Negative Binomial law: ∀t ∈ N, P [T = t] =

(
N+t−1

t

)
pN(1− p)t. T is sufficient:

L(g1, · · · , gN , p) =
N∏

i=1
P [Gi = gi] = (1− p)

N∑
i=1

gi

pN = (1− p)tpN .

T is also complete: let φ : N→ R be a function, one has:

∀p ∈ (0, 1), E [φ(T )] = 0⇒ ∀p ∈ (0, 1), pN
∞∑

t=0

(
t+N − 1

t

)
φ(t)(1− p)t = 0

⇒ ∀θ ∈ (0, 1),
∞∑

t=0
αtθ

t

with αt =
(
t+N−1

t

)
φ(t) and θ = 1− p. Furthermore p = 1 i.e. θ = 0 gives φ(0) = 0 and

θ = 1, i.e. p = 0 gives P [T <∞] = 0. Hence the power series θ 7→ ∑
αtθ

t is identically null
on its radius of convergence [0, 1) and so ∀t ∈ N, αt = 0, which means ∀t ∈ N, φ(t) = 0
and T is complete.

We now consider the estimator R = 1
N

N∑
i=1

1Gi=0. R is unbiased because E [1Gi=0] =
P [G1 = 0] = p. Then the Lehmann-Scheffé theorem states that E [R | T ] is the MVUE of
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p. This gives:

E [R | T = t] = 1
N

N∑

i=1
E
[
1Gi=0 |

N∑

i=1
Gi = t

]
= P

[
G1 = 0 |

N∑

i=1
Gi = t

]

=
P
[
G1 = 0,

N∑
i=2

Gi = t

]

P
[
N∑
i=1

Gi = t

] = P [G1 = 0]

(
t+N−2

t

)
pN−1(1− p)t

(
t+N−1

t

)
pN(1− p)t

E [R | T = t] = N − 1
N − 1 + t

.

Hence, p̂ = E [R | T ] = (N − 1)/(N − 1 + T ) is the MVUE of p.

Lemma 3.4 (MVUE for a Bernoulli distribution). Let B ∼ B(1 − p) be a Bernoulli
random variable with probability of failure p and (Bi)Ni=1 N iid. copies of B, then the
minimal variance unbiased estimator for p is:

p̂ = 1−

N∑
i=1

Bi

N
. (3.35)

Definition 3.4 (Run-length encoding). Let v = (v1, · · · , vm) ∈ Rm, m ≥ 1, be a vector
such that ∀i ∈ J1,m− 1K, vi ≤ vi+1. We call the run-length encoding of v the vector r of
the lengths of runs of equal values in v.

In other words, the run-length encoding counts for any non decreasing sequence the
number of times each value is repeated: for example if v = (0.5, 2.1, 2.1, 2.1, π) then
r = (1, 3, 1). Especially, if Y is continuous the RLE of the states of a realisation of the
increasing random walk (Y1, · · · , Ym), is r = (1, · · · , 1) ∈ Nm with probability 1 while on
the contrary discontinuities will produce repeated values with non-zero probability. More
precisely, the number of times each value is repeated corresponds to the number of failures
while sampling above a threshold. With this consideration we are now in position to define
the probability estimators.

In the sequel we assume that for a given y ∈ R | P [Y > y] > 0, (Yi)M̄y

i=1 is the merged
and sorted sequence of the states of N (non-)strict inequality random walks generated
until state y; M̄y =

N∑
i=1

M i
y is the sum of the counting random variables of each random

walk, r is the RLE of (Y1, · · · , YM̄y
), and l is its length.

Non-strict random walk

Proposition 3.11. The MVUE for the non-strict inequality random walk is:

p̂≥y =
l∏

i=1

N − 1
N − 1 + ri

. (3.36)
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It verifies:

p2
y

(
p
−1/N
pois − 1

)
≤ var

[
p̂≥y
]
≤ p2

y

(
p
−1/N
pois

(
N − 1
N − 2

)#Dy
− 1

)
(3.37)

with ppois = py∏
d∈Dy

∆d

and #Dy = card(Dy).

Proof. On the one hand, for all a < b such that Y is continuous on (a, b), P [Y > b | Y > a]
can be estimated by (1− 1/N)#{Yn∈(a,b)} with #{Yn ∈ (a, b)} the number of events of the
superposed process in (a, b). Moreover, since b 7→ P [Y ≥ b] is left-continuous, it is also
a MVUE of P [Y ≥ b | Y > a] and this relation remains true if b→ a since card(∅) = 0.
Using the fact that the RLE of (Y1, · · · , YM̄y

) equals (1, ..., 1) with probability 1 when Y
is continuous, (1− 1/N)#{Yn∈(a,b)} = ∏

i(N − 1)/(N − 1 + ri) with probability 1.

On the other hand ∀d ∈ Dy, ∆d = P [Y > d] /P [Y ≥ d] can be estimated with the
MVUE defined in Lemma 3.3. The first state of each chain non smaller than d can be
considered as an iid. sample of Y | Y ≥ d. The number of times d is found in (Y1, · · · , YM̄y

)
is then the sum of N realisations of a Geometric random variable with parameter ∆d.
Hence, ∆d is estimated with (N − 1)/(N − 1 + rid) with rid the number of times d is found
in (Y1, · · · , YM̄y

).

Since D is countable, we consider R \D = ⋃
i Ii with (Ii)i a sequence of disjoint open

intervals. Note that some subsequence of (In)n may converge toward the empty set if D is
infinite countable with some accumulation points. However Y is continuous on R\D. Using
the renewal property of the Poisson process, one can consider that ∏d(N − 1)/(N − 1 + rid)
is a product of independent MVUE estimators. Especially, denoting by Mpois the number
of 1 in r, (1− 1/N)Mpois is a MVUE of ppois := py/

∏
d ∆d.

We now explicit the calculation for the bounds on the variance. One has:
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Furthermore, ∀t ≥ 0, N − 1
N − 2

N − 2 + t

N − 1 + t
∈ [1, (N − 1)/(N − 2)], which gives:
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Eventually the variance writes:
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It is interesting to notice here that in a case of a discrete random variable, ppois = 1
and the bounds on the variance become:
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It means that the coefficient of variation is bounded by a quantity which does not depend
on the size but only on the number of jumps. Since this quantity is likely to be known with
good confidence and does not vary much with both y (if one looks at different thresholds)
and #Dy (the number of discontinuities before the given y), this can provide a robust
upper bound for the coefficient of variation.

Strict random walk

Proposition 3.12. The MVUE for the strict inequality random walk is:
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)
. (3.39)

It verifies:
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with ν : (∆, N) 7→ ∆1/N
(

1 + 1−∆
N∆

)
.

Proof. The same reasoning as for the proof of Proposition 3.11 applies where the MVUE
of a Geometric law is replaced by the one of a Bernoulli distribution. For the variance one
has:
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3.5. Discontinuous random variables

which gives the result.

On the one hand we have been able to define minimal variance unbiased estimators
for both the strict and non-strict random walks. They become equal when the random
variable is continuous and in this case one finds back the estimator defined in Section 3.3.1.
Especially the variance increase due to discontinuities in the distribution of Y is clearly
visible in Eq. (3.40) as ν(∆, N) > 1 if ∆ < 1. On the other hand their distributions are
not easy to characterise; in particular we could not derive any practical literal expression
of the variance in the non-strict case. In this context we suggest to consider an auxiliary
continuous random variable which involves an independent uniform random variable. This
transformation is general and does not require any other knowledge on the problem as
discussed below.

Pure Poisson estimator

Indeed when generating a Geometric random variable with iid. trials (Bn)n with the
Bernoulli distribution B(p) with probability of success p, one can also consider the random
variable Ỹ = B + U with B ∼ B(p) and U ∼ U [0, 1] an independent Uniform random
variable on the interval [0, 1]. Figure 3.4 plots the cdf of B and Ỹ . Furthermore,
∀y ∈ [0, 2], {Ỹ > y} = {B ≥ byc} ∩ {U > y − byc}. Practically speaking, this means
that the generation of the geometric random variable can be seen as a basic Acceptance-
Rejection scheme used to generate the increasing random walk on Ỹ until state 1: for
each generated B, sample also U ∼ U [0, 1] and accept the transition for Ỹ if U > y − byc.
Eventually, considering the fact that p = P [B = 1] = P

[
Ỹ ≥ 1

]
= P

[
Ỹ > 1

]
, p can also

be estimated using the increasing random walk on the continuous random variable Ỹ .
To conclude, in addition to the MVUE of p defined in Lemma 3.3 and at the cost of the

generation of an independent uniform random variable, one also produces an estimator of
the form of Eq. (3.7) with the same statistical properties. Embedding this in the generation
of the non-strict inequality random walk gives then an estimator with the same properties
as the ones in the continuous case. Algorithm 5, Theorem 3.2 and Corollary 3.5 precise
this point. In the sequel, we will refer to this estimator as the pure Poisson estimator.

Theorem 3.2. In Algorithm 5, the random variable My follows a Poisson law with
parameter − log P [Y > y].

Proof. The difference between the generation of the non-strict random walk and Algorithm
5 stands in the addition of the while loop from line 6 to line 12. This loop is entered
when a Geometric scheme is started: two consecutive events being equal is a non-zero
probability event only when Yn ∈ D. In this context, the condition {Un+1 > Un} lets
generate the counting random variable of the continuous random variable associated
with the Geometric scheme as explained in Section 3.5.2. Therefore it follows a Poisson
distribution with parameter − log ∆Yn . The renewal property of the Poisson process lets
conclude the proof.
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Figure 3.4: cdf of a Bernoulli random variable B ∼ B(p) (solid dark line) and its associated
continuous random variable Ỹ = B + U (dark dashed line) with U ∼ U [0, 1].

Algorithm 5 Pseudo-code for the non-strict inequality random walk and the pure Poisson
estimator
Require: y

My = 0
Draw Y1 ∼ µY and U1 ∼ U [0, 1]; n = 1

3: while Yn ≤ x do
My = My + 1
Draw Yn+1 ∼ µY (· | Y ≥ Yn) and Un+1 ∼ U [0, 1]

6: while Yn+1 = Yn do
if Un+1 > Un then

My = My + 1
9: end if

n = n+ 1
Draw Yn+1 ∼ µY (· | Y ≥ Yn) and Un+1 ∼ U [0, 1]

12: end while
n = n+ 1

end while
15: return My, (Yn)n

Corollary 3.5. Let N ≥ 2 and (M i
y)Ni=1 be N iid. realisations of Algorithm 5, the estimator

p̂y =
(

1− 1
N

) N∑
i=1

M i
y

(3.41)
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has the same properties as in Proposition 3.2.

Remark 3.8 (Notations). Throughout this section, we have clearly stipulated when we
were considering the strict or the non-strict random walk. Here we use the same notation
as in the continuous case because this estimator, even if it based on the non-strict random
walk, is especially designed to have the same properties with or without discontinuities in
the cdf of Y , precisely the properties of the continuous case.

Finally the distinction between the strict and the non-strict random walks lets define
two different estimators for the probability of exceeding a threshold. Both are unbiased
and become the same when Y is indeed continuous. However their distributions are not
well-characterised.

In this scope we have introduced a third estimator based on the non-strict random
walk. With the addition of a while loop and an independent Uniform random variable, we
have been able to produce an estimator which has always the same statistical properties,
Y being continuous or not. This estimator is not optimal in terms of variance when Y is
actually discontinuous but remains close to the optimal one when the jumps (∆d)d remain
close to 1: the MVUE of Lemma 3.3 has a squared coefficient of variation approximately
equal to (1−∆)/N while it is − log(∆)/N for the pure Poisson estimator. Furthermore
this sub-optimal estimator is only a by-product of the MVUE and so both results can
be considered at the same time: one for the best estimated value and the other one for
building conservative confidence intervals. These results are illustrated in the following
section.

3.6 Numerical examples
In this section we focus on the illustration of the theoretical properties of the point process
based estimators, especially their ability to handle seamlessly discontinuous random
variables. More usual test cases for reliability engineering are handled in Section A.4.

3.6.1 Discretised random path
Problem setting

We consider here the example used by Simonnet [2016] to illustrate his results. It is a
numerical study with a Euler scheme of a diffusive process satisfying:

dXt = −∇V dt+
√

2
β
dWt, X0 = x0 (3.42)

where Wt is a Wiener process, β−1 is the temperature, and V is a potential defined by:

V (x1, x2) = −
(
x2

1
2 −

x4
1

4

)
− b

(
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2
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x4
2

4

)
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2x
2
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2
2,
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for some a and b. The goal is to estimate the probability that the process enters a given
set B before another set A from an initial state x0: if τC is the stopping time defined by
τC := inf {t ≥ 0 | Xt ∈ C}, then one seeks for estimating:

p = Px0 [τB < τA],

where Px0 is the distribution of (Xt)t starting from X0 = x0. As a function of x0 this
quantity is known as the Committor. From a practical point of view, it is often intractable
and a reaction coordinate Φ is introduced to measure how far a trajectory is escaping from
A before returning to it: Φ : Rd → R such that A = Φ−1 ((−∞, 0]) and B = Φ−1 ((1,+∞)).
With these notations, a trajectory enters B before returning to A if and only if:

Y := sup
t∈[0,τA)

Φ(Xt) > 1.

Y is then the real-valued random variable of interest and the problem is indeed to estimate
P [Y > 1]. With this notation, the theoretical results of Section 3.5 can be used directly.

Conditional sampling

To avoid possible issues due to imperfect conditional sampling with methods such as the
one described in Section 1.3.3, Simonnet [2016] makes use of an Acceptance-Rejection
sampling to generate samples above a given threshold. While not relevant in practice, this
method lets focus on the consistency between theoretical and practical results. A scheme
of such sampling is given in Algorithm 6.

Algorithm 6 Perfect sampling of Y ∼ µY (· | Y ≥ y) for the diffusive process
Require: y ∈ R . the current threshold one seeks to sample above
Y ∗ = −∞
while Y ∗ < y do

Generate a new trajectory Xt starting from x0
Y ∗ = sup

t∈[0,τA∪B ]
Φ(Xt)

end while

Numerical results

Here we set Φ(x) = 0.5(1 + x1), a = 0.6, b = 0.3, x0 = (−0.9, 0), β = 10 and dt = 1 as in
[Simonnet, 2016]. Φ(x) = 0.5(1 + x1) and so Φ(x0) = 5 × 10−2: with a large time-step
some trajectories will go directly into A, producing a discontinuity in the cdf of Y . We
computed reference values using a crude Monte Carlo estimator with N = 106 and found
p = 6.8× 10−2 and ∆ = 0.4. We then set N = 300 to get a coefficient of variation below
10% because: CV [p̂]2 ≈ − log p/N ⇒ N ≈ 268.
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We first focus on the distribution of the number of iterations described in Propositions
3.9 and 3.10 and on the corrected number of iterations to get a pure Poisson distribution
(see Theorem 3.2).
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Figure 3.5: Histogram over 104 realisations of the sum of N = 300 iid. counting random
variables for the strict random walk (Eq. 3.33), the non-strict one (Eq. 3.32) and the
pure Poisson correction (Theorem 3.2). Y has one discontinuity at y = 5 × 10−2 and
P [Y > y] /P [Y ≥ y] ≈ 0.4. The curves show the theoretical distributions.

Figure 3.5 shows the histograms of the sum of N iid. counting random variables for
the strict random walk, the non-strict one and the pure Poisson correction. They are
in good agreement with the theoretical distributions presented in Eqs. (3.33) and (3.32)
and Theorem 3.2 respectively. Especially we can see that for a given N , the costs of the
estimators are different. Indeed, if one considers that the cost is the number of calls to a
conditional simulator, then it is equal to the final number of iterations and Figure 3.5a
and 3.5b present a clear shift: on average the discontinuity will produces (1/∆ − 1)N
iterations for the non-strict random walk and only (1−∆)N for the strict random walk;
with ∆ = 0.4, this gives approximately 276 more iterations. On the histograms a shift of
250 to 300 is clearly visible in the x axis.
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Part II, Chapter 3 – Point process for rare event simulation

We now check the accuracy of the probability estimators. Firstly, they should be all
unbiased. Secondly, for a given N one should see a variance increase from the MVUE of
the non-strict random walk of Eq. (3.36) to the pure Poisson estimator (Eq. 3.41) and to
the MVUE of the strict random walk (Eq. 3.39).
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Figure 3.6: Boxplots of the estimation of p ≈ 6.8×10−2 over 104 simulations with N = 300,
whiskers extending to the extreme values. p̂>: Strict random walk estimator (Eq. 3.39),
p̂≥: Non-strict random walk estimator (Eq. 3.36), p̂: Pure Poisson estimator (Eq. 3.41);
(1 − 1/N)

∑
Mi : estimators if the discontinuity is not taken into account with strict (>)

and non-strict equality (≥) random walks.

Figure 3.6 shows a boxplot of the three estimators over 104 simulations. As an
illustration, the estimators computed directly as if Y were continuous are also added
to the plot. The horizontal line stands for the reference value calculated with a crude
Monte Carlo. The estimated means are 6.81× 10−2 for the strict random walk estimator,
6.81 × 10−2 for the non-strict one and 6.81 × 10−2 for the pure Poisson one. This is in
good agreement with the estimated reference value p = 6.8 × 10−2. Furthermore, the
empirical variances are 5.18× 10−5 for the strict inequality random walk and 4.21× 10−5

for the pure Poisson estimator while the theoretical values given by Eqs. (3.40) and (3.9)
are 5.09× 10−5 and 4.16× 10−5. On the other hand, the probability estimators are clearly
not consistent when the discontinuity is not handled properly, i.e. when the estimator is
computed with the formula valid only in the continuous case (Eq. 3.7).

All together, these numerical results are in good agreement with the theoretical ones.

3.6.2 Discrete random variable

Counting problems are typical cases where the random variable of interest is known to be
integer-valued. Indeed, it is shown that many of these problems can be put into the setting
of estimating extreme probability [Mitzenmacher and Upfal, 2005, Bezáková et al., 2008,
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Botev and Kroese, 2008, Motwani and Raghavan, 2010]. Among others, we focus here on
the Boolean SATisfiability Problem (SAT problem). We do not pretend being competitive
against specific SAT solvers. Instead, we use this test case because the random variable
will have several discontinuity points not only at the origin.

The SAT problem

A SAT problem comprises

1. a binary vector of n literals which can be either TRUE (=1) of FALSE (=0): x =
(x1, · · · , xn) is called a truth assignment, e.g. x = (TRUE, TRUE, · · · , FALSE) =
(1, 1, · · · , 0) and

2. a set of m clauses {g1, · · · , gm} expressed as OR logical operators (also denoted by
∨) on the literals, e.g.: gi = xi1 ∨ xi2 ∨ · · · ∨ xik .

The SAT problem in itself is then defined as follows: find an assignment x such that all
clauses are true (SAT assignment problem) or count the number of different assignments
which satisfy all the clauses (Sharp-SAT ). The conjunctive normal form (CNF) of a SAT
problem is then the product (logical operator AND or ∧) of all clauses F = g1 ∧ · · · ∧ gm
and both problems can be rewritten:

SAT assignment problem is there at least one x ∈ {0, 1}n such that F (x) = TRUE ?

sharp-SAT find card(S) = |S| with S = {x ∈ {0, 1}n | F (x) = TRUE}.

If one considers X a Uniform random vector on {0, 1}n, then it is known [Rubinstein and
Kroese, 2011] that:

pm = P [X ∈ S] = |S|2n .

Hence one can build an estimator of |S| by estimating the (extreme) probability pm. In
order to make use of the results of Section 3.5.2, one can consider the discrete random
variable Y = g(X) of the number of clauses satisfied by the assignment X:

Y = g(X) =
m∑

i=1
gi(X). (3.43)

Therefore Y ∈ J0,mK and:

P [X ∈ S] = P [F (X) = TRUE] = P [Y = m] = P [Y ≥ m] .

Conditional simulations

In order to perform the conditional simulations µY (· | Y ≥ i) needed by the random walks,
we propose to use the Gibbs sampler described in Section 1.3.3: starting from a sample
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X∗ such that g(X∗) ≥ i, we re-sample each coordinate sequentially conditionally to the
other ones to stay in the right domain.

Practically speaking, to avoid local maxima and improve the convergence of the Markov
chain, we do not start from the current X such that i = g(X). Instead, we pick at random a
starting point X∗ in a population already following the target distribution. This population
is built on-the-fly with all the generated samples X ∼ µX(· | g(X) ≥ j) with j ≤ i such
that g(X) ≥ i. Especially each fail of a Geometric law will increase its size instead of
replacing the previous vector as it is the case in usual Multilevel Splitting method (see
also Section A.2).

Finally, we also generate both the strict and the non-strict random walks in the same
run. This is to focus on the statistical properties of the number of iterations and of the
estimators. Here some ∆d = P [Y > d] /P [Y ≥ d] are very small, so that the size of the
population for the conditional sampling may become very small if one only keeps those
starting points strictly above the current threshold.

Numerical results

We consider here the SAT problem referred to as uf75-01 on satlib.org, also used by
Botev and Kroese [2012], who provide a reference value p = 5.98× 10−20 with a relative
error of 0.03%. It has m = 325 clauses in dimension n = 75. Hence Y is a discrete random
variable with up to 325 jump points. We first focus on the number of iterations of the
random walks. To do so, we simulate N = 104 random walks as well as the pure Poisson
correction. Figure 3.7 plots the histograms of the random number of iterations for each case
and theoretical curves with the ∆d estimated using an other simulation with N = 50000.

These plots show a good consistency between numerical results and theoretical formulae
from Eqs. (3.32) and (3.33) and Theorem 3.2. Especially with a lot of jump points, the
number of iterations are very different from Figure 3.7a to Figure 3.7b (almost hundred
times bigger).

We now focus on the probability estimators. In this scope we also consider the Smoothed
Splitting Method (SSM) [Cérou et al., 2011], which uses a case-specific continuous auxiliary
random variable. The aim of this benchmark is to assess the relevance of using such
transformations instead of considering the original random variable with the MVUE we
have proposed in Section 3.5.2. We refer the reader to [Cérou et al., 2011] for further
details on this transformation. The algorithm is then a usual Multilevel Splitting method
with p0 = 0.2. We set NSSM such that the total number of simulated samples for the
non-strict random walk and for the SSM are of the same order of magnitude. The non-strict
random walk generates on average 170 samples while an AMS with p0 = 0.2 typically
generates (1− p0)N log p/ log p0 samples. We set N = 103 for the random walks, which
gives NSSM ≈ 7712. Here we set NSSM = 8000.

With a lot of discontinuity points, the differences between the variances of the three
estimators is clearer, especially between the non-strict random walk estimator and the
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Figure 3.7: Histogram over 104 realisations of the number of iterations for the strict
random walk (Eq. 3.33), the non-strict one (Eq. 3.32) and the pure Poisson correction
(Theorem 3.2). Y is an integer-valued random variable with up to 325 jump points. The
curves show the theoretical distributions with estimated Geometric parameters ∆d with
N = 50000.

pure Poisson one. Also the strict inequality estimator has a much bigger variance. Indeed,
for some discontinuity points d ∈ Dy, ∆d ≈ 10−2 while N = 103, which gives coefficients
of variations around 1/

√
Np ≈ 32%. This is not an issue in the non-strict case as the

coefficient of variation of the MVUE of Lemma 3.3 typically scales like
√

(1− p)/N . On
the other hand, over the 102 simulations, we have an estimation of card(Dy) ≈ 66, which
gives an upper bound for the squared coefficient of variation in the non-strict case (see
Eq. 3.38): 6.83× 10−2, while the estimated squared coefficient of variation is 3.21× 10−2.
Concerning the SSM estimator, we have found a coefficient of variation of 0.33 while the
theoretical value should be 0.12. As already noticed by Cérou et al. [2011] this is due to
a non-perfect implementation of the Multilevel Splitting. This limitation is less visible
when keeping the discrete random variable because we save all generated samples and so
improve the approximation of the target distribution at each iteration.
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Figure 3.8: Boxplots of the estimation of p ≈ 5.98 × 10−20 over 100 simulations with
N = 103, whiskers extending to the extreme values. p̂>: Strict random walk estimator
(Eq. 3.39), p̂≥: Non-strict random walk estimator (Eq. 3.36), p̂: Pure Poisson estimator
(Eq. 3.41), p̂SSM: Smoothed Splitting Method [Cérou et al., 2011] with NSSM = 8× 103.

Finally, these numerical results with a discrete random variable show a good consistency
with the theoretical ones. Also it appears that it may not be relevant to transform the
problem to consider a Multilevel Splitting method on a continuous random variable
because this can make the conditional simulations harder to approximate. The pure
Poisson correction is in this context a good trade-off between accuracy and knowledge of
the distribution. Furthermore, it is just a by-product of the non-strict random walk and
so the MVUE can also be computed in the same run. Concerning the strict inequality
random walk, it may suffer from two limitations if some ∆d are very small (typically if
1/∆d becomes of the order of magnitude of the total population size N) because 1) the
coefficient of variation of the MVUE of Lemma 3.4 is ≈

√
1/(N∆d), and 2) Markov chain

drawing may be poor because only few samples will be available in the right domain:
at each iteration, only the samples strictly above the current threshold are kept, so on
average only N∆d samples will be in the right domain. If Markov chain drawing is used to
approximate conditional sampling, then the diversity of the population may decay strongly
iterations after iterations, or eventually becomes null (no sample above the threshold).
Since Bréhier et al. [2015c] algorithm is based on strict inequality, it suffers from the same
limitations and can eventually fail to estimate the sought probability. Thus it seems less
robust than the non-strict random walk framework.

3.7 Conclusion
In this chapter, we defined the point process framework for rare event simulation. Indeed,
focusing on a random walk defined on the real-valued random variable Y = g(X) we
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have been able to show that the optimal (minimal variance) splitting estimator, the
Last Particle Algorithm, was indeed a particular non-parallel implementation of a more
general estimator, it is the MVUE of the exponential of a Poisson parameter. Thus the
optimal splitting estimator writes indeed with a sum of iid. realisations of Poisson random
variables.

It is noticeable that in this framework, the optimal adaptive splitting does not make
any subset any more. In this spirit we showed a Glivenko-Cantelli like theorem, that is
the almost sure uniform convergence of the estimated cdf : the point process framework
lets show that LPA not only produced an estimator of the sought probability P [g(X) > q]
but of the cdf of Y over (−∞, q]. It also made us slightly modify the quantile estimator
proposed in [Guyader et al., 2011] which brings improvement on its bias.

Then the point process framework allowed us to properly handle possible discontinuities
in the cdf of Y . We showed that this leads to consider either strict or non-strict inequalities
in the definition of the Markov chain and were able to recover the distribution of the
counting random variables as well as the MVUE in both case. This does not require any
previous knowledge on these potential discontinuities.

From a practical point of view, it is also interesting to have an algorithm giving always
an estimator with the same distribution, with or without discontinuities. In this scope we
proposed also a sub-optimal estimator as a by-product of the non-strict case which has
the same distribution with or without discontinuities in the cdf of Y .

In Appendix A we will suggest some parallel implementations of the estimators seen in
this chapter using the fact that all one requires is indeed to generate iid. copies of the
increasing random walk. Practically speaking, the strict inequality implementation may
be less efficient if conditional sampling has to be done with Markov chain drawing and
can even return 0 if some jump points d ∈ Dy are such that ∆−1

d = P [X ≥ d] /P [X > d]
is of the order of magnitude of the population size N : this is due to the estimation of
the ∆d with crude Monte Carlo. The non-strict implementation prevents from such issues
because it generates Geometric random variables.

Finally, considering the global cost of an estimator against its variance, some optimisa-
tion may be done to start some random walks only from a given point and/or stop them
before the targeted value because all the jumps are not of equal size. This has not been
studied here and is let for further research.

93





Chapter 4

Nested sampling and rare event
simulation

This chapter addresses the issue of estimating the expectation of a real-valued random
variable of the form Y = g(X) where g is a deterministic function and X is a random
finite- or infinite-dimensional vector. Using results on rare event simulation from Chapter
3, we come up with an other insight on the nested sampling algorithm [Skilling, 2006],
precisely that it can be seen as an application of Campbell’s theorem on sums over a
Poisson process. Especially, it extends its use as follows: first the random variable Y does
not need to be bounded any more: it gives the principle of an ideal estimator with an
infinite number of terms that is unbiased and always better than a classical Monte Carlo
estimator – in particular it has a finite variance as soon as there exists k ∈ R > 1 such
that E

[
|Y |k

]
< ∞. Moreover we address the issue of nested sampling termination and

show that a random truncation of the sum can preserve unbiasedness while increasing the
variance only by a factor up to 2 compared to the ideal case. We also build an unbiased
estimator with fixed computational budget which supports a Central Limit Theorem and
discuss parallel implementation of nested sampling, which can dramatically reduce its
running time. Finally we extensively study the case where Y is heavy-tailed.

4.1 Introduction

Nested sampling was introduced in the Bayesian framework by Skilling [2006] as a method
for “estimating directly how the likelihood function relates to prior mass”. Formally, it
builds an approximation for the evidence:

Z =
∫

Θ
L(θ)π(θ)dθ,

where π is the prior distribution, L the likelihood, and Θ ⊂ Rd. It is somehow a quadrature
formula but in the [0, 1] interval rather than in the original multidimensional space Θ:

Z =
∫ 1

0
Q(P )dP,
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where Q is the quantile function which is the generalised inverse of:

P (λ) =
∫

L(θ)>λ
π(θ)dθ.

Hence the name nested sampling because the initial input space is divided into nested
subsets {θ ∈ Θ | L(θ) > λ}. Convergence of the approximation error toward a Gaus-
sian distribution has been proved [Chopin and Robert, 2010] assuming that Q is twice
continuously differentiable with its two first derivatives bounded over [ε, 1] for some ε > 0.

On the other hand estimating a quantity such as P (λ) for a given λ is a typical
problem arising in rare event probability estimation. In this context, L represents a
complex computer code (denoted by g throughout this thesis, not necessarily positive
valued nor continuous nor bounded), θ is a vector of parameters (X in this thesis), and
Fλ = {θ ∈ Θ | L(θ) > λ} is the so-called failure domain. As presented in Section 1.3, the
idea of writing Fλ as a finite intersection of nested subsets Fλ0 ⊃ · · · ⊃ Fλn , −∞ = λ0 <

· · · < λn = λ goes back to Kahn and Harris [1951] and is now referred to as Multilevel
Splitting [Garvels, 2000, Cérou and Guyader, 2007] or Subset Simulation [Au and Beck,
2001]. Statistical properties and convergence results have been derived by interpreting the
Splitting algorithm in terms of an Interacting Particles System [Cérou et al., 2009, 2012].
Furthermore a particular implementation, sometimes called the Last Particle Algorithm
(LPA), has gained a lot of attention and Huber and Schott [2011], Huber et al. [2014],
Guyader et al. [2011] and Simonnet [2016] have independently proved its link with a
Poisson process (see Section 3.2). This algorithm is indeed somehow the one proposed
by Skilling [2006, Section 6] but the connection between nested sampling and rare event
simulation remained unclear (see Guyader et al. [2011] and the discussion following Huber
and Schott [2011] in Bernardo et al. [2011]).

The goal of this chapter is to fill this gap by recovering the nested sampling method
from the point process framework defined in Chapter 3. This lets us extend the nested
sampling to the estimation of the mean of any real-valued random variable (bounded or
not) and brings new theoretical results: 1) the ideal estimator with an infinite number of
terms (non truncated nested sampling) is unbiased; 2) the ideal nested sampling estimator
is always better than the classical Monte Carlo estimator in terms of variance; and 3) it
has a finite variance as soon as a moment of order k ∈ (1,∞) exists.

Moreover we address the issue of the nested sampling termination [see Skilling, 2006,
Section 7]. Using results on Multilevel Monte Carlo [Giles, 2008, McLeish, 2011, Rhee and
Glynn, 2015], we show that one can get an unbiased estimator with a random but a.s. finite
number of terms whose variance is only twice the one of the ideal estimator. Note that the
recent work on Generalised Adaptive Multilevel Splitting methods by Bréhier et al. [2015c]
does not address this issue. It only stands that one can stop the algorithm at any time and
still output an unbiased estimator by using the last particles as an approximation of the
truncated distribution in a Monte Carlo estimator. We also build an unbiased estimator
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with a fixed computational budget which supports a Central Limit Theorem.
All these theoretical results are derived assuming that it is possible to generate samples

according to conditional laws when it is required. This is indeed a tough requirement
but this problem is well identified and not particular to these randomised estimators
[see Roberts, 2011]; especially Skilling [2006], Huber and Schott [2011], Guyader et al.
[2011] already acknowledge it and make use of Markov Chain Monte Carlo sampling (see
Section 1.3.3). While a lot of ongoing work on nested sampling focus on improving these
conditional simulations [e.g. Brewer et al., 2011], we focus in this chapter on theoretical
statistical properties and suggest a possible solution to the issue of choosing a bad stopping
criterion.

In section 4.2 we briefly recall the point process framework and derive a new ideal
(not practically implementable) estimator of m = E [Y ] = E [g(X)]. It is closely related to
nested sampling with an infinite number of terms and is compared to the usual Monte
Carlo estimator. Section 4.3 proposes two possible estimators based on the ideal one.
Section 4.4 studies the specific case where Y = g(X) is heavy-tailed and Section 4.5 gives
information on practical implementation and numerical results.

4.2 Ideal estimator
From now on we consider a real-valued random variable Y , which can be for instance the
output of a mapping Y = g(X), as discussed in the Introduction.

Furthermore for any integrable real-valued random variable Y , one can write Y =
Y+ − Y− with Y+ and Y− non-negative random variables. Then, E [Y ] = E [Y+]− E [Y−].
Thus in the sequel and without loss of generality we assume that Y is a non-negative
random variable with law µY . We also assume that Y has a continuous cdf FY . While we
have shown in Section 3.5 how to handle possible discontinuities in the cdf of Y we stick
to the continuous case for the sake of simplicity and to obtain closed-form formulas. As
a matter of fact the following developments could be conducted without this hypothesis.
Finally we write py instead of P [Y > y] = 1− FY (y), for any y ∈ R+.

4.2.1 Extreme event simulation
In this section we briefly recall the Poisson process framework (see Chapter 3) and show
how it can be used to define a mean estimator for a real-valued random variable.

Definition 4.1 (Increasing random walk). Let Y0 = 0 and define recursively the Markov
sequence (Yn)n such that

∀n ∈ N : P [Yn+1 ∈ A | Y0, · · · , Yn] = µY (A ∩ (Yn,+∞))
µY ((Yn,+∞)) .

In other words (Yn)n is a strictly increasing sequence where each element is generated
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conditionally greater than the previous one: Yn+1 ∼ µY (· | Y > Yn). Furthermore we
showed that is it a Poisson process with mean measure:

∀y ∈ R, λ((−∞, y]) = − log P [Y > y] = − log
(
1− µY ((−∞, y])

)
.

Thus, the counting random variable of the number of events before y ∈ R: My = card{n ≥
1 | Yn ≤ y} follows a Poisson law with parameter ty = − log py.

With iid. realisations of Poisson random variables with parameter ty, the Lehmann-
Scheffé theorem states that the minimum-variance unbiased estimator (MVUE) of py = e−ty

is

p̂y =
(

1− 1
N

)∑N

i=1M
i
y

(4.1)

with (M i
y)Ni=1 iid. realisations of My. It has the following properties:

Proposition 4.1 (Statistical properties of p̂x).

sup
y0≤y
|FN(y0)− FY (y0)| a.s.−−−→

N→∞
0

var [p̂y] = p2
x

(
p−1/N
y − 1

)
.

with ∀y0 ≤ y, FN(y0) = 1− p̂y0.

Remark 4.1. The MVUE t̃y of ty = − log py is ∑N
i=1 M

i
y/N . From this relation one could

consider the suboptimal estimator for py:

p̃y =
(
e−

1
N

)∑N

i=1 M
i
y
. (4.2)

From the moment-generating function of a Poisson random variable with parameter Nty
we get the mean and variance of p̃y:

E [p̃y] = pN(1−e−1/N )
y = py + −py log py

2N + o
( 1
N

)

var [p̃y] = pN(1−e−2/N )
y − p2N(1−e−1/N )

y

=
−p2

y log py
N

+
p2
y log py
N2 (log py + 1) + o

( 1
N2

)
.

Hence this suboptimal estimator has a positive bias of order 1/N . The variances var [p̂y]
and var [p̃y] differ only from order 1/N2 and var [p̂y] < var [p̃y] as soon as py < e−1.
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4.2.2 Definition of the moment estimator
For now on, we assume that Y is integrable, i.e. E [Y ] < ∞. Noticing that for a
non-negative real-valued random variable with mean m = E [Y ] = E [g(X)] one has:

m =
∫ ∞

0
pydy, (4.3)

the idea is to use the optimal estimator of py (see Eq. 4.1) to build an estimator for m.

Remark 4.2. For any continuous real-valued random variable, one has indeed:

m =
∫ ∞

0
P [Y > y] dy −

∫ 0

−∞
P [Y < y] dy.

In this chapter we focus on the right-hand tail of Y . Eventually all the results are directly
adaptable for the general case Y ∈ R.

From now on we will assume that N ≥ 2 point processes have been simulated and
denote by (M̄y)y the counting random variables associated with the marked Poisson
process: ∀y > 0, M̄y ∼ P(−N log py). The sequence (Yn)n≥1 is the cumulated one, i.e.
the combination of the states of the N Markov chains sorted in increasing order. We set
Y0 = 0 and then consider the following estimator:

m̂ =
∫ ∞

0

(
1− 1

N

)M̄y

dy

=
∞∑

i=0
(Yi+1 − Yi)

(
1− 1

N

)i
.

(4.4)

The second equality comes from the fact that y 7→ M̄y is constant equal to i on each
interval [Yi, Yi+1): there are 0 event before Y1, then 1 event before Y2, precisely at Y1, etc.

While the first form is easier to analyse because the law of (M̄y)y is well determined, the
second one paves the way for the practical implementation (see Section 4.3) and clarifies
the link with Nested Sampling:

m̂ =
∞∑

i=1
Yi

[(
1− 1

N

)i−1
−
(

1− 1
N

)i]
. (4.5)

This estimator appears as the limit case (sum with an infinite number of terms) of the
nested sampling estimator with a deterministic scheme [Skilling, 2006]:

m̃ =
∞∑

i=1
Yi
(
e

1−i
N − e−iN

)
(4.6)

with slightly modified weights: (1− 1/N) instead of e−1/N . This is a direct consequence of
the fact that an optimal unbiased estimator for e−ty is not e−t̃y (see Section 4.2.1, Remark
4.1).
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Furthermore, Eq. (4.5) rewrites:

m̂ =
∞∑

i=1

Yi
N

(
1− 1

N

)i−1
. (4.7)

Remember that (Yn)n is a Poisson process with mean measure:

λ((−∞, y]) = −N log
(
1− µY ((−∞, y])

)
,

λ is absolutely continuous with respect to µY and so according to the Radon–Nikodym
theorem one has:

dλ(y) = N
dµY (y)

P [Y > y] = N
dµY (y)
py

.

Then the expectation of Y can be rewritten:

E [Y ] =
∫ ∞

0
ydµY (y) =

∫ ∞

0

y

N
pydλ(y).

Here the Campbell’s theorem [see for example Kingman, 1992, p. 28] can be applied to
the estimation of the mean: let m̂C be defined by:

m̂C =
∞∑

i=1

Yi
N

P [Y > Yi] =
∞∑

i=1
h(Yi) (4.8)

with h(y) = ypy/N , then it insures that m̂C is absolutely convergent with probability one
iff.: ∫ ∞

0
min (h(y), 1) dλ(y) = 1

N

∫ ∞

0
min (ypy, 1) 1

py
dµY <∞.

If this condition holds, then:

E
[
eθm̂C

]
= exp

(∫ ∞

0
(eθh(y) − 1)dλ(y)

)
. (4.9)

This condition holds since one has:
∫ ∞

0
min (h(y), 1) dλ(y) ≤

∫ ∞

0
h(y)dλ(y) = E [Y ] <∞

and one obtains:

E [m̂C ] =
∫ ∞

0
h(y)dλ(y) =

∫ ∞

0
ydµY (y) = E [Y ]

var [m̂C ] =
∫ ∞

0
h(y)2dλ(y) = 1

N

∫ ∞

0
y2pydµY (y). (4.10)

Then Eq. (4.7) can be seen as an approximation of Eq. (4.8) where the terms P [Y > Yi]
are estimated with the Poisson process itself. Furthermore this estimator does not require
the finiteness of var [Y ] to have a finite variance. Indeed, the Markov inequality gives
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∀y ∈ R, E [Y ] ≥ ypy such that the variance can be bounded from above:

var [m̂C ] = 1
N

∫ ∞

0
y2pydµY (y) ≤ 1

N

∫ ∞

0
y E [Y ] dµY (y) = E [Y ]2

N
.

Hence the finiteness of E [Y ] is a sufficient condition for the finiteness of var [mC ]. In
Corollary 4.1 we will show that m̂ requires the finiteness of a moment of order 1 + ε, ε > 0,
for Y , to have a finite variance.

Proposition 4.2 (Statistical properties of m̂).

E [m̂] = m (4.11)

var [m̂] = 2
∫ ∞

0

∫ y

0
pyp

1−1/N
y′ dy′dy −m2 (4.12)

=
∞∑

k=1

2
Nk

∫ ∞

0

∫ y

0
pypy′

| log py′|k
k! dydy′

= 2
N

∫ ∞

0

∫ y

0
pypy′| log py′|dydy′ + o

( 1
N

)
. (4.13)

Proof. One has:

E [m̂] =
∫ ∞

0
E
[(

1− 1
N

)M̄y
]

dx =
∫ ∞

0
pydy.

For the variance, one uses the fact that, for y > y′, M̄y − M̄y′ and M̄y′ are independent to
expand E [m̂2]:

E
[
m̂2
]

= 2
∫ ∞

0

∫ y

0
E
[(

1− 1
N

)M̄y+M̄y′
]

dy′dy

=
∫ ∞

0

∫ y

0
E
[(

1− 1
N

)M̄y−M̄y′ (
1− 1

N

)2M̄y′
]

dy′dy.

Furthermore the renewal property of a Poisson process gives M̄y−M̄y′ ∼ P(−N log(py/py′))
and is independent of M̄y. Eventually one can conclude using the results of Proposition
4.1.

Remark 4.3. As a matter of comparison, m̃ the original ideal nested sampling estimator
can also be written m̃ =

∫∞
0 p̃ydy. Then Remark 4.1 allows us to conclude that m̃ has a

positive bias of order 1/N.

Proposition 4.3 (Finiteness of var [m̂]).

∀N ≥ 2, var [m̂] ≤ 2
1 + 1/N E

[
Y 1+1/N

]2/(1+1/N)
.

Proof. Starting from the expression of the variance found in Proposition 4.2:

var [m̂] = 2
∫ ∞

0
py

∫ y

0
p

1−1/N
y′ dy′dy − E [Y ]2 ,
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we make use of Hölder’s inequality:

∫ y

0
p

1−1/N
y′ dy′ ≤

(∫ y

0
dy′
)1/N (∫ y

0
py′dy′

)1−1/N
≤ y1/N

(∫ ∞

0
py′dy′

)1−1/N

≤ y1/N E [Y ]1−1/N .

And therefore:
var [m̂] ≤ 2

1 + 1/N E [Y ]1−1/N E
[
Y 1+1/N

]
.

Using Hölder’s inequality again, one gets:

var [m̂] ≤ 2
1 + 1/N E

[
Y 1+1/N

] 2
1+1/N .

Corollary 4.1 (Value of N). Let ε > 0, if E [Y 1+ε] <∞ then for any N ≥ 1/ε, m̂ has a
finite variance.

While the usual Monte Carlo estimator requires the finiteness of E [Y 2] to have a finite
variance, this estimator only requires the finiteness of a moment of order 1 + ε. This
is especially interesting when Y is heavy-tailed and this case is further investigated in
Section 4.4.

4.2.3 Comparison with classical Monte Carlo

As the finiteness condition of the variance of m̂ is much weaker than for a naive Monte Carlo
estimator, one can expect a globally lower variance. This result is shown in Proposition
4.4. We first recall the crude Monte Carlo estimator:

m̂MC
def= 1

N

N∑

i=1
Yi (4.14)

with (Yi)Ni=1 iid. random variables with law µY .

Proposition 4.4. For any N ≥ 2, var [m̂] ≤ var [m̂MC ].

Proof. On the one hand one has:

N var [m̂MC ] +m2 = 2
∫ ∞

0
ypydy,

and on the other hand one can write:

N var [m̂] +m2 = 2
∫ ∞

0
py

∫ y

0
py′
[
N(p−1/N

y′ − 1) + 1
]
dy′dy.
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Considering f : p 7→ p
[
N(p−1/N − 1) + 1

]
, we have f(1) = 1 and:

f ′(p) = (N − 1)(p−1/N − 1) ≥ 0, ∀p ∈ [0, 1].

Thus: ∀p ∈ [0, 1], f(p) ≤ 1. Therefore:

N var [m̂] +m2 ≤ 2
∫ ∞

0
ypydy

which shows that var [m̂] ≤ var [m̂MC ].

Thus the ideal nested sampling estimator with corrected weights Eq. (4.5) is always
better than classical Monte Carlo in terms of variance and especially does not require the
finiteness of the second-order moment of Y to have a finite variance.

4.3 Randomised unbiased estimator

The ideal estimator Eq. (4.4) defined in Section 4.2 is not directly usable as it requires
to simulate an infinite number of terms in sum (4.4). While the usual nested sampling
implementations propose to stop the algorithm either after a given number of iterations, or
according to some criterion estimated at each iteration, we propose a randomised unbiased
estimator using recent results on paths simulation.

4.3.1 Definition

We are facing the issue of estimating E [m̂] while it is not possible to generate such a m̂ in
a finite computer time. This problem is well identified in the field of Stochastic Differential
Equations (SDE) where one often intends to compute the expectation of a path functional
while only discrete-time approximations are available. Recently there have been two major
breakthroughs that address this issue: first the Multilevel Monte Carlo (MLMC) method
[Giles, 2008] has introduced the idea of combining intelligently different biased estimators
(levels of approximations) to speed up the convergence and reduce the bias; then McLeish
[2011] and Rhee and Glynn [2015] have introduced a general approach to constructing
unbiased estimator based on a family of biased ones. Basically in our context it randomises
the number of simulated steps of the Markov chain, and slightly modifies the weights of
the nested sampling to remove the bias of the final estimator.

More precisely let us consider the truncated estimators (m̂n)n≥1:

m̂n =
∫ Yn

0

(
1− 1

N

)M̄y

dy =
n−1∑

i=0
(Yi+1 − Yi)

(
1− 1

N

)i

and T a non-negative integer-valued random variable independent of (Yn)n∈N such that
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∀i ∈ N,P [T ≥ i] def= βi > 0; one builds the following estimator (with m̂0 = 0):

Ẑ =
∞∑

n=0

m̂n+1 − m̂n

P [T ≥ n] 1T≥n =
T∑

n=0

m̂n+1 − m̂n

P [T ≥ n]

=
∞∑

n=0
(Yn+1 − Yn)

(
1− 1

N

)n
1T≥n

P [T ≥ n] . (4.15)

Remark 4.4. The notation Ẑ might seem a bit confusing since Z is used in the Introduction
for the evidence as in [Skilling, 2006]. This is to keep consistency with Rhee and Glynn
[2015] notations where the randomising procedure comes from.

Proposition 4.5 (Statistical properties of Ẑ).

E
[
Ẑ
]

= m

var
[
Ẑ
]

=
∞∑

i=0
qi,Nβ

−1
i −m2

with:
qi,N = 2

(
1− 1

N

)2i ∫ ∞

0

∫ ∞

y′
pyp

N−1
y′

[−N log py′ ]i

i! dydy′. (4.16)

Proof. For the unbiasedness we start from last formulation in Eq. (4.15) for Ẑ. Then one
uses the fact that T and (Yi)i are independent. Finally, Eq. (4.4) and Proposition 4.2 let
conclude: E

[
Ẑ
]

= m.
For the second-order moment, we use the fact that Ẑ, like m̂, can be written with an

integral:

Ẑ =
∫ ∞

0

(
1− 1

N

)M̄y 1T≥M̄y

P
[
T ≥ M̄y

]dy

and apply the same reasoning as for E [m̂2]: given y > y′, the random variables M̄y − M̄y′ ,
M̄y′ and T are independent, which brings:

E


(

1− 1
N

)M̄y+M̄y′ 1T≥M̄y

P
[
T ≥ M̄y

]
1T≥M̄y′

P
[
T ≥ M̄y′

]




= E


(

1− 1
N

)M̄y−M̄y′ (
1− 1

N

)2M̄y′

β−1
M̄y′

1T≥M̄y

P
[
T ≥ M̄y

]




= E
[(

1− 1
N

)M̄y−M̄y′ (
1− 1

N

)2M̄y′

β−1
M̄y′

]

= py
py′

∞∑

i=0
eN log py′ [−N log py′(1− 1/N)2]i

i! β−1
i

=
∞∑

i=0
pyp

N−1
y′

[−N log py′(1− 1/N)2]i

i! β−1
i .
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Then using this equality in E
[
Ẑ2
]
gives the solution.

The asymptotic behaviour of the sequence (qi,N )i will drive the possible choices for the
randomising distribution (βi)i: var

[
Ẑ
]
to remain finite implies that qi,Nβ−1

i → 0 when
i→∞.

Lemma 4.1. The sequence (qi,N)i goes to 0 at least at exponential rate. Furthermore, if
Y has density fY such that ‖fY ‖∞ <∞, it is also bounded from below by an exponentially
decreasing sequence.

Proof. Let ε > 0 be such that E [Y 1+ε] < ∞, N ∈ N | N > 1/ε and i ≥ 0. We further
extend the definition of var [m̂] given in Proposition 4.1, Eq. (4.12) for any N ∈ R. Proof
of Proposition 4.3 is based on Hölder’s inequality and still holds in this case, and so
for Corollary 4.1. Hence, according to Corollary 4.1: ∃N ′ ∈ R such that N ′ < N and
var [m̂] (N ′) <∞. Furthermore, given y and y′ one can write:

pyp
N−1
y′ (− log py′)i = pyp

1−1/N ′
y′ p

N+1/N ′−2
y′ (− log py′)i.

Moreover the function p : (0, 1) 7→ pN+1/N ′−2(− log p)i is bounded above by e−iii(N +
1/N ′ − 2)−i. Using the Stirling lower bound i! ≥ iie−i

√
2πi we can write:

pyp
N−1
y′ (− log py′)i ≤ pyp

1−1/N ′
y′

i!√
2πi(N + 1/N ′ − 2)i

.

Finally, this inequality brings:

qi,N ≤ var [m̂] (N ′)
(
N(1− 1/N)2

N + 1/N ′ − 2

)i 1√
2πi

and (N + 1/N − 2)/(N + 1/N ′ − 2) < 1, which concludes the first part of the proof.

Let us now assume that Y has a bounded density fY . One has:

qi,N = 2
∫ ∞

0

∫ y

0
pyp

N−1
y′

[−N log py′(1− 1/N)2]i

i! dy′dy.

Denote yL the left end point of Y (remember that Y is non-negative valued so that yL ≥ 0).
Then:

qi,N ≥ 2
∫ ∞

yL

∫ y

yL
pyp

N−1
y′

[−N log py′(1− 1/N)2]i

i! dy′dy.

We then consider the change of variable u = − log py and u′ = − log py′ ; for all i ≥ 1
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one has:

qi,N ≥
2

‖fY ‖2
∞

(
1− 1

N

)2i ∫ ∞

0
e−2u

∫ u

0

e−Nu
′(Nu′)i
i! du′du

≥ 2
‖fY ‖2

∞

(
1− 1

N

)2i ∫ ∞

0
e−2u 1

N

∞∑

k=i+1

e−Nu(Nu)k
k! du

≥ 2
‖fY ‖2

∞

1
N(N + 2)

(
1− 1

N

)2i ∞∑

k=i+1

(
N

N + 2

)k

qi,N ≥
1

(N + 2)‖fY ‖2
∞

[
N

N + 2

(
1− 1

N

)2]i
.

Then it appears that the Geometric distribution plays a key role, as already noted by
McLeish [2011]. Hence we provide some theoretical results assuming that T is a geometric
random variable.

Proposition 4.6. If P [T ≥ n] = e−βn, β > 0, then:

var
[
Ẑ
]

= 2
∫ ∞

0

∫ y

0
pyp

1−γ(β,N)−1

y′ dy′dy −m2 (4.17)

with γ(β,N) = N/(1 + (eβ − 1)(N − 1)2).

Proof. Let α > 0 be such that (1− 1/N) = e−α. The argument is the same as the one in
Proposition 4.5. One has:

E
[
Ẑ2
]

= 2
∫ ∞

0

∫ y

0
E
[
e−α(M̄y−M̄y′ )e(β−2α)M̄ ′y

]
dy′dy = 2

∫ ∞

0

∫ y

0
pyp

1−γ(β,N)−1

y′ dy′dy

with:
N

γ(β,N) = 2N −N2 + eβ(N − 1)2 = 1 + (N − 1)2(eβ − 1).

This expression is indeed the same as the one of Proposition 4.2 with the function
γ(β,N) instead of N . Hence the greater γ the smaller var

[
Ẑ
]
. Furthermore one has

directly all the results from Section 4.2.2, especially the finiteness conditions for the
variance given in Proposition 4.3 and Corollary 4.1, replacing N by γ(β,N).

While there is no value of β minimising var
[
Ẑ
]
at a given N (the smaller β the smaller

the variance of the randomised estimator Ẑ), there is an optimal value of N for a given
β, i.e. for an estimator with an almost surely finite number: N =

√
1 + E [T ]. One can

reverse this relation, which gives:

βapp
def= log

(
1 + 1/(N2 − 1)

)
. (4.18)
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Corollary 4.2. Let N ≥ 2 and P [T ≥ n] = e−nβapp(N), then:

var
[
Ẑ
]

(N) = var [m̂] (N+1
2 ) ≈ 2 var [m̂] (N). (4.19)

Proof. Noticing that for any N ≥ 2, one has γ(βapp(N), N) = (N + 1)/2 gives the
first equality. Then the fact var [m̂] typically scales with 1/N (see Eq. 4.13) gives the
approximation.

This means that instead of choosing an arbitrary stopping criterion for nested sampling,
randomising the number of iterations and computing Ẑ allows for keeping an unbiased
estimator without increasing drastically the variance (factor up to 2, reached with subop-
timal implementation of Corollary 4.2). This result will be illustrated in the examples of
Section 4.5.

4.3.2 Convergence rate
Throughout this thesis we consider that the computational cost for generating an estimator
is the number of simulated samples. Since we have assumed that it is possible to generate
directly according to any conditional distribution, it is here the number of calls to
a simulator of a conditional law. Later for practical implementation, the conditional
simulations will be performed using MCMC algorithms (see Section 1.3.3), i.e. one sample
will require several calls to a generator of µY . The cost will then be modified accordingly.

Proposition 4.7. Let τ be the random variable of the number of samples required to
generate Ẑ. One has τ = N + T .

Proof. If T = 0 then no other simulation is done other than the first element of each
Markov chain, i.e. that N simulations are done. Then each step requires the simulation of
the next stopping time, i.e. one simulation. Finally, this brings τ = N + T .

Corollary 4.3 (Convergence rate of Ẑ). For any non-negative integer-valued randomising
variable T such that E [T ] <∞ and ∀i ∈ N, P [T ≥ i] > 0, one has:

E [τ ] · var
[
Ẑ
]
≥ 2q1,2 +O

( 1
N

)
, N →∞. (4.20)

Proof. Note that var [m̂] =
∞∑
i=0

qi,N − m2. Hence, one has var
[
Ẑ
]
> var [m̂] because

var
[
Ẑ
]

= var [m̂] ⇔ ∀i ∈ N, βi = P [T ≥ i] = 1 and E [τ ] > N because E [τ ] = N ⇔
E [T ] = 0 while ∀i ∈ N, P [T ≥ i] > 0. Furthermore, the power series expansion of the
exponential function and the dominated convergence theorem let us rewrite var [m̂]:

var [m̂] =
∞∑

i=1
2
∫ ∞

0

∫ ∞

y′
pypy′

(− log py′)i
N ii! dydy′

var [m̂] =
∞∑

i=1
qi,2

( 2
N

)i
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which gives: var [m̂] = 2q1,2/N +O (1/N2). All together, these inequalities complete the
proof.

If the inequality (4.20) is close to an equality then Ẑ has a canonical square-root
convergence rate (as a function of the computational cost). However there is no guarantee
on this rate of convergence. Especially Corollary 4.4 below shows that it is not the case
when T has a geometric distribution.

Corollary 4.4. If T is a Geometric random variable such that ∀n ∈ N, P [T ≥ n] = e−βn

with β = Θ(1/N1+ε), ε ≥ 0, then:




E [τ ] · var
[
Ẑ
]

= Θ (N) ε ∈ [0, 1]
E [τ ] · var

[
Ẑ
]

= Θ (N ε) ε > 1

with β = Θ(N−1−ε) meaning:

∃k1 > 0, k2 > 0, N0 ≥ 1 | ∀N ≥ N0, k1N
−1−ε ≤ β ≤ k2N

−1−ε.

Proof. Denote B = 1/(eβ − 1); one has:

N +B

γ(B,N) = N + B

N
+ N2

B
− 1− 2N

B
+ 1
B

+ 1
N
.

With β = Θ(1/N1+ε), ε ≥ 0, one has B ∼ 1/β ∼ N1+ε. Finally, this gives:

N +B

γ(B,N) ∼ N +N ε +N1−ε +O(1),

which concludes the proof.

Hence the unbiased randomised estimator of Corollary 4.2 with β = βapp = Θ(1/N2)
does not have a canonical square-root convergence rate. Furthermore, even though the
realisation of the geometric random variable gives a small number of iterations, one may
want to run the algorithm longer to probe the tail of the random variable Y to make sure
that no important part is missing [Skilling, 2006]. This is why the idea behind randomised
estimators is to average several replicas of Ẑ because it will somehow average the quantities
1T≥n/P [T ≥ n] in Eq. (4.15). More precisely, let G(c) be the random variable of the
number of simulations of Ẑ one can afford with a computational budget c:

G(c) = max{n ≥ 0 |
n∑

i=1
τi ≤ c}

where τi is the computational effort required to generate the ith-sample Ẑi, one considers
the following estimator:

ζ(c) = 1
G(c)

G(c)∑

i=1
Ẑi. (4.21)
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In this setting Glynn and Whitt [1992] showed a CLT-like result:

c1/2(ζ(c)− E
[
Ẑ
]
) L−−−→
c→∞ (E [τ ] · var

[
Ẑ
]
)1/2N (0, 1). (4.22)

Hence in our context one has to tune (βi)i and N to minimise the product E [τ ] · var
[
Ẑ
]
.

4.3.3 Optimal randomisation

Since T is a non-negative random variable one has P [T ≥ 0] = β0 = 1. Let C = {(βi)i ∈
(0, 1]N | β0 = 1 and ∀i ∈ N , βi+1 ≤ βi}; we intend to solve the optimisation problem:

argmin
(βi)i∈C
N∈J2,∞)

E [τ ] · var
[
Ẑ
]

= argmin
(βi)i∈C
N∈J2,∞)

(
N − 1 +

∞∑

i=0
βi

)( ∞∑

i=0
qi,Nβ

−1
i −m2

)
(4.23)

where the (qi,N )i are given by Eq. (4.16). Furthermore, one can rewrite the (qi,N )i assuming
that Y has a density fY > 0. Indeed in this context Yn has a density fn such that:

∀n ≥ 1, fn(y) = N
pN−1
y (−N log py)n−1

(n− 1)! fY (y).

This gives:

∀i ∈ N, qi,N = 2
(

1− 1
N

)2i E [R(Yi+1)]
N

with R(y) =
∫∞
y pudu/fY (y). Hence we further assume that (qi,N)i is decreasing, which is

the case for a Pareto random variable (see Section 4.4.1) and at least for any distribution
for which R is non-increasing like exponential and uniform distributions. In this context
Proposition 4.8 gives the optimal distribution for T for a given N .

Proposition 4.8 (Optimal distribution for T ). If (qi,N )i≥1 is decreasing then the optimal
distribution (β∗i )i for T is given by:

∀i ∈ J0, i0K , β∗i = 1

∀i > i0 , β
∗
i =

√
N + i0
S0

√
qi,N

with i0 = min{i ∈ N | ∑i
j=0 qj,N −m2 > (N + i)q(i+1),N} and S0 = ∑i0

j=0 qj,N −m2.

Proof. First one shows that i0 is well determined. The sequence (∆i)i defined by:

∀i ∈ N ,∆i =
i∑

j=0
qj,N −m2 − (N + i)q(i+1),N
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is increasing:

∆i+1 −∆i = q(i+1),N − (N + i+ 1)q(i+2),N + (N + i)q(i+1),N

= (N + i+ 1)(q(i+1),N − q(i+2),N) > 0.

Furthermore q0,N −m2 = 2
∫∞
0
∫∞
y′ pypy′

(
pN−2
y′ − 1

)
dydy′ ≤ 0 < Nq1,N , so ∆0 < 0, and

∆i → var [m̂] when i→∞ because (qi,N)i decreases at exponential rate. So there exists
i0 ∈ N | ∆i0−1 ≤ 0 and ∆i0 > 0.

Let us now consider the auxiliary problem:

argmin
(βi)i≥1
βi>0

(
β +

∞∑

i=1
βi

)(
q +

∞∑

i=1
qiβ
−1
i

)

with β > 0 and q ∈ R. We show that it has a solution if and only if q > 0. Let i ≥ 1,
cancelling the partial derivatives brings:

∀i ≥ 1, 0 =

q +

∞∑

j=1
qjβ
−1
j


+


β +

∞∑

j=1
βj


 −qi
β2
i

.

Then the solution should be of the form: ∀i ∈ J1,∞) , βi = c0
√
qi for some c0 > 0. Solving

now the problem with c0, the derivative writes q − β/c2
0. If q ≤ 0 then it is strictly

decreasing and there is no global minimiser. On the contrary, q > 0 brings c0 =
√
β/q and

∀i ≥ 1 , βi = c0
√
qi.

Thus, in our context with the constraint ∀i ∈ N , βi ≤ 1, this means that solving the
optimisation problem will set iteratively βi = 1 until the minimiser is feasible, i.e. until
i0

def= min{i ∈ N |
i∑

j=0
qj,N −m2 > (N + i)q(i+1),N}. Then the solution will be given by:

∀i ∈ J1, i0K, βi = 1

∀i > i0, βi =
√
qi,N√

1
N + i0

i0∑
j=0

(qj,N −m2)
.

It is part of the proof that i0 is well defined and so it appears that the optimal
distribution enforces the estimator to go at least until the ith0 event. Recalling that (Yn)n is
the superposed Poisson process, this can be understood in the sense that at least N events
are necessary to use at least one time each process. Even if the link between i0 and N is
not that straightforward, one can then conjecture that lim inf

N→∞
i0 =∞. As a matter of fact,

the exact resolution for Pareto random variables in Proposition 4.12 gives i0 ∼ (N logN).
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Corollary 4.5 (Bounds on β∗i ). For all i > i0, one has:
√

qi,N
qi0+1,N

> β∗i ≥
√
qi,N
qi0,N

. (4.24)

Proof. By definition of i0, one has:

(N + i0)qi0+1,N <
i0∑

j=0
qj,N −m2 ≤ (N + i0 − 1)qi0,N + qi0,N

which concludes the proof.

Thus the tail of the optimal distribution (β∗i )i is exponentially decreasing by Lemma
4.1. From these bounds on the (βi)i one can also derive bounds on the variance:

qi0+1,N E [τ ]2 < E [τ ] · var
[
Ẑ
]
≤ qi0,N E [τ ]2 .

Assuming lim infN→∞ i0 = ∞ and using the lower bound on qi,N from Lemma 4.1, one
can show that lim infN→∞ E [τ ] · var

[
Ẑ
]

=∞, which implies the existence of an optimal
N . Section 4.4.1 presents an exact resolution of this optimisation problem for a Pareto
random variable.

Finally, we have presented in this section the framework for an optimal resolution of
Problem (4.23) and proven existence of a solution under reasonable assumptions: (qi,N )i is
decreasing and limN→∞ i0 =∞. Furthermore the comprehensive resolution in the case of a
Pareto distribution in Section 4.4.1 legitimises them. Generally speaking, if (qi,N )i≥1 is not
decreasing the optimisation has to be performed over all the decreasing sub-sequences of
(qi,N)i, which turns it into a combinatorial problem [see Rhee and Glynn, 2015, Theorem
3].

4.3.4 Geometric randomisation
On the one hand the computation of the optimal distribution for T can be quite demanding
in computing time; and on the other hand the geometric law plays a key role as for
any distribution py, the sequence (qi,N)i decreases at exponential rate and the optimal
randomising distribution (when (qi,N)i is decreasing) is somehow a shifted geometric law.
Therefore we study the parametric case where P [T ≥ n] = e−βn, β > 0 and tune β and N
to minimise E [τ ] · var

[
Ẑ
]
.

Using the exponential power series in var
[
Ẑ
]
(cf Eq. 4.17), the optimisation problem

(4.23) becomes:

min
β>0

N∈J2,∞)

(
N + 1

eβ − 1

)

∞∑

i=0
qi,2

(
2

γ(β,N)

)i
−m2


 . (4.25)
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Proposition 4.9. There exists a global minimiser (βopt, Nopt) to Problem (4.25). Further-
more, for the extended minimisation problem with N ∈ [2,∞), (βopt, Nopt) satisfies the
relationship:

βopt = log

1 + 2

N2
opt − 1 + (Nopt − 1)

√
N2

opt + 6Nopt + 1


 . (4.26)

Proof. Denote QN(β) the quantity one seeks to minimise in Eq. (4.25). First, we show
that for any fixed N , there exists a global minimiser of QN(β). One has QN(β) → ∞
when β → 0 and γ(β,N)→ 0 when β →∞. Hence, either ∃β∞ ∈ (0,∞] such that:





QN(β) −−−−→
β↗β∞

∞

QN(β) <∞ ∀β < β∞.

Then QN is continuous on (0, β∞) with infinite limits on 0 and β∞, so it reaches its
minimum on (0, β∞); or ∃β∞ ∈ (0,∞) such that:




QN(β) <∞ ∀β ∈ (0, β∞]
QN(β) =∞ ∀β > β∞.

SinceQN is continuous on β−∞ by Monotone Convergence Theorem, QN reaches its minimum
on (0, β∞].

Let βopt(N) > 0 be such that infβ QN (β) = QN (βopt). We now show that there exists an
optimal N . It is sufficient to show QN (βopt)→∞ when N →∞. Denote B = 1/(eβ − 1);
one has:

1
γ(B,N) = 1

N
+ N

B
− 2
B

+ 1
NB

.

Hence, depending on the growth rate of B when N →∞, one would have:

B = O (N) , 1
γ
∼ N

B
⇒ inf

β
QN(β) −−−→

N→∞
∞

N = o (B) , 1
γ
∼ 1
N

or N
B
⇒ inf

β
QN(β) ∼ B

N
or N ⇒ inf

β
QN(β) −−−→

N→∞
∞.

Then in any cases QN(βopt) → ∞ when N → ∞, which means that there exists Nopt ∈
N | QNopt(βopt) = infN QN(βopt).

We now show the relationship between βopt and Nopt. Let us consider N ∈ [2,∞), the
partial derivatives of E [τ ] · var

[
Ẑ
]
against B and N write:





∂
(
E [τ ] · var

[
Ẑ
])

∂B
= var

[
Ẑ
]

+ E [τ ]
∂ var

[
Ẑ
]

∂γ

∂γ

∂B
∂
(
E [τ ] · var

[
Ẑ
])

∂N
= var

[
Ẑ
]

+ E [τ ]
∂ var

[
Ẑ
]

∂γ

∂γ

∂N
.
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At point (βopt, Nopt), both equations are cancelled, which gives:

∂γ

∂N
(Bopt, Nopt) = ∂γ

∂B
(Bopt, Nopt).

Recalling that γ(B,N) = NB/(B + (N − 1)2), this gives the equation: B2
opt − (N2

opt −
1)Bopt −Nopt(Nopt − 1)2 = 0. One can solve it in Bopt and keep the positive root, which
gives the solution.

Hence there is always an optimal solution to Problem (4.25), meaning this parametri-
sation is meaningful.

To summarise we have shown that by randomising the finite number of iterations and
slightly modifying the weights of the original nested sampling, it is possible to define
an unbiased estimator for the mean of any real-valued random variable with continuous
cdf , resolving the issue of choosing an appropriate stopping criterion. With a suboptimal
geometric randomisation as in Corollary 4.2, the variance is at most twice the one of the
ideal case (estimator of Eq. 4.4). However it is not usable with a fixed predetermined
computational budget and its convergence rate is slower than the canonical square-root
one. To circumvent this limitation, the idea is to average several replicas of the randomised
unbiased estimator (see Eq. 4.21). This new estimator remains unbiased and also supports
a Central Limit Theorem.

All these theoretical results assume that it is possible to generate conditional random
variables when required, as for the original nested sampling algorithm [see Skilling, 2006,
Section 9]. Efficient conditional simulation can be carried out in different ways, from
perfect simulation [see for example Propp and Wilson, 1996] to approximation using
random walks (see the Metropolis-Hastings algorithm in Section 1.3.3). The aim of this
chapter and the spirit of this thesis is not to challenge this hypothesis in a general manner
but only to provide a new insight on the theoretical definitions of the estimators; especially
here on the risk of choosing a bad stopping criterion in nested sampling, and to propose an
other tool to deal with this issue. Since nested sampling has been applied successfully to a
great number of problems so far, these results are expected to hold in these situations.
Also the examples of Section 4.5 are in good agreement with these theoretical results.

In the next section, we discuss the different stopping criteria usually recommended for
nested sampling and parallel implementation of the estimators.

4.3.5 Parallel implementation

Skilling [2006, Section 7] presents two possible termination rules based on criteria evaluated
on-the-fly:

• stop when the greatest expected increment (current weight and biggest found likeli-
hood value) is smaller than a given fraction of the current estimate;
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• stop when the number of iterations significantly exceeds NH with H the information,
estimated on-the-fly.

Chopin and Robert [2010] use an other stopping criterion, close to the first one above, it
is: “stop when the new increment is smaller than a given fraction of the current estimate”.
An other option is to do a predetermined number of iterations [Brewer et al., 2011].
Unfortunately these criteria give no guarantee on the convergence of the estimator to the
sought value and may lead to biased estimation.

A first difference between the three first criteria and the last one stands in the fact
that this latter uses a known computational budget while the other ones will run until
the criterion is satisfied; hence there is no way to estimate the (random) final number of
iteration in advance. This difference is also to be found between Ẑ (see Eq. 4.15) and ζ
(Eq. 4.21): the first one will use a random number of simulated samples (the draw of the
randomising variable) while the second one is defined with a fixed computational budget.
Hence it is not straightforward to compare these two categories of estimators because the
setting is not the same.

An other main difference between these estimators is whether they enable parallel
computation or not. The three first stopping criteria need to be evaluated at each iteration
and are based on quantities estimated with the full process with parameter N . Hence they
do not allow for parallel computation. On the other hand, with a predetermined total
number of iterations, parallel computation as for the quantile estimator (see Appendix A)
can be carried out. The randomised estimator Ẑ also enables this feature as the random
number of iterations is drawn before the algorithm starts. Considering ζ, each replica can
be computed in parallel, and further the computation of each replica also allows for parallel
implementation. Hence ζ allows for a double parallelisation, which is worth noticing as
it may require a substantial computational budget to become effectively Gaussian (see
numerical examples of Section 4.5.4).

To conclude, one stresses out the fact that among estimators with random computational
budget, Ẑ is the only one allowing for parallel computation; furthermore it is also the only
one unbiased and its variance is at worst twice the one of the ideal estimator (upper bound
reached with suboptimal implementation of Ẑ as in Corollary 4.2). Both fixed-budget
estimators enable parallel implementation; however nested sampling with a predetermined
number of iterations has no reason to be close to the sought value. On the other hand, ζ
is unbiased and supports a CLT. All these considerations are illustrated in Section 4.5.

4.4 Application to heavy-tailed random variables
In this section we give insights on the properties of the estimators defined in Sections
4.2.2 and 4.3 when Y = g(X) is heavy-tailed. Mean estimation for heavy-tailed random
variables is a well identified problem often addressed by some parametric assumptions on
the cdf of Y ; see Beirlant et al. [2012] for a comprehensive overview of tail index estimation,
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and Peng [2001], Johansson [2003], Necir et al. [2010] or Hill [2013] for references on mean
estimation for heavy-tailed random variables.

In the sequel we then give explicit results for the Pareto distribution: py = P [Y > y] =
1 ∧ y−a, a > 1. Note that this constraint a > 1 is the integrability condition for Y and
thus a sufficient condition for the convergence of the sum in the Campbell’s theorem, see
Eq. (4.8).

4.4.1 Exact resolution for a Pareto distribution

With an analytic form for the cdf of Y , we can derive explicit formulae for the variance of
the ideal estimator (infinite number of terms, see Eq. 4.12) and the optimisation problem
of Eq. (4.23).

First we compare the variance of the ideal estimator m̂ against usual Monte Carlo and
Importance Sampling estimators. In this latter case the importance density is chosen to
be a Pareto distribution with parameter b > 0.

Proposition 4.10 (Variance comparison). For a Pareto distribution, one hasm = a/(a−1)
and the variances write:

a > 2, var [m̂MC ] = m(m− 1)2

2N −mN
a > 1 ; var [m̂C ] = m

2N

a >
2N

2N − 1 , var [m̂] = m(m− 1)2

2N −m
a > 1 + b

2 , var [m̂IS] = m2(B − 1)2

N(2B − 1)

with B = (a− 1)/b ∈ (1/2,∞).

Proof. For the first equality:

E [Y ] =
∫ ∞

0
pydy = a

a− 1

var [m̂MC ] = 1
N

(
E
[
Y 2
]
− E [Y ]2

)
= a

N(a− 2)(a− 1)2 = m(m− 1)2

(2−m)N ;

for the second one:

var [m̂C ] = 1
N

∫ ∞

0
y2pydµY (y) = 1

N

∫ ∞

1
y2y−aay−a−1dy = a

2N(a− 1);
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for the third one:

E
[
m̂2
]

= 2
∫ ∞

0

∫ y

0
pyp

1−1/N
y′ dy′dy = 2

∫ 1

0

∫ y

0
· · ·+ 2

∫ ∞

1

∫ 1

0
· · ·+ 2

∫ ∞

1

∫ y

1
· · ·

= 1 + 2
a− 1 + 2

(a− 1)(2(a− 1)− a/N)
var [m̂] = a

N(a− 1)2(2(a− 1)− a/N) ;

and for the last one:

var [m̂IS] = 1
N

[∫ ∞

1
y2a

2

b
y−2a+b−1dy − a2

(a− 1)2

]

var [m̂IS] = a2

N(a− 1)2

(
1

B(2−B) − 1
)

with B = b/(a− 1).

It is clearly visible that the classical Monte Carlo estimator needs a second-order
moment while m̂C only requires the finiteness of E [Y ]; m̂ requires a > 2N/(2N − 1) ≈
1 + 1/2N and m̂IS requires a > 1 + b/2. It also illustrates the result of Proposition 4.4:
var [m̂] < var [m̂MC ]. The optimal value b = a− 1 cancels out var [m̂IS]. It is well known
that there is an optimal density q for IS that cancels out the variance of the IS estimator
but it is case-specific: here a Pareto density with parameter a− 1 (see also Section 1.2).

Remark 4.5 (Limit distribution of classical Monte Carlo estimator). In the case of Pareto
distribution, when a > 2 the Central Limit Theorem gives the limit law of the estimator
while for 1 < a < 2 the Generalised Central Limit Theorem [see for example Embrechts
et al., 1997] states that ∑N

i=1 Yi the sum of N iid. realisations of Y is in the domain of
attraction of a stable law with parameter a:

N1−1/a
(

1
N

N∑

i=1
Yi −m

)
1
Ca

L−−−→
N→∞

Ya

with the characteristic function of Ya, φYa, writing:

φYa(t) = exp [−|t|a (1− i (tan (πa/2)) sgn(t))]

and Ca the normalising constant Ca = π1/a (2Γ(a) sin πa/2)−1/a.

We now detail the resolution of optimisation problems (4.23) and (4.25). Especially
we first explicit the form of the sequence (qi,N)i defined in Eq. (4.16).

Proposition 4.11. If Y is a Pareto random variable with parameter a > 1, then:

∀i ∈ N, qi,N = 2
(a− 1)(aN − 2)

[
a(N − 1)2

N(aN − 2)

]i
+ 1i=0

(a+ 1)
2(a− 1) .

116



4.4. Application to heavy-tailed random variables

Proof. Let i ≥ 0, one has:

∫ ∞

1

∫ ∞

y′
pyp

N−1
y′

[−N log py′(1− 1/N)2]i

i! dydy′

= [aN(1− 1/N)2]i

i!

∫ ∞

1

∫ ∞

y′
y−ay′−a(N−1)(log y′)idydy′

= [aN(1− 1/N)2]i

(a− 1)i!

∫ ∞

1
y′1−aN(log y′)idy′

= [aN(1− 1/N)2]i

(a− 1)i!
Γ(i+ 1)

(aN − 2)i+1

= 1
(a− 1)(aN − 2)

[
aN

aN − 2

(
1− 1

N

)2]i

with Γ standing here for the Gamma function. Furthermore:

∫ 1

0

∫ ∞

y′
pyp

N−1
y′

[−N log py′(1− 1/N)2]i

i! dydy′ = 1i=0
(a+ 1)
2(a− 1) .

(qi,N)i is decreasing iff.:

aN

aN − 2

(
1− 1

N

)2
< 1 which rewrites 1 < a

(
1− 1

2N

)
,

which is indeed the condition for the finiteness of var [m̂] already stated in Proposition
4.10.

Hence for a Pareto distribution (qi,N)i is decreasing. One can then look for i0, the
solution of the problem i0 = min{i ∈ N | ∑i

j=0 qj,N −m2 > (N + i)q(i+1),N}. Let W−1 be
the lower branch of the Lambert W function [see for example Corless et al., 1996], i.e. the
function W−1 defined over (−e−1, 0) such that:

x = W−1(x)eW−1(x).

Let k > 0 and K > 0 be such that ∀i ≥ 1, qi,N = kKN+i; let i ≥ 0, one has:

i∑

j=0
qj,N = a+ 1

2(a− 1) +
i∑

j=0
kKN+j = a+ 1

2(a− 1) + kKN 1−Ki+1

1−K .

Using this equality, one can look for i ∈ R such that:

a+ 1
2(a− 1) −m

2 + kKN 1−Ki+1

1−K = (N + i)kKN+i+1

a+ 1
2(a− 1) −m

2 + kKN 1
1−K = KN+i+1

(
(N + i)k + k

1−K

)
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K ′ = logK
(
N + i+ 1

1−K
)
KN+i+1/(1−K)

with:

K ′ = logK
(

1
k

(
a+ 1

2(a− 1) −m
2
)

+ KN

1−K

)
KK/(1−K)

= logK
(
− a+ 1

2k(a− 1) + KN

1−K

)
KK/(1−K).

This latter equality is solved using W−1:

logK
(
N + i+ 1

K − 1

)
= W−1(K ′)

i = W−1(K ′)
logK −N − 1

1−K ,

such that i0 finally writes:

i0 = dW−1(K ′)
logK −N − 1

1−K e. (4.27)

The following proposition gives an asymptotic approximation when N →∞ to precise the
growth rate of i0.

Proposition 4.12. If Y is a Pareto random variable, then:

i0 = Nm

2

(
logN + log logN − log(m2 )

)
+ o(N), N →∞.

Proof. The problem can be rewritten:

min
{
i ≥ 1 | 1

1− β −
aN − 2
2(a− 1) > βi+1

(
N + i+ 1

1− β

)}
.

Furthermore one has:
1

1− β = Nm

2 + (a− 2)2

4(a− 1)2 + o(1)

which brings that the left hand term is equal to (m/2)2 + o(1). Writing i = N(k0 +
k1 logN + k2 log logN) brings:

βi+1 = e−
2k0
m N−

2k1
m (logN)−

2k2
m (1 + o(1)) .

Hence one has to choose k0, k1 and k2 such that the right hand term also equals (m/2)2+o(1),
which gives the solution.

118



4.4. Application to heavy-tailed random variables

Corollary 4.6 (Order of magnitude of E [τ ] · var
[
Ẑ
]
).

E [τ ] · var
[
Ẑ
]
∼

N→∞

(
m(m− 1)

2

)2

logN.

Proof. Using the asymptotic expansion of i0 one finds qi0 ∼ (N2 logN)−1(m− 1)2. Fur-
thermore, one has E [τ ] ∼ i0. Finally, the use of E [τ ] · var

[
Ẑ
]
∼ qi0 E [τ ]2 gives the

result.

Corollary 4.6 shows that E [τ ] · var
[
Ẑ
]
→ ∞ when N → ∞ so there is an optimal

value for N that minimises E [τ ] · var
[
Ẑ
]
; a numerical resolution for several values of a

from 1 to 3 was performed and the result is displayed in Figure 4.1. We also present in
Figure 4.2 a comparison between the minimal variance estimate (estimator of Eq. (4.21)
with the optimal distribution (β∗i )i and optimal N) and the classical Monte Carlo one.
There we can see that for a . 2.5 the new estimator performs better in terms of variance;
especially for a < 2 it remains finite while var [m̂MC ] =∞.

As explained in Section 4.3.4 we consider now a Geometric random variable T with
parameter β for the random truncation.

Proposition 4.13. If Y is a Pareto random variable with parameter a > 1 and ∀n ∈
N, P [T ≥ n] = e−βn then:

var
[
Ẑ
]

= m(m− 1)2

2γ(β,N)−m
and

βopt = log
(

1
B+

+ 1
)

(4.28)

where B+ is the positive root of the quadratic polynomial P (B):

P (B) = 2Nopt −m
(Nopt − 1)2B

2 − 2mB −
(
m(Nopt − 1)2 + 2N2

opt

)
.

Proof. One gets the expression of the variance directly from Section 4.2.2 with γ(N, β)
instead of N . Then, denoting B = 1/(eβ − 1), one solves the problem:

∂

∂B

(
(N +B)

(
a

2(a− 1)γ − a

))
= 0.

With this relation and the one of Eq. (4.26) one can derive the optimal parameters
(βopt, Nopt). Figure 4.1 shows a numerical resolution of this problem for several values of
a ∈ (1, 3].

Furthermore, if one considers the approximation of the optimisation problem (4.25)
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with relation (4.18) instead of (4.26), one has to minimise:

N 7→ N2 +N − 1
N + 1−m m(m− 1)2.

The derivative against N > m− 1 writes:

1− 1
(N + 1−m)2m(m− 1).

Denoting Napp ∈ R the minimiser, one has:

Napp = max
(
m− 1 +

√
m2 −m− 1, 2

)
. (4.29)

This approximation is the red dotted-dashed line of Figure 4.1. As we can see, it is in good
agreement with the optimal values, both for the parameter N and for the global variance
(see further Section 4.4.2 and Figure 4.2). For numerical simulation, we will choose bNappc.

4.4.2 Comparison of the estimators

We have seen in Sections 4.3.3 and 4.3.4 two ways of implementing the ideal estimator
m̂ defined in Section 4.2.2 with a fixed computational budget. Then we have presented
their exact behaviour in a case of a Pareto random variable. These two ways involve a
truncation of the infinite sum (4.4) by an integer-valued random variable T . In the first
implementation the distribution of T and the number N of point processes are optimised in
order to minimise the estimator variance. In the second implementation, the distribution
of T is enforced to be geometric and its parameter as well as N are optimised.

While the first implementation is optimal in terms of variance, it requires to solve a
combinatorial problem, which can turn it into a poorer algorithm in terms of computational
time. In this scope, the parametric algorithm constraining the randomising variable T to
be geometric with parameter β is much simpler to implement. The aim of this section is
to benchmark these two implementations and to challenge the optimal parameters against
the fixed ones we will suggest.

More precisely, while both optimisations ended up with optimal parameters depending
on the distribution of Y , we also consider the parametric algorithm with parameter βapp

given by Eq. (4.18) and N = Napp, 2, 5 or 10.
Figure 4.2 shows the relative increase of the standard deviations due to the suboptimal

implementations for a given computational budget, i.e. for a given number of generated
samples. It also shows the standard deviation ratios between the optimal implementation,
the classical Monte Carlo estimator (see Eq. 4.14) and m̂ given by Eq. (4.4). For this
latter, it is assumed that its computational cost is N , i.e. that it costs 1 to simulate
an increasing random walk (see Definition 4.1) while it requires an infinite number of
simulated samples. This calls for certain comments:
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Figure 4.1: Optimal values for N in the general (cf Section 4.3.3) and in the parametric
(cf Section 4.3.4) cases with the approximation of Eq. (4.29). a is the parameter of the
Pareto distribution.
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Figure 4.2: Ratios of the standard deviations of different estimators over the standard
deviation of the optimal estimator ζ of Section 4.3.3. The classical Monte Carlo estimator
is defined in Eq. (4.14); m̂ is the ideal estimator (4.4); the other estimators are randomised
estimators of Eq. (4.21) with enforced geometric distribution for T with parameter β and N
as follows: (βopt, Nopt): optimal parameters of Proposition 4.9; (βapp, Napp): approximated
optimal parameters of Eqs. (4.18) and (4.29). a is the parameter of the Pareto distribution.

• the parametric implementation with optimised parameters (βopt, Nopt) remains
competitive against the optimal implementation (solid black line going from ≈ 1.3
to ≈ 1.1);
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• the parametric implementation with parameters βapp and Napp is almost not distin-
guishable from the parametric implementation with optimal parameters βopt and
Nopt. This means that it is not necessary to strive to estimate the parameters
(βopt, Nopt);

• the classical Monte Carlo estimator is better than the optimal implementation as
soon as a & 2.5 and better than the parametric implementation as soon as a & 2.3;
this confirms that nested sampling is especially convenient for heavy-tailed random
variables;

• the standard deviation of m̂ illustrates the efficiency of the ideal estimator compared
to the classical Monte Carlo one (cf. Proposition 4.10), with a standard deviation at
least twice as small;

• generally speaking and without any knowledge on the distribution of Y , N should
not be set too small as the variance increases much faster when it is smaller than
the optimal value; especially with β = βapp the finiteness condition of the variance
writes a > 1 + 1/N .

Given these results we can consider that the parametric implementation is a good trade-off
between minimal variance estimation and complexity, especially when no information on
the distribution of Y is provided.

4.5 Examples
In the previous sections, we have demonstrated how the point process point of view lets
improve the original nested sampling in three ways: 1) we demonstrated a bias or order
1/N for the original ideal nested sampling scheme and proposed corrected weights to get an
ideal unbiased estimator; by ideal we mean a sum with an infinite number of terms. 2) We
proposed to resolve the issue of choosing a termination rule by using a randomised sum.
This new estimator remains unbiased and we further suggested a general implementation
which does not depend on the random variable of interest and only doubles the variance
of the ideal estimator. 3) We defined a nested sampling based estimator with a finite
predetermined computational budget, which is unbiased and supports a Central Limit
Theorem. The aim of this section is to illustrate these results and potential issues with
the termination rule on a usual test case for nested sampling.

4.5.1 Practical implementation
All what the nested sampling really requires is the generations of several increasing random
walks. Appendix A is devoted to the definition of practical guidelines on possible parallel
implementations and computational times of the increasing random walk. Hence we
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consider in this section that one has a generator of a random walk and present directly
the adaptation for the computation of Ẑ and ζ.

As explained above, we do not intend to solve the combinatorial optimisation problem
in the general case and so we present here a pseudo-code for the parametric case. Reader
interested in the optimal resolution is referred to [Rhee and Glynn, 2015]. We then present
in Algorithm 7 how to compute Ẑ and in Algorithm 8 how to compute ζ(c). In this latter
case we assume that N and β are given, being optimised (with previous knowledge or
simulations) or not.

Algorithm 7 Pseudo-code for Ẑ
Require: N , β

Generate T according to P [T ≥ n] = e−βn

2: Get (Yn)T
n=1 an increasing random walk with parameter N until the Tth event

Set Y0 = 0
4: Ẑ =

T∑
i=0

(Yi+1 − Yi)
(

1− 1
N

)i
eβi

Algorithm 8 Pseudo-code for ζ(c)
Require: c, N , β
G← 0; ζ ← 0;
while c > 0 do

Generate T ∗ according to P [T ≥ n] = e−βn

c = c− (N + T ∗); G = G+ 1; T [G] = T ∗

end while
if c < 0 then . discard the last replica if it exceeds the budget

G = G− 1; T = T [1 : G]
end if
foreach g in 1:G do

Start Algorithm 7 from step 2 with T = T [g]
ζ = ζ + Ẑ

end foreach
ζ = ζ/G

Basically, Algorithm 8 is just a wrap-up of Algorithm 7 with an update of the remaining
computational budget.

Note that these practical algorithms make use of Markov chain drawing to approximate
the conditional distributions and for this purpose generate indeed several samples for only
one state of the increasing random walk. This is referred to as a burn-in and modify the
cost of an estimator defined in Proposition 4.7 as follows: τ = N + bT , with b this burn-in
parameter. Now the cost is the number of calls to the generator of Y (which amounts to
generate X and to call g). Since this increase is common to all algorithms considered here,
we will not mention it any more.
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4.5.2 Variance increase

In this section, we intend to check the unbiasedness of the ideal estimator m̂ of Section 4.2.2
as opposed to the bias of order 1/N of the original nested sampling (see Eq. 4.6). They
differ only in the weights used: exp−1/N instead of 1− 1/N ; thus they are computed
in the same run. Also we check the variance increase between m̂ and the suboptimal
randomised estimator of Corollary 4.2. To do so, we use an example from Skilling [2006]
where it is known that 100 iterations of the increasing random walk on average are enough.
The aim is to estimate the evidence of a likelihood with uniform prior over a d−dimensional
unit cube: m = E [g(X)] = E [Y ] with:

g(x) = 100
d∏

i=1

e
−x2

i

/
2u2

√
2πu

+
d∏

i=1

e
−x2

i

/
2v2

√
2πv

, (4.30)

X ∼ U
(
−[1

2 ,
1
2 ]d
)
, d = 20, u = 0.01 and v = 0.1. This represents a Gaussian “spike”

of width 0.01 superimposed on a Gaussian “plateau” of width 0.1. Figure 4.3 plots the
log-likelihood log y against the log-tail distribution log py.
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Figure 4.3: Log-Likelihood against probability for the original example of Skilling [2006,
Section 18] defined in Eq. (4.30) and the modified version of Eq. (4.31). Both lines are got
from a single run of nested sampling with N = 300 and stopping criterion 250N iterations.

We then run nested sampling with stopping criterion “number of iterations = 100N”
as well as Ẑ for several values of N from 100 to 500. Figure 4.4 shows the boxplots of
the estimators and Table 4.1 summarises these numerical results over 500 simulations:
both Ẑ and m̂ are unbiased while (NS) has a bias of order 1/N (cf Remark 4.3). The
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variance increase between m̂ and Z̃ is in good agreement with the theoretical relationship
of Corollary 4.2, it is var

[
Ẑ
]

(N) = var [m̂] ((N + 1)/2) ≈ 2 var [m̂]. Also the ratio
var [NS] / var [m̂] goes from 1.14 to 1.9. This variance increase appears to be of order 1/N2,
which is consistent with the variance increase between p̂y and p̃y (see Remark 4.1).

Hence, the optimal choice of the nested sampling weights leads to significant variance
reduction and removes the bias of the original nested sampling when it goes far enough.
Unbiasedness can be maintained at the cost of at most doubling the variance of the estimator
and even less compared to the currently used nested sampling weights. Furthermore, there
is no need to choose (and justify) a stopping criterion for nested sampling any more.

NS Z̃
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00

m̂ NS Z̃m̂ NS Z̃m̂ NS Z̃m̂ NS Z̃m̂

N = 100 N = 200 N = 400 N = 400 N = 500

Figure 4.4: Boxplots of ideal infinite nested sampling m̂ of Eq. (4.4) and (NS) of Eq. (4.5)
and randomly truncated Ẑ (Corollary 4.2) for the estimation of E [g(X)] with g as in
Eq. (4.30) and X ∼ U

(
−[1

2 ,
1
2 ]d
)
, d = 20. (NS) Ideal nested sampling is got with

Niter = 100N as this is known to be enough in this case. (NS) and m̂ are obtained from
the same runs. The (red) dot-dashed line is the theoretical value of m.

4.5.3 Adaptive stopping criteria
As we stated in the Introduction, one of the main concerns of this work was to point
out the potential risk of using nested sampling with a bad stopping criterion. In this
context we run nested sampling on the previous example with the adaptive stopping
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N 100 200 300 400 500
E [NS] 142.3 117.7 114.6 111.5 109.5
E [m̂] 103.0 100.8 102.8 102.8 102.6
E
[
Ẑ
]

111.9 97.4 100.4 103.7 102.4
var

[
Ẑ
]
/ var [m̂] 3.23 2.49 1.90 2.20 1.70

var [NS] / var [m̂] 1.90 1.33 1.24 1.17 1.14
var

[
Ẑ
]
/ var [NS] 1.71 1.87 1.54 1.87 1.5

Table 4.1: Variance increase between the randomised unbiased nested sampling estimator
Ẑ, the original biased nested sampling (NS) and the ideal unbiased estimator m̂.

criteria mentioned in Section 4.3.5. The first one is directly picked out from [Chopin and
Robert, 2010], it is “stop when the current increment is less than 10−8 times the current
estimate”. The second one is based on the estimation of the information H and is the one
described in the Appendix of [Skilling, 2006]; it is “stop when the number of iterations
is greater than 2NH”. Figure 4.4 shows that for N = 500 the estimators should be well
converged and so we set N = 500.

Figure 4.5 shows that nested sampling estimator can be not consistent if the termination
rule is not well-chosen. Here both implementations miss the spike. In this context, the
random truncation of Ẑ appears as a conservative practice. However, even though Ẑ

allows for parallel computing (see Appendix A), Ẑ as well as the adaptive stopping criteria
do not let work with a fixed computational budget. Yet one may have to work with fixed
computational resources.

4.5.4 Nested sampling with fixed computational budget

There is only one nested sampling implementation which allows for fixing the total
computational budget in advance. It is the one which stops after a given number of
iterations. Following Rhee and Glynn [2015] we have proposed in Sections 4.3.3 and 4.3.4
a randomised estimator which also works with a predetermined computational budget.
It is still unbiased and supports a Central Limit Theorem. The goal of this section is to
compare these two estimators. We slightly modify the previous example (see Eq. 4.30)
to narrow the spike: u = 0.001 instead of u = 0.01, and to make the random variable
heavy-tailed:

ght(x) = g(x)/
(

d∑

i=1
x2
i

)0.4d

. (4.31)

Figure 4.3 compares this modified example with the original one. The heavy-tailed
behaviour with tail index 1/0.8 = 1.25 is clearly visible (limit slope of log-likelihood is
0.8), i.e. that P [Y > y] ∼ ky−1.25 for some k > 0 as y → ∞, as well as the effect of
the narrower spike (shift of the mass from − log p ≈ 50 to − log p ≈ 90). With Inv-χ2
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Figure 4.5: Effect of the choice of a stopping criterion for nested sampling estimator
when estimating m = E [g(X)] with g as in Eq. (4.30) and X ∼ U

(
−[1

2 ,
1
2 ]d
)
, d = 20.

(NS-inc): nested sampling stopped when current increment is less than 10−8 times the
current estimator; (NS-H): nested sampling stopped when the number of iterations exceeds
2NH; m̂ and Ẑ as in Figure 4.4. The (red) dot-dashed line is the theoretical value of m.

approximation of 1/∑X2
i , the sought value is E [ght(X)] ≈ 1.08× 1042.

Nested sampling is run with N = 1000 and N = 10000. We stop it after 100N iterations
as in [Brewer et al., 2011]. This makes a total computational budget c = 105 (resp. 106).
ζ is implemented with a suboptimal geometric randomising variable with parameter βapp

(see Eq. 4.18) and N = 20. N = d because it is both the theoretical parameter of ζ and the
population size for conditional sampling. Hence it should not be set too small according to
the dimension of the input space (see Appendix A). Considering the heavy-tail behaviour
of Y = g(X), the estimator has a finite variance as soon as a > 1 + 1/N = 1.05. One the
one hand we know here that the tail index of Y is equal to 1/0.8 = 1.25; on the other
hand it is easy to check this condition afterwards by estimating the slope on the plot log Y
against Niter/N as in Figure 4.3.

It is visible on Figure 4.6 that nested sampling did not go far enough and misses an
important part of the mass: E [NS(105)] = 5.32× 1029 and E [NS(106)] = 2.41× 1029 while
the reference value is 1.08× 1042. On the one hand, ζ is unbiased (estimated means are
6.43 × 1041 and 1.52 × 1042). On the other hand it does not seem to be approximately
Gaussian yet. Indeed Ẑ can be relatively heavy-tailed [McLeish, 2011] and a consequent
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NS(105) NS(106) ζ(105) ζ(106)
107

1015

1023

1031

1039

Figure 4.6: Estimation of m = E [ght(X)] with X ∼ U
(
−[1

2 ,
1
2 ]d
)
, d = 20. (NS): nested

sampling stopped after 100N iterations; ζ: estimator of Section 4.3.4 with βapp (Eq. 4.18)
and N = 20. 105 and 106 are the computational budgets used. The (red) dot-dashed line
is the theoretical value of m.

computational budget may be required for ζ to effectively become normally distributed.

4.6 Conclusion
Nested Sampling has been proposed as a method for estimating the evidence in a Bayesian
framework and applied with success in a great variety of areas like astronomy and cosmology.
Since its introduction, a lot of work has been done to clarify its convergence properties
[e.g. Evans, 2007, Chopin and Robert, 2010, Keeton, 2011] and to handle the issue of
conditional sampling [e.g. Mukherjee et al., 2006, Brewer et al., 2011, Martiniani et al.,
2014]. However nested sampling termination remains an open issue and a matter of user
judgement [Skilling, 2006, Section 7].

Linking nested sampling with the results on rare event simulation, we have extended
it to the estimation of the mean of any real-valued random variable (being bounded
or not) and derived the optimal nested sampling weights. Furthermore we proved that
1) an idealised nested sampling with slightly modified weights and an infinite number
of iterations is unbiased; 2) its variance is always lower than the classical Monte Carlo
estimator one’s; and 3) the random variable of interest does not need to have a finite
second-order moment to produce an estimator with finite variance. This latter property
makes nested sampling especially relevant for heavy-tailed random variables as developed
Section 4.4.

Furthermore, we also present two ways of implementing a practical unbiased estimator
with an a.s. finite number of terms, resolving the issue of choosing an arbitrary stopping
criterion. The first estimator can be used exactly as usual nested sampling and preserves
unbiasedness while only doubling the variance of the ideal estimator (infinite number of
terms). The second one can be used with a predetermined fixed computational budget
and supports a Central Limit Theorem. Practically speaking, they both enable parallel
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implementation (unlike usual adaptive nested sampling strategies) and do not depend on the
random variable of interest. Finally, it is worth mentioning that even if these randomising
procedures can seem too burdened, at least the use of the corrected nested sampling
weights (1 − 1/N instead of exp−1/N) in the usual nested sampling implementations
removes the bias (if it goes far enough) and decreases the variance of the estimator.
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Chapter 5

Rare event simulation with random
processes

We have described in Chapter 1 advanced statistics for the estimation of extreme quantile
and probability of the form p = P [g(X) > q] with X ∈ X a finite- or infinite-dimensional
random vector with known distribution µX and g a deterministic function g : X → R
quantifying the state of a system. We now focus on the static case, i.e. X ⊂ Rd for
some d ≥ 1: X is a set of parameters of a computer code modelling an industrial system.
Precisely at the end of this chapter we will focus on the simulation of a spherical tank
under internal pressure and try to estimate the probability that the cumulated equivalent
plastic strain of this tank be greater than a given security threshold q (failure mode).

In Chapter 3 we have presented the point process framework for extreme event simula-
tion and have shown that it enables parallel implementation of what was known as the
Last Particle Algorithm estimator, the minimal variance Multilevel Splitting estimator.
Indeed we proved that this estimator was simply the Minimal Variance Unbiased Estimator
(MVUE) of the exponential of a Poisson parameter. This lets us define parallel practical
algorithms for estimating probability, quantile and moment of g(X). This can dramatically
reduce their computational time without lowering their good statistical properties (see
Appendix A).

However in some settings only few hundred samples are available and it is still too
much computational time. The above mentioned method typically requires −bNbatch log p
sequential simulations with Nbatch the number of point processes per sequential algorithm
and b a burn-in parameter for conditional sampling (see Sections 1.3.3 and A.2). With
standard values of Nbatch = 20, p = 10−7 and b = 20, this means that it would require
≈ 6447 sequential calls to the model g. In order to set these ideas down, our numerical
code for the spherical tank has a random computational time depending on the plastic
state in the vessel of about 5 to 10 minutes. It would eventually require on average
3.22× 104 to 6.45× 104 minutes or 23 to 45 days to compute the probability estimator.
This can be even worse with more complex industrial problem for which computational
time is about 5 hours.

In this context a common idea is to use a cheap-to-evaluate surrogate model ξ instead
of the true model g. This surrogate model is trained with the computational budget and
used either as a plug-in estimator in a crude Monte Carlo method or in more advanced
statistics (see Chapter 2). Especially we have seen that when p is small the required
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number of samples for a Monte Carlo estimator is very high and the failure domain may
be very difficult to approach. That is why some algorithms now combine both methods,
i.e. make use of Multilevel Splitting to both estimate the sought probability and improve
the learning of the failure domain [Bourinet et al., 2011, Bourinet, 2016, Li et al., 2012,
Bect et al., 2016].

In this chapter we propose to integrate the results on Poisson processes related to rare
event simulation developed in Chapter 3 into these algorithms. Especially we show that
the point process framework is well suited for the case where ξ is a random process with
known distribution. Essentially it adds a dimension to the original problem defined with
the deterministic code g but all the results can be applied directly on this augmented
problem.

Furthermore, the point process framework allows for a cheap and natural computation
of the SUR criteria presented in Section 2.2.3. Combined with the parallel algorithms
presented in Appendix A it means that SUR strategies can be used even for extreme
probability estimation at a very reasonable cost.

We also define new SUR criteria which aim at getting a global precision of the metamodel
over the safety domain F̄ = {x ∈ X | g(x) ≤ q}. These criteria are also straight away
estimated in the point process framework and allow for a more robust approach to the
failure domain when the probability is very low. Especially, and unlike in the above
mentioned splitting based learning approaches, it makes a clear distinction between the
enrichment step and the estimation of the probability. In this mood the number of samples
for the enrichment of the model can remain low. Furthermore it can output an estimation
of the probability at any time: there is no need to wait until the algorithm reaches the
final threshold.

Finally, we present a numerical study of these new criteria on usual test cases as well
as on an industrial problem from CEA.

5.1 Rare event simulation

5.1.1 Augmented problem
We now consider that g is a realisation of a random process ξ with known distribution
defined over a given probability space (Ω0,F0,P0) indexed by x ∈ X:

∀ω0 ∈ Ω0, x ∈ X 7→ ξ(x, ω0) ∈ R (5.1)

is a measurable function. Formally, one can consider that this assumption only adds a
dimension to the original problem. Recall that X ∈ X is a random variable defined on the
probability space (Ω,F ,P), one can consider the random variable on the product space
ΩY = Ω× Ω0:

Y : (ω, ω0) ∈ Ω× Ω0 7→ ξ(X(ω), ω0) ∈ R.
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Eventually the real-valued random variable is not Y = g(X) any more, but Y = ξ(X(ω), ω0),
defined on the probability space (ΩY ,FY ,PY ). In essence the uncertainty on the code is
treated exactly the same way as the uncertainty on the inputs: as soon as the computer
code g is regarded as a black-box, it means that only some point-wise measurements can
be done, exactly like, for example, the thickness of the tank. In this latter case this
uncertainty is modelled with a random variable with a known distribution, and so it is
for the computer code. When there is no risk of confusion, we will drop in the sequel the
dependence on the variables ω and ω0 and write only Y = ξ(X).

We will refer to the original setting with the deterministic code g as the deterministic
case, and to the following setting with the random process ξ as the random case. While
in the deterministic case, Y given X was a deterministic quantity, we now have that Y
given X follows the distribution µξ(X) of the random process at point X. Still the problem
writes:

PY [Y > q] =
∫

R
1y>qdµY (y) =

∫

X×R
1y>qdµξ(x)(y)dµX(x). (5.2)

Eventually all the results on the point process framework for rare event simulation are
valid because they make no assumption on the real-valued random variable Y : probability,
quantile and moments of Y can be estimated using the methods described in Chapters 3
and 4. Especially the random process does not need to be Gaussian.

5.1.2 Link with other metamodel based algorithms

We recall here some well-used methods for probability estimation based on random
processes and presented in Section 2.3.

AKMCS The Active learning using Kriging and Monte Carlo Simulation [AKMCS,
Echard et al., 2011] method uses the mean function of the random process: m : x ∈ X 7→
E0 [ξ(x)] = m(x) to define a surrogate classifier: 1g(x)>q ← 1m(x)>q. This mean function is
supposed to be cheap-to-evaluate for any x ∈ X and then AKMCS proposes to make a
crude Monte Carlo estimation of the quantity P [m(X) > q] = P [E0 [ξ(X)] > q]. In the
light of the point process framework, this calls for few comments:

1. when the sought probability is extreme, the quantity P [m(X) > q] will be hard to
estimate with a crude Monte Carlo sampling even though m is cheap. Here the point
process estimator could be used.

2. it neglects the uncertainty due to the non-perfect knowledge of g and to consider
that the point-wise mean of the process is close to the unknown function g. In other
words, it means that the error due to the random process is now measured in terms
of area in X. Since the true function g is not accessible, this quantity cannot be
known: the error due to the process is not taken into account any more.
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MetaIS The Metamodel-based Importance Sampling [MetaIS, Dubourg et al., 2013]
method uses the cdf of µξ(x) to define an importance distribution for the estimation of
the probability P [g(X) > q]. Indeed, recall that the optimal importance distribution is
defined by (see Section 1.2):

dµX̃(x) = 1g(x)>q

p
dµX(x)

it proposes to approximate the indicator function x 7→ 1g(x)>q with the complementary cdf
of ξ(x): 1g(x)>q ← P0 [ξ(x) > q] = µξ(x)((q,∞)). In this context, the normalising constant
of the importance distribution becomes:

p̃aug =
∫

X
µξ(x)((q,∞))dµX(x) =

∫

X

∫

R
1y>qdµξ(x)(y)dµX(x). (5.3)

This latter quantity is indeed the one found in Eq. (5.2) and is referred to as the augmented
failure probability by Dubourg et al. [2013]. This means that the point process estimator
can directly be used in the MetaIS method as an other tool to estimate it. Instead Dubourg
et al. [2013] suggested the use of a crude Monte Carlo. Here the point process estimator is
especially interesting because the points got from this crude Monte Carlo sampling are also
used as initial states for the sampling of the importance density with a Metropolis-Hastings
method. As explained in Chapter 4, the point process can be seen as both a mean to
estimate the normalising constant of the distribution and to generate samples according
to it. In this context, it would output both a more precise estimation of the augmented
failure probability and samples for the Importance Sampling scheme.

Bayesian approach The Bayesian decision-theoric framework has been applied to
extreme probability estimation first by Bect et al. [2012]. In this context, it considers the
random variable α = P [ξ(X) > q] instead of the deterministic quantity p = P [g(X) > q]
and uses the (conditional) expectation of α as an estimator for p (see Section 2.2.3). This
expectation writes:

E0 [α] = E0

[∫

X
1ξ(x)>qdµX(x)

]
=
∫

X
E0
[
1ξ(x)>q

]
dµX(x) =
∫

X×Ω0
1ξ(x,ω)>qdµX(x)d P0(ω). (5.4)

This latter quantity is the one found in Eq. (5.2) and the point process framework can
also be used in this algorithm as the tool to estimate it.

Therefore the point process estimator can be used directly in already-existing metamodel-
based algorithms instead of crude Monte Carlo to estimate the probability of failure.

As presented in Chapter 2, such strategies are the combination of a statistical method
(crude Monte Carlo, Importance Sampling or Splitting for instance) and a learning strategy.
In this thesis we argue that a clear distinction has to be made between these two aspects
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of metamodel based algorithms. For instance the heuristic criteria of AKMCS or MetaIS
(see also Section 2.2.2) have proven good practical results and should not be underrated.
In the next section, we show how the point process associated with Y can be used to
quantify the uncertainty due to the use of the random process ξ. We also show how it can
be used to ease the use of SUR strategies presented in Section 2.2.3.

5.1.3 Uncertainty reduction
From an initial prior on the distribution of the random process, the goal is to evaluate
iteratively the deterministic code g at some locations to reduce the uncertainty carried
out by the introduction of the random process. In Section 2.2.3 we presented the Stepwise
Uncertainty Reduction (SUR) framework, which aims at sequentially choosing the next
sample(s) to be evaluated in order to minimise the remaining error.

We briefly recall here the quantities and the formalism described in this section. We
focus on the random variable α defined in Eq. (2.38), it is:

α = P [ξ(X) > q] =
∫

X
1ξ(x)>qdµX(x) (5.5)

because it embeds the uncertainty on the probability of failure PY [Y > q] due to the
random process ξ.

Recall that ξ is defined on the probability space (Ω0,F0,P0), we also define for any
n ≥ 1 the σ−algebra Fn generated by the random vector (ξ(xi))ni=1 for any set of points
(x1, · · · ,xn) ∈ Xn. We further assume that ξ is a stationary process with finite variance
(see Section 2.1.4).

We denote by µξ(x)
n the conditional distribution of ξ(x) | Fn, ξn(x) the conditional

mean E0 [ξ(x) | Fn] and σ2
n(x) the conditional variance; Pn is the conditional distribution

P0 [· | Fn], En [·] = E0 [· | Fn] the conditional expectation and covn [·] = cov0 [· | Fn] the
conditional covariance.

In the Bayesian decision-theoretic framework, an algorithm is seen as a sequence of
decisions made from an increasing amount of information in order to reduce the risk
carried out with the final approximation αn of α. Here a decision corresponds to the
evaluation of the computer code at one or more locations and n is a total number of calls
to g. By selecting the quadratic loss function, the risk is:

E0
[
(α− αn)2

]
.

By definition of the conditional expectation, this quantity is minimised amongst all
Fn-measurable functions by:

αn = En [α] =
∫

X
pqn(x)dµX(x) = PY [Y > q | Fn] (5.6)

with pqn(x) = Pn [ξ(x) > q]. Conditionally to {ξ(xi) = g(xi)}, Eq. (5.6) is deterministic
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and can be estimated with a point process as described previously. The conditional
variance:

νn = En

[
(α− αn)2

]

is a measure of the remaining error, i.e. of the randomness of α not captured by the
filtration Fn. We can also derive an upper bound of νn as in Section 2.2.3:

Γn =
∫

X
varn

[
1ξ(x)>q

]
dµX(x) =

∫

X
pqn(x) (1− pqn(x)) dµX(x). (5.7)

This upper bound is interesting because it reduces the integral over X × X of νn to an
integral over X.

A direct application of the SUR concept in this case leads to find at a given iteration
n the r ≥ 1 next samples (xn+1, · · · ,xn+r) ∈ Xr minimising the forthcoming conditional
variance:

Jαn,n+r(xn+1, · · · ,xn+r) = En [νn+r(xn+1, · · · ,xn+r)] (5.8)

or its upper bound:

JΓ
n,n+r(xn+1, · · · ,xn+r) = En [Γn+r(xn+1, · · · ,xn+r)] (5.9)

where:

νn+r(xn+1, · · · ,xn+r) = var [α | Fn, ξ(xn+1), · · · , ξ(xn+r)]

Γn+r(xn+1, · · · ,xn+r) =
∫

X
var

[
1ξ(x)>q | Fn, ξ(xn+1), · · · , ξ(xn+r)

]
dµX(x)

.

Note that with these criteria, the selected sample(s) depend(s) measurably on Fn [Bect
et al., 2012].

We further assume that ξ is a Gaussian process. With standard covariance kernels
described in Section 2.1.4, Y is then a continuous random variable and the increasing
random walk associated to Y is a Poisson process. In Section 2.2.3 we showed that these
quantities can be rewritten assuming that ξ is a Gaussian process. Using Eq. (2.41),
Eq. (5.8) becomes:

Jαn,n+r(x∗) = En

[
α2
]
−

∫

X×X
Pn

[
U

(2)
n+r > q, U

(1)
n+r > q | X1 = x1,X2 = x2

]
dµX(x1)dµX(x2) (5.10)

with x∗ = (xn+1, · · · ,xn+r) ∈ Xr and (U (1)
n+r, U

(2)
n+r)> a random vector whose conditional

distribution given (X1,X2)> and Fn is:

U

(1)
n+r

U
(2)
n+r


 |


X1

X2


 ,Fn ∼ N




ξn(X1)
ξn(X2)


 ,


σ

2
n(X1) covn [ξn+r(X1), ξn+r(X2)]

covn [ξn+r(X1), ξn+r(X2)] σ2
n(X2)




 .

(5.11)
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Eq. (5.10) can be rewritten:

Jαn,n+r(x∗) = En

[
α2
]
−

αn

∫

X×X×R
Pn

[
U

(2)
n+r > q | U (1)

n+r = y,X1 = x1,X2 = x2
] 1y>qdµξ(x1)

n (y)dµX(x1)
αn

dµX(x2).

This latter expression shows that this criterion can be estimated using the point process
on Y : as for the MetaIS algorithm, it can be used to both estimate αn and to get iid.
samples according to:

1y>qdµξ(x1)
n (y)dµX(x1)
αn

.

These samples can be used together with iid. samples drawn according to µX to get an iid.
population well suited to the estimation of the second part of the equality (see Section
5.2.1 below). As mentioned by Chevalier et al. [2014], the first one En [α2] does not depend
on x∗ and it is thus pointless to strive to estimate it for the SUR strategy. Note that when
r = 0, U (1)

n and U (2)
n are independent conditionally to Fn and one finds back:

Jαn,n = En

[
α2
]
− α2

n = νn.

This development can also be conducted with the upper bound Γn. Applying the same
reasoning to Eq. (2.48), one finds:

JΓ
n,n+r(x∗) =

∫

X
Pn

[
U

(2)
n+r < q, U

(1)
n+r > q | X = x

]
dµX(x)

= αn

∫

X×R
Pn

[
U

(2)
n+r < q | U (1)

n+r = y,X = x
] 1y>qdµξ(x)

n (y)dµX(x)
αn

. (5.12)

Note that for this criterion, the distribution of the couple U (1)
n+r and U

(2)
n+r is conditional on

only one sample in X ∈ X since Γn reduces the integral over X×X to an integral over X:

U

(1)
n+r

U
(2)
n+r


 | X,Fn ∼ N




ξn(X)
ξn(X)


 ,


σ

2
n(X) covn [ξn+r(X), ξn+r(X)]

covn [ξn+r(X), ξn+r(X)] σ2
n(X)




 . (5.13)

For r = 0, U (1)
n and U (2)

n are decorrelated conditional on Fn and JΓ
n,n = Γn appears indeed

as the average probability of misclassification of the last samples of the point process.

Furthermore, the Mean Squared Error (MSE) in the estimation of p = P [g(X) > q] by
α̂n writes:

E
[
(α̂n − p)2

]
= E

[
E
[
(α̂n − p)2 | Fn

]]
= E

[
α2−1/N
n + p2 − 2αnp

]

= E
[
α2
n

(
α−1/N
n − 1

)
+ (αn − p)2

]
.

(5.14)

In this latter equality, the first term is due to the estimation of αn while the second
one is related to the conditional variance of α, i.e. the remaining randomness due to ξ:
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conditionally to {ξ(x) = g(x),∀x ∈ X}, one has α = p.
Numerical results of Section 5.3.2 will illustrate this trade-off between model error

and statistical error. While it appears that the number N of random processes used to
estimate αn should be as large as possible to reduce the statistical error below (or at the
same level as) the model error, a relatively moderate number of Poisson processes NSUR

can be sufficient to drive the learning of the metamodel. This can be useful to accelerate
the minimisation of the SUR criterion and eventually the whole learning step.

5.1.4 Integrated SUR criteria

Let us denote by Xaug = (X, Y ) ∈ X× R the random vector with distribution conditional
on Fn, µXaug

n,q , such that:

dµXaug
n,q (x, y) = 1y>qdµξ(x)

n (y)dµX(x)
αn

. (5.15)

En [α2] can be rewritten:

En

[
α2
]

=
∫

X2
Pn [ξ(x1) > q, ξ(x2) > q] dµX(x1)dµX(x2)

= αn

∫

X2×R
Pn [ξ(x2) > q | ξ(x1) = y] dµXaug

n,q (x1, y)dµX(x2).
(5.16)

Eventually the criterion Jαn,n+r can be rewritten:

Jαn,n+r(x∗) = αn

∫

X2×R

(
pqn(x2 | x1, y)− pqUn+r(x2 | x1, y)

)
dµXaug

n,q (x1, y)dµX(x2) (5.17)

with:

pqn(x2 | x1, y) = Pn [ξ(x2) > q | ξ(x1) = y]
pqUn+r(x2 | x1, y) = Pn

[
U

(2)
n+r > q | X1 = x1,X2 = x2, U

(1)
n+r = y

]
.

For JΓ
n,n+r, and using Eq. (5.12), it reduces to:

JΓ
n,n+r(x∗) = αn

∫

X×R

(
1− pqUn+r(x | x, y)

)
dµXaug

n,q (x, y). (5.18)

On the one hand both Eqs. (5.17) and (5.18) are expressed as the product of αn (the
sought probability) and an integral which can be seen as an error term for the level q.
Indeed in the estimation of the criterion, only the integral part depends on the proposed
batch x∗.

On the other hand methods such as 2SMART [Deheeger, 2008, Bourinet et al., 2011]
or BSS [Li et al., 2012, Bect et al., 2016] propose to use a Subset Simulation algorithm
(see Section 1.3.2) to progressively learn the model on a sequence of increasing thresholds
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such that the failure domain is iteratively approached but never corresponds to an extreme
event (see Section 2.3.3). These algorithms have shown good practical results. However
they suffer from the same limitations as the original Subset Simulation algorithm: choice of
the thresholds, parallelisation, optimality... Eventually they learn a sequence of thresholds
which are useless in the end for the quantification of the final estimator. Finally the
question of the computational load for each intermediate threshold is an open issue.

The point process framework appears here as a good theoretical tool to integrate these
empirical improvements into a well-defined algorithm. Indeed, let us denote by

hαn,n+r(q,x∗) =
Jαn,n+r(x∗)

αn
(q) (5.19)

hΓ
n,n+r(q,x∗) =

JΓ
n,n+r(x∗)
αn

(q) (5.20)

the error term of the model according to each one of the two criteria.
In the Poisson process framework, a natural idea to assess the global precision of the

model over the whole safety domain is to integrate1 these quantities as function of q against
the mean measure λn of the Poisson process associated with Y conditional on Fn. If one
considers that the metamodel should be accurate over the whole interval (−∞, q], one can
define:

Iαn,n+r(x∗) =
∫

R
1y≤qh

α
n,n+r(y,x∗)dλn(y) (5.21)

IΓ
n,n+r(x∗) =

∫

R
1y≤qh

Γ
n,n+r(y,x∗)dλn(y). (5.22)

Then the Campbell’s Theorem (see Section 4.2.2) can be applied to estimate Eqs. (5.21)
and (5.22):

̂Iαn,n+r(x∗) =
∑

i≥1
hαn,n+r(Yi,x∗)1Yi≤q =

∑

i≥1

Jαn,n+r(x∗)
αn

(Yi)1Yi≤q (5.23)

̂IΓ
n,n+r(x∗) =

∑

i≥1
hΓ
n,n+r(Yi,x∗)1Yi≤q =

∑

i≥1

JΓ
n,n+r(x∗)
αn

(Yi)1Yi≤q (5.24)

where (Yi)i≥1 are the arrival times of a Poisson process associated with Y conditional on
Fn, i.e. with conditional distribution µYn such that:

dµYn (y) =
∫

X
dµξ(x)

n (y)dµX(x).

In other words, these criteria write as the sum of the point-wise usual criteria over the
states of the Poisson process. It means that it considers the precision of the metamodel
for each level used for the conditional simulations. In the end, this quantity quantifies the
variance increase in the generation of the counting random variables due to the use of a

1the original idea of integrating a SUR criterion comes from Julien Bect.
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random process instead of a deterministic code g.
More precisely, using the expression of dλn defined in Section 4.2.2, one has:

dλn(y) = dµYn (y)
αn

so that the criteria rewrite:

Iαn,n+r(x∗) =
∫

R
1y≤q

Jαn,n+r(x∗)
α2
n

(y)dµYn (y) (5.25)

IΓ
n,n+r(x∗) =

∫

R
1y≤q

JΓ
n,n+r(x∗)
α2
n

(y)dµYn (y). (5.26)

Especially, for r = 0, Jαn,n+r = varn [α] and these integrated criteria appear as the average
of the squared coefficient of variation (or an upper bound) of α over (−∞, q]:

Iαn,n =
∫

R
1y≤q

varn [α]
En [α]2

(y)dµYn (y).

This is consistent with the observation that the point process framework not only produces
an estimator of the sought probability P [Y > q] but of the whole cdf of Y over (−∞, q]
(see Section 3.3.1). The numerical examples of Section 5.3 will illustrate the behaviour of
these new SUR criteria. They appear to be more robust, especially for extreme events,
but also more computationally demanding in computational time.

5.2 Algorithms

Algorithms presented in Appendix A for parallel Poisson process generation and probability
estimation can be used directly. The only difference stands in the sampling of Y : in the
deterministic case, one draws X to fully determine Y while in the random case, Y given X
is a random variable with distribution µξ(X) (which is Gaussian if ξ is a Gaussian process)
and has to be sampled too.

We focus here on the estimation of the SUR criteria as well as on the workflow of an
algorithm combining the point process framework and SUR strategies.

In all this section, we consider that one can generate iid. Poisson processes associated
with Y . Appendix A Section A.2 gives all the details on practical parallel implementation
for this generation. Furthermore, for the sake of completeness we recall the estimator α̂n
built from N iid. Poisson processes:

α̂n =
(

1− 1
N

)M̄q

with M̄q =
N∑
i=1

M i
q the sum of the N iid. counting random variables of the number of
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events before q on each Poisson process.

5.2.1 SUR criteria estimation

We first address the issue of estimating Jαn,n+r and JΓ
n,n+r for given n ≥ 0 and r ≥ 0. In

the sequel we assume that NSUR ≥ 1 iid. Poisson processes associated with a random
variable with distribution µYn have been generated until state q.

Let (Xi, Yi)NSUR
i=1 be the NSUR iid. samples with distribution µXaug

n,q (see Eq. 5.15). In
other words (Yi)NSUR

i=1 are the NSUR first states above q of the NSUR Poisson processes and
(Xi)NSUR

i=1 are the NSUR samples in X such that for each i ∈ J1, NSURK, Yi was sampled
∼ µξ(Xi)

n .
Even though Jαn,n+r depends on En [α2], this quantity is not required to solve the

minimisation problem:

argmin
(xn,··· ,xn+r)∈Xr

Jαn,n+r(xn, · · · ,xn+r). (5.27)

However we first give an algorithm for estimating En [α2], which can be useful to estimate
the conditional variance at a given iteration.

Algorithm 9 Point process based estimation of En [α2] (see Eq. 5.16).
Require: NSUR iid. Poisson process associated with Y
Require: α̂n an estimator of αn

Get (Xi, Yi)NSUR
i=1 the NSUR iid. samples ∼ µXaug

n,q . first states of the Poisson processes
above q
Generate (Xi

2)NSUR
i=1 iid. samples ∼ µX

3: for i = 1..NSUR do
get mi and σ2

i the mean and variance of a Gaussian rv with distribution ξ(Xi
2) |

Fn, ξ(Xi) = Yi

end for
6: return sαn(q) = 1

NSUR
×

NSUR∑
i=1

(1− Φ(q|mi, σ
2
i )). Φ(·|m,σ2) is the cdf of a rv N (m,σ2)

return α̂n × sαn(q)

We present in Algorithm 10 how to estimate Jαn,n+r assuming that estimators of αn
and En [α2] are available. Note however that these quantities are not necessary to solve
the optimisation problem (5.27).

We also give the algorithm for estimating JΓ
n,n+r. As for Jαn,n+r, it depends on αn but

this quantity is not necessary to solve the optimisation problem (5.28):

argmin
(xn,··· ,xn+r)∈Xr

JΓ
n,n+r(xn, · · · ,xn+r). (5.28)
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Algorithm 10 Estimation of Jαn,n+r(xn, · · · ,xn+r) (see Eq. 5.17).
Require: NSUR iid. Poisson process associated with Y
Require: α̂n an estimator of αn
Require: Ên [α2] an estimator of En [α2] . got from Algorithm 9

Get (Xi, Yi)NSUR
i=1 the NSUR iid. samples ∼ µXaug

n,q . first states of the Poisson processes
above q
Generate (Xi

2)NSUR
i=1 iid. samples ∼ µX

3: for i = 1..NSUR do . see Eq. (5.11)
get mi and σ2

i the mean and variance of a Gaussian rv with distribution U (2)
n+r |

Fn,X1 = Xi,X2 = Xi
2, U

(1)
n+r = Yi

end for
6: return sαn,n+r(q) = 1

NSUR

NSUR∑
i=1

(1− Φ(q|mi, σ
2
i )) . Φ(·|m,σ2) is the cdf of a rv

N (m,σ2)
return Ên [α2]− α̂n × sαn,n+r(q)

Algorithm 11 Estimation of JΓ
n,n+r(xn, · · · ,xn+r) (see Eq. 5.18).

Require: NSUR iid. Poisson process associated with Y
Require: α̂n an estimator of αn

Get (Xi, Yi)NSUR
i=1 the NSUR iid. samples ∼ µXaug

n,q . first states of the Poisson processes
above q
for i = 1..NSUR do . see Eq. (5.13)

3: get mi and σ2
i the mean and variance a of Gaussian rv with distribution U (2)

n+r |
Fn,X = Xi, U

(1)
n+r = Yi

end for
return sΓ

n,n+r(q) = 1
NSUR

NSUR∑
i=1

Φ(q|mi, σ
2
i ) . Φ(·|m,σ2) is the cdf of a rv N (m,σ2)

6: return α̂n × sΓ
n,n+r(q)

5.2.2 Integrated SUR criteria estimation

Thanks to the Campbell’s theorem, the integrated SUR criteria are estimated with a
discrete almost surely finite sum of standard SUR criteria over the states of the Poisson
process (see Eqs. (5.23) and (5.24)). Furthermore the renewal property of the Poisson
process insures that for all y ∈ R, the first event of the Poisson process after y is an iid.
sample with distribution µYn (· | Y > y).

142



5.2. Algorithms

Eventually, it all comes down to applying to each state of the superposed Poisson
process with parameter NSUR Algorithms 9, 10 or 11 with q replaced with the states of
the Poisson process and the iid. population of size NSUR rebuilt as explained above. Then
all these criteria are summed.

Comparing to Multilevel Splitting based learning approaches, there is no arbitrary
choice of the thresholds and the criterion favours no level. Furthermore it considers all the
levels simultaneously and not sequentially, which allows for going back to more probable
regions if it appears that they are not well known. For the sake of clarity, we detail these
operations in Algorithms 12 and 13.

Algorithm 12 Estimation of Iαn,n+r(xn+1, · · · ,xn+r) (see Eq. 5.21).
Require: NSUR iid. Poisson process associated with Y

Get (Yi)M̄q

i=1 the superposed Poisson process . YM̄q
is the last state before q

foreach i ∈ J1, M̄qK do . this can be done in parallel
3: Get the NSUR iid. population with distribution µYn (· | Y > Yi)

Get sαn(Yi) with Algorithm 9
Get sαn,n+r(Yi) with Algorithm 10

6: end foreach
return

M̄q∑
i=1

(
sαn(Yi)− sαn,n+r(Yi)

)

Algorithm 13 Estimation of IΓ
n,n+r(xn+1, · · · ,xn+r) (see Eq. 5.22).

Require: NSUR iid. Poisson process associated with Y
Get (Yi)M̄q

i=1 the superposed Poisson process . YM̄q
is the last state before q

foreach i ∈ J1, M̄qK do . this can be done in parallel
3: Get the NSUR iid. population with distribution µYn (· | Y > Yi)

Get sΓ
n,n+r(Yi) with Algorithm 11

end foreach
6: return

M̄q∑
i=1

sΓ
n,n+r(Yi)

We insist on the fact that these algorithms may seem a little bit complex at first glance.
This is because we manipulate iid. Poisson processes and have to specify each time the
indices. In any practical implementation, the random walks would be stored as matrices
and vectors and direct manipulation of all states of all Poisson processes be done with
matrix computation.
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5.2.3 Bayesian Moving Particles
We are now in position to derive a standard framework for what we call a Bayesian Moving
Particles algorithm, in reference to [Moving Particles, Walter, 2015a] where we studied the
parallelisation of the Last Particle Algorithm presented in Appendix A.

The basic idea is to iteratively generate NSUR ≥ 1 iid. Poisson processes, to estimate
one of the above mentioned SUR criteria and to train the model with the r selected
samples.

Algorithm 14 Bayesian Moving Particles
Require: g . the numerical code
Require: q ∈ R | P [g(X) > q] > 0 . the threshold defining safety/failure domain
Require: NDoE . the size of the first DoE (see Section 2.2.1)
Require: Niter . a total number of iterations
Require: r . the number of points added at each iterations
Require: NSUR ≥ 1 . the number of Poisson processes for the SUR criterion
Require: δ . the target c.o.v of the estimator

Get a first DoE of size NDoE

n← NDoE

3: Get ξ | Fn the conditional distribution
while n < Niter do

r ← min(r,Niter − n)
6: Generate NSUR iid. Poisson processes conditional on Fn

Get α̂n
Minimise the SUR criterion . see Algorithms 10, 11, 12 or 13

9: Evaluate the model g onto the SUR minimiser(s)
Get ξ | Fn+r the conditional distribution
n← n+ r

12: end while
NBMP ←

− log α̂n
δ2

Generate NBMP iid. Poisson processes conditional on Fn
15: return α̂n . the target probability estimator

return (Yi)NBMP
i=1 . the NBMP Poisson processes

The few parameters used are:

NDoE the number of points for the first Design of Experiments (see Section 2.2.1). Usual
values are between 5 and 10 times the dimension of the input space X. Setting
a proper value for the first DoE is a common problem to all metamodel based
algorithms.
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Niter this is the number of points added to the Design of Experiments during the learning
step such that the total number of calls to the model g amounts to NDoE + Niter.
This number is machine rather than algorithm dependent. In a practical setting, one
knows in advance how many evaluations of g will be possible.

r this is the number of points added to the training set at each iterations. According to
Remark 2.1 this is more a machine dependent parameter, precisely the number of
parallel calls to g one can afford.

NSUR this is the number of Poisson processes used for the refinement step, i.e. the number
of Poisson processes used for the SUR criterion estimation. This does not require
any call to the computer code g.

δ this is the targeted coefficient of variation of the final estimator. Note that if the model
error is still dominant (see Section 5.1.4 and numerical results of Section 5.3.2) then
the relative Root Mean Squared Error (rRMSE) of the estimator will be greater.

Another tough problem not yet addressed here is the minimisation of the SUR criterion.
Indeed, if the point process framework allows for an easy point-wise evaluation of the
criterion, solving the minimisation problem when the dimension gets relatively high
(d ≈ 10) can become tedious. In this context, and following similar strategies from [Bect
et al., 2012, Chevalier et al., 2014, Bect et al., 2016] we suggest to perform a discrete
search over the states of the superposed Poisson process with parameter NSUR. Hence this
parameter NSUR will serve to determine the precision of the SUR criterion estimation and
is the size of the population onto which the discrete search is performed. The complexity
of the SUR criterion estimation then typically scales like NSUR

2| log p| for the usual SUR
criterion and NSUR

3| log p|2 for the integrated ones:

• there are on average −NSUR log p states of the superposed Poisson process before q;

• the estimation of a usual SUR criterion makes an average over NSUR iid. samples;

• the estimation of an integrated SUR criterion makes on average −NSUR log p estima-
tions of a usual SUR criterion.

On our numerical experiments, it appears that the computational time of the SUR criterion
minimisation is driven by the computational time of the numerical approximation of the
cdf of a standard Gaussian random variable. As a matter of fact with R base function
pnorm, we have:

u = runif(1e7)
(t <- system.time(pnorm(u)))

## user system elapsed
## 0.698 0.039 0.776
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On the other hand, with a complexity in NSUR
3| log p|2, the integrated SUR criterion

minimisation typically requires 102NSUR
3 calls to pnorm, i.e. 7.76× 103 seconds, or ≈ 129

minutes with NSUR = 1000. This computational time has to be compared with the one
of the numerical code g. In the end, this latter should be several order of magnitudes
greater to justify such a complexity for the SUR criterion estimation. For moderatly long
computational codes such as the one we will use in Section 5.3.3 this is not the case.

To circumvent this limitation, we suggest to either fix the number of Poisson processes
used for the estimation to a given constant NSUR, PPP or to use approximated criteria which
involve less calls to pnorm. In the first case the complexities hence become (−NSUR log p)×
NSUR, PPP for the usual SUR criterion and (−NSUR log p)× (−N2

SUR, PPP log p) for the inte-
grated one. These values increase linearly with NSUR and are well-suited for parallelisation:
the wall-clock time of the algorithm can remain the same by increasing the computational
resources as much as NSUR the parameter driving the minimisation of the SUR criterion.
The other alternative is to use a criterion which does not need to call pnorm. For instance,
similarly to the Integrated Mean Squared Error (see Section 2.2.2) we propose to use the
average of the updated kriging variances; or to make a direct average of the normalised
random variables involved in Algorithms 11 and 10:

s̃αn,n+r(q) = 1
NSUR

NSUR∑

i=1

mi − q
σi

s̃Γ
n,n+r(q) = 1

NSUR

NSUR∑

i=1

q −mi

σi

.

Eventually the true quantities JΓ
n,n and IΓ

n,n can still be evaluated at each iteration and
give an insight on the learning of the model.

5.3 Numerical results
Our goal is to apply the algorithms described in Section 5.2 to the problem of the estimation
of the reliability of a containment vessel subject to dynamic pressure loading. We first
show the behaviour of the new SUR criterion on academic test cases. Then we illustrate
the trade-off between model error and statistical error presented in Section 5.1.4. Finally,
we handle the real problem of estimating the probability of failure of the containment
vessel.

In all the following numerical examples, we consider the corresponding problem in the
standard space, i.e. with standard Gaussian input random variables. This lets us use the
direct transition kernel for conditional sampling presented in Section A.2.1. Especially
when the input parameters are not Gaussian, an iso-probabilistic transformation is done.

Furthermore, we start each algorithm with a first uniform Design of Experiments of
size 5d in a hypersphere as in [Dubourg, 2011]. The radius of the sphere is set 6.5 because
this corresponds to a probability of ≈ 10−6 for d = 8, the dimension of our numerical
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code. Finally, the mean of the random process is enforced to be equal to the failure
threshold during the refinement step: this is to ensure that non-visited regions of the input
space will not be classified safe or failing while the random process has never visited them.
Concerning the hyperparameters of the Gaussian process, a plug-in approach is used: they
are estimated with Maximum Likelihood at each iteration.

5.3.1 SUR criteria

This section aims at illustrating the behaviour of the new SUR criterion proposed in Section
5.1.4. We focus directly on the criterion based on the upper bound of the conditional
variance (see Eqs. (5.12) and (5.26)). As explained by Chevalier et al. [2014], it leads to
similar performances as the criterion based on the conditional variance and is much easier
to estimate. Especially with the Poisson process framework its computation reduces to
an average of Gaussian one-dimensional cdf taken at some locations depending on the
Poisson process.

Non linear oscillator This test case in dimension d = 6 is presented in [Echard et al.,
2013, Bect et al., 2016]. The input variables are independent Gaussian random variables
with parameters described in Table 5.1. Since we want to work with X in the standard
Gaussian input space, appropriate rescaling is done before each call to the limit-state
function. This limit-state function is:

g : x ∈ R6 7→ g(x) = 3x4 − |
2x5

x2 + x3
sin

(
ω0x6

2

)
| (5.29)

with ω0 =
√

(x2 + x3)/x1.

Variable x1 x2 x3 x4 x5 x6

Mean 1 1 0.1 0.5 0.45 1
Standard deviation 0.05 0.1 0.01 0.05 0.075 0.2

Table 5.1: Distribution parameters of the Gaussian vector X = (x1, · · · , x6) ∈ R6 for the
non linear oscillator given in Eq. (5.29). The coordinates are independent.

The failure domain is defined as {x ∈ R6 | g(x) < 0}. We get a reference value for
the probability of failure P [g(X) < 0] with a run of the Subset Simulation algorithm
from R package mistral with N = 5 × 103. We found: p ≈ 1.54 × 10−8. As a matter
of comparison we also consider the non-linear oscillator in dimension d = 8 presented in
Section A.4.1 with reference value p ≈ 3.75× 10−7.

Four branches serial system We also present a 2 dimensional test case for illustrative
purposes. This example comes from [Waarts, 2000] and is defined in the two dimensional
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standard Gaussian input space X ∼ N (0, I2) with a limit-state function g as follows:

g : x ∈ R2 7→ min





3 + (x1 − x2)2

10 − |x1 + x2|√
2

−|x1 − x2|+
6√
2

. (5.30)

The reference value for P [g(X) < 0] and P [g(X) < −4] are computed with R package
mistral using a single run of the function MP implementing the algorithms described in
Appendix A, with N = 5× 103. We got: P [g(X) < 0] ≈ 4.59× 10−3 and P [g(X) < −4] ≈
5.98× 10−9.

We run the Bayesian Moving Particle algorithm with NSUR ∈ {100, 500, 1000} and
NSUR, PPP = 100 to assess the impact of NSUR on the learning curve of the model. While
the integrated SUR criterion IΓ

n,n+1 is used to select the next sample at each iteration, we
present in Figure 5.1 the evolution of both hΓ

n,n = JΓ
n/αn = Γnαn and IΓ

n,n quantifying the
error of the model at a given iteration.

On the one hand the learning curves of both IΓ
n,n and hΓ

n,n seem to have the same
behaviour, which does not depend on the size NSUR of the number of Poisson processes
used for the refinement step. While this value NSUR should depend on the dimension
of the problem as well as the complexity of the limit-state function, this means that it
can eventually remain low to save computational time for the SUR step. On the other
hand, the speeds of convergence are very different in the three test cases: the non-linear
oscillator in dimension 6 is learnt much faster than the two other ones. Especially, the
non-linear oscillator in dimension 8 shows a very slow convergence of the criteria and
requires hundreds of calls. As a matter of fact, the MetaIS method (see Section 5.1.2
and Dubourg [2011]) requires ≈ 700 samples to produce an estimator with a estimated
coefficient of variation of 5% [see Dubourg, 2011, Table 5.4].

One can also notice that the estimation of the relative usual SUR criterion JΓ
n,n/αn =

hΓ
n,n is less robust than the one of IΓ

n,n. Indeed it has lower values and with a small NSUR

the variance of its estimation becomes important. This is especially visible in Figure
5.1a. Furthermore in each one of the test cases, IΓ

n,n seems to be approximately 10 times
bigger than hΓ

n,n. Indeed, recall that IΓ
n,n is estimated with a sum of several hΓ

n,n over the
states of the Poisson process. Moreover, there are on average − log p states before q. With
p ≈ 10−5, we have − log p ≈ 11.51, which is consistent with this empirical difference in the
orders of magnitude of IΓ

n,n and hΓ
n,n.

As a matter of illustration, we present in Figure 5.1 the models obtained after Niter = 50
iterations of BMP with NSUR = 1000 for the 2−dimensional test case. Figures 5.1a and
5.1c are obtained using the usual SUR criterion JΓ

n,n+1 focusing only on the boundary
{x ∈ R2 | g(x) = q}. Figures 5.1b and 5.1d used the integrated criterion IΓ

n,n+1.
While the usual SUR criterion performs well when the probability is moderately low

(see Figure 5.1a) because it precisely samples on the boundary {x ∈ R2 | g(x) = 0}, it
totally misses a part of the failure domain in the second case (Figure 5.1c). Here the first
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(a) Non-linear oscillator in dimension 6 defined in Eq. (5.29).
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(b) Non-linear oscillator in dimension 8 presented in Section A.4.1.

Figure 5.1: Evolution of the criteria hΓ
n,n = JΓ

n,n/αn and IΓ
n,n presented in Eqs. (5.20) and

(5.22) against the size of the Design of Experiments (DoE) for one single run of the BMP
algorithm. The DoE is built with an initial uniform sampling of size 5d in a hypersphere
of radius 6.5. It is then iteratively updated with a SUR strategy: the criterion IΓ

n,n+1
is minimised at each iteration in a discrete population generated by the NSUR Poisson
processes. For each tried sample, the value of IΓ

n,n+1 is estimated with only NSUR,PPP = 100
Poisson processes to reduce the computational time.

DoE does not find the failure domain and the criterion JΓ
n,n+1 is very unlikely to recover it

in totality because if focuses on the already known boundary.
On the other hand the integrated SUR criterion IΓ

n,n+1 covers the whole safety domain
{x ∈ R2 | g(x) > q} in both cases and is able to recover the four branches of the boundary
(Figure 5.1d) in the extreme case as well as on the moderate one. In this spirit we present
in Figure 5.2 the empirical cdf estimated with both runs of BMP with the integrated
SUR criterion, i.e. the one with q = 0 and the one with q = −4. We compare these

149



Part II, Chapter 5 – Rare event simulation with random processes

0.1

1

10

30 60 90
NDoE

Va
lu

e

NSUR

100

500

1000

Criterion
IΓ

n,n

hΓ
n,n

(c) 2 dimensional four-branches serial system defined in Eq. (5.30).

Figure 5.1 (continued): Evolution of the criteria hΓ
n,n = JΓ

n,n/αn and IΓ
n,n presented in

Eqs. (5.20) and (5.22) against the size of the Design of Experiments (DoE) for one single
run of the BMP algorithm. The DoE is built with an initial uniform sampling of size 5d
in a hypersphere of radius 6.5. It is then iteratively updated with a SUR strategy: the
criterion IΓ

n,n+1 is minimised at each iteration in a discrete population generated by the
NSUR Poisson processes. For each tried sample, the value of IΓ

n,n+1 is estimated with only
NSUR,PPP = 100 Poisson processes to reduce the computational time.

empirical cdf to the one got from a single run of the Poisson process estimator on the true
model g with N = 5000, which stands for a reference cdf . These empirical cdf are in good
agreement with the reference one. Especially we found the following Kolmogorov–Smirnov
statistics:

sup
y≥0
|FNiter=50,q=0(y)− F (y)| = 4.42× 10−2

sup
y≥−4
|FNiter=50,q=−4(y)− F (y)| = 0.13

sup
0≥y≥−4

|FNiter=50,q=−4(y)− F (y)| = 2.83× 10−4

sup
−2≥y≥−4

|FNiter=50,q=−4(y)− F (y)| = 1.6× 10−6

with FNiter,q the empirical cdf built with the BMP algorithm run with Niter iterations with
target probability P [g(X) < q]. The empirical cdf over [0,∞) is more precise because the
Niter samples are used to learn the true model g onto a smaller interval, precisely [0,∞)
instead of [−4,∞).

All together, these results suggest that the integrated relative SUR criterion IΓ
n,n+1

described in Eq. (5.22) is a robust criterion to drive the learning of the random process.
Especially it lets address extreme and non-extreme events in the same manner and is easily
estimated with the Poisson process framework.
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Figure 5.1: 50 iterations of the SUR criteria JΓ
n,n+1 and IΓ

n,n+1 with NSUR = 1000. This
academic test case is given in Eq. (5.30). The first DoE is the same in both case,
represented with the green samples. For Figures 5.1a and 5.1b the target probability is
moderately low: P [g(X) < 0] ≈ 4.59 × 10−3. For Figures 5.1c and 5.1d it is extreme:
p = P [g(X) < −4] ≈ 5.98× 10−9.

5.3.2 Statistical error

We now focus on the probability estimation problem: instead of looking at the values
of the SUR criteria, we look at the evolution of the estimated probability (α̂n)NDoE+Niter

n=NDoE
.

We run 20 simulations of the BMP algorithm on the non-linear oscillator test case in
dimension d = 6 (see Eq. 5.29). We try it with NSUR ∈ {100, 1500, 3100, 6300, 9500}
and Niter = 120, so that the total number of calls to the limit-state function amounts to
NDoE +Niter = 30 + 120 = 150.
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Figure 5.2: Empirical cdf of Y = g(X) with X ∼ N (0, I2) and g as in Eq. (5.30). Both
curves are built with a single run of BMP with q ∈ {0,−4}, NSUR = 1000 and Niter = 50,
i.e. a total number of calls to g equals to Niter + 5× 2 = 60. The reference cdf is got from
a single run of the Poisson process estimator on the true model g with N = 5000.

Figure 5.3 plots the relative Root Mean Square Error (rRMSE) of the estimator at each
iteration. It shows that the model error tends to vanish behind the statistical error: when
the DoE is small the model error is predominant. From one moment on, the statistical
error due to the estimation of the conditional expectation En [α] = Pn [Y < 0] becomes the
more important. Eventually with a constant NSUR this limitation cannot be overpassed:
even though the model is perfectly known (as in the deterministic case), the statistical
error remains (see Eq. 5.14).

We compare these results to the one found in [Bect et al., 2016] reported in Table 5.2
with the BSS algorithm. Indeed BSS applies the Bayesian framework presented in Section
2.2.3 and used here to the Subset Simulation algorithm. The relation between the Poisson
process framework and the Subset Simulation methods lets assume that the results should
be similar.

Note that the BSS is implemented with an automatic stopping criterion and the
comparison thus cannot be done with constant number of calls to g. However, we can
still look at the precision reached when it stopped and compare it to the one we had after
the same number of iterations. Table 5.2 shows that even when looking at the worst case
for BMP, i.e. comparing the results of BSS to the ones with NSUR smaller for BMP, the
rRMSE are significantly lower for BMP. There is indeed an average increase of 40%, which
is in good agreement with the theoretical increase found between Subset Simulation with
p0 = 0.1 and the Poisson process estimator (see Sections 1.3.2 and A.3.1).
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(b) Smoothed results using local polynomial regression fitting (loess) [Chambers and Hastie,
1992].

Figure 5.3: relative Root Mean Squared Error (rRMSE) in the estimation of P [g(X) < 0]
with g defined in Eq. (5.29) and X a random vector with independent Normal coordinates
with parameters given in Table 5.1. The dotted horizontal lines stand for the true
achievable coefficients of variation, i.e.

√
− log p/NSUR. The plain lines oscillating around

them are the estimated coefficient of variations of the probability at each iteration, i.e.√
− log α̂n/NSUR.

Furthermore Figure 5.3 suggests that the estimated coefficient of variation at each
iteration does not depart much from its theoretical value with a perfect knowledge of the
model. This means that instead of choosing an arbitrary value for NBMP the number of
Poisson processes used for the final estimator, one can instead select a target value of the
squared coefficient of variation δ2

target. Then the final NBMP for probability estimation will
be given by: NBMP = − log ̂αNDoE+Niter/δ

2
target.
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N (NSUR) # of calls rRMSE (BSS) rRMSE (BMP)

100 48 0.49
500 48 0.55
1000 51 0.35
1500 51→ 55 0.17→ 0.16
2000 55 0.23
3100 55→ 63 0.14→ 0.11
4000 63 0.17
6300 63→ 75 0.12→ 0.09
8000 75 0.13
9500 75 0.08

Table 5.2: Relative Root Mean Squared Error (rRMSE) in the estimation of P [g(X) < 0]
with g given in Eq. (5.29) and X in Table 5.1. Results for BSS are got from [Bect et al.,
2016]. In this latter case, the algorithm stops randomly according to a stopping criterion.
Thus the presented number of calls is an average result. Results for BMP are the same as
the ones in Figure 5.3.

5.3.3 Industrial problem

We now address the issue of estimating the reliability of a spherical containment vessel
subject to internal blast. This vessel is a spherical tank as presented in Figure 5.4. Further
technical details onto this problem can be found in [Defaux and Evrard, 2014].

Figure 5.4: Workflow of the simulation of the response of the spherical tank [Defaux and
Evrard, 2014].
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Presentation of the problem The mechanical response (displacement, stress, strain)
of the tank is modelled with a coupling of two independent numerical codes: first a
hydrodynamic code M1 lets simulate the explosion of a bursting charge placed in the
center of the tank. This model uses a 2-dimensional Eulerian scheme. Then it outputs the
time-dependent distribution of the pressure at several spots on the tank localised by their
angle θ with respect to the vertical axis and for a given input vector x that characterizes
the dynamical loading, some material properties and the geometry (see Figure 5.4). These
distributions are then used as input of a structure codeM2. This second code simulates
the vibrations of the tank under a dynamic excitation and evaluates the displacement,
strain and stress tensors as functions of the time at each one of the above mentioned
locations. Figure 5.5 shows the dynamic load simulated by the first modelM1 while 5.6
represents the dynamical response t 7→ M2 ◦M1(x, t, θ) for given x and θ ∈ [0, π].
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Figure 5.5: Dynamic pressure at several locations of the tank got from the modelM1.

Finally we look at the cumulated equivalent plastic strain εeq
p over a given time range

[0, τ ] using perfect elastoplastic strain stress curve to model the plastic behaviour of the
involved materials:

εeq
p (x, θ) =

∫ τ

0

√
2
3

.
ε (x, θ, t) : .ε (x, θ, t)dt (5.31)

with .
ε (x, θ, t) the derivative of the strain tensor against time and “:” standing for the

double dot product for tensors.
By introducing uncertainties in the input parameters x, the variability of εeq

p (x, θ) can
be quantified in terms of probability. The stochastic model used in the following of this
section is given in Table 5.3.

Especially here, we focus on the plasticity level at angle θ = 0 and the question is to
estimate the probability that it exceeds 2.5%, 5% or 10%. Y = εeq

p (X, 0) is therefore the
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Figure 5.6: Illustration of the dynamic response of the tank under internal pressure.
Animated figure online.

Variable Phys. Meaning Distribution P1 P2

x1 Internal radius of the tank (m) Normal 0.720 0.005
x2 Thickness (m) Log normal 0.073 0.0015
x3 Scaling factor on pressure Weibull 24.95 1.022
x4 Scaling factor on time Weibull 24.95 1.022
x5 Young modulus of the tank (Pa) Log normal 2.1× 1011 2.1× 1010

x6 Elastic limit of the tank (Pa) Normal 7× 108 3× 107

x7 Young modulus of the tap (Pa) Log normal 2.1× 1011 2.1× 1010

x8 Elastic limit of the tap (Pa) Normal 8.60× 108 3× 107

Table 5.3: Stochastic model of the tank. For Normal and Log normal distributions, P1 is
the mean and P2 the standard deviation. For the Weibull distribution, P1 is the shape
parameter and P2 the scale parameter. The scaling factors x3 and x4 define the pressure
time history acting on the inner radius of the vessel (see the curve in Figure 5.5) . The
coordinates are independent.

real-valued random variable of interest and one indeed wants to estimate P [Y > 0.025],
P [Y > 0.05] and P [Y > 0.1]. The point process framework developed in Chapter 3 is
especially interesting in this configuration because it outputs an estimation of the cdf of
Y over (−∞, y] at the same cost as a punctual estimation of P [Y > y]. Hence running a
point process estimator until threshold q = 0.1 will directly output an estimator of the
three quantities, each one with known distribution.
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Experimental setting The number of iterations is determined by the machine used.
The algorithm is run on a cluster with up to 2048 MPI threads and a time limit of 24
hours per job. On the one hand numerical benchmarks give that the minimal wall-clock
time for a call to the chained simulator is got when it is spread in parallel over 4 threads.
With this setting, it takes up to 5 minutes and requires 2 cores of 4Gb each per thread
for memory reasons. We noted however that this gain is not significant compared to the
computational time of the code using only 1 thread. On the other hand we can request
more threads for the computation of the Poisson process and the SUR criterion at each
iteration since these algorithms are massively parallel. In order to reduce to a minimum
this side computational load and according to the dimension of the problem (d = 8) we
generate the Poisson process by batches of size 20 (see the numerical study of Section
A.4.2).

Finally, since the 40 first samples of the DoE can be computed totally in parallel and
the gain in the computational time of the code with 4 threads is not very important, we
will use 40 MPI threads for our algorithm. This implies NSUR = 40× 20 = 800. We also
set NSUR, PPP = 100 as for the theoretical test cases. All together, this gives a complexity
of NSUR × (NSUR, PPP log p)2 for the estimation of the SUR criteiron. In addition to the
random time of the code, we then expect a duration of ≈ 5 to 10 minutes per iteration
and a total number of iterations ≈ 250. In any case, we set Niter =∞ and wait for the
job to be killed by the resource management utility of Airain because of the time limit.

The BMP algorithm is implemented in R using the parallel processing facility through
the packages doMPI, doParallel and foreach [Weston, 2015a,b,c].

Results Recall that the problem is to estimate in the same run the three quantities
P [Y > 0.025], P [Y > 0.05] and P [Y > 0.1] we first present in Figure 5.7 the evolution of
the criteria IΓ

n,n and hΓ
n,n representing the model error. The convergence of both criteria is

rather slow comparing to the one of the test cases (5.29) and (5.30) but of the same order
of magnitude as the one of the non-linear oscillator in dimension d = 8 (see Figure 5.1b).
We also show the evolution of the estimated standard deviation of α̂n. As for the previous
test cases, it quickly stabilises around what should be its theoretical value (unknown for
this real computer experiment).

Figure 5.8 gives the boxplots of the wall-clock time of the main steps of the BMP
algorithm. We can see that most of the time is spent in the evaluation of the limit-state
function, which is the goal of this kind of algorithms. Especially the wall-clock time
required by the generation of the Poisson processes is negligible, which means that this
step can easily be added to any other metamodel based approach at almost no cost to
estimate efficiently IΓ

n,n or hΓ
n,n for instance. As a matter of fact, we present in Table 5.4

the mean wall-clock time of these steps. Also we were finally able to make 219 iterations.
Finally we run a BMP algorithm without sampling but gathering all the different

numerical experiments done so far. Indeed in addition to the Niter = 219 iterations done
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Figure 5.8: Wall-clock time of the three main steps of the BMP algorithm run with 40
MPI threads: generation of the Poisson process (PPP), evaluation of the SUR criterion
(SUR) and call to the limit-state function (LSF).

we had available some previous computations and so a total database of 1375 data. In
other words we train the Gaussian process with the 1375 data on the tank and then only
run a Poisson process associated with Y given these data. While the first experiment
served the estimation of the learning curve of the tank, this run can give a sort of reference
value because it gathers much more information than only running the algorithm from
scratch.

Table 5.5 gives the estimated values of the three sought probabilities as well as their
coefficients of variation. Note that this latter value could be as small as desired since it
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Operation Mean wall-clock time (s)

Generation of the Poisson process 10.37
Discrete minimisation of the SUR criterion 17.36

Evaluation of the limit-state function 287.867

Table 5.4: Mean wall-clock time of the three main steps of the BMP algorithm during the
estimation of the reliability of a spherical tank modelled with two independent numerical
codes (see Figure 5.4). The algorithm used 40 MPI threads.

only involves the simulation of Poisson processes associated with the augmented random
variable Y = ξ(X). On the other hand we have no possible estimation of the relative Root
Mean Squared Error of the estimators.

Probability Estimation Coef. of variation
P [Y > 0.025] 4.22× 10−2 0.18
P [Y > 0.05] 1.5× 10−3 0.26
P [Y > 0.1] 3.53× 10−6 0.35

Table 5.5: Estimated sought probabilities with NBMP = 102 Poisson processes with a
metamodel trained with NDoE = 1375 data.

We also present in Figure 5.9a the empirical cdf got from this run. In log-scale the
complementary cdf seems to be linear. Indeed, one can also look at the values of the
states of the superposed Poisson process against the number of iterations. This is shown in
Figure 5.9b. Eventually, one could conjecture that Y follows an exponential distribution
and estimate its parameter with a linear regression:

T = seq(Y)/N; lin.mod <- lm(Y~T); summary(lin.mod)

##
## Call:
## lm(formula = Y ~ T)
##
## Residuals:
## Min 1Q Median 3Q Max
## -4.77e-03 -1.29e-03 7.30e-05 1.47e-03 4.05e-03
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) -2.79e-03 1.16e-04 -24 <2e-16
## T 8.61e-03 1.61e-05 534 <2e-16
##
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Figure 5.9: Superposed Poisson process with parameter NBMP = 102 until threshold q = 0.1
associated with the cumulated equivalent plastic strain of the containment vessel. The
Gaussian process is trained with a legacy database of NDoE = 1375 samples.

## (Intercept) ***
## T ***
## ---
## Signif. codes:
## 0 '***' 1e-03 '**' 1e-02 '*' 5e-02 '.' 0.1 ' ' 1
##
## Residual standard error: 2.1e-03 on 1247 degrees of freedom
## Multiple R-squared: 0.996,Adjusted R-squared: 0.996
## F-statistic: 2.85e+05 on 1 and 1247 DF, p-value: <2e-16

In a first approximation it appears that the random variable could be approximated
with an Exponential random variable with parameter 1/(8.61× 10−3) = 116.188.

5.4 Conclusion
In this chapter we applied the point process framework to the case where the computer
code g is also modelled with a random process ξ. We show that compared with the usual
setting where g is deterministic, it only adds a dimension to the problem. Eventually all
the results derived in this deterministic setting apply directly on the augmented random
variable Y = ξ(X).

The point process framework hence appeared as an efficient tool to estimate P [Y > q]
and could be directly plugged into already existing algorithms such as the MetaIS method
or the AKMCS one. Especially when these methods have shown good results for the
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learing step, it can be used in the end to produce advanced statistics, an estimation of the
cdf or a quantile for instance.

Considering SUR strategies, we defined a new SUR criterion, it is the integration of
the relative usual criterion for contour estimation against the distribution of the Poisson
process. Formally, this criterion appears as the average with respect to the distribution of
Y of the conditional variance of α as a function of q the sought level. This new criterion
seems more robust and especially allows for targeting extreme probability directly without
introducing an arbitrary sequence of thresholds as in multilevel splitting based algorithms.

Eventually on numerical examples it is visible that its convergence can be relatively
slow. However the generation of the Poisson process associated with Y not only serves the
estimation of the SUR criterion but can also be used to estimate the two criteria hΓ

n,n (or
JΓ
n,n) and IΓ

n,n giving indications on the current accuracy of the random process. In other
words even though one chooses another criterion for driving the learning of the metamodel,
hΓ
n,n and IΓ

n appear as interesting quantities to quantify the precision of the model.
At the cost of the generation of independent random variables with distribution µX ,

the Poisson process can also be used to estimate the conditional variance of α. However if
the sought probability is extreme this estimation may have a huge variance and further
simulations should be done. For instance it is possible to start over a new Poisson process
estimator to estimate the remaining conditional probability (see Eq. 5.16). This is let for
further developments. Also not addressed here is the definition of a stopping criterion
for the learning step. Indeed while we focused on the learning and considered that the
number of steps was given, in some setting one can simply look for a estimator with a
given precision. To this end the learning step should be stopped when the model error
becomes non significant compared to the targeted statistical error.
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Conclusion and perspectives

This thesis addresses the issue of rare event simulation, more specifically the problem
of estimating extreme probability and quantile of the form p = P [Y > q] with Y a real-
valued random variable Y = g(X) (the output of a computer code for instance) with X
a random finite- or infinite dimensional random vector X ∈ X with known distribution
and g a deterministic black-box function. Also considered here are the problems of
estimating the quantile corresponding to a given probability p and the (conditional)
mean E [Y | Y > q]. These problems arise in many branches of the industry like in civil
engineering, telecommunication or finance.

The common setting of these applications is the use of complex numerical codes to
define the problem. Indeed the sought quantity corresponds to the determination of the
risk of a failure mode of the system modelled by the code: either the probability of failure
for a given security threshold q or the threshold q for a given acceptable risk p. These
codes are very time consuming. Yet they are required to simulate the random variable of
interest Y . Hence the considered statistics used for probability estimation should be very
greedy in the sense that they should minimise the variance of the estimator with respect
to N a total number of generated samples, i.e. a total number of calls to g.

In the rare event setting and when nothing is assumed about the behaviour of g, a
usual tool is the so-called Multilevel Splitting method. On the other hand when this
method still requires too much computational time, one often relies on surrogate models
of g. These models are cheap to evaluate but have to be trained to approximate well
(in a sense depending on the quantity of interest) the true model g. A specific class of
algorithms is the one using Kriging, and especially Gaussian Process regression. Recently,
both methods (advanced statistics and metamodeling) started being combined into the
same algorithm, producing promising practical results.

In this thesis we strived to develop a common theoretical framework to answer these
questions while embracing the more advanced developments on specific estimators. Instead
of considering the properties of one given algorithm, we started by defining a point process
associated with any real-valued random variable. Then we developed formal estimators
for probability, quantile and moment using independent and identically distributed (iid.)
replicas of such a process. We showed that these estimators were optimal (in terms
of variance against number of generated samples). We insisted on the fact that these
estimators appeared as a true counterpart of the usual Monte Carlo ones, but based on iid.
replicas of the point process defined in this thesis. In this spirit the statistical properties
of the probability and quantile estimators (bias, confidence intervals, limit distribution)
are truly similar to the ones of the crude Monte Carlo estimators; they can be obtained
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directly by substituting 1/p for log 1/p in all the considered formulas. This is especially
interesting when p → 0. Indeed, we showed that the point process framework not only
lets estimate probabilities or quantiles but gives an estimation of the whole cumulative
distribution function (cdf ) of Y .

Since these estimators are based on iid. replicas of a point process, they are intrinsically
parallel in the sense that they allow for an almost direct use of parallel processing to
be generated faster. Indeed manufacturers stopped building more powerful CPU about
10 years ago. Instead, they have been focusing on creating multi-core processors. This
paradigm shift is a main concern for defining new practical algorithms. For instance
theoretical optimal estimators which do not allow for the use of parallel computers may
become useless compared to more naive versions using parallel processing. In this thesis
we argued that a parallel estimator is an estimator which allows for the use of parallel
computing but has the same statistical properties with or without parallel computing. In
this spirit averaging several sequential estimators allows for using parallel facilities but is
not what we can call a parallel estimator, although it may turn out to be a good strategy
provided the estimators are unbiased.

We then developed the links between the theoretical parallel estimators and the ones of
well-known efficient algorithms. Especially we showed that the Last Particle Algorithm is
a particular non parallel implementation of our probability estimator and that our moment
estimator is an optimised (minimal variance and unbiased) version of the nested sampling
method. For this latter we were also able to address the issue of the termination rule
while keeping a parallel unbiased estimator. Concerning the quantile estimator, it is as far
as we know the only alternative to the crude Monte Carlo estimator for parallel quantile
estimation, thus allowing for a great saving in computational time for extreme quantile
estimation.

When the computational time of the computer is still too important for using the
above mentioned statistics, a common practice is to model it with a random process with
known distribution. We showed that the point process framework is well suited to handle
such a case. Especially probability, quantile and moment of the corresponding augmented
random variable (the random variable embedding the uncertainty on the computer code in
addition to the uncertainty on the input parameters) can be estimated exactly the same
way. Furthermore we defined new criteria for quantifying the quality of the metamodel over
an interval. While metamodel based algorithms for pointwise estimation of a probability
were already available, it is as far as we know the first framework for estimating quantile
and the cdf of the real-valued random variable integrating the uncertainty on the computer
code itself.

We argued that the estimators are well-defined, parallel and optimal in the sense above
mentioned. On the other hand, an optimal implementation (i.e. an algorithm giving
as output the sought quantity in the minimal wall-clock time) is a somehow different
question. While it is possible to show that a given estimator is optimal regarding its
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variance against the number of generated samples, a practical implementation involves a
lot a side parameters and operations which can indeed dramatically improve or reduce
the performance of an estimator. Without underrating this question, we think that a
lot of machine-dependent parameters have to be taken into account to address this issue.
Depending on the machine used (CPU, GPU), the parallel framework (fork, socket cluster,
MPI), the linear algebra library, the programming language... some algorithms may
exhibit very strong or weak performances. As an illustration we found in our experiments
significant variations (up to 10 times) in the computational time of call to the numerical
approximation of the cdf of a standard Gaussian random variable depending on the
machine used (different laptops, university cluster, Airain supercomputer).

In this thesis we strived to cover the whole spectrum from the full theoretical definition
of the estimator to the effective implementation on supercomputers and development of
industrial R code. However it appears obvious that the finally adopted implementations
are very dependent to our setting. In this context it may be relevant to integrate in the
theoretical analysis of the estimator parameters representing the performances of the used
machine for the corresponding operations. This would let define a more practical oriented
notion of optimality.

In this context a setting not studied in this thesis is the use of not only one but
several random processes instead of the true heavy code g. This so-called multi-fidelity
framework allows for building an approximation of the computer code with several cheap
approximations. Each level of code has its own computational complexity and a trade-off
has to be found between learning of the model and computational time. For instance results
of Le Gratiet [2013] on sequential learning for multifidelity Gaussian process regression
could be applied to the rare event setting.

Finally we did not derive any stopping criterion for the enrichment step of an algorithm
combining Poisson processes and metamodeling. While this question can be of great
practical use, we emphasised instead the interest of using Poisson processes in addition to
metamodel based algorithms because they let estimate easily quantities already used in
other methods, especially the conditional expectation and SUR criteria. The question of
defining an optimal ready-to-use method with tuned parameters is let for further research.
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Appendix A

Parallel computation of the
estimators

A.1 Introduction
In Chapter 3 we have defined the point process framework for any real-valued random
variable Y . This framework lets obtain estimators of a probability p = P [Y > q] for a
given q ∈ R, (see Sections 3.3 and 3.5.2), a quantile q such that P [Y > q] = p for a given
p ∈ (0, 1) (Section 3.4) and of the expectation E [Y ] (Chapter 4).

Especially some of these estimators (the probability and the moment estimators) had
already been proposed as estimators given by specific sequential algorithms, the Last
Particle Algorithm [Guyader et al., 2011] and the nested sampling method [Skilling, 2006]
respectively. Instead we insisted on the fact that these estimators were, indeed, not outputs
of specific algorithms but rather that the algorithms were particular implementations of
general well-defined estimators based on a point process associated to Y . We have argued
that this framework allows for parallel implementation of the above mentioned estimators
because they appear to be defined with iid. replicas of the increasing random walk (see
Section 3.2).

However, generating an increasing random walk requires to be able to perform condi-
tional simulations µY (· | Y > y) for any y ∈ R. While some specific tools may be used
depending on the setting of the problem [see for instance Coupling from the past, Propp
and Wilson, 1996] we focus here on general methods using tools defined in Section 1.3.3:
the Metropolis-Hastings method or the Gibbs sampler.

These conditional simulation tools use the convergence property of a Markov chain to its
unique invariant distribution to generate samples according to the conditional distributions.
Hence several transitions of such Markov chains are done to output only one sample: this
is referred to as a burn-in. These transitions serve both to reach the stationarity of the
Markov chain and to decorrelate the initial sample from the kept output. General values
for this parameter are between 10 and 20.

So these methods require an initial feasible state of the target distribution: if one
intends to generate a sample according to µY (· | Y > y) for a given y ∈ R, then one
requires to initiate the Markov chain with a sample Y ∗ > y. If one generates the increasing
random walk with non-strict inequality (see Section 3.5.1) the current state Yn can be
used as a seed to generate Yn+1 ∼ µY (· | Y ≥ Yn).
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Despite this possibility, it is often preferable to use a starting point already following
the target distribution as the burn-in will then serve only the independence purpose and
eventually remain low. Remember that the renewal property of a Poisson process insures
that ∀y ∈ R, YMy+1 ∼ µY (· | Y > y), this can be done for instance by manipulating several
increasing random walks simultaneously. Basically at a given iteration, one can use the
states of the more advanced random walks as seeds for the conditional generation of the
other ones. Hence there is a trade-off between the parallel implementation of the increasing
random walk based estimators (i.e. generating the iid. random walks separately) and a
proper simulation of such random walks.

Finally, in our context Y = g(X) with X ∈ X a random finite- or infinite-dimensional
vector with known distribution µX and g : X→ R a performance function standing for the
computer code for instance. One does not have a generator of µY but instead one needs
to simulate X ∼ µX and then to compute Y = g(X). While the usual Splitting framework
focuses directly on the input X, the point process framework considers it only as a tool to
generate Y . Especially in this framework there is no reason that the number of particles
(Xi)ni=1 carried out by an algorithm be equal to the number N of generated random walks.

In Section A.2 we present different algorithms for generating several increasing random
walks in parallel, i.e. algorithms which can use parallel computing. Then we study in
Section A.3 the computing times of the proposed algorithms. Finally Section A.4 presents
a numerical study of the impact of the parallelisation of the probability and quantile
estimators on usual test cases. There it appears that no decay on the quality of the
estimators is found, which means that parallel computing can be applied and save a lot of
computational time.

A.2 Parallel algorithms
For defining our algorithms, we focus only on the number of simulated samples, i.e. the
number of calls to g. All other operations (comparisons, sorting, ...) are considered as free
(not time consuming) compared to the computing time of the computer code.

Furthermore, we present all algorithms in the non-strict case, i.e. with non-strict
inequalities. Algorithms for the strict case can be obtained by replacing all the ≥ with >.

A.2.1 Sampling conditional distributions
This is the main and only requirement of the increasing random walk. We present
here practical algorithms used to performed such sampling for both the static case, i.e.
X ∈ X ⊂ Rd and the dynamic one: X = (Xt)t ∈ X ⊂ (Rd)R. Both cases require an initial
state X feasible for the target distribution.

Dynamic case Recall that in this context, X ∈ X ⊂ (Rd)R is a random path (the
solution of a Stochastic Differential Equation for instance) and one seeks for estimating
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the probability that it enters a given set B before another set A. These sets are defined
with a measurable performance function Φ : Rd → R such that: A = {x ∈ Rd | Φ(x) ≤ 0}
and B = {x ∈ Rd | Φ(x) > 1}. Then a given trajectory X enters B before A if τB < τA

with τC a stopping time defined for any set C ⊂ Rd by:

τC = inf{t ≥ 0 | Xt ∈ C}.

Now let g : X → R be such that g(X) = sup
t∈[0,τA)

Φ(Xt) and Y = g(X), the sought

probability writes P [Y > 1]. With this setting the idea is to start from a trajectory going
at least as high as the current level, to replicate it until the first time it overpasses this
level, and then to simulate the dynamic of the Stochastic Differential Equation. This is
summarised in Algorithm 15.

Algorithm 15 Conditional sampling for Markov process: X ∈ X ⊂ (Rd)R

Require: y ∈ R . the current level
Require: X | g(X) ≥ y . initial state such that Y ≥ y

Find τ = inf{t > 0 | Φ(Xt) ≥ y}
Generate a new trajectory X∗ starting from Xτ

y∗ = sup
t∈[0,τA∪B ]

Φ(X∗t )

return (X∗) and y∗

Static case Here X ∈ X ⊂ Rd and g is a complex computer code. We further assume
that X has a density π with respect to the Lebesgue measure: dµX(x) = π(x)dx. As
stated in Section 1.3.3, the conditional sampling can then be conducted in two steps: first
generate a sample according to µX , then evaluate g and accept the transition if it lies in
the right domain. In this context, the use of a transition kernel targeting µX instead of
the available generator of µX is made to benefit from the knowledge of a sample X already
in the right domain: if g has some regularity then it is expected that other good samples
can be found close to a first one. We give in Algorithm 16 a practical implementation of
the Metropolis-Hastings kernel with a symmetric proposal.

We recall also that for a standard Gaussian input space, a direct transition kernel is
available [Cérou et al., 2012], which is described in Algorithm 17.

Then let us denote by K a transition kernel with µX as stationary distribution, the
conditional sampling is done according to Algorithm 18.

Note that in Algorithm 18, using K(x, dx′) = µX(dx′) as a transition kernel amounts
to making a basic acceptance-rejection scheme for simulating above the given threshold y.

While the initial state can be the current state of the increasing random walk, it is
better to select it in a population already following the target distribution. This will
make the burn-in only serve the independence purpose and eventually approximate the
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Algorithm 16 Metropolis-Hastings transition kernel
Require: X . an initial state
Require: σ > 0 . an exploration parameter
Generate U ∼ N (0, I) or U ∼ U

(
[−1, 1]d

)
. I is the identity matrix in dimension d

X∗ ← X + σU
Generate ρ ∼ U([0, 1])
if ρ > min (1, π(X∗)/π(X)) then

X∗ ← X
end if
return X∗

Algorithm 17 Transition kernel for standard Gaussian input space
Require: X . an initial state
Require: σ > 0 . an exploration parameter
Generate U ∼ N (0, I) . I is the identity matrix in dimension d
X∗ ← X + σU√

1 + σ2
return X∗

conditional sampling better. In other words, this means that one requires a sort of a
database containing such samples, available at each iteration of Algorithm 5. There could
be several ways of getting such a database, from previous sampling of Y to the use of a
pilot run of any algorithm mentioned so far (see Chapter 1). This database should contain:

(Xi)ni=1 n samples in the input space X;

(Yi)ni=1 the response of the code on these samples: Yi = g(Xi); and

(Y prev
i )ni=1 the level against which it has been generated.

Algorithm 18 Conditional sampling in the static case: X ∈ X ⊂ Rd

Require: K(·, ·) . a transition kernel for µX

Require: y ∈ R . the current level
Require: X0 and y0 = g(X0) . an initial state such that y0 ≥ y

Generate X∗ ∼ K(X0, ·)
Y ∗ ← g(X∗)
if Y ∗ < y then

X∗ ← X0 and Y ∗ ← y0

end if
return X∗ and Y ∗
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This last point is important because having Yi > y with y the current level one seeks to
sample above is not sufficient to insure that Yi follows the target distribution. Indeed if
one wants to start from sample following the target distribution, Yi is a possible starting
point iff. Y prev

i ≤ y ≤ Yi.
Furthermore a database can be augmented at each iteration by adding the points

generated by the algorithm itself. Especially all accepted transitions of the burn-in step
can be saved.

A.2.2 Batch simulation of random walks

When no pilot run nor database is available, there is an easy way to generate such a
database on-the-fly, it is by generating not only one random walk but a batch of Nbatch ≥ 1
random walks simultaneously. Then the less advanced point processes can use the more
advanced ones to pick a starting point into them. This raises several questions:

1. how does this deplete the parallel implementation of the estimators?

2. what should be the size of this batch?

3. how many increasing random walks are moved at each iteration? i.e. for how many of
the Nbatch random walks simulated in the same algorithm is the next state simulated?

4. how to select the initial state for conditional sampling?

Question 1 is very legitimate but there is no general answer to it. Indeed this is mainly
machine dependent: if the number of available cores nc ≥ 1 is such that nc < N the total
number of desired random walks, then even with a perfect conditional sampler there will
be sequentially computed. Also some parallel computing into each batch can be done (see
Algorithm 19). In this context Nbatch = dN/nce will certainly not decay the computing
performance. In many practical situations, one has N ≥ 103 while nc is of order 10 to 100.
So the response would be “as soon as Nbatch < N/nc there is no loss in computing time”,
and even if this is not the case, intra-batch parallelisation can be done to maximise the
benefit of multi-core computers. Moreover the problem is generally defined the opposite
way: given a number of cores nc and minimal batch size Nbatch, how many N can be
simulated?

This makes us come to question 2. Indeed the batch size will be somehow the size
of the database for conditional sampling (depending on point 3 and if all the generated
samples are saved). While in some settings the limit-state function may be very smooth,
the dimension of the input space will certainly be a lower bound for Nbatch: this parameter
can be seen as the size of a discretised version of the conditional truncated distributions.
The question can then be turned the other way around: what is the minimal sample size
required to pick a starting point into it for conditional simulation?
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In this context, question 3 comes in mind. The number of random walks whose next
step is generated should be as large as possible given that the starting point is chosen
amongst a population large enough to approximate well the target distribution. Eventually
there is no reason to set this value greater than the number of available cores nc.

Concerning the last point, the starting point is often picked at random in the database,
but this can be restrained to the points not directly related to the current state of the
increasing random walk in order to limit the correlation between samples.

We give now in Algorithm 19 a general approach for batch generation of increasing
random walks taking into account these specifications. Then we will show how the Last
Particle Algorithm is only one possible easily implementable solution which falls into this
framework.

Line 9 of Algorithm 19 defines which and how many random walks will be updated
at a given iteration. This should depend on the number of samples available as starting
points in the database. This number should not be too low regarding the dimension of the
input space, otherwise the diversity of the population may decay quickly. Here one can
also include some other conditions mentioned above: card(ind) = nc for instance (see line
9 of Algorithm 19).

Then for each random walk selected in ind, one performs the conditional simulation
with b transitions of the Markov chain with the reversible kernel K. The selection of the
starting point at line 11 should be done according to the distribution of the sample. Some
other criteria can be taken into account here. For instance one may want to avoid to
pick a sample X∗ belonging to the same Markov chain used for the last generation of the
random walk.

Finally, the stopping condition of the algorithm is not defined. Depending on the
estimator used, the increasing random walks have to be generated either until a given
common threshold q ∈ R, or such that the total number of events of the superposed
process be equal to some prescribed value m ∈ N∗ as described in before.

A.2.3 Fixed threshold

For the estimation of p = P [Y > q] for a given q ∈ R, one requires to generate N iid.
increasing random walks until the first time after q, i.e. until they all overpass q. Then
the superposed process (i.e. the merged and sorted sequence of all the states of all the
random walks) will be complete until q.

In this case, the condition at line 8 of Algorithm 19 simply writes:

cond = min
i
Y i
ni
≤ q.

Algorithm 20 for probability estimation is a direct wrap-up of Algorithm 19 with this
stopping condition. Note that it is defined with non-strict random walks. If the strict
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Algorithm 19 Batch generation of increasing random walks
Require: Nbatch ≥ 1 . the number of simulated random walks
Require: K(·, ·) . a transition kernel
Require: b ≥ 1 . a burn-in parameter
Require: cond . a boolean checking a stopping condition

n = (ni)Nbatch
i=1 = (1, · · · , 1) . the number of simulated states of each random walk

M = (Mi)Nbatch
i=1 = (0, · · · , 0) . the counting rv for the Poisson correction

3: Generate iid. (Xi)Nbatch
i=1 according to µX

∀i ≤ Nbatch, Y
i
ni

= g(Xi) . first state of the Nbatch random walks
Generate iid. (U i

ni
)Nbatch
i=1 according to U([0, 1]) . for the Poisson correction

6: Y prev = (−∞, · · · ,−∞) . the first sampling is ∼ µY (· | Y > −∞)
db = [(Xi, Y

i
ni
, Y prev

i )Nbatch
i=1 ] . initialisation of the database

while cond do
9: Get ind ⊂ J1, NbatchK . the index of the random walks updated at this iteration

foreach j ∈ ind do . this can be done in parallel
Get (X∗, Y ∗) ∈ db a starting point

12: Y j
nj+1 ← Y ∗

do b times . conditional simulation
X∗tmp ∼ K(X∗, ·); Y ∗ = g(X∗tmp)

15: if Y ∗ ≥ Y j
nj
then

Y j
nj+1 ← Y ∗

add (X∗tmp, Y
∗, Y j

nj
) to db

18: X∗ ← X∗tmp

end if
end do

21: U j
nj+1 ∼ U([0, 1]) . for the Poisson correction

nj ← nj + 1; Mj ←Mj + 1
if Y j

nj
= Y j

nj−1 & U j
nj
< U j

nj−1 then
24: Mj ←Mj − 1 . transition refused for the Poisson correction

end if
end foreach

27: update cond
end while
return (Y i)Nbatch

i=1 . the Nbatch increasing random walks
30: return (Mi)Nbatch

i=1 . the Nbatch Poisson random variables
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random walk is considered instead, line 10 should be modified accordingly:

p̂> =
∏

i

(
1− ri

N

)
.

Algorithm 20 Probability estimator
Require: q ∈ R | P [Y > q] > 0 . the common threshold
Require: Nbatch ≥ 1 . the number of random walks per batch
Require: k ≥ 1 . the number of batches

N ← kNbatch . the total number of simulated increasing random walks
do k times . this can done in parallel

3: Run Algorithm 19 with Nbatch and cond = min Y i
ni
≤ q

end do
(Y i)Ni=1 ← ((Y i)Nbatch

i=1 , · · · , (Y i)kNbatch
i=(k−1)Nbatch+1) . sequence of random walks

6: M̄≥
q =

N∑
i=1

(ni − 1) . the counting random variable of the superposed process

(M i)Ni=1 ← ((M i)Nbatch
i=1 , · · · , (M i)kNbatch

i=(k−1)Nbatch+1) . sequence of Poisson rv

Get (Yn)M̄
≥
q

n=1 the superposed process
9: r ← RLE((Yn)M̄

≥
q

n=1) . the Run-Length encoding, see Definition 3.4
return p̂≥ = ∏

i(N − 1)/(N − 1 + ri) . the MVUE of the probability
return p̂ = (1− 1/N)

∑
M i

. the pure Poisson estimator

A.2.4 Fixed number of terms
For the quantile estimator as well as for the mean estimator (nested sampling) one requires
indeed to simulate the superposed process until a given iteration m ∈ N∗. However
recover the full process with parameter N (the superposed process of N iid. increasing
random walks) until event number m requires to make sure that all the random walks
have overpassed a given state y ∈ R and that the number of events before that time y is
greater than m. In this context, the stopping criterion for Algorithm 19 becomes:

cond =
Nbatch∑

i=1

ni∑

j=1
1Y ij <ymin < m

with ymin = min
i∈J1,NbatchK

Y i
ni

the smallest farthest state of the Nbatch random walks.
Since Algorithm 19 allows for parallel computation at each iteration (see line 10) it is

a direct possible parallel algorithm for quantile estimation and for nested sampling (Ẑ,
see Section 4.3.1). However it is only sequentially parallel (as any Multilevel Splitting
methods) in the sense that it can only distribute the computing load of each iteration.
Apart from making an intensive use of inter-processes communication, which is more
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complicated and time consuming, it makes the algorithm wait for all the calculations to be
done before going to the next step. If the computing time of g is not deterministic, then it
means that the wall-clock time of each iteration is driven by the law of the maximum of k
realisations of the random time of g.

To circumvent this limitation we suggest a 2-passes algorithm: we run a first time
in parallel several Algorithms 19 with a fixed target number of events m0, then get the
farthest state reached and relaunch all the random walks until they reach it too. The
choice of this parameter m0 will be discussed in Section A.3.2. As a matter of fact, if the
target number of events is m and one runs k algorithms in parallel, then m0 = dm/ke
insures that the final number of events will be greater than m.

Algorithm 21 Parallel generation of a superposed point process for a given number of
iterations
Require: m . the target number of events of the superposed process
Require: m0 . the fixed number of events per Algorithm 19
Require: Nbatch ≥ 1 . the number of random walks per batch
Require: k ≥ 1 . the number of batches

do k times
Run Algorithm 19 with Nbatch and cond =

Nbatch∑
i=1

ni∑
j=1

1Y ij <ymin < m0

3: end do
qmax = max

l∈J1,kK
min

i∈J(l−1)Nbatch+1,lNbatchK
Y i
ni

. the farthest state of the k point processes
do k-1 times . no need to relaunch the farthest point process

6: Restart Algorithm 19 with cond = min Y i
ni
≤ qmax

end do
(Y i)Ni=1 ← ((Y i)Nbatch

i=1 , · · · , (Y i)kNbatch
i=(k−1)Nbatch+1) . sequence of random walks

9: return (Y i)Ni=1

A.2.5 Last Particle Algorithm
The Last Particle Algorithm is a specific implementation of the increasing random walk
for continuous random variables and so falls into the framework of Algorithm 19.

More precisely, it gives the following answers to the above mentioned questions:

batch size it is the total number of point processes wanted for the statistic considered,
i.e. Nbatch = N ;

moves per iteration only the less advanced point process is considered, so the name
Last Particle. Line 9 is then replaced by ind = argmini Y i

ni
.

database it is composed by the last state of the N − 1 other point processes.
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While in its original formulation it was proposed to use the Last Particle Algorithm
directly without parallel computing, it is definitely possible to use it as the batch generating
algorithm process in Algorithms 20 and 21.

The main interest of this algorithm comes from the fact that at each iteration, it
generates only one sample, precisely the next state of the superposed process with parameter
Nbatch. Hence at any iteration one has directly the superposed process until this given
state. Furthermore the random number of iterations of the algorithm is driven by the law
of the counting random variable of the increasing random walk with parameter N .

Finally we stress out the fact that this property is to be found with Algorithm 19 as
soon as line 9 is replaced by:

ind = argmin Y i
ni
.

Algorithm 19 still carries much information: precisely it allows for handling potential
discontinuities in the cdf of Y and returns not only the states and the counting random
variable of the superposed process with parameter N but separately the states of the
Nbatch iid. (in the ideal case where the conditional sampling is perfect) point processes and
the corrected counting random variables (those ones following a Poisson distribution with
or without discontinuities). In other words it outputs Nbatch iid. random variables with
distribution described in Proposition 3.9 or 3.10 and Nbatch iid. Poisson random variables.
Usual statistical tests such as the χ2 tests (goodness-of-fit or independence) can be used
to verify this property.

For the sake of completeness, we give in Algorithm 22 the original Last Particle
Algorithm.

A.3 Wall-clock time
In this section we focus on a last particle implementation of Algorithm 19. We further
assume that the cdf of Y is continuous. In the following we consider the setting where
nc ≥ 1 cores are available and are used to generate in parallel nc Algorithms 19, each with
Nbatch point processes. This makes a total of N = ncNbatch generated point processes.

In all this section, the number nc of cores is supposed to be large.

A.3.1 Fixed threshold algorithm

We first focus on the wall-clock time of the probability estimator. We know that the
random number of iterations Niter of Algorithm 19 before it stops follows a Poisson law
with parameter −Nbatch log p. Note that considering a parallelisation at line 9 with k

generations at each iteration only changes the parameter of Niter: −(Nbatch/k) log p.
The wall-clock time is defined as the duration of the algorithm in real time (seconds,

minutes, etc.), it is the time spent by the user to get the result of the algorithm. In our
context where the main source of running time comes from the call to the computer code
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Algorithm 22 Last Particle Algorithm
Require: N ≥ 1 . the number of increasing random walks
Require: b ≥ 1 . the burn-in parameter
Require: K(·, ·) . a transition kernel for µX

(q ∈ R and Niter =∞) or (q =∞ and Niter ∈ N)
M ← 0 . the number of event of the superposed process

3: Generate (Xi)Ni=1 iid. replicas of X ∼ µX

y← (g(X1), · · · , g(XN))
while min y < q & M < Niter do

6: M ←M + 1
i = argmin y
Get J ∼ U (J1, NK \ {i})

9: Xi = XJ ; yi = yJ

do b times
X∗ = K(Xi, ·)

12: y∗ = g(X∗)
if y∗ > yi then

Xi ← X∗; yi ← y∗

15: end if
end do

end while

g, we simplify the analysis by counting only the number of times g is called sequentially in
an algorithm and refer to this quantity as effective computing time.

The following proposition aims at giving the expected duration time of Algorithm 20.

Proposition A.1. Let tpar be the random variable of the effective computing time of the
probability estimator (Algorithm 20) with Nbatch point processes per algorithm and nc cores,
one has:

E [tpar] = b(log p)2

ncδ2


1 +

√√√√ ncδ
2

(log p)2

√
2 log nc + 1

b log 1/p


 (A.1)

with b the burn-in parameter and δ the coefficient of variation of the estimator.

Proof. Let N = ncNbatch be the total number of generated point processes and λ be
the parameter of the Poisson laws: λ = −Nbatch log p = −(N/nc) log p. The effective
computing time of Algorithm 20 will be the maximum of nc iid. Poisson random variables
with parameter λ.

In the extreme value theory framework, we are interested in the so called location
parameter bnc which drives the mean of the maximum of nc iid. random variables with
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cdf F . It is the solution of the equation:

bnc = F−1
(

1− 1
nc

)
.

For the Normal distribution, we have:

bnc =
√

2 log nc + log log nc + log 4π
2
√

2 log nc
∼
√

2 log nc.

Furthermore, we know that Normal approximation of a Poisson distribution with parameter
λ is valid in the range (−

√
λ,
√
λ). Here, this means that as soon as

√
2 log nc <

√
λ, we

can use the approximation of the Poisson law by a Normal one’s to calculate the constant.
The practical values of Nbatch = N/nc ≈ 101, − log p ≈ 101 and nc ≈ 102 allow us to make
the approximation:

P(λ) ∼ N (λ, λ) .

Let Nmax be the random variable of the maximum of nc iid. standard Gaussian variables.
The total number of calls is the sum of the Nbatch initial calls to the limit-state function
and the number of iterations. The former are ready made from the simulator of µX while
the latter require the Markov chain drawing; thus we have:

E [tpar] = E
[
b(Nmax

√
λ+ λ) +N/nc

]
≈ b

(
N

nc
log 1/p+

√
N

nc
log 1/p

√
2 log nc

)
+ N

nc

and so in terms of coefficient of variation:

E [tpar] = b
(log p)2

ncδ2 + b
| log p|
δ

√
2 log nc
nc

+ − log p
ncδ2 .

Hence we can see that with an embarrassingly parallel implementation, the expected
duration, i.e. here the expected longest sequence of calls made by a computational unit
(a core, a thread, a node, ...) is the sum of the mean of the Poisson random variable of
the number of iterations per Algorithm 19 (the number of events before the considered
threshold) and a term due to the extreme value theory: the algorithm stops when the
longest sequence is done.

This additional term due to the full parallelisation could drop with a dynamic allocation
of the computational resources. Indeed, considering that Poisson dsitributions of the
random number of events are symmetrically distributed, there will be as many shorter
than longer algorithms comparing to the reference value (the mean) −N/nc log p, so that
the computational resources liberated by the first ones could be allocated to the second
ones, and finally approximately compensate each other.

In comparison, a classical Subset Simulation method does not allow for embarrassingly
parallel implementation. Rather it sequentially distributes the load of each iteration. Then
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the running time is driven by the law of the maximum of N/nc calls to the code g, times
the number of steps, i.e. almost surely log p/ log p0. In a last particle setting, this law of
the maximum of the N/nc calls to g disappears since calls are made sequentially and so in
expectation one can retain only the expected computational time of g.

Finally for a first comparison with classical Multilevel Splitting methods one can retain:

tpar = b(log p)2

ncδ2 . (A.2)

In Multilevel Splitting algorithms, there are N samples generated initially and then
N(1 − p0) regenerated at each iteration. If one considers that the running time of g is
constant, the computational time writes as follows:

tMS = N

nc
+ b log p

log p0
cb
[
N(1− p0)

nc
∨ 1

]

tMS ≈
log p
log p0

1− p0

ncδ2p0
+ log p

log p0
b

[
log p
log p0

(1− p0)2

ncδ2p0
∨ 1

]
.

Depending on the parametrisation of the algorithm (choice of N and p0, number of cores
nc) we will have either N(1− p0) ≥ nc and so:

tMS ≈
b(log p)2

ncδ2
(1− p0)2

p0(log p0)2 (A.3)

or N(1− p0) ≤ nc and so:
tMS = log p

log p0
b (A.4)

with b the burn-in parameter.
Formula (A.3) is strictly decreasing in p0 while Eq. (A.4) is strictly increasing. This

can eventually suggest an optimal value p∗0 for p0 depending on N and nc, it is the solution
of:

log p
log p∗0

(1− p∗0)2

ncδ2p∗0
= N(1− p∗0)

nc
= 1. (A.5)

This optimal value of p0 means indeed that one should resample at each iteration only nc
samples. Finally we can write:

tMS(p0) ≥ tMS(p∗0) = b(log p)2

ncδ2
(1− p∗0)2

p∗0(log p∗0)2 >
b(log p)2

ncδ2 = tpar. (A.6)

These calculations show that also when looking at the effective implementation of the
statistics defined in Section 1.3 and Chapter 3 the point process lets obtain the best
estimator in terms of variance against effective computational time. Especially, the usual
value p0 = 0.1 results in an effective speed up of:

(1− p∗0)2

p∗0(log p∗0)2 ≈ 1.53.
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A.3.2 Fixed number of terms algorithm
We now focus on Algorithm 21, which is used for both the quantile and the moment
estimator. Especially we first address the issue of choosing the parameter m0 of the
deterministic number of iterations of the first pass.

Let us denote by (qi)nci=1 the sequence of the nc last states of the after the first pass
(see Algorithm 21 line 2):

∀i ∈ J1, ncK, qi = min
j∈J1,NbatchK

Y j
nj

and (Ti)nci=1 the sequence of the corresponding times of the homogeneous Poisson processes:

∀i ∈ J1, ncK, Ti = − log P [Y > qi] .

Since (Ti)i are the times of homogeneous Poisson processes with parameter Nbatch, one
knows that they are iid. Gamma random variables Γm0/Nbatch.

Let Tmax = maxi Ti. Since y 7→ − log P [Y > y] is an increasing function, one has:

Tmax = − log P [Y > qmax] .

On the one hand Tmax is then the maximum of nc iid. random variables with distribution
Γm0/Nbatch. On the other hand the random number of events before qmax is the same as
the random number of events before Tmax for the corresponding homogeneous Poisson
processes.

Proposition A.2. Let tpar be the effective computing time of algorithm 21, we have:

E [tpar] = m0 +
√

2m0 log nc. (A.7)

Proof. We apply here the same line of argumentation as in the proof of Proposition A.1,
which lets us approximate the Gamma distribution by a Gaussian one:

Γm0

Nbatch
∼ N

(
m0

Nbatch
,

m0

Nbatch
2

)
.

Let Nmax be the random variable of the maximum of nc standard Gaussian variables, we
have:

E [Tmax] = E
[
Nmax

√
m0

Nbatch
+ m0

Nbatch

]
≈ m0

Nbatch
+
√
m0

Nbatch

√
2 log nc.

Then
E [tpar] = E [E [tpar | Tmax]] = Nbatch E [Tmax] = m0 +

√
2m0 log nc.

We now provide a criterion for choosing m0. Indeed, we consider that one can accept
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to take a risk α that the Poisson Process does not go far enough.
Let Mt be the counting random variable of the marked Poisson Process a time t and

m = d−ncNbatch log pe the targeted number of events, the criterion writes as follows:

P [MTmax ≤ m] ≤ α. (A.8)

Proposition A.3 (Choice of m0 ). With the previous notations and t = − log p, we have:

m0 = dNbatch t+ β2/2− β
√

∆/2e (A.9)

with:
β = bnc −

log log 1/α√
2 log nc

and bnc the localisation parameter of the Gaussian law in the framework of Extreme Value
Theory: bnc =

√
2 log nc − (log log nc + log 4π) /2

√
2 log nc and ∆ = β2 + 4Nbatch t.

Proof. We have P [MTmax ≤ m] = P [Tmax ≤ Tm]. Furthermore, Tm = Γm/N ∼ N (t, t/N),
which gives: P [Tmax ≤ Tm] ≈ P [Tmax ≤ t].

Finally, we seek for m0 such that:

P [Tmax ≤ t] ≤ α.

Approximating once again Gamma laws with Gaussian distributions and using the extreme
value theory, we get:

α = exp
(
− exp

(
−
√

2 log nc
(
Nbatch t√

m0
−√m0 − bnc

)))

which concludes the proof.

Remark A.1. The targeted value α should not be set too small as the approximation
of Gamma laws with Gaussian distributions is not correct for rare events. However we
know that taking m0 = d−Nbatch log pe ensures a sufficient number of iterations because
ncd−Nbatch log pe ≥ d−ncNbatch log pe. Furthermore, if after Algorithm 21 the number of
events is not sufficient, one can restart Algorithm 19 with the whole point process with
parameter N for the number of missing events.

Eventually this risk is only a mean to allow for embarrassingly parallel computation of
the quantile and moment estimators and the worst that can happen is that it ends up by
doing a sequential parallelisation on the form of Algorithm 19.

Corollary A.1 (Expected effective computing time of the quantile estimator (see Algo-
rithm 21)). With this value of m0, we have:

E [tpar] ≈ −Nbatch log p+
√

2Nbatch log 1/p log nc. (A.10)
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As for the probability estimator, we now give the effective computing time of the
quantile estimator as a function of its coefficient of variation δ:

E [tpar] ≈
b

nc

(
p log p
δqfY (q)

)2 (
1 + 1

b log 1/p + δγ(q)
√

2nc log nc
)

(A.11)

with fY the pdf of Y , γ(q) = qfY (q)
−p log p and b the burn-in parameter.

Remark A.2 (Order of magnitude of γ(q)). While there is no general result on the order
of magnitude of γ(q), it can be shown that in a lot of cases it remains small. For instance
if one considers von Mises distributions, i.e. distributions such that the cdf FY of Y has
the following representation:

1− FY (q) = F̄Y (q) = c exp
(
−
∫ q

z

1
a(t)dt

)

with c a given positive constant and a(·) the auxiliary function of FY : a = F̄Y /f [see
Embrechts et al., 1997, Definition 3.3.18], one obtains:

1
γ(q) = −p log p

qfY (q) = −a(q)
q

log c+ a(q)
q

∫ q

z

dt
a(t) .

In this equality, the first term goes to 0 [see Embrechts et al., 1997, Proposition 3.3.24]
and the second one can be bounded from below by 1− z/q for any z ∈ R such that a′ > 0
over [z,∞). This eventually means that γ(q) ∈ [0, 1]. For instance, Exponential, Weibull
or Erlang distributions all have a von Mises representation.

As for the probability estimator there is an extra term in Eq. (A.11) driven by
√
nc log nc.

It is a direct consequence of the embarrassingly parallel implementation. Eventually the
conclusions remain the same.

A.4 Numerical benchmark of the parallelisation
In this section, we try to estimate probabilities and quantiles on usual test cases with
different values for Nbatch for a given total number of processes N . This aims at evaluating
the effect on the parallelisation on numerical results. Especially while there should not be
any difference in theory, the quality of conditional simulations depends on the size Nbatch.

In the following, we use the Last Particle Algorithm as a particular implementation
of Algorithm 19 and the results are got from R package mistral [Bousquet et al., 2015].
This is to underline the fact that the Last Particle Algorithm as proposed by Guyader
et al. [2011] or Simonnet [2016] is only one possible implementation of the probability
estimator, and to show how this estimator is altered or not with the use of parallel
computing. Especially some authors [Bréhier et al., 2015a] have proposed to average
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Figure A.1: A 2 degrees of freedom damped oscillator [illustration from Dubourg et al.,
2011].

several iid. realisations of the Last Particle Algorithm to benefit from parallel computers.
This is clearly under optimal because:

∀(nc, Nbatch) ∈ (N∗)2,
1
nc

(
p−1/Nbatch − 1

)
≥ p−1/(ncNbatch) − 1.

Furthermore, the law of the averaged estimator is not the same as the one of the original
MVUE estimator (see Section 3.3). Eventually it depends on the implementation (number
of iid. replicas).

A.4.1 Presentation of the examples

Watermarking detection This example is the one used by Cérou et al. [2012] and
Guyader et al. [2011] to show the properties of their algorithms. Let d ∈ N∗ be the
dimension of the input space and u be a unit vector in Rd; the failure domain is regarded
as the interior of a double cone of axis u [see Merhav and Sabbag, 2008]:

F = {x ∈ Rd | g(x) := | x
Tu |
‖ x ‖ > q}. (A.12)

The analytic relation between p and q writes as follows:

p = P(g(X) > q) = 1− FY (q) = 1−G
(

(d− 1)q2

1− q2

)

with FY the cdf of g(X) and G the cdf of a Fisher variable with (1, d − 1) degrees of
freedom [see Guyader et al., 2011].

A two-degrees-of-freedom damped oscillator This example sketched in Figure A.1
was first proposed by Kiureghian and Stefano [1991] and then used by Bourinet et al.
[2011] and Dubourg et al. [2011].

It is a two degrees of freedom damped oscillator characterised by masses mp and ms,
spring stiffnesses kp and ks, natural frequencies ω2

p = kp/mp and ω2
s = ks/ms and damping

ratios ζp and ζs. Igusa and Der Kiureghian [1985] showed that the mean-squared relative
displacement of the secondary spring under a white noise base acceleration with intensity
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S0 writes as follows:

E[x2
s] = π

S0

4ζsω2
s

ζaζs
ζpζs(4ζ2

a + θ2) + γζ2
a

(ζpω3
p + ζsω

3
s)ωp

4ζaω4
a

with γ = ms/mp, ωa = (ωp + ωs)/2, ζa = (ζp + ζs)/2 and θ = (ωp − ωs)/ωa.
Finally, Kiureghian and Stefano [1991] showed that the limit-state function could write

under reasonable approximation as follows:

g(x) = Fs − p ks
√
E[x2

s] (A.13)

with Fs the force capacity of the secondary spring and p = 3 a peak factor [Dubourg et al.,
2011].

Table A.1 presents the probabilistic model used. As it uses lognormal distributions

Variable Mean CV (%)
mp 1.5 10
ms 0.01 10
kp 1 20
ks 0.01 20
ζp 0.05 40
ζs 0.02 50
Fs 27.5 10
S0 100 10

Table A.1: Stochastic model of the oscillator. All random variables are lognormally
distributed.

and reversible kernel is defined in the standard space an iso-probabilistic transformation is
done before each call to the limit-state function.

A.4.2 Estimation of failure probability

Watermarking detection Here we set d = 20, q = 0.95 and we try to estimate

p = 1−G
(

(d− 1)q2

1− q2

)
= 4.704 10−11 where G is the cdf of a Fisher random variable with

(1, d− 1) degrees of freedom.

A two-degrees-of-freedom damped oscillator Failure is defined as g(x) < 0. There
is no analytical expression available. However a reference value was calculated using the
usual Subset Simulation algorithm with N = 4 × 106, and one found: p ≈ 3.75 × 10−7

with a coefficient of variation lower than 3%.
The purpose of this part is to evaluate the behaviour of the estimator depending on

the batch size of Algorithm 20. Especially the smaller Nbatch the faster the algorithm in
wall-clock time. The following configurations have been tested, expressed as “nc ×Nbatch”:
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“1x1000”, “10x100”, “20x50”, “50x20”, “100x10”, “200x5”, “500x2” and “1000x1”. Results
are shown in Figure A.2 as boxplots over 100 simulations, whiskers extending to the
extreme values. The reference value is displayed with the red dashed line, and in the case
of the 2 d-o-f oscillator a 95% confidence interval is displayed as well with the black dashed
lines. In both examples it appears that from Nbatch = 10 the estimators are almost the
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Figure A.2: Boxplots of the probability estimator given by Algorithm 20 with a total of
N = 1000 random walks generated by batches of size Nbatch. Results over 100 simulations,
whiskers extending to the extreme values. The dashed lines stand for the references values.

same.
We now look at the effective computing time of the estimators, i.e. the maximum

number of calls to the limit-state function made by each one of the nc algorithms for a
given configuration. Especially we intend to check the consistency of formula (A.1).

As for the probability, results are displayed as boxplots over 100 simulations in Figure
A.3. The red dots show the theoretical value given by Eq. (A.1). One can see that apart
from the two last configurations of the watermarking detection example, these values are
in good agreement with the empirical results.

To conclude, the point process point of view allows to define new parallel algorithms
for extreme probability estimation. The numerical results for a particular implementation
(the Last Particle Algorithm as the batch generator of point processes) show that parallel
computation can efficiently reduce the wall-clock time of this algorithm without altering
its statistical properties. Since it is linked with Multilevel Splitting methods, we hence
have obtained the most efficient Multilevel Splitting strategy in terms of variance of the
estimator against time. Especially the gain is approximately 50% comparing to the original
Subset Simulation as described by Au and Beck [2001] (see Eq. A.6).

Practically speaking, the minimal number of particles to be considered in each algorithm
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(a) Watermarking detection (b) 2 d-o-f oscillator with E [Fs] = 27.5

Figure A.3: Effective computing time of the probability estimator given by Algorithm 20
with a total of N = 1000 random walks generated by batches of size Nbatch. Results over
100 simulations, whiskers extending to the extreme values. The starred dots stand for the
theoretical values given by Eq. (A.1).

19 seems to depend on the limit-state function as well as on the dimension on the input
space and should be set accordingly.

A.4.3 Estimation of quantile

We use the watermarking detection example presented Section A.4.1. We now set p =
4.704 10−11 and try to find back q = 0.95. Results are displayed in Figure A.4 as boxplots
over 100 simulations, whiskers extending to the extreme values and reference value is added
to the plot with a dashed line. For Nbatch ≥ 10 the estimators seem to be almost the same.
Indeed one could expect to get the same type of results as for the probability estimators
because the algorithms are intrinsically the same, i.e. a wrap-up of Algorithm 19, in other
words the practical generation of iid. point processes. Thus a higher estimation of the
probability means a too low number of iterations, i.e. that point processes are moving too
fast, which will directly produce an overestimation of the quantile.

As for the probability estimator we now intend to validate formula (A.11) on the
effective computing time. The results are presented in Figure A.4b and show a good
agreement with the formula apart from the extreme cases (Nbatch ≤ 5). This is because
the smaller the population, the higher the intermediate failure level (cf. Figure A.4d) and
so the greater the number of transitions to stop the algorithm.

We also check the total number of events of the superposed process as this should be
ideally equal to the targeted one’s m = d−N log pe, and in practice as close as possible.
Especially we have accepted here to take a risk α = 5% (see Eq. A.3) not to have enough
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(a) Quantile estimates. The dashed line stands
for the theoretical value.

(b) Effective computing time. The stars give the
theoretical values calculated with Eq. (A.10).

(c) Total number of events generated by the algo-
rithm. The dashed line stands for the targeted
number of events.

(d) Distribution of qmax over the 100 simulations.
qmax is the farthest state reached after the first
pass of Algorithm 21.

Figure A.4: Statistics on quantile estimator with Algorithm 21 over 100 simulations,
whiskers extending to the extreme values.

events at the end of the algorithm. In Figure A.4c we can see that in some cases the
algorithm actually did not produce enough events. The number of “too short” algorithms
are 5, 4, 3, 3 and 1 for Nbatch = 100, 50, 20, 10 and 5 respectively, and 0 elsewhere. On a
total of 100 simulations this is in good agreement with the parameter α set to 5%.
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A.5 Conclusion on parallel implementation
On the one hand we have found an optimal value for p0 for classical Multilevel Splitting
algorithms in terms of computational time against variance of the estimator (considering
that the only important operation is a call to the limit-state function, see Eq. (A.5)). On
the other hand we see that our approach gives always a better result than the Multilevel
Splitting method with the optimal p0. In other words, our approach allows for taking
p0 → 1 while keeping the parallel computation. Thus this is the optimal way of computing
Multilevel Splitting methods.

Furthermore, with standard values of log 1/p ≈ 101, nc ≈ 102 and δ2 = 10−2, we get
(log p)2/(ncδ2) ≈ 102, which means that E [tpar] is multiplied by ≈ 1.1 if one considers
only the embarrassingly parallel implementation (see Eqs. A.1 and A.10). As sequential
parallelisation and dynamic allocation of the computational resources can indeed increase
the computational time consequently, this result is of great interest because it shows that
without losing too much time the implementation of Multilevel Splitting methods can be
a lot easier. Finally, we point out the fact that these methods have been implemented
in the R package mistral [Bousquet et al., 2015]. This allows for a direct use of parallel
computing for probability and quantile estimation without specific knowledge on parallel
computing.
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Résumé

Cette thèse est une contribution à la problématique de la simulation d’événements rares.
A partir de l’étude des méthodes de Splitting, un nouveau cadre théorique est développé,
indépendant de tout algorithme. Ce cadre, basé sur la définition d’un processus ponctuel
associé à toute variable aléatoire réelle, permet de définir des estimateurs de probabilités,
quantiles et moments sans aucune hypothèse sur la variable aléatoire. Le caractère artificiel
du Splitting (sélection de seuils) disparaît et l’estimateur de la probabilité de dépasser
un seuil est en fait un estimateur de la fonction de répartition jusqu’au seuil considéré.
De plus, les estimateurs sont basés sur des processus ponctuels iid. et permettent donc
l’utilisation de machine de calcul massivement parallèle. Des algorithmes pratiques sont
ainsi également proposés.

Enfin l’utilisation de métamodèles est parfois nécessaire à cause d’un temps de calcul
toujours trop important. Le cas de la modélisation par processus aléatoire est abordé.
L’approche par processus ponctuel permet une estimation simplifiée de l’espérance et de
la variance conditionnelles de la variable aléaoire résultante et définit un nouveau critère
d’enrichissement SUR adapté aux événements rares.

Mots clefs: Événements rares ∗ Splitting ∗ Subset Simulation ∗ Nested sampling ∗ Calcul
parallèle ∗ Analyse de fiabilité ∗ Krigeage ∗ Stepwise Uncertainty Reduction

Abstract

This thesis address the issue of extreme event simulation. From a original understanding of
the Splitting methods, a new theoretical framework is proposed, regardless of any algorithm.
This framework is based on a point process associated with any real-valued random variable
and lets defined probability, quantile and moment estimators without any hypothesis on
this random variable. The artificial selection of threshold in Splitting vanishes and the
estimator of the probability of exceeding a threshold is indeed an estimator of the whole
cumulative distribution function until the given threshold. These estimators are based on
the simulation of iid. replicas of the point process. So they allow for the use of massively
parallel computer cluster. Suitable practical algorithms are thus proposed.

Finally it can happen that these advanced statistics still require too much samples. In
this context the computer code is considered as a random process with known distribution.
The point process framework lets handle this additional source of uncertainty and estimate
easily the conditional expectation and variance of the resulting random variable. It also
defines new SUR enrichment criteria designed for extreme event probability estimation.

Keywords: Rare events ∗ Splitting methods ∗ Subset Simulation ∗ Nested sampling
∗ Parallel algorithms ∗ Reliability analysis ∗ Kriging ∗ Stepwise Uncertainty Reduction
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