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Introduction

Currently, the WWW contains huge amount of web documents in the form of �human process-
able� HTML or text documents. In the last years, due to the e�orts of Semantic Web community
the �Web of Documents� is turning into the �Web of Data� i.e., the documents are annotated in
the form of entity and relationship making the human processable data directly processable by
machines. Over the past few years, there has been a huge explosion in the on-line publication
of data in the form of entities and relationships linked together, giving rise to a huge cloud con-
taining billions of RDF triples called Linked Data Bizer et al. (2009a). There is a desperate need
to use and mold existing methodologies to target the challenges faced by this representation.
This thesis contributes to using knowledge discovery process for solving problems encountered
by machine processable Linked Data. Here, we introduce the notion of Knowledge Discovery
in Databases (KDD), then we give a brief introduction to exploratory data mining. Finally,
we discuss how exploratory data mining can be applied to Web of Data. During this thesis,
we discuss overall architecture of web clustering engines and brie�y discuss the studies which
use formal concept analysis as the clustering algorithm for clustering web search results. We
divide these studies into two parts, the �rst part discusses the systems allowing basic user nav-
igation over the clusters and the second part discusses the studies using interactive exploration
over the clusters. Afterwards, the details of existing systems following the architecture of web
clustering engines for clustering SPARQL query answers. We study three research directions,
i.e., 1) Creating views over RDF graphs by clustering SPARQL query answers and allowing user
interaction over clustered answers through RV-Xplorer, 2) assessing the quality and correcting
RDF triples created by automated conversion of Wikipedia and �nally, 3) allowing simultaneous
navigation/exploration over distributed resources over Linked Data by directly clustering RDF
triples instead of clustering only SPARQL query answers. In this thesis we discuss the solution
to each of the problems described before.

1 Knowledge Discovery in Databases

A large amount of data has produced belonging to all the �elds such as biomedical data, customer
data, �nancial data etc. It is very important to create new algorithms and processes to e�ectively
extract knowledge from the existing data or using the existing one. Knowledge Discovery in
Databases (KDD) is mainly concerned with providing a number of techniques for making sense
of these data. The main goal of the KDD process is to map low-level data which is usually
large in volume into compact representation which are easily interpretable such as patterns.
Multiple algorithms for discovering unknown hidden patterns are used for traversing from data
to knowledge which may be used for understanding or prediction. The phrase KDD was �rst
introduced in Fayyad et al. (1996a,b) to emphasize on the fact that knowledge is the end product
of the data driven discovery. Figure 1 depicts the KDD process step by step. Following is the
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Introduction

description of each phase of the KDD process:

Selection. The selection process develops a clear understanding of the application domain and
the relevant prior knowledge. Identi�cation of the goal of the KDD process from the user
point-of-view is also an important task. Based on this understanding and overall plan the
dataset or subset of the data set is selected on which a variety of KDD tasks are performed.

Preprocessing. During the preprocessing step the data is cleaned and processed. It includes
noise reduction if needed and collecting necessary information through which noise can be
taken into account and modeled. It also includes designing a way to deal with missing data
�elds.

Transformation. includes data reduction and projection which focuses on �nding useful fea-
tures representing the data depending on the goal. Dimensionality reduction or transfor-
mation methods are used to reduce the e�ective number of variables under consideration
or to �nd invariant representations for the data. After the transformation of data, the goal
of the KDD process should be identi�ed i.e., whether it is summarization, classi�cation,
clustering or prediction. This process includes selecting methods to be used for searching
for patterns in the data and deciding which models and parameters may be appropriate.
Finally, matching a particular data mining method with the overall criteria of the KDD
process.

Data Mining. allows searching the patterns of interest in a particular representational form
(or a set of such representations) such as classi�cation rules or trees, regression functions,
clusters etc.

Interpretation and Evaluation. The �nal step involves the interpretation of the mined pat-
terns. This step can also involve visualization techniques aiding the target user in inter-
pretation. This knowledge can then be further fed to another system or it can simply be
documented to the interested parties.

2 Exploratory Data Mining

Exploratory Data Mining van Leeuwen (2014) aims at summarizing the main characteristics of
the data for analysis purposes. Usually, visualization methods are used for performing such kind
of analysis. It allows the user to explore the data for formulating hypothesis by giving an insight
into the data. One of the major challenges is to �nd a way to only process user/task speci�c
information by directly involving the user in the KDD process. This is only possible by combining
data mining algorithms with visualization and human-computer-interaction. After the patterns
are discovered using data mining algorithms, the paradigm of interactive data exploration enables
the user to provide feedback to the system. The goal is to make pattern mining practically more
useful, by enabling the user to interactively explore the data and identify interesting structure.
This way, the resulting patterns will be more relevant and interesting to the user. Another
challenge is to generate algorithms which perform well under restricted resources because the
existing technique are usually computationally intensive. Finally, these methods are only applied
to smaller datasets.
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3. Exploratory Data Mining and Web of Data

Figure 1: Knowledge Discovery in Databases Fayyad et al. (1996a,b)

3 Exploratory Data Mining and Web of Data

Recently, there has been a substantial growth in the interest of publishing data on-line in the
form of entity-relationship i.e., Resource Description Framework (RDF)1 and in the form of
ontologies. There has been an explosion of data sources published in RDF and then linked to
other data sources called Linked Data (LD) Bizer et al. (2009a). It provides a set of principles
to be followed for publishing data in this format. These data are then accessible through many
ways i.e., in the form of RDF dumps, crawling from one entity to another by following edges
and through querying using standard query language SPARQL. This increased interest in the
publication of data in RDF format gives rise to many interesting challenges.

One of the challenges faced by web search engines is that they retrieve a long list of answers.
The user has to sift through all the answers to retrieve the relevant ones. To solve this problem
Web Clustering Engines (WCE) Carpineto et al. (2009) were introduced. WCE basically allow
the user to send query to search engine and cluster the ranked results (documents) for displaying
it to the user. Such a clustering helps the user in selecting only those web pages which are
more related to her needs. Previously, we mentioned that �Web of Documents� has turned into a
�Web of Data� which is accessible through SPARQL queries. The answers generated by SPARQL
query are in the form of a list. Even if the user gets hundreds of answers she is unable to learn
the structure of these answers or �nd the hidden patterns. She faces a similar problem of sifting
through thousands of irrelevant answers to get the relevant ones. Moreover, the navigation
through this sea of answers creates problems of interpretation. In this thesis we target this
problem and provide user with navigational capabilities over these answers by following the KDD
process using FCA as a clustering algorithm. We also discuss implementations of a visualization
tool which allows guided navigation and user interaction.

One of the major issues with the crowd-sourced resources on Linked Data such as DBpedia
is that they contain some missing information. DBpedia is the RDF version of Wikipedia info
boxes. It also uses Wiki-categories i.e., the hierarchy of categories introduced by Wikipedia for

1http://www.w3.org/RDF/
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organizing Wikipedia articles. In the current thesis we use association rule mining to complete
RDF-based descriptions of DBpedia using Wiki-categories.

In the past there have been several studies which apply FCA to RDF graphs such as Kirchberg
et al. (2012) and d'Aquin and Motta (2011). Both the studies directly apply standard FCA to deal
with such a structure and do not directly target the heterogeneity present in such a data due to
tree structure present in RDF Schema or ontology (we call it background knowledge). Following
this paradigm, RDF triples can be clustered w.r.t. this background knowledge. There are several
approaches which provide document clustering with the help of Formal Concept Analysis using
background knowledge. We use these methodologies for providing navigation and exploration
over the part of RDF graph which are relevant to the user. This approach constitutes a way
of clustering SPARQL query answers based on background knowledge, where the background
knowledge is contained in the Knowledge Base over which the SPARQL query is posed.

Here it can be remarked that each approach described above follows exactly the process of
KDD i.e., selection where we allow the user to select the dataset to be queried, resources de�ned
by domain expert which are necessary for domain speci�c applications, data sets containing
incompletion, raw data sets to be enriched by background knowledge etc. These data sets are
then preprocessed and transformed to be used by Formal Concept Analysis. This generates
patterns which are then visualized for interpretation purposes. The visualization tool proposed
in this thesis allows user interaction and feedback for providing better understanding of that
data, answers to the user questions and re�ning the obtained results to only relevant ones.

4 Contributions

This section generally discusses each of the contributions detailed in the rest of the thesis one
by one. These contributions provide the solution to each of the challenges described in the
previous section. This thesis targets three research directions. First part uses Formal Concept
Analysis for de�ning views over RDF graphs with the help SPARQL queries. It also gives
detailed description of the tool developed for navigating these views for interpretation purposes
along with the comparison to existing approaches. The second part of the thesis deals with
mining Description Logic (DL) concept de�nitions from DBpedia using association rule mining.
The third part allows interactive exploration over several RDF resources from one platform. The
RDF triples contained in these resources are clustered using background knowledge. Finally, these
clusters can be navigated for analysis, interpretation and information retrieval purposes Baeza-
Yates and Ribeiro-Neto (1999).

Creating Views over SPARQL Query: As described above one of the ways of accessing
Linked Data is through SPARQL queries. These SPARQL queries over semantic web
data usually produce list of tuples as answers that may be hard to understand and inter-
pret. For solving this problem, an FCA based framework is proposed namely Lattice-Based
View Access (LBVA) Alam and Napoli (2014a). This framework provides a classi�cation
of the answers of SPARQL queries based on a concept lattice, that can be navigated for
retrieving or mining speci�c patterns in query results. This concept lattice can be seen as
a materialized view over the underlying knowledge base which is accessed with the help
of SPARQL. Finally, this view keeping the classi�cation of the answers is visualized to
allow user interaction and help the user in interpreting the obtained classes. Moreover,
implications are extracted from this view which are termed as the knowledge units.

With the help of View By clause a concept lattice is created as an answer to the SPARQL
query which can then be visualized and navigated using RV-Xplorer (Rdf View eXplorer).

x



5. Road-map of the Thesis

Accordingly, this paper discusses the support provided to the expert for answering certain
questions through the navigation strategies provided by RV-Xplorer. Moreover, the paper
also provides a comparison existing state of the art approaches.

Completing RDF Data: The popularization and quick growth of Linked Open Data (LOD)
has led to challenging aspects regarding quality assessment and data exploration of the RDF
triples that shape the LOD cloud. Particularly, we are interested in the completeness of the
data and their potential to provide concept de�nitions in terms of necessary and su�cient
conditions. Hence, we propose a novel technique based on Formal Concept Analysis which
organizes RDF data into a concept lattice. This allows data exploration as well as the
discovery of implication rules which are used to automatically detect missing information
and then to complete RDF data. Moreover, this is a way of reconciling syntax and semantics
in the LOD cloud. Experiments on the DBpedia knowledge base show that the approach
is well-founded and e�ective.

Revisiting Pattern Structures for Structured Attribute Sets: During this work, we re-
visit an original proposition on pattern structures for structured sets of attributes. There
are several reasons for carrying out this kind of research work. The original proposition
does not give many details on the whole framework, and especially on the possible ways
of implementing the similarity operation. There exists an alternative de�nition without
any reference to pattern structures. we would like to make a parallel between two orig-
inal propositions i.e., Carpineto and Romano (1996b, 2004a) and Ganter and Kuznetsov
(2001a). Moreover we discuss an e�cient implementation of the intersection operation in
the corresponding pattern structure. Finally, we discovered that pattern structures for
structured attribute sets are very well adapted to the classi�cation and the analysis of
RDF data. Experiments show that the provided implementation of pattern structures for
structured attribute sets is quite e�cient.

After de�ning the algorithm we discuss its application to RDF graphs. These RDF data
are distributed over independent resources which need to be centralized and explored for
domain speci�c applications. We propose a new approach based on interactive data ex-
ploration paradigm using Pattern Structures to provide exploration and navigation over
Linked Data through concept lattices. It takes RDF triples and RDF Schema based on
user requirements and provides one navigation space resulting from several RDF resources.
This navigation space allows user to navigate and search only the part of data that is
interesting for her.

5 Road-map of the Thesis

This thesis is structured as follows:

Chapter 1 introduces the fundamentals of Formal Concept Analysis and its variants i.e.,
Pattern Structures and Relational Concept Analysis. It discusses basic concepts behind web
clustering engines and then FCA-based web clustering engines are detailed. All the studies are
divided into two parts i.e., the WCEs with and without user interaction. It also discusses the
work that has already been done for adding background knowledge to concept lattices. Finally,
some details on the visualization techniques developed for concept lattices are discussed.

Chapter 2 discusses the fundamentals of semantic web and the techniques applied to �Web
of Documents� to turn it into �Web of Data�. It also details the studies following the overall
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architecture of web clustering engines for clustering the answers obtained by querying semantic
web data. Finally, it gives a comparison between the functionalities of the state-of-the-art tools
discussed in Chapter 1 and 2.

Chapter 3 focuses on how the overall architecture of web clustering engines can be adapted
to Semantic Web data for de�ning views over RDF graphs with the help of Formal Concept
Analysis. The proposed approach is called Lattice-Based View Access. After this view is obtained
by applying proposed transformations the concept lattice can be navigated and accessed to �nd
answers to user questions. This approach can be applied to any domain and can be applied to
large data sets. However, the maximum limit de�ned by several SPARQL endpoints is 100,000
answers, so the maximum number of triples on which our approach is tested is this maximum
limit. Moreover, we also developed a tool called RV-Xplorer (Rdf View eXplorer) which allows the
user to perform several navigational operations. During this exploration several incompletions
were revealed which are targeted in the next chapter with the help of association rule mining.

Chapter 4 discusses the notion of data quality assessment. It discusses the problem of incom-
pletion found in the RDF datasets while exploring the concept lattice obtained through LBVA.
Currently we compute implications from the formal context and compute their con�dence in the
opposite direction. We use this measure to rank the implications for evaluation purposes. Now,
the question arises that given a background knowledge, how can one classify these RDF triples
obtained by SPARQL query. We discuss these issues in the next chapter.

Chapter 5 revisits the pattern structures for structured attribute sets. It focuses on the
already existing works Carpineto and Romano (1996b, 2004a); Ganter and Kuznetsov (2001a)
which allows to embed the background knowledge to data while building a concept lattice using
Least Common Ancestor. The original proposition does not give many details on the whole
framework, and especially on the possible ways of implementing the similarity operation. In
this chapter we detail the algorithm for computing Least Common Ancestor and provide several
experimentations.

Chapter 6 applies the pattern structures for structured attribute sets to RDF data. It dis-
cusses how RDF triples can be clustered using background knowledge by using the similarity
measure de�ned in the previous chapter. It allows the user to be directly involved during this
process, where user can de�ne her prior beliefs for selection of task speci�c data sets. After-
wards, the pattern structures is applied to obtain a navigation space which allows simultaneous
navigation over RDF triples and RDF Schema and interactive exploration.

This document is concluded with a summary of contributions and some perspectives of our
work. After concluding the thesis, we present some of the studies in the appendix of the thesis.

Appendix A. In this appendix we study the correspondence between FCA and ELI Ontolo-
gies. This work was done during the Post-Doc of Melisachew Wudage Chekol in LORIA. This
is important to mention because it is not very straight forward to directly connect FCA with
semantic web. We present this work in Appendix because this work is still on it's course of
completion.

Appendix B. During this study we show how FCA can be applied to complex transcriptomic
data. It then ranks the concepts with respect to their stability measure. Finally, these concepts
are analyzed by the experts to obtain useful knowledge.

xii
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This chapter discusses the basic notions used in the rest of this thesis and the state-of-the-art.
It �rst discusses the fundamentals of Formal Concept Analysis and its variants such as Pattern
Structures and Relational Concept Analysis in section 1.1, 1.2, 1.3. Afterwards, it discusses the
basic architecture of Web Clustering Engines and gives a brief overview of the overall architecture
of web clustering engines. It also discusses the modi�cation of the overall architecture of the
web clustering engines to provide user feedback (see section 1.4). Then, the state-of-the art
systems which use Formal Concept Analysis as the web clustering engine are brie�y introduced
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Chapter 1. Formal Concept Analysis and Web Clustering Engines

in section 1.5. One of the basic component of web clustering engines is visualization. Section 1.6
details some of the existing tools which allow the user to visually navigate the concept lattice.

1.1 Formal Concept Analysis

Formal Concept Analysis (FCA) Ganter and Wille (1999) is a mathematical framework which
represents objects and their attributes in the form of formal contexts, represented as binary
tables. From this formal context, a concept lattice is built. To date, FCA has been applied
to various �elds of data mining more precisely classi�cation and data analysis, information re-
trieval and knowledge discovery Carpineto and Romano (2004a). This section gives a detailed
introduction to FCA and is based on the de�nitions from Ganter and Wille (1999).

De�nition 1 (Formal Context). A formal context K :“ pG,M, Iq, consists of two sets, a set of
objects G, a set of attributes M and a binary relation I between G and M . The binary
relation pg,mq P I or gIm is interpreted as �object g is in a relation I with an attribute m�.

Example 1. Table 1.1 presents a formal context related to museums which display the work
of some artists. A formal context is represented as a binary table. The museums are the set
of objects while the artists are the set of attributes in the context. The fact that a museum
displays the work of an artist de�nes a relationship I and is represented as a cross in the binary
context. According to the �rst row, �museum1 displays the paintings of Raphael, Da Vinci and
Caravaggio�.

From the binary context formal concepts are obtained keeping the classes of objects sharing
some attributes. These concepts are computed by applying derivation operators. Given A Ď G
and B ĎM , two derivation operators, both denoted by 1, formalize the sharing of attributes for
objects. Dually, the sharing of objects for attributes:

A1 “ tm PM | gIm for all g P Au (1.1)

B1 “ tg P G | gIm for all m P Bu (1.2)

The two derivation operators 1 form a Galois connection between the powersets ℘pGq and
℘pMq. The composition of these two operators is a closure operator. Maximal sets of objects
related to maximal set of attributes correspond to closed sets of the composition of both operators
1 (denoted by 2).

De�nition 2 (Formal Concept). A formal concept of the context K :“ pG,M, Iq is a pair pA,Bq
with A Ď G, B Ď M , A1 “ B and B1 “ A. A is the extent and B is the intent of the concept
pA,Bq. BpG,M, Iq denotes the set of all concepts of the context pG,M, Iq.

Example 2. Consider the binary context in Table 1.1, the pair ({museum3, museum4}, {Goya,
Caravaggio}) is a formal concept because {museum3, museum4}

1 = {Goya, Caravaggio} and
{Goya, Caravaggio}1 = {museum3, museum4}, which means that the set of artists whose work
is displayed in both the museums museum3 and museum4 are {Goya, Caravaggio}. It is repre-
sented as a maximal rectangle shown in gray background in Table 1.1.

De�nition 3. Let C1 “ pA1, B1q and C2 “ pA2, B2q be two concepts, then C1 is a subconcept
of C2 and C2 is a superconcept of C1, denoted by C1 ď C2, i� A1 Ď A2 and B2 Ď B1. This
relation is represented as C1 ď C2 where ď is called the partial order of the concept. The set of
all concepts BpG,M, Iq ordered in this way is called a concept lattice.
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Artist

Museum Raphael Da Vinci Picasso Caravaggio Goya

museum1 ˆ ˆ ˆ

museum2 ˆ

museum3 ˆ ˆ ˆ

museum4 ˆ ˆ ˆ

Table 1.1: Formal Context K.

Example 3. An example of ď-relation between two concepts with respect to Table 1.1 will be:
({museum3, museum4},{Goya, Caravaggio}) ď ({museum1, museum3, museum4}, {Caravag-
gio}). Here, {museum3, museum4} Ď {museum1, museum3, museum4} and {Caravaggio} Ď
{Goya, Caravaggio}. Figure 1.1 shows a complete lattice for Table 1.1 with reduced labeling.
Reduced labeling takes into account the inheritance relation between the intents of super and sub
concept i.e., if the super concept contains an attribute in the intent of the concept then all its
sub-concepts will contain this attribute.

Figure 1.1: Concept Lattice for Museums for the context Table 1.1.

De�nition 4. For an object g P G we write g1 instead of tgu1 for the object intent tm P

M |gImu of the object g. Correspondingly, m1 :“ tg P G|gImu is called the attribute extent of the
attribute m. The object concept can then be written as pg2, g1q and the attribute concept pm1,m2q.

Example 4. According to the running example in Table 1.1, the object concept for museum1 is
given as ({museum1},{Raphael, Da Vinci, Caravaggio}) because tmuseum1u

2 “ museum1 and
tmuseum1u

1 “ {Raphael, Da Vinci, Caravaggio}. Similarly, the attribute concept for Raphael is
given as {Raphael, Caravaggio},{museum1, museum3} because tRaphaelu2 = {Raphael, Car-
avaggio} and tRaphaelu1= {museum1, museum3}.

Several algorithms have been proposed such as CloseByOne Krajca et al. (2010), Next Clo-
sure Borchmann (2012) and AddIntent van der Merwe et al. (2004) to build a concept lattice
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Museum Building Paintings

museum1 good excellent

museum2 poor satisfactory

museum3 excellent excellent

museum4 excellent good

Table 1.2: Many-Valued Context (Museum Ratings).

which also focus on e�ciency of building the lattices for large number of objects. In van der
Merwe et al. (2004) the authors de�ne a fast algorithm AddIntent which is an incremental al-
gorithm for building concept lattices. This algorithm takes as an input the lattice produced by
the �rst i objects the contexts and inserts the next object g to generate a new lattice. The
construction of the lattice consists of four kinds concepts, modi�ed concepts, generator concepts,
new concepts and old concepts. A concept is a new concept if it's intent does not already exist
in the lattice. A concept is modi�ed if a concept already exists having attributes of an object
g and g has to be added to its extent. For an existing concept pA,Bq and B X g1 “ D ‰ B
for some concept pC,Dq, if pC,Dq does not already exist in the lattice then pA,Bq is called the
generator of the pC,Dq otherwise (A,B) is an old concept.

1.1.1 Many-Valued Context

In some cases, a many-valued context is more directly available or can be deduced instead of a
binary context. A many-valued context is de�ned as follows:

De�nition 5. A many-valued context is denoted by pG,M,W, Iq and consists of G the set of
objects,M the set of (many-valued) attributes,W the set of attribute values and a ternary relation
I between G, M and W i.e., I Ď GˆM ˆW for which it holds that pg,m,wq P I meaning that
�the attribute m has the value w for the object g�.

If W has n values then G,M,W, I is called the n-valued context. Like one-valued contexts,
many-valued context can be represented by tables, the rows of which are labeled by the objects
and the columns labeled by the attributes. The entry in row g and column m represents the
attribute value mpgq. If the attribute m does not have a value for the object g, there will be no
entry.

Example 5. Let us consider the ratings of each of the museums for the state/architecture of the
building and the quality of the collection of paintings they display. The values that each of the
attribute can take is poor, satisfactory, good and excellent. Then the many-valued context for the
museum ratings are shown in Table 1.2. The �rst row depicts that the rating of the museum1

for the paintings it displays is excellent.

Conceptual Scaling. Now the question arises: how can we built a concept lattice from
a many-valued context? For doing so, a many-valued context is transformed into one-valued
context. The concepts obtained from one-valued context are then interpreted as many-valued
context. This interpretation process is called as conceptual scaling.

De�nition 6 (Scale). A scale Sm of an attribute m of a many-valued context is a one-valued
context pGm,Mm, Imq with mpGq “ Sm and mpGq Ď Gm for m P M and then the new set of
attributes is Ms “

Ť

mPM Sm. The objects of a scale are called scale values, the attributes are
called scale attributes.
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SB poor good excellent

poor ˆ

good ˆ

excellent ˆ ˆ

Table 1.3: SB.

SP satisfactory good excellent

satisfactory ˆ

good ˆ ˆ

excellent ˆ ˆ ˆ

Table 1.4: SP .

?keywords ?paintings

Museum poor satisfactory good excellent satisfactory good excellent

museum1 ˆ ˆ ˆ ˆ ˆ

museum2 ˆ ˆ

museum3 ˆ ˆ ˆ ˆ ˆ ˆ

museum4 ˆ ˆ ˆ ˆ ˆ

Table 1.5: Scaled Context (Museum Ratings).

During plain scaling the object set G remains unchanged, every many-valued attribute m is
replaced by the scale attributes of scale Sm.

De�nition 7. If pG,M,W, Iq is a many-valued context and Sm, m PM are scale contexts, then
the derived context with respect to plain scaling is the context pG,N, Jq with

N :“
ď

mPM

Mm

and

gJpm,nq ðñ mpgq “ w and wImn

Example 6. Scales SB and SP for the attributes Building and Paintings respectively in Ta-
ble 1.2 are given in Table 1.3 and Table 1.4 respectively. In this example, if the rating of the
museum is excellent then it is also good. The �nal scaled context is shown in Table 1.5.

1.1.2 Iceberg Concept Lattice

Concept lattices sometimes contain a huge number of concepts. In order to restrict the number
of concepts for facilitating interpretation and only obtaining frequent concepts, iceberg concept
lattices were introduced in Stumme et al. (2001). Iceberg concept lattices contain only the top
most part of the lattice. For a given concept (A,B), the support of B is the cardinality of A
denoted by |A|. Relative support is given by |A|{|G|, and belongs to the interval r0, 1s where |G|
is the total number of objects in the context K.

De�nition 8. Let B Ď M and let minimum support denoted by minsupp P r0, 1s. The support
of the attribute set (also called itemset) B in K is supppBq “ |B1|{|G|. An itemset B is said to
be frequent if supppBq ě minsupp.

A concept is called a frequent concept if its intent is frequent. The set of all frequent concepts
of K, for a given threshold, is called an iceberg concept lattice of K Stumme et al. (2001).
Because the support function is monotonously decreasing i.e., B1 Ď B2 ñ supppB1q ě minsupp,
the iceberg concept lattice is an order �lter of the concept lattice and thus a join semi-lattice.
Consider a complete concept lattice in Figure 1.1, let us consider that the minsupp “ 2 for
computing the iceberg concept lattice then the concepts having the extent size less than 2 will
not be generated. The resulting concept lattice is shown in Figure 1.2.
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C#0

C#1:(3){Caravaggio}

C#2:(2){Goya} C#3:(2){Da Vinci} C#4:(2){Raphael}

Figure 1.2: Iceberg Concept lattice for Museum for minsupp ě 2.

1.1.3 Stability Index

An alternative way of �ltering huge concept lattices is to rely on some indices. The stability
measure of a formal concept was �rst introduced in Kuznetsov (2007). It measures how much
an intent in the concept depends on the objects contained in the extent of the concept and vice
versa. In this section we discuss two kinds of stability: 1) Intensional stability and 2) Extensional
stability.

Intensional Stability. The intentional stability of a concept refers to the fact that if a
random set of object is removed from the extent of a concept the intent of the concept would
change. More formally, the intensional stability of a concept pA,Bq is de�ned as follows:

σipA,Bq “
|tC Ď A|C 1 “ Bu|

2|A|

The underlying intuition can be explained as follows: |A| represent the set of objects in the
extent each concept pA,Bq and 2|A| represents the total number of subsets of such objects.

Extensional Stability. Dually, the extensional stability measures the change in the extent of
a concept if a random set of attributes is removed from the intent of the concept. More formally,
the extensional stability indexes for a concept pA,Bq are de�ned as follows:

σepA,Bq “
|tD Ď B|D1 “ Au|

2|B|

The above equation can be interpreted in the same way as described for intentional stability
by replacing object with attribute and attribute with object.

Example 7. Figure 1.3 shows the concept lattice labeled with the corresponding intensional and
extensional stability. Therefore, only the concepts with stability index ě 0.5 can be selected. In
Figure 1.3, the red color shows the concepts with stability index ă 0.5. The lattice obtained after
�ltering w.r.t. stability does not conserve the monotonicity property.

1.1.4 Association Rule Mining

FCA also allows knowledge discovery using association rules. Association rule mining is one
of the most researched topics in data mining for extracting interesting frequent patterns and
association among frequent patterns in the transactional database Agrawal et al. (1993). In
order to mine association rules, �rst frequent itemsets are extracted. The extraction of frequent
itemsets consists of extracting from formal binary contexts sets of properties occurring with a
support, i.e., the number of individuals sharing the properties, greater than a given threshold.
From these frequent itemsets, it is then possible to generate association rules of the form AÑ B
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Figure 1.3: Concept Lattice for Museums for the context Table 1.1 where each concept is labeled
with intensional stability.

relating A with B, where A,B ĎM , that can be interpreted as follows: the individuals including
A also include B with a certain support and con�dence.

Given a set of objects G and a set of properties M , an item corresponds to a property of an
object and an itemset or a pattern, to a set of items: an object is said to include an item. The
number of items in an itemset determines the length of an itemset. The image of an itemset
corresponds to the set of objects including the item.

De�nition 9 (Support of Rule). Let K “ pG,M, Iq be a formal context and A Ñ B be an
association rule, where A,B ĎM , then the support of this association rule is given as follows:

supportpAÑ Bq “
supppAYB,Kq

|G|

De�nition 10 (Con�dence of Rule). Let K “ pG,M, Iq be a formal context and A Ñ B be an
association rule, where A,B ĎM , then the con�dence is given as follows:

confpAÑ Bq “
supppAYB,Kq
supppA,Kq

A rule is called valid if its con�dence is greater than a con�dence threshold σc and its support
is greater than the frequency threshold σs. For example, for formal context in Table 1.1 if σs “ 2{5
and σc “ 1{3 then the rule Raphael Ñ Caravaggio is frequent because the supppRaphael Ñ
Caravaggioq “ 2{5 and confpRaphaelÑ Caravaggioq “ 2{2 “ 1.

Implications. An implication over the attribute set M in a formal context is of the form
B1 ñ B2, where B1, B2 Ď M . The implication holds i� every object in the context with an
attribute in B1 also has all the attributes in B2. Meaning that an association rule is called an
implication i� its con�dence is 100%, i.e., supppA Y Bq “ supppAq. Hence, when pA1, B1q ď

pA2, B2q in the lattice, we have that B1 ñ B2.

7



Chapter 1. Formal Concept Analysis and Web Clustering Engines

Duquenne-Guigues (DG) basis for implications Guigues and Duquenne (1986), also called as
canonical bassis, is the minimal set of implications equivalent to the set of all valid implications
for a formal context K “ pG,M, Iq. Actually, the DG-basis contains all information lying in the
concept lattice. For example, the Duquenne Guigues Basis for the formal context in Table 1.1
contains three rules: 1) Raphael ñ Caravaggio, 2) Da Vinci ñ Caravaggio and 3) Goya ñ
Caravaggio. These rules can be interpreted as: the museums which display the paintings of
Raphael, Leonardo Da Vinci or Goya also display the painting of Caravaggio.

1.2 Pattern Structures

Formal Concept Analysis Ganter and Wille (1999) can process only binary context, more complex
data such as graphs can not be directly processed by FCA. Moreover, the concept lattice obtained
by a binary context mixes between several types of attributes. Pattern structures Ganter and
Kuznetsov (2001a), an extension of FCA, allows direct processing of such kind of context. The
pattern structures were introduced in Ganter and Kuznetsov (2001a).

A pattern structure is a triple pG, pD,[q, δq, where G is the set of objects, pD,[q is a meet-
semilattice of descriptions D and δ : G Ñ D maps an object to a description. More intuitively,
a pattern structure is the set of objects with their descriptions with a similarity operation [
on them which represents the similarity of objects. This similarity measure is idempotent,
commutative and associative. If pG, pD,[q, δq is the pattern structures then the derivation
operators can be de�ned as:

Al :“
ę

gPA

δpgq for A Ď G

dl :“ tg P G|d Ď δpgqu for d P D

Now the pattern concept can be de�ned as follows:

De�nition 11 (Pattern Concept). A pattern concept of a pattern structure pG, pD,[q, δq is a
pair pA, dq where A Ď G and d P D such that Al “ d and A “ dl, where A is called the concept
extent and d is called the concept intent.

Let us consider the context in Table 1.6, such kind of context can not be directly processed by
FCA without going through the nominal/inter-ordinal scaling step which converts such a context
into a binary context. The �rst record shows that the object g1 has the numeric value 5. We
will use interval pattern structures introduced to especially deal with numerical data.

Interval Pattern Structures. Let us explain pattern structures with the help of Interval
Pattern Structures, which was �rst introduced in Kaytoue et al. (2011a) for dealing with numeri-
cal data instead of binary data. Consider two descriptions δpg1q “ xrl

1
i , r

1
i sy and δpg2q “ xrl

2
i , r

2
i sy,

with i P r1..ns where n is the number of intervals used for the description of entities. The simi-
larity operation [ and the associated subsumption relation Ď between descriptions are de�ned
as the convex hull of two descriptions as follows:

δpg1q [ δpg2q “ xrminpl
1
i , l

2
i q,maxpr

1
i , r

2
i qsy

δpg1q Ď δpg2q ðñ δpg1q [ δpg2q “ δpg1q

δpg2q [ δpg4q “ xr4, 6s, r8, 9s, r4, 8sy

pδpg2q [ δpg4qq Ď δpg3q
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m1 m2 m3

g1 5 7 6

g2 6 8 4

g3 4 8 5

g4 4 9 8

Table 1.6: Formal Context with Numerals.

Following the de�nition of a pattern concept (see De�nition 11), tg2, g3, g4u
l “ xr4, 6s, r8, 9s, r4, 8sy

is a pattern concept and is called as ip-concept (interval pattern concept). The obtained con-
cept lattice is called as pattern concept lattice. A complete pattern concept lattice is shown in
Figure 1.4. Pattern structures have also been introduced to deal with graphical data Ganter and
Kuznetsov (2001a), sequential data Buzmakov et al. (2013) etc.

Figure 1.4: Pattern Concept Lattice for Interval Pattern Structures.

1.3 Relational Concept Analysis

Beside class hierarchies provided by concept lattices, an integrated class model must include re-
lations available between classes, and possibly, abstractions of these relations. The abstraction of
relations requires an encoding of roles into a formal context together with their attributes. The
Relational Concept Analysis framework addresses these concerns, allowing FCA to take e�ec-
tively and e�ciently into account relational data. Relational Concept Analysis (RCA) Hacene
et al. (2007), Rouane-Hacene et al. (2013) is an extension of FCA which is close to Entity-
Relationship model for relational databases. The datasets provided as an input for RCA are the
same as FCA i.e., formal contexts containing object-attribute relations. In addition to formal
contexts it contains �relational contexts� consisting of relations between the object sets of two
formal contexts. This relational context family is de�ned as follows:

De�nition 12 (Relational Context Family (RCF)). An RCF is a pair pK,Rq where:

• K “ tKiui“1,...,n is a set of contexts Ki “ pGi,Mi, Iiq,

9
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Museum/Location Madrid Paris Montpellier Spain France

museum1 ˆ ˆ

museum2 ˆ ˆ

museum3 ˆ ˆ

museum4 ˆ ˆ

Table 1.7: Formal Context Kmuseum.

Museum Raphael Da Vinci Picasso Caravaggio Goya

museum1 ˆ ˆ ˆ

museum2 ˆ

museum3 ˆ ˆ ˆ

museum4 ˆ ˆ ˆ

Table 1.8: Relational Context rdisplays.

Artists/Movements High Renaissance Cubism Baroque Romanticism

Raphael ˆ

Da Vinci ˆ

Picasso ˆ

Caravaggio ˆ

Goya ˆ

Table 1.9: Formal Context Kartist.

• R “ trkuk“1,...,m is a set of relations rk Ď Gi ˆGj for some i, j “ 1, ..., n

Here it can be noticed that all the object sets Gipi P t1, . . . , nuq are pair-wise disjoint.
Moreover, Gi (domain of rk) and Gj (range of rk) are the object sets of the context Ki and Kj

respectively.

Example 8. Let us consider the example of museum and extend it with relations. Let museums
be the set of objects G1, the location of the museum be the set of attributes M1 and located_in be
the binary relation I1, then the �rst context of the relational context family K1 :“ pG1,M1, I1q is
shown in Table 1.7. Now let the second set of objects be the artists G2, let the attributesM1 of the
artists be the movements in which they participated, let participated_in be the binary relation
I2 then the context K2 :“ pG2,M2, I2q is shown in Table 1.9. Finally, there is a relation between
museums and artists i.e., museums display the work of artists. We use this as relation in the
current scenario because now artists have their own sets of properties that need to be addressed.
The associated relational context is shown in Table 1.8.

Now, the question is how to incorporate relations when constructing concept descriptions. For
doing so, the Description Logic (DL) Baader et al. (2003) formalism is used. DL o�ers a collection
of constructors to express relational information. In description logic, two types of constructs
are used at schema level, concepts and roles. By properly restricting the roles of a given concept,
one can easily de�ne a sub-concept. Typical constructs for role restriction include existential
quanti�cation pDR.Cq, universal quanti�cation p@R.Cq, strict universal quanti�cation p@DR.Cq,
cardinality restriction pě nRq, quali�ed cardinality restriction pě nR.Cq, etc. Here R stands
for a role, i.e., the equivalent of a relation from an RCF, whereas C is a conceptual expression
that might be either a name or a formula involving logical connectors on sub-formula(s). From
a mathematical point of view, the scaling of Ki along r P relpKiq (relpKiq is the set of relations
where the domain of each relation is the set of objects in Ki) with ranprq “ Gj and with respect
to a lattice Lj extends Mi by adding a set of new attributes and completes Ii accordingly.

De�nition 13 (Existential Scaling Operator). Given K “ pG,M, Iq and r P relpKq, let j be
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Figure 1.5: Concept Lattice for Artist

Figure 1.6: Concept Lattice for Museum with relations to Concept Lattice in Figure 1.5

such that ranprq “ Gj where Kj “ pGj ,Mj , Ijq. Let also Lj be the lattice of Kj . The existential
scaling operator Spr, Dq, Lj maps K into the derived context K`

i “ pG
`
i ,M

`
i , I

`
i q, where:

• G`i “ Gi

• M`
i “ tDr : c|c P Lju, where each Dr : c is a relational attribute

• I`i “ tpg, Dr : cq|g P G, c P Lj , rpgq X Extpcq “ Hu

Similarly, we de�ne the universal scaling operator with respect to r and Lj , denoted by
Spr,@q, Lj . The di�erence is that instead of non-empty intersection, the object image rpoq must
be completely included in the extent of c in order for o to get the relational attribute @r : c.
Finally, @Dr : c corresponds to the DL expression @R.C [ DR.s.

Example 9. The �nal concept lattices using the existential quanti�cation are shown in Figure 1.6
and 1.5. For example, take C#6 in Figure 1.6, it says that museum2 is located in Madrid, Spain
and it displays the work of Picasso whose movement was Cubism C#2 in the lattice for artists
(see Figure 1.5).

1.4 Interactivity over Web Clustering Engines

1.4.1 Exploratory Data Mining

This section is based on van Leeuwen (2014). One of the fundamental challenges faced nowadays
is the explosion of generated data. It is not feasible to manually sift through this large amount
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of data mainly because given a particular data there is no way to know what a domain expert is
looking for. KDD process focuses on extracting knowledge from data and provide interpretation
support for the user. Exploratory data analysis (EDA) was �rst introduced by John Tukey
in 1970's Tukey (1977). The �eld of exploratory data mining aims at providing an insight
into the data to the domain expert. Exploratory data mining aims at explaining the data by
�nding patterns and models while visual analytics takes advantage of visualization and human-
computer interaction to allow the user to understand the data. In order to �nd patterns in
the data, exploratory data mining uses pattern mining. A pattern is de�ned as a knowledge
from a dataset while pattern mining is a method which extracts patterns from a data set. First
problem encountered while using pattern mining algorithm is that a huge number of patterns
are found which may contain redundancy. The second challenge is that most of the algorithms
proposed for pattern mining compute the interestingness of a pattern from data called as objective
interestingness, hence completely ignoring the background knowledge of the domain expert.

In van Leeuwen (2014), the authors provide an overall view of the pattern mining algorithms
which allow subjective interestingness with the help of user interaction instead of only taking into
account the object interestingness. Subjective interestingness is learnt from feedback provided
by the user for the computed set of patterns. Initially, the system mines patterns and these
patterns are then shown to the user, she provides feedback and then the system learns the
user's preferences. Based on these newly learnt preferences a new set of patterns is mined.
Usually, standard machine learning algorithms are used to learn these preferences. Bie (2011)
discusses subjective interestingness in detail. The author proposes a mathematical framework
for formalizing subjective interestingness.

1.4.2 Web Clustering Engines

This section discusses the basic paradigm of Web Clustering Engines and then details some of
the studies where Formal Concept Analysis is used for clustering web search results. When user
submits a query to a search engine, she gets ranked list of documents with snippets (i.e., the
partial contents of the web page). This ranked list is still insu�cient since the number of answers
obtained for a query can be thousands in number. Most of the users only sift through the top
results. Moreover, in case of ambiguity the ranked list may not represent the expected answers
i.e., user has to traverse through irrelevant links to �nd the relevant ones. There are several ways
to target this problem. One way is to cluster the whole Web, manually or automatically and
show the user those categories of results which best match their query. These categories may or
may not cover all the pages present on the web. Another way is to group the results retrieved
and show the user all the categories of the results. Then, let the user choose the category of
documents she wants to further explore. Later is the case of Web clustering engines Carpineto
et al. (2009), it automatically group similar documents to facilitate the presentation of these
results in more compact form and allow browsing through these results. Major search engines
take into account this problem and they interweave the documents relevant to di�erent topics
knows as implicit clustering. In case of queries like �Jaguar� which are ambiguous, there is no way
to know for the search engine if she is looking for the animal Jaguar or the car. However, web
clustering engines are based on taking the results of the search engine as an input and execute the
clustering algorithm and show the clustered output to the user. One of the successful commercial
application which clusters the search results is Vivisimo2. It performs standard web search and
provides a hierarchical clustering of these search results. These search results display a taxonomy

2www.vivisimo.com
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Figure 1.7: Overall Architecture of Web Clustering Engines

of results e.g., if the user query is Jaguar then it displays Car (The car Jaguar), the Mac operating
system and the animal etc (see Figure 1.8). Such grouping allows fast browsing of the results.
An overall architecture of web clustering engines is shown in Figure 1.7. This section discusses
the functionality of the web clustering search engines step by step and is based on the survey on
web clustering engines Carpineto et al. (2009).

Acquiring Search Results. For web clustering engines the source of acquiring search results
are the standard search engines such as Yahoo, Google or Live Search. Based on user query, the
search engines should return from 50 - 500 results. These results are acquired from these search
engines with the help of application programming interfaces (APIs) provided by these engines
and these results should contain the title of the page, a snippet from the page and the URL.
For example, in case of Yahoo it can be obtained from https://developer.yahoo.com/boss/

search/. Alternative way to obtain these results is HTML scrapping using regular expressions
or other markup detection to extract the title, snippets and URLs.

Preprocessing of the pages retrieved is performed on the snippet. It applies basic natural
language processing tasks such as tokenization and stemming etc. Tokenization splits the text of
each search result into a sequence of units called tokens which include word, alphabet, symbol
etc. Afterwards, Stemming is done which strips the in�ectional pre�xes and su�xes of the words
to a common base called as a stem. Finally, it gives a set of documents with their features which
is used by the clustering algorithms.

Constructing the clusters and assigning labels to these clusters is the next step. The fea-
tures obtained by the previous step is given as an input to clustering algorithm. There are several
types of clustering algorithms that can be used for this task. Carpineto et al. (2009) divides these
clustering algorithms into three categories, i.e., data-centric algorithms, description aware algo-
rithms and description-centric algorithms. Data-centric algorithms consists of conventional data
clustering algorithms such as hierarchical, optimization and spectral algorithms. The problem
with such algorithms is creating a comprehensive description from the text that is not prepared
for this purpose. Description-aware algorithms are aware of the labeling problem and they ensure
that the construction of cluster descriptions is feasible and yields human interpretable descrip-
tions. It includes Su�x Tree Clustering (STC) Weiner (1973). Description-centric algorithms
are designed speci�cally for clustering search results. If a cluster can not be described than this
cluster is presumed to be of no value and is removed from the view entirely.

Visualization of these clustered search results is the last step. There can be several ways
to visualize these clusters such as tree-folder as adopted by Vivisimo (Figure 1.8), Carrot (Fig-
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ure 1.8), CREDO and SnakeT Ferragina and Gulli (2004a,b). Another way is to adopt nesting
and zooming approach, such as by Grokker3 (Figure 1.9) as circles with smaller circles within it.

Figure 1.8: Clustered search results for the query �tiger�. The image above is taken from Vivisimo
and the image below is taken from Carrot2.

The idea of web clustering engine was �rst introduced in Scatter/Gather system Cutting et al.
(1992, 1993) which uses K-means algorithm. Then it was followed by Grouper Zamir and Etzioni
(1999) which implemented a phrase analysis algorithm called Su�x Tree Clustering (STC) which
groups the snippets sharing some sequence of words. Afterwards, Carrot2 was released (which
was actually built during the time of Vivisimo but was released later). Since the time of release
of Carrot2 Stefanowski and Weiss (2003); Osinski and Weiss (2005) many improvements have
been introduced i.e., several clustering algorithms have been implemented such as agglomerative
techniques techniques, K-means, Su�x Tree Clustering etc.

1.4.3 Interactive Exploration over Web Search Results

Here we discuss how the subjective interestingness of the user can be learnt in case of web
clustering engines. In Figure 1.10, we generalize the framework of Web Clustering Engines to
allow interactive exploration i.e., to allow the user to provide feedback. During this process the

3www.grokker.com
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Figure 1.9: Clustered search results for the query, "tiger" for the system Grokker.

user sends a query and the meta-search engine acquires the results. The system extracts the
snippets from the returned results. These snippets are then preprocessed in the same way as
detailed before to obtain features to be fed to clustering algorithm. This clustering algorithm
generates the clusters which are then visualized by the user. This visualization allows the user
to interact with the obtained clusters and re�ne her search. It allows the user to mark the
clusters as interesting or uninteresting by interaction. The uninteresting clusters are then either
hidden from the user which in turn reduces the interaction space of the user or the clusters are
re-computed. Some of the visualizations also allow the user to go back to the original query and
re�ne the query and re-run the query. Interactive exploration is an iterative process which allows
the user to re�ne his results and get only those results which are interesting for her.

Figure 1.10: A Framework for Interactive Exploration of Web Search Results.

1.5 Formal Concept Analysis for Web Clustering Engines

Formal Concept Analysis is a conceptual clustering technique which simultaneously generates
clusters and the cluster labels. Several FCA-based web clustering engines were introduced. These
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studies follow the fundamental architecture of Web Clustering Engines as detailed in the previous
section. Section 1.5.1 brie�y details how FCA is used in the scenario of web clustering engines
and user interaction is allowed in some of the FCA-based web clustering engines. Section 1.5.2
discusses the studies which take into account background knowledge in the form of a taxonomy
for clustering documents.

1.5.1 Clustering Web Search Results

CREDO was one of the �rst FCA-based web clustering engines introduced in Carpineto and
Romano (2004b). CREDO, it stands for Conceptual REorganization of DOcuments. It takes as
an input a user query. The query is forwarded to an external Web search engines and only �rst
100 pages returned by the search engines are used for further processing. CREDO parses only
snippet from the retrieved document to extract the set of index terms using standard natural
language processing tasks. These tasks involve text segmentation, word stemming, stop wording,
word weighing. Afterwards a concept lattice is designed from the document-term relation. The
concept lattice of the retrieved documents may contain many irrelevant concepts resulting from
spurious combinations of the document terms. CREDO takes a hybrid approach, in which the
lower levels of the CREDO hierarchy are built using a larger set of terms than those used to
build the top level. CREDO follows a two-step classi�cation procedure, in which the �rst layer
identi�es the main topics and the other layers contain the subtopics of each main topic.

Finally the obtained CREDO hierarchy is visualized using conventional tree-folder display,
where the top contains all the documents. On click it shows the children of the top which classify
the documents based on the terms. The user can click on one concept and see its children, thus
narrowing down the scope of the search. This operation can be repeated on the newly-displayed
concepts to further narrow the scope of the search, or it can be performed on other top concepts
to browse unexplored branches. Figure 1.11 shows a snapshot of CREDO for the query �Jaguar�.

CreChainDo. Nauer and Toussaint (2007) improved the system CREDO by allowing the user
to provide feedback instead of just navigating the concept lattice. CreChainDo allows the user
to mark the concepts which are relevant or irrelevant to the user. If the user marks a concept as
irrelevant then all the sub-concepts of this concept are also marked irrelevant. After the user has
marked this, a new lattice is computed by removing the irrelevant objects or attributes. This
way the iterations continue until a �x-point is achieved where the concept lattice contains only
the relevant documents. Figure 1.12 shows the snapshot of the system CreChainDo for the query
�Carpineto Romano�.

JBraindead. Cigarrán et al. (2004) use free-text search engine with Formal Concept Analysis
for organizing query results. When a user queries the search engine it retrieves a ranked list of
results. JBraindead takes these results and decides on the set of attributes which best represent
the documents. In order to do so the authors �rst de�ne a lattice distillation factor which
measures how well the lattice prevents the user from accessing irrelevant information. Secondly,
it computes lattice browsing complexity which measures how many concept the user has visited
to �nally reach the relevant information. This measure is referred to as (minimal browsing area).
JBraindead2 Cigarrán et al. (2005) updates the previous version by de�ning three methodologies
for automatically selecting the noun phrases which are used as the attributes of a document,
based on which a concept lattice is built. This lattice is then evaluated using lattice distillation
factor and minimal browsing area as described earlier. It also introduces a tree-folder display
for its user interface.
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Figure 1.11: Clustered search results for the query �Jaguar�. Image from CREDO. The left panel
shows the cluster labels and the right panel show the ranked results belonging to the selected
clusters.

Figure 1.12: Clustered search results for the query �Carpineto Romano�. Image from
CreChainDo. The red crosses allow the user to mark the irrelevant concepts and green crosses
allow the user to mark relevant concepts.

FooCA. Koester (2005, 2006) uses title, short description and URL of the results for building
a context. FooCA allows iterative exploration of the context. The user can click on any attribute
to either search for this attribute or launch a new query based on this attribute which quali�es
the previous query. The selection/removal of attributes allows the user to re�ne the search. The
user is further allowed to re�ne the search by limiting the number of objects to be shown. It also
preserves the original ranking performed by the search engine by ranking the objects and also
ranking the related attributes. Finally, the lattice �le can be exported for visualization in any
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interface of choice such as ToscanaJ Becker et al. (2002). Figure 1.13 show the clustered search
results for the query �ICDM 2006� in FooCA.

Figure 1.13: Clustered search results for the query �ICDM 2006� in FooCA. The �rst image
allows the user to interact with the formal context. The second image allows the user to navigate
through the lattice.

SearchSleuth. Dau et al. (2008) is a web clustering engine based on FCA. It employs concep-
tual neighborhood paradigm for displaying the clustered web results. Like other web clustering
engines SearchSleuth also creates the formal context for each query. After the results are ob-
tained from search engine, it follows the processing steps de�ned for the web clustering engines.
In addition to providing the basic functionalities of web clustering engines, SearchSleuth allows
the reduction of attributes with the support less than 5%. After the creation of formal context
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a search concept is created by taking into account query terms as attributes. As a next step
the upper neighbors of this formal concept are derived. Then the formal context is expanded by
querying the search engine with the attributes of each upper neighbor and then a limited number
of these results are inserted into the context.

After context expansion, the search concept is computed again as this process can invalidate
this process. In the next step, the upper and lower neighbors are computed. Finally, Sibling
concepts are computed by �nding all of the lower neighbors of upper neighbors which are up-
per neighbors of lower neighbors. Figure 1.14 shows the results of the query �Formal Concept
Analysis�.

Figure 1.14: Clustered search results for the query �formal concept analysis� over SearchSleuth.
It shows more general and more speci�c formal concepts above and below the the search box.
Siblings are shown on the right.

1.5.2 Adding Background Knowledge to Concept Lattices

Several studies have been conducted which focus on how background knowledge can be added to
concept lattice. This background knowledge can be present in the form of thesaurus, taxonomy
or ontologies. One of the earlier studies which focus on de�ning this problem are Carpineto
and Romano (1996a); ?. Where the document-term relation is considered as a formal context
derived by text processing. One of the simple methods for using structured descriptor would
be to expand the formal context that describes the data. Meaning that the description of each
document keep all the keywords that are implied by the original keyword Carpineto and Romano
(2004a). Another way to add background knowledge is to modify the intersection operation
de�ned w.r.t. to the terms (i.e., attributes in the formal context). If pX1, Y1q and pX2, Y2q are
two concepts then for each pair pd1, d2q such that d1 P Y1 and d2 P Y2, the most speci�c keywords
in the taxonomy which are general than d1 and d2 are selected and then only the most speci�c
elements of the set of terms generated are retained.

In Hotho et al. (2003), the authors propose how textual documents can be clustered using
background knowledge which can be in the form of ontology. They �rst process text and enrich
their representations by background knowledge present as ontology such as Wordnet. Then,
the documents are clustered using a partition algorithm. Second, the clustering partitions the
large number of documents to a relatively small number of clusters, which is then analyzed by
conceptual clustering. The conceptual clustering method used in this case is Formal Concept
Analysis. These approaches use the same kind of document term relationship as used by web
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clustering engines. However, in order to use the background knowledge it is important to know
the domain of the posed query. There should be ways to search for the background knowledge
automatically based on the user query. As this goal is not very feasible, these approaches are
applied to pre-de�ned set of documents only. Further details are discussed in Chapter 5.

1.6 User Interfaces for Navigating Concept Lattices

One of the most important issue is to provide readability to the user for the clusters created
by the clustering algorithm in web clustering engines. This task is achieved by visualizing the
concept lattice when FCA is the chosen clustering algorithm. In the following we discuss some of
the systems/tools introduced for visualizing, navigating and querying a concept lattice. We are
going to discuss the properties of each system one by one and then �nally give the comparison
between all the tools.

1.6.1 Tree-Folder Display

CREDO Carpineto and Romano (2004b) is one of the �rst web clustering engines and it provides
visualization of clustered web search results in the form of tree-folders. Figure 1.11 shows a
screen grab of CREDO displaying the result of the query in the form of tree-folder display. The
user can navigate upwards and downwards to retrieve interesting results. Other web clustering
engines such as CreChainDo Nauer and Toussaint (2007) and JBrainDead Cigarrán et al. (2004)
also follows the tree-folder structure. However, Search Sleuth Dau et al. (2008) follows a slightly
di�erent approach to display the results. It �rst computes the search concepts and then computes
the upper and lower neighbors. Then, it computes the sibling concepts. FooCA Koester (2006)
is also a web clustering engines which allows the user to re�ne the search by showing a context
and allow the user to re�ne the search by limiting the number of objects and attributes (see
Figure 1.13). The �nal lattice obtained only keeps the information that the user wants to see.

1.6.2 Systems using Hasse Diagram

This section discusses the traits of the lattice visualization tools which allow navigation, querying
and information browsing by taking advantage of the Hasse Diagram of a concept lattice.

ULYSSES Carpineto and Romano (1995) is the tool for lattice visualization allowing several
operations such as browsing, querying and bounding. To control the size of lattice to be viewed
it generates the concept lattice one level at a time. The number of nodes to be shown is further
restrained by a constant. It also contains the feature of query and bound. The query can be
formulated in two ways, either the user speci�es the new terms from scratch or the user modi�es
the current query. The querying allows the user to make jumps to regions of interest. The last
feature is bounding which allows the user to change the regions of the concept lattice from which
she is retrieving the answers. If c is the admissible class and c1 is a particular class then there
are four ways to impose constraints: c ě c1, c ď c1, c ě c1 and c ď c1. Figure 1.15 shows
these modes of bounding. In Carpineto and Romano (1996b), the authors further use the similar
tool for the concept lattices generated using background knowledge.

Email Manager. In Cole and Eklund (1999), the authors discuss a system which helps in
analyzing the e-mails. It extracts the meta-data about an e-mail using regular expressions and
stores it as inverted �le index. A hierarchy is de�ned by set of subsumption rules de�ned by
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Figure 1.15: Pictorial representation of user constraints in ULYSSES.

the user. After the taxonomy of attributes is de�ned the user is allowed to choose a subset of
attributes. To locate the needed information a text search is implemented. A conceptual scale
is a subset of attributes selected by the user and is displayed in the left panel. Finally a concept
lattice is built and shown to the user.

Another e-mail manager called CEM introduced in Cole and Stumme (2000). In this system,
the e-mails are the objects and the attributes are the catchwords extracted from the body of the e-
mail. A hierarchy of catchwords is built using Formal Concept Analysis. The tool shows the user
a view of this hierarchy as a tree-widget. The program allows the user to perform 4 operations
over the hierarchy of catchwords i.e., insert catchword, remove catchword, insert ordering and
remove ordering. The e-mails organized in the hierarchy of catchwords are navigable through a
tree display. Moreover, on selection it also shows the user a sub-lattice of the interesting part.

An improvement of CEM called as Mail Sleuth was introduced in Eklund et al. (2004). It
guides the novice user to read the Hasse Diagram of a concept lattice. It introduces a user
centered design and evaluation of a concept lattice. Human evaluation was performed by having
one-to-one interview and the people selected for this task were from di�erent backgrounds who
did not have any knowledge of FCA. The system was scored based on its look and feel and
ease-of-use. Figure 1.16 shows the display strategy of a concept lattice.

Conexp4 and Galicia5 are two tools for visualizing small lattices. Galicia also supports the
visualization of Relational Concept Analysis. Conexp allows the user to compute implications
and perform attribute exploration over a given context. However, these two functionalities are
not implemented in Galicia.

Figure 1.16: Tree as well as lattice display support by Mail Sleuth.

4http://conexp.sourceforge.net/
5http://www.iro.umontreal.ca/~galicia/
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1.6.3 User Friendly Interface.

In Wray et al. (2013); Wray and Eklund (2014), the authors present an iPad application �A
Place for Art� which allows user to explore an art collection with the help of links generated
using FCA. It visualizes a collection of contemporary and Australian works from the University
of Wollongong's Art Collection. It allows the user to browse through the concept lattice without
actually seeing the lattice structure. It also uses implications to extract several information
pieces from the the data and shows it to the user in a very intuitive way.

Image Sleuth. Ducrou et al. (2006) is a tool for browsing and searching annotated collections
of images. The set of objects are the images and their annotated features are the set of attributes.
The thumbnails of the images are the extent of the concept. It allows the user to restrict the
set of attributes, move to upper and lower neighbours, search for similar objects and similar
concepts. The concept lattice is displayed with the help of a tree display just for ensuring user
readability. The Hasse diagram is only displayed for the neighbourhood of the selected concept.
An extension of Image Sleuth is DVD Sleuth Ducrou (2007) which was applied to the information
space built from the dynamic DVD collection in amazon.com.

Figure 1.17: Browsing images using Image Sleuth.

Camelis. In Ferré (2009), the authors present a Logical Information System called Camelis
using Logical Concept Analysis introduced in Ferré and Ridoux (2000). The di�erence between
FCA and LCA is that LCA allows the use of logical properties which are partially ordered by
subsumption relation. After obtaining the concept lattices the system provides a support for
navigation over the properties. First kind of navigation involves downward navigation. For
example, with respect to the location property the downward navigation will be going from
country to the sub-location city. Upward navigation allows the user to generalise the properties
e.g., from city navigate back to country. Like web browsers, it also provides backward and
forward navigation which includes keeping the history of navigation. The �nal form of navigation
provided is the sideward navigation which is a combination of upward-downward navigation or
downward-upward navigation. Moreover, Camelis also allows querying by formulas as well as
examples. Querying by formulas refer to posing queries again the concept lattice through logical
formulas based on the intent of the concept lattice. Query by examples refers to querying the
concept lattice w.r.t. the extent of a concept in the concept lattice. It also uses a tree-folder
display as a visualization tool.

1.6.4 Querying

BR-Explorer. In Messai et al. (2006), the authors introduce an algorithm for querying a
concept lattice. It generates a formal concept representing the user query called as query concept
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and then adds this concept to the concept lattice. More precisely, the user gives an attribute as a
query and a concept is created where this given attribute is the intent and a dummy object is the
extent of that concept. It then inserts this pair in the context which leads to two possibilities,
i.e., create a new lattice from scratch or incrementally insert this concept in the existing concept
lattice. In this study, the authors choose to add the concept incrementally in the concept lattice.
Then it builds the query result step by step with the help of a �pivot concept�. For a user query
Qptxu, txu1q the pivot concept is given as: P “ ptxu2, txu1q. The set of objects which are in txu2

and in the intent of the super-concepts of P are assigned to the result set.

1.6.5 Categorization of Lattice Visualisation Tools

In Ferré (2014b), Sébastien Ferré distinguished these systems into three categories: 1) Query
Languages, 2) Navigation Structures and 3) Interactive Views. The �rst category includes the
systems based on some Query Language, where a query is posed by a user and an answer is
returned by the system. The second category includes the systems which allow navigation over
the lattice structure through links which in terms of FCA is introduced by partially ordered
relation. Systems following tree-folder display or hasse diagram fall under this category. The
third category includes the tools where user can interact with system to obtain the elements of
interest such as Faceted Search.

According to the systems described in this chapter, BR-Explorer comes under the �rst cat-
egory. While, CREDO and JBrainDead come under the second category which provides lat-
tice navigation. CreChainDO, ImageSleuth, DVD-Sleuth belong to second and third category.
FooCA comes under only third category and �nally, ULYSSES and Camelis pertains to all three
categories.

1.7 Discussion

This chapter gives a detailed introduction of the methodologies used in this thesis i.e., FCA. It
summarizes the idea behind web clustering engines and explains the framework how the interac-
tive exploration is applied to the web clustering engines. Then it discusses various web clustering
engines based on FCA as a clustering algorithm (e.g., CREDO etc.) and allow interactive ex-
ploration of these results e.g., CreChainDo, FooCA etc. Finally, it discusses the functionalities
of the tools developed for visualizing concept lattices as visualization is the essential part of web
clustering engines.
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This chapter moves from �Web of Documents� to �Web of Data� and discusses the funda-
mentals of Semantic Web (see section 2.1). It introduces the basic principles and features of
Linked Data in section 2.2. Furthermore, it also details some of the systems based on semantic
web data which follow the architecture of the web clustering engines (see section 2.3). Finally
in section 2.4, it discusses some of the related studies which use Formal Concept Analysis for
dealing with RDF data.

2.1 From Web of Documents to Semantic Web

Recently, there has been a substantial growth in data available on-line in the form of textual
resources or HTML documents. These documents are accessible through web browsers. This
web of documents allows the navigation from one document to another document with the help
of hyperlinks. Web of documents is more easily consumed by human-agents. However with the
recent e�orts of Semantic Web Community the web of document is turning into web of data.
Many technologies have been o�ered for publishing machine-processable data on web. In the
following we discuss some of the schemas introduced for semantic web.

2.1.1 Schema.org

Schema.org is one such initiative by world leading search engines i.e., Bing, Yahoo, Google
introduced on 2nd June, 2011. It de�nes a common set of schema vocabularies for structured
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data markup on web pages. The proposal was to mark up the contents of the website with its
own metadata using Schema.org vocabulary with the Microdata, RDFa, or JSON-LD formats.
Then the search engine spiders can identify these markups for accessing the meaning the web site.
The terms de�ned in Schema.org can be mapped to RDF (expressed in RDF Schema)6. A list
of prede�ned types in Scehma.org is also available online7. Some of these schema markups such
as Organization and Person are used in the results associated to Google's Knowledge Graphs.
The Knowledge Graph was added to Google's search engine in 2012. It is a knowledge base for
enhancing the search results with semantic-search information gathered from several sources. It
aims at allowing the user to obtain answer to their query without the need to traverse through all
the links and manually gather the needed information. Knowledge Graph gathers data from many
resources such as Freebase 8 (which going to be replaced by Wikidata in 2015) and Wikipedia.
The Knowledge Graphs contain the features of answer engine such as Wolfram Alpha9 which
answers factual queries by computing the answers from curated data instead of provide a list
of web pages that may or may not contain the answer required by the user. Other such e�orts
are Linked Data Bizer et al. (2009a) and DBpedia Bizer et al. (2009b). There have been many
large-scale knowledge bases such as YAGO Suchanek et al. (2007), Freebase etc., but still these
resources are far from completion. A successor of Knowledge Graph is Knowledge Vault Dong
et al. (2014) created by Google in 2014. It is a Web-scale probabilistic knowledge base which
extracts context from several web sources by analyzing text, tabular data, human annotations
etc. It also uses the prior knowledge present on several repositories such as YAGO, DBpedia. It
uses machine learning algorithms to merge all these distinct information resources. The database
of Knowledge Vault contains over 1.6 billion triples.

2.1.2 Linked Data

Another emerging source of such data are published in the form of Linked Data (LD) cloud
Bizer et al. (2009a). Linked Data is called Linked Open Data (LOD) when the resource is open
source. It follows a prede�ned principals of publishing data over distributed resources, where
any individual can publish data in RDF format. The whole LOD cloud contains data sets from
many domains such as biomedical, government, publications etc (see Figure 2.1). LD was �rst
introduced by Tim Berners Lee in 200610. He proposed a general guidance for publishing Linked
Data following which many data publishers are sharing the data. It consists of the annotations
based on the documents. Instead of following links between HTML pages, It allows navigation
by following RDF links. This allows the user to move through potentially large web of data just
as the web of documents. The Web of Data can be crawled by following RDF links, one such
crawler is LDSpider Isele et al. (2010). Working on the crawled data, search engines can provide
sophisticated query capabilities, similar to those provided by conventional relational databases.
Because the query results themselves are structured data, not just links to HTML pages, they
can be immediately processed, thus enabling a new class of applications based on the Web of
Data.

These RDF resources are interlinked with each other to form a cloud and are accessible via
SPARQL queries, RDF data dumps or crawling. In some cases, queries in natural language
against standard search engines can be simple to use but sometimes the queries are complex

6http://schema.rdfs.org/
7https://schema.org/docs/full.html
8https://www.freebase.com/
9http://www.wolframalpha.com/
10http://www.w3.org/DesignIssues/LinkedData.html
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and may require integration of data sources. Then the standard search engines will not be
able to easily answer these queries, e.g., Currencies of all G8 countries as it returns a resource
which contains the list of G8 countries and another resource listing all the countries with their
currencies. Such a complex query can be formalized as a SPARQL query over data sources
present in LOD cloud through SPARQL endpoints for retrieving answers and possibly create
user de�ned applications.

2.2 Principles of Linked Data

Linked Open Data (LOD) Bizer et al. (2009a) is the way of publishing structured data for data
sharing purposes. Linked Data is built over the standard web technologies i.e., HTTP, RDF
and URIs. Some of the subsections are based on Arenas et al. (2009). The principles of Linked
Data Heath and Bizer (2011) are as follows:

Universal Resource Identi�er (URI): Linked data uses URIs as names for things. A URI is a
string of characters used to identify a name of a resource. Such identi�cation enables interaction
with representations of the resource over a network.

HTTP URIs: They de�ne a web of information objects, where information objects carry some
sort of message, and can be represented, to a greater or lesser authenticity, in bits. HTTP URIs
identify the dimensions such as:

• time, the contents can vary with revision,

• Context-type in which the bits are encoded

• Natural Language is the language used to write a human-readable document

• Machine language is the language used to write a machine-processable document

Resource Description Framework (RDF) is a data model based on directed labelled graphs.
Coupled with URIs, it acts as a core component of the Semantic Web. The atomic piece
of knowledge in RDF is the triple, a (subject, predicate, object) construct.

Resource Description Framework Schema (RDFS) is a language for de�ning RDF vo-
cabularies. RDFS provides the notion of class and property for a resource, along with the
domain and the range of a relationship. An RDFS vocabulary can contain subclasses and
sub-properties.

Web Ontology Language (OWL): If RDFS expressivity is not su�cient, Web of Data vo-
cabularies can be designed with OWL, a formal ontology language for the Semantic Web.
OWL supports features such as class intersection, union and cardinality restriction.

SPARQL is the Query and Update language for the Web of Data.

2.2.1 Resource Description Framework (RDF)

LD represents RDF data in the form of node-and-arc-labeled directed graphs. This representation
helps in the connection between several resources through their schema. RDF11 allows the

11http://www.w3.org/TR/2014/REC-rdf11-concepts-20140225/
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United States

RHCP Josh Klingho�er Banjo

Alternative Rock Category: String instruments

dbo:member

dbp:origin

dbo:genre

dbo:instrument

dcterms:subject

Figure 2.2: Sample RDF Graph for Musical Instruments from DBpedia. The pre�xes dbo:, db:,
dbp: stand for dbpedia-owl:, dbpedia: and dbpprop: respectively.

speci�cation of the named entities with the help of URIs which are further re-used across the
Web. These entities are further grouped into named classes which are related to each other
through named relations. The attributes related to each entity is de�ned with the help of literal
values.

The fundamental concepts of RDF include resources, properties and statements.

Resource: A resource is an object or a thing such as book, author etc.

Statement: A statement is an object-attribute-value triple, consisting of a resource, a property
and a value. Value can either be resources or literals.

Literals: Literal are the values which can be a string or integer.

Blank Nodes: A blank node is a node in an RDF graph which represents a resource with a
missing URI or literal.

Using the above fundamental concepts RDF triple and RDF graph are de�ned as follows:

De�nition 14 (RDF Triple). Given a set of URIs U , blank nodes B and literals L, an RDF
triple is represented as t “ ps, p, oq P pU YBq ˆU ˆ pU YB Y Lq, where s is a subject, p is a
predicate and o is an object.

De�nition 15 (RDF Graph). A �nite set of RDF triples is called as RDF Graph G such that
G “ pV,Eq, where V is a set of vertices and E is a set of labeled edges.

Each pair of vertices connected through a labeled edge keeps the information of a statement.
Each statement is represented as xsubject, predicate, objecty referred to as an RDF Triple. In
G “ pV,Eq, V includes subject and object while E includes the predicate. Let us consider the
Musical Instrument domain. The RDF triple store (i.e., set of triples) related to this domain
are shown in Table 2.1. A graphical representation of this domain is shown in Figure 2.2 These
triples belong to DBpedia Bizer et al. (2009c), a central hub of LOD which extracts data from
Wikipedia info boxes and makes it available in the structured format. The current version of
DBpedia 3.9 contains 2.46 billion RDF triples. Out of these triples 470 million are extracted
from Wikipedia in English language, 1.98 billion are in other languages and about 45 million
triples link DBpedia to the external data sets.
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Triples About Stringed Musical Instruments

t1 db:RHCP12 rdf:type dbo:Band

t2 db:Disturbed rdf:type dbo:Band

t3 db:RHCP dbp:origin db:United States

t4 db:Disturbed dbp:origin db:United States

t5 db:RHCP dbo:bandMember db:Josh_Klingho�er

t6 db:Disturbed dbo:bandMember db:John_Moyer

t7 db:Disturbed dbo:bandMember db:Dan_Donegan

t8 db:John_Moyer dbo:instrument db:Bass_Guitar

t9 db:Dan_Donegan dbo:instrument db:Electronic_Keyboard

t10 db:Josh_Klingho�er dbo:intsrument db:Banjo

t11 db:Josh_Klingho�er dbo:intsrument db:Accordion

t12 db:Banjo dcterms:subject Category:Stringed_Instrument

t13 db:Bass_Guitar dcterms:subject Category:Stringed_Instrument

t14 db:Accordion dcterms:subject Category:Keyboard_Instrument

t15 db:Electronic_Keyboard dcterms:subject Category:Keyboard_Instrument

Table 2.1: RDF Triples for Musical Instruments from DBpedia. The pre�xes dbo:, db:, dbp:
stand for dbpedia-owl:, dbpedia: and dbpprop: respectively.

Resource Description Framework Schema (RDFS). RDF Schema13 extends RDF data
model by providing a set of classes along with certain properties, which provide structure to the
RDF resources by describing basic ontology, otherwise called RDF vocabularies. A class can be
thought of as a set of resources where each individual object belonging to a class is referred to as
an instance of a class. The relationship between instance and a class can be de�ned in RDF with
the help of the property rdf:type. Once we have classes, it is important to de�ne the notion of
relationship between the classes. A subclass relation de�nes a hierarchy of classes and is written
as rdfs:subClassOf. More generally, A is a subclass of B if every instance of class A is also an
instance of class B. This hierarchy may or may not be in the form of trees because one class
can have multiple superclasses. If A is a subclass of both B1 and B2 then it means that all the
instances of class A are also an instance of both the classes B1 and B2. Similarly, a hierarchical
order can also be de�ned over properties referred to as property hierarchy.

Ontology Web Language (OWL). The expressivity of RDF is more or less limited to binary
ground predicates and RDF schema is limited to subclass hierarchy and property hierarchy with
the de�nitions of domain and range. On the other hand, Web Ontology Language14 Staab and
Studer (2009) provides much more expressivity as compared to RDF and RDF Schema. One
of the use is to allow people to reason about knowledge. The reasoning can be about class
membership, equivalence classes, consistency checking and classi�cation. There three major
types of OWL, OWL-Full, OWL-DL and OWL-Lite.

2.2.2 SPARQL

SPARQL15 is the standard query language for RDF. This introduction is based on Arenas et al.
(2009). A SPARQL query is basically composed of three parts, namely pattern matching, solution
modi�ers and output. The pattern matching part takes into account pattern matching features
used by the graphs such as union of patterns, �ltering of values etc. The solution modi�ers include
the operations which are applied after the output from the pattern matching part is obtained
such as limit, distinct (other clauses like Group By, Having are also included in this part). The
third part is the output which is of many types such as boolean queries returning yes/no answers

13http://www.w3.org/TR/rdf-schema/
14http://www.w3.org/TR/owl-guide/
15http://www.w3.org/TR/rdf-sparql-query/
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(ASK keyword), selection of values of the variables matching the patterns, construction of new
RDF data (through CONSTRUCT clause) and descriptions of resources (DESCRIBE keyword).

A SPARQL query can also be represented in the form of head Ð body, where body includes
the RDF graph patterns including conjunction disjunction and other constraints also containing
variables. While the head of the query organizes the construction of answer of the query. A
SPARQL query Q is matched against a graph G to obtain a set of values bound to the variables
in the body. These values are then processed based on the information given in the head of Q to
produce answers.

In the current work we will focus more on the type of queries whose output performs value
selection over the variables matching the patterns. Such queries contain SELECT clause with
the projection over set of variables while evaluating a SPARQL query.

Now let us assume that there exists a set of variables V disjoint from U in the above de�nition
of RDF, then pU Y V q ˆ pU Y V q ˆ pU Y V q is a graph pattern called a triple pattern. Let us
consider a variable ?X P V and ?X “ c then c P U . Given U and V a mapping µ is a partial
function µ : V Ñ U . If t is the triple pattern then µptq would be the triple obtained by replacing
variables in t with respect to µ.
rr.ssG takes an expression of patterns and returns a set of mappings. Given a mapping µ :

V Ñ U and a set of variables W Ď V , µ is represented as µ|W , which is described as a mapping
such that dompµ|W q “ dompµqXW and µ|W p?Xq “ µp?Xq for every ?X P dompµqXW . Finally,
the SELECT SPARQL query is de�ned as follows:

De�nition 16. A SPARQL SELECT query is a tuple pW,P q, where P is a graph pattern and
W is a set of variables such that W Ď varpP q. The answer of pW,P q over an RDF graph G,
denoted by rrpW,P qssG , is the set of mappings:

rrpW,P qssG “ tµ|W |µ P rrP ssGu

In the above de�nition varpP q is the set of variables in pattern P where as W represents the
variables in the SELECT clause of the SPARQL query. In the rest of the thesis we denote W
as V to avoid overlap between the attribute values W in many-valued context and variables W
in SELECT clause of SPARQL query. Further details on the formalization and foundations of
RDF databases are discussed in Arenas et al. (2009).

Consider a query Q all the bands which play di�erent stringed instruments along with their
origin. Q can not be answered by standard search engines as it generates a separate list of
bands and stringed instruments requiring multiple resources to be integrated. However, Q can
be answered by SPARQL queries over LOD. For example, let us consider the SPARQL query Q

over DBpedia16 shown in Listing 2.1. This query retrieves all the bands with the instruments
played by their band members along with the origin of the band.

Listing 2.1: SPARQL Query Q

1 SELECT ?band ? instrument ? o r i g i n WHERE {
2 ?band rd f : type dbpedia´owl : Band .
3 ?band dbpprop : o r i g i n ? o r i g i n .
4 ?band dbpedia´owl : bandMember ?member .
5 ?member dbpedia´owl : instrument ? instrument .
6 ? instrument dcterms : sub j e c t dbpedia : Category : Str ing_instruments . }
7 GROUP BY ? instrument ? o r i g i n

16http://dbpedia.org/sparql
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?origin

?band ?member ?instrument

d:Band Category: String instruments

dbo:member

dbp:origin

rdf:type

dbo:instrument

dcterms=:subject

Figure 2.3: Basic Graph Pattern for query in Listing 2.1 from DBpedia matched against the
RDF graph in Figure 2.2. The pre�xes dbo:, db:, dbp: stand for dbpedia-owl:, dbpedia: and
dbpprop: respectively.

?band ?instrument ?origin

dbpedia:RHCP dbpedia:Banjo dbpedia:US

dbpedia:Disturbed dbpedia:Bass_Guitar dbpedia:US

dbpedia:The_Solution dbpedia:Banjo dbpedia:Sweden

Table 2.2: Small section of results obtained as an answer to query Q.

The BGP for the query in listing 2.1 is shown in Figure 2.3. Here the head of the query
contains SELECT clause, V “ t?band, ?instrument, ?originu The pattern in line 2 of Q matches
the triples {t1,t2}, line 3 select the triples {t3,t4} while line 4 and 5 select {t5,t6,t7} and
{t8,t9,t10,t11} respectively. However, line 6 reduces the number of triples selected by line 3
and 4 with the help of the constraint that the instruments to be selected should be strictly
stringed instruments. Finally, the selected triples by line 4, 5 and 6 are {t5,t6,t8,t7}. Moreover,
line 4 and line 5 integrate the answer variable ?band with the answer variable ?instrument with
the help of the free variable ?member. The above SPARQL query returns a set of tuples repre-
senting a list of bands along with the instruments they play and their origin as an answer. An
excerpt of the answers is shown in Table 2.2.

2.2.3 Accessing and Consuming Linked Data

Heath and Bizer (2011) mentions three di�erent strategies for accessing the Web of Data from
applications. Such techniques are compared and evaluated by Hartig and Langegger in Hartig
and Langegger (2010) according to the number of data sources, the required data freshness,
response time, and the need for runtime data discovery. Applications might access the Web of
Data with the following strategies:

Crawling. Applications using crawling strategy traverse the desired RDF links. Afterwards, a
local dump of the crawled web of data is created. Major advantage of crawling is that
it improves the response time as the application works on the local dump of the data.
However, this way the application works on stale and replicated data.

On-The-Fly Dereferencing. As soon as an application needs the data the URIs are deref-
erenced at runtime. This way the applications always operate on up-to-date and non-
replicated data. One of the major limitation is that this strategy su�ers from long response
time and a signi�cant network usage.

Query Federation. It relies on SPARQL queries instead of HTTP access. Applications run
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complex queries over the desired SPARQL endpoint without needing to replicate the data
locally. The drawback of query federation is to �nd an e�cient query execution plan for
join queries over huge number of data sources.

Figure 2.4: An overview of the architecture of a Linked Data application

Figure 2.4 (taken from Heath and Bizer (2011)) illustrates the architecture of a Linked Data
application which implements crawling. All the data published using the Linked Data principles,
becomes part of a global graph depicted as the Web of Data Layer in Figure 2.4. Applications
implementing any of the above de�ned access strategies (i.e., crawling, on-the-�y dereferencing
and query federation) usually implement the modules shown in the Data Access, Integration and
Storage Layer. The functionalities of each of these modules are given below:

Accessing the Web of Data. The basic means of accessing data as described before are
crawling and on-the-�y dereferencing. Additionally, data can also be retrieved by using Linked
Data search engines. Queries over SPARQL endpoint and RDF data dumps are also used as a
way of accessing Web of Data.

Vocabulary Mapping. Di�erent resources over Linked Data use di�erent RDF vocabu-
laries for similar information. For understanding this data, the applications transform these
terms from di�erent vocabularies into a single target schema. The terms which are unknown
to the application search for the mappings over the web and apply the resulting mappings for
transformation.

Identity Resolution. Di�erent resources use di�erent URIs to identify the same entity.
Some data sources provide owl:sameAs links which point to the data about same entity present
on other resources. In case if these links are not provided identity resolution can be applied by
the applications to discover such links.

Provenance Tracking. For e�cient processing of data, it is often cached locally by the
applications and these data may belong to several data sources. It is important to keep track of
data provenance in case if the original data source is to be visited again and to assess the quality
of the data.

Data Quality Assessment. As the Web is open, the Web data should be considered as
information provided by di�erent sources rather than as facts. If the application uses only small,
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known and authentic data sets then quality is not an issue. However, if the applications pull data
from the open Web, a data quality assessment method needs to be employed by the applications
to reject the untrustworthy resources.

Using the Data in the Application Context. After completing the above described
tasks, the application has integrated and cleansed Web data to an extent that is required for
more sophisticated processing. This processing may involve simply displaying the data to the
user for other purposes such as application of KDD process or provide user interaction using
various visualizations.

2.3 Clustering SPARQL Query Answers.

Like Web Clustering Engines, a similar problem of huge amount of results obtained by search
results is encountered while querying the Semantic Web data. Semantic Web data is accessible
through SPARQL query language. Even though semantic web is structured, the problem arises
that user may not know the granularity of the data in advance and the user will pose a general
query. In this case, she will face the problem of huge amount of results returned by some SPARQL
queries. Even if the GROUP BY clause is used for a variable in the SPARQL query, the problem
is that if there are too many answers to this variable then the query will generate many small
groups. Moreover, these answers are shown in the form of lines. Such kind of answers are not
easily interpretable by users. In order to make these answers more observable several studies
have been proposed which cluster the answers obtained by SPARQL query, that we discuss in
this section.

In Figure 2.5, we propose an overall architecture of how this problem can be solved by applying
the architecture of web clustering engines on RDF data. As a �rst step, the user sends a SPARQL
query with the solution modi�er. This SPARQL query is then used to acquire the answers. This
query with the solution modi�er and the query answers are then fed for preprocessing. During
this process the answers are organized to be processed by the suitable clustering algorithm.
Then the clustering algorithm generates clusters with or without background knowledge. The
background knowledge shown in the �gure is in dotted box because it is optional. Afterwards,
the clusters are visualized most commonly using tree-folder structure which allows the user to
visualize and interpret the results. Following these lines, this section discusses various studies
conducted for targeting this problem following the described architecture.

CLUSTER BY Clause. In Lawrynowicz (2009b), the author proposes a declarative way of
invoking the query answer clustering. The authors discuss the overall architecture of how the
clustering is performed and how the answers are allocated to the clusters. It extends the SPARQL
query speci�cation with a solution modi�er i.e., CLUSTER BY clause. This clause is placed after
the pattern matching part of the SPARQL query. It takes the answers generated by the query
and applies the clustering algorithm. Afterwards, a new clustered output is shown to the user.
This study implements several clustering algorithms such as hierarchical clustering, K-means etc.
It allows the user to either specify the clustering algorithm to be used or leave it unspeci�ed to
allow the system to use the default clustering algorithm. For doing so, a new clause USING is
introduced which is followed by the identi�er of the clustering method or a list of identi�ers.

Conceptual Clustering of SPARQL Query Answers. In Lawrynowicz (2009a) the authors
improve the previous study by providing conceptual clustering over query answers. It takes into
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Figure 2.5: Overall Architecture for Clustering SPARQL Query Results.

account the answers generated by conjunctive queries posed over Knowledge Bases (KB) repre-
sented as OWL. It uses incremental conceptual clustering algorithm such as COBWEB Fisher
(1987). COBWEB generates cluster description while generating the cluster. The COBWEB
algorithm takes a set of items represented as set of attribute value pairs as input. Based on
this representation it generates hierarchical classi�cation tree over the given set of items. As
COBWEB builds the classi�cation tree incrementally, it starts from the root node and descends
down the tree by applying one of the four operators, i.e., adding the item to an existing class,
creating a new singleton class for the item, merging two sibling classes and splitting a class into
several classes.

Now the problem is, how these attribute-value pairs can be obtained to be used by the
COBWEB algorithm. For doing so, the authors construct the feature sets re�ecting the similarity
(or dissimilarity) of an item referred to as semantic features. For designing the feature-vector
representation for the COBWEB algorithm the authors introduce a feature function. This feature
function f maps pa,Cq, where a denotes an individual, C denotes a concept from description
logic knowledge base, to values from ttrue, falseu, f : pa,Cq Ñ ttrue, falseu. Now this feature
function constructs feature vector for each individual. Let C “ tC1, C2, . . . , Cmu be a vector of
concepts in the knowledge base then a feature vector for an individual a is computed as fpa,Ciq

where i P t1, . . . ,mu. Here fpa,Ciq “ true is the individual Cipaq is entailed by the knowledge
base KB otherwise fpa,Ciq “ false.

As the authors are using the CLUSTER BY clause they do not have to extract features for all
the individuals. They only extract the features for the individuals which are solution to the
variable in the CLUSTER BY clause.

CATEGORIZE BY Clause. In d'Amato et al. (2010) the authors introduce a novel way of
grouping query answers (semantic grouping) where grouping is done on the ground of a knowl-
edge base of reference. The proposed technique aggregates query results consisting on a dynamic
generation of a navigable hierarchy on top of the retrieved results and that is based on their
semantics. Such a hierarchy constitutes a multi-valued classi�cation of the results that may
be seen as a novel approach for generating a dynamic faceted classi�cation over retrieved re-
sults, enabling further faceted search/browsing over them. The authors introduce a new clause
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Categorize By for enabling the semantic grouping of the answers of conjunctive queries.

A conjunctive query with a semantic aggregate subgoal is of the form categorize_by prX1, X2,
. . . , Xmsq : Qpx, yq where X1, X2, . . . , Xm is a grouping list of variables in x which is a distin-
guished variable and y is a non-distinguished variable. Following the line, the semantic category
is given as follows: Given a query Q “ categorize_by prX1, X2, . . . , Xmsq : Qpx, yq, a semantic
category is a tuple of concepts C1, C2, . . . , Cm , where each Ci corresponds to Xi in the grouping
variables list of Q. Then, the operational semantics for categorize by clause is to �rst create H,
a partially ordered set of semantic categories, based on inferred semantic types of grouping vari-
ables, and then to partition the input relation to groups with equal values for the same semantic
categories. A concept corresponding to each query variable included in the CATEGORIZE BY
clause is derived. Then it is classi�ed in the subsumption hierarchy of the concepts in the knowl-
edge base. The authors focus on subtrees of concepts, generated for each grouping variable. For
dealing with multiple variables in the Categorize By clause, the authors take a tree product of
the extracted hierarchy.

In case of single variable, this may not be enough to obtain meaningful hierarchy of groups.
Consider for example the situation, where the concept Ci is a leaf in the classi�ed subsumption
hierarchy. Another case where this basic approach would not be of help is when all the retrieved
results for variable vi fall under the same type. To overcome this issue, a re�nement operator is
introduced in Lawrynowicz et al. (2010).

A Re�nement Operator Based Method for Grouping Query Results. To overcome the
above problems, in Lawrynowicz et al. (2010), the authors propose a new method for generation
of semantic groups. For each grouping variable Xi, the algorithm �rst tries to infer a type
of a variable by exploiting the information from the query atoms. Firstly, the explicit typing
represented by those concepts explicitly mentioned in the query atoms CpXiq is considered.
Additionally, the implicit types inferred by the role atoms RpXi,∆q or Rp∆, Xiq, respectively
the domain and range of role R are added. The concept determined for each query variable is
Ci :“

Ű

Ci
pPBi

Ci
p. If any Ci is a top concept, then the algorithm performs one scan on the results

to derive the variable typing. In the next step, a KB is classi�ed, and each inferred concept Ci is
placed in the proper place in the subsumption hierarchy. If a hierarchy for some Ci has less levels
than a user-speci�ed MAXDEPTH threshold then the re�nement operator is applied to further
expand the hierarchy. Then, all the hierarchies obtained for grouping variables are fed into a tree
product operator. A tree product is a binary operation on trees, which takes two trees T1 and
T2 as an input, and produces a tree T whose vertex set is a subset of the Cartesian product, and
two product vertices pu1, u2q and pv1, v2q are connected in T , i� u1, u2, v1, v2 satisfy conditions
of a certain type in T1 and T2 . Multiple variables are handled by an iterative application of a
tree product. Finally, the results (tuples) are assigned to the most speci�c semantic categories
(populate).

A system with the name ASPARAGUS Lawrynowicz et al. (2011) was developed which imple-
ments Cluster By and Categorize By clause with all the above de�ned grouping functionalities.
This system takes the SPARQL endpoint, SPARQL query and the Ontology as input and gener-
ates the clustered SPARQL query results. Figure 2.6 shows the system ASPARAGUS. 1 takes

the SPARQL query with the new solution modi�er, 4 takes the SPARQL endpoint and keeps

details of the clustering algorithms used, 2 shows the hierarchy of DL-concept generated after

executing the query and applying the clustering algorithm and �nally, 3 keeps the instances
related to each of the concept.
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Figure 2.6: ASPARAGUS System for clustering SPARQL query answers.

2.4 RDF Graphs and Formal Concept Analysis

Conceptual Navigation of RDF Graphs. Ferré (2010) introduces LIS (Logical Information
System) which allows conceptual navigation for browsing of RDF graphs, where concepts are
accessed through SPARQL-like queries. The user interface gives a local view of the concept
lattice, centered on a concept called the focus. The local view is made of three parts: (1) the
query, (2) the extent, and (3) the index. The query is a logical formula. The extent is the set
of objects that are matched by the query and identi�es the focus concept. Finally, the index is
a �nite subset of the logic that is restricted to formulas that match at least one object in the
extent. The index plays the role of a summary of the extent, showing which kinds of objects
there are, and how many of each kind there are.

Several navigation modes are provided by LIS are zoom-in, naming and reversal. These
navigation link are consistent and complete. A navigation link is consistent w.r.t. a dataset i�
the query does not return empty results. A navigation graph is consistent i� its links are all
consistent. A navigation graph is complete i� for every query whose extent is not empty, there
exists a �nite sequence of navigation links.Figure 2.7 shows the interface of Camelis2.

Figure 2.7: Conceptual Navigation of RDF Graphs using (Sewelis) Camelis 2.

SPARKLIS. Ferré (2014a,c) is a tool for exploring SPARQL endpoints which guides the
user on each step in building question and answers through interaction. It combines faceted
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search, expressivity of SPARQL and readability of natural language. The goal of SPARKLIS is
to provide a tool for making the semantic web data more accessible and enable the user to de�ne
and send SPARQL queries to endpoints. It guides the user step-by-step in selection process for
creating SPARQL queries . Each selection leads to a set of suggestions to re�ne the current
selection. User only pick one of the suggestions according to her preference. It provides overview
and feedback during this the search process hence supporting the exploratory search. In other
words, SPARKLIS can be called as a SPARQL query builder.

Figure 2.8: SPARKLIS Query Builder.

2.5 Discussion

In this chapter, we move from web of documents to the web of data and we discuss how the
architecture of web clustering engines is applied to RDF data and discusses some of the previous
works. Finally, it gives several FCA-based frameworks introduced to deal with RDF graphs.
Table 2.3 gives comparison between the interfaces of di�erent tools for navigating concept lattice
detailed in Chapter 1 and 2. It also distinguishes the systems which are explicitly web clustering
engines. The �rst property Tree-Folder Display groups the systems using this layout for visual-
ization. Hasse Diagram refers to those systems which display concept lattice in its original form.
The group Lattice in the Background keeps those systems where a user friendly interface is shown
to the user and she does not know that a concept lattice is at work in the background. Some
of the systems allow Interactive Lattice Creation meaning that the user can edit the context or
provide feedback through the concept lattice, which can then be re�ned. The property Querying
Lattices means that the systems contain the functionality of querying the lattices. The third last
category keeps the systems dealing with RDF-Graphs. non-FCA groups the systems which are
not based on FCA. Finally, Web Clustering Eng. classi�es web clustering engines. In the rest of
this thesis, we provide interactive exploration mechanisms over RDF graphs by classifying RDF
triples and allowing the user to navigate through these classes to obtain useful information.
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Chapter 3. Lattice-Based View Access

Like queries across search engines, SPARQL queries over semantic web data usually produce
list of tuples as answers that may be hard to understand and interpret. Accordingly, this chapter
focuses on Lattice-Based View Access (LBVA), a framework based on FCA. This framework
provides a classi�cation of the answers of SPARQL queries based on a concept lattice, that can
be navigated for retrieving or mining speci�c patterns in query results. In this way, the concept
lattice can be considered as a materialized view of the data resulting from a SPARQL query. In
this chapter we also give implementation details about the tool named as RV-Xplorer (Rdf View
eXplorer) for navigating/exploring the view resulting from SPARQL query enhanced by solution
modi�er View By. We discuss the support provided to the expert for answering certain questions
through the navigation strategies provided by RV-Xplorer. We also compare our system with
the existing state of the art approaches. The description of Lattice-Based View Access is based
on Alam and Napoli (2014a,b) and the description of the tool RV-Xplorer is based on Alam et al.
(2015d).

3.1 Introduction

At present, Web has become a potentially large repository of knowledge, which is becoming
main stream for querying and extracting useful information. In particular, Linked Open Data
(LOD) Bizer et al. (2009a) provides a method for publishing structured data in the form of
RDF resources. These RDF resources are interlinked with each other to form a cloud. SPARQL
queries are used in order to make these resources usable, i.e., queried. In some cases, queries in
natural language against standard search engines can be simple to use but sometimes they are
complex and may require integration of data sources. Then the standard search engines will not
be able to easily answer these queries, e.g., Currencies of all G8 countries. Such a complex query
can be formalized as a SPARQL query over data sources present in LOD cloud through SPARQL
endpoints for retrieving answers. Moreover, users may sometimes execute queries which generate
huge amount of results giving rise to the problem of information overload d'Amato et al. (2010).
A typical example is given by the answers retrieved by search engines, which mix between several
meanings of one keyword. In case of huge results, user will have to go through a lot of results
to �nd the interesting ones, which can be overwhelming without any speci�c navigation tool.
Same is the case with the answers obtained by SPARQL queries, which are huge in number and
it may be harder to extract the most interesting patterns. This problem of information overload
raises new challenges for data access, information retrieval and knowledge discovery w.r.t web
querying.

Accordingly, this chapter proposes a new approach based on Formal Concept Analysis (FCA
Ganter and Wille (1999))s. It describes a lattice-based classi�cation of the results obtained by
SPARQL queries by introducing a new clause VIEW BY in SPARQL query. This framework,
called Lattice-Based View Access (LBVA), allows the classi�cation of SPARQL query results
into a concept lattice, referred to as a view, for data analysis, navigation, knowledge discovery
and information retrieval purposes. This new clause VIEW BY which enhances the functionality
of already existing GROUP BY clause in SPARQL query by adding sophisticated classi�cation
and Knowledge Discovery aspects. Here after, we describe how a lattice-based view can be
designed from a SPARQL query. Afterwards, a view is accessed for analysis and interpretation
purposes which are totally supported by the concept lattice. In case of large data only a part
of the lattice Stumme et al. (2001) can be considered for the analysis. In this way, this chapter
investigates also the capabilities of FCA to deal with semantic web data.

The intuition of classifying results obtained by SPARQL queries is inspired by web clustering
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engines Carpineto et al. (2009) such as Carrot217. The general idea behind web clustering engines
is to group the results obtained by query posed by the user based on the di�erent meanings of
the terms related to a query. Such systems deal with unstructured textual data on web. By
contrast, there are some studies conducted to deal with structured RDF data. One such system
is ASPARAGUS Lawrynowicz et al. (2011) which deductively groups the results by taking into
account the subsumption hierarchy de�ned in knowledge bases. It takes SPARQL endpoint and
background knowledge along with a SPARQL query as an input from the user and generates
clusters of the results obtained by the given SPARQL query based on the given background
knowledge. In d'Amato et al. (2010), the authors introduce a clause Categorize By to target
the problem of managing large amounts of results obtained by conjunctive queries with the
help of subsumption hierarchy present in the knowledge base. By contrast, the VIEW BY clause
generates lattice-based views which provide a mathematically well-founded classi�cation based
on formal concepts and an associated concept lattice. Moreover, it also paves way for navigation
or information retrieval by traversing the concept lattice and for data analysis by allowing the
extraction of association rules from the lattice. Such data analysis operations allow discovery of
new knowledge. Additionally, unlike Categorize By, VIEW BY can deal with data that has no
schema (which is often the case with linked data). Moreover, VIEW BY has been evaluated over
very large set of answers (roughly 100,000 results) obtained over real datasets. In case of larger
number of answers, Categorize By does not provide any pruning mechanism while this chapter
describes how the views can be pruned using iceberg lattices.

3.1.1 Motivation

In this section we introduce a motivating example focusing on why LOD should be queried and
why the SPARQL query results need classi�cation. We will continue this scenario to describe the
proposed framework. Let us consider that a query Q searching for museums where the exhibition
of some famous artists is taking place along with the location of the museum. Here, we do not
discuss the interface aspects and we will assume that SPARQL queries are provided. A standard
query engine is not adequate for answering such kind of questions and a direct query over LOD
will give better results. One of the ways to obtain such an information is to query LOD through
its SPARQL endpoint. This query will generate a huge amount of results, which will need further
manual work to group the interesting links. According to the scenario, a SPARQL query can be
given as follows:

1 SELECT ?museum ?country ?artist WHERE {

2 ?museum rdf:type dbpedia-owl:Museum .

3 ?museum dbpedia-owl:location ?city .

4 ?city dbpedia-owl:country ?country .

5 ?painting dbpedia-owl:museum ?museum .

6 ?painting dbpprop:artist ?artist}

7 GROUP BY ?country ?artist

This query retrieves the list of museums along with the artists whose work is exhibited in a
museum along with the location of a museum. Lines 5 and 6 retrieve information about the
artists whose work is displayed in some museum. More precisely, the page containing the infor-
mation on a museum (?museum) is connected to the page of the artists (?artist) through a page

17http://project.carrot2.org/index.html
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(a) Classes of Museums w.r.t Artists and Countries, e.g.,
the concept on the top left corner with the attribute France

contains all the French Museums, i.e., Musee du Lou-
vre (Louvre) and Musee d'Art Moderne (MAM). (VIEW BY

?museum)

(b) Classes of Artists w.r.t Museums and
Countries. (VIEW BY ?artist)

Figure 3.1: Lattice-Based Views w.r.t Museum's and Artist's Perspective .

on the work of artist (?painting) displayed in the museum. In order to integrate these three
resources, two predicates were used dbpedia-owl:museum and dbpprop:artist. An excerpt of
the answers obtained by Group by clause is shown below:

Pablo_Picasso Musee_d'Art_Moderne France

Leonardo_Da_Vinci Musee_du_Louvre France

Raphael Museo_del_Prado Spain

The problem encountered while browsing such an answer is that there are too many state-
ments to navigate through. Even after using the GROUP BY clause the answers are not organized
in any ordered structure. By contrast, the clause VIEW BY activates the LBVA framework, where
the user will obtain a classi�cation of the statements as a concept lattice where statements are
partially ordered (see Figure 3.1a). To obtain the museums in UK displaying the work of Goya,
all the museums displaying the work of Goya can be retrieved and then the speci�c concept
containing Goya and UK is obtained by navigation. The answer obtained is National Gallery

in the example.

3.2 Lattice-Based View Access

3.2.1 SPARQL Queries with Classi�cation Capabilities

The idea of introducing a VIEW BY clause is to provide classi�cation of the results and add a
knowledge discovery aspect to the results w.r.t the variables appearing in VIEW BY clause. Let Q
be a SPARQL query of the form Q = SELECT ?X ?Y ?Z WHERE {pattern P} VIEW BY ?X then
the set of variables V “ t?X, ?Y, ?Zu 18. According to the de�nition 16 the answer of the tuple
pV, P q is represented as rrpt?X, ?Y, ?Zu, P qss “ µi where i P t1, . . . , ku and k is the number
of mappings obtained for the query Q. For the sake of simplicity, µ|W is given as µ. Here,
dompµiq “ t?X, ?Y, ?Zu which means that µp?Xq “ Xi, µp?Y q “ Yi and µp?Zq “ Zi. Finally, a
complete set of mappings can be given as tt?X Ñ Xi, ?Y Ñ Yi, ?Z Ñ Ziuu.

18As W represents set of attribute values in the de�nition of a many-valued formal context, we represent the
variables in select clause as V to avoid confusion.
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?museum ?artist ?country

µ1 Musee_d'Art_Moderne Pablo_Picasso France

µ2 Museo_del_Prado Raphael Spain
...

...
...

...

Table 3.1: Generated Mappings for SPARQL Query Q

The variable appearing in the VIEW BY clause is referred to as object variable19 and is denoted
as Ov such that Ov P V . In the current scenario Ov “ t?Xu. The remaining variables are
referred to as attribute variables and are denoted as Av where Av P V such that Ov Y Av “ V
and Ov XAv “ H, so, Av “ t?Y, ?Zu.

Example 10. Following the example in section 3.1.1, an alternate query with the VIEW BY clause
can be given as:

SELECT ?museum ?artist ?country WHERE {

?museum rdf:type dbpedia-owl:Museum .

?museum dbpedia-owl:location ?city .

?city dbpedia-owl:country ?country .

?painting dbpedia-owl:museum ?museum .

?painting dbpprop:artist ?artist}

VIEW BY ?museum

Here, V={?museum, ?artist, ?country} and P is the conjunction of patterns in the WHERE
clause then the evaluation of rrpt?museum, ?artist, ?countryu , P qss will generate the mappings
shown in Table 3.1. Accordingly, dompµiq “ t?museum, ?artist, ?countryu. Here, µ1p?museumq “
Musee_ d1Art_Moderne, µ1p?artistq “ Pablo_Picasso and µ1p?countryq “ France. We have
Ov “ t?museumu because it appears in the VIEW BY clause and Av “ t?artist, ?countryu.
Figure 3.1a shows the generated view when Ov “ t?museumu and in Figure 3.1b, we have;
Ov “ t?artistu and Av “ t?museum, ?countryu.

3.2.2 Designing a Formal Context of Answer Tuples

The results obtained by the query are in the form of set of tuples, which are then organized as
a many-valued context.

Obtaining a Many-Valued Context pG,M,W, Iq: As described previously, we have Ov “
t?Xu then µp?Xq “ tXiuiPt1,...,ku, whereXi denote the values obtained for the object variable and
the corresponding mapping is given as tt?X Ñ Xiuu. Finally, G “ µp?Xq “ tXiuiPt1,...,ku. Let
Av “ t?Y, ?Zu thenM “ Av and the attribute valuesW “ tµp?Y q, µp?Zqu “ ttYiu, tZiuuiPt1,...,ku.
The corresponding mapping for attribute variables are tt?Y Ñ Yi, ?Z Ñ Ziuu. In order to obtain
a ternary relation, let us consider an object value gi P G and an attribute value wi PW then we
have pgi, “?Y 2, wiq P I i� ?Y pgiq “ wi, i.e., the value of gi for attribute ?Y is wi, i P t1, . . . , ku
as we have k values for ?Y .

Obtaining Binary Context pG,M, Iq: Afterwards, a conceptual scaling used for binarizing
the many-valued context, in the form of pG,M, Iq. Finally, we have G “ tXiuiPt1,...,ku, M “

19The object here refers to the object in FCA.
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Museum Artist Country

Musee du Louvre {Raphael, Leonardo Da Vinci, Caravaggio} {France}

Musee d'Art Moderne {Pablo Picasso} {France}

Museo del Prado {Raphael, Caravaggio, Francisco Goya} {Spain}

National Gallery {Leonardo Da Vinci, Caravaggio, Francisco Goya} {UK}

Table 3.2: Many-Valued Context (Museum).

Artist Country

Museum Raphael Da Vinci Picasso Caravaggio Goya France Spain UK

Musee du Louvre ˆ ˆ ˆ ˆ

Musee d'Art Moderne ˆ ˆ

Museo del Prado ˆ ˆ ˆ ˆ

National Gallery ˆ ˆ ˆ ˆ

Table 3.3: Formal Context Ktuple w.r.t ?museum.

Museum Raphael Da Vinci Picasso Caravaggio Goya

Musee du Louvre ˆ ˆ ˆ

Musee d'Art Moderne ˆ

Museo del Prado ˆ ˆ ˆ

National Gallery ˆ ˆ ˆ

Table 3.4: Sartist.

Museum France Spain UK

Musee du Louvre ˆ

Musee d'Art Moderne ˆ

Museo del Prado ˆ

National Gallery ˆ

Table 3.5: Scountry.

tYiu Y tZiu where i P t1, . . . , ku for object variable Ov “ t?Xu. The binary context obtained
after applying the above transformations to the SPARQL query answers w.r.t to object variable
is called the formal context of answer tuples and is denoted by Ktuple.

Example 11. In the example Ov “ t?museumu, Av “ t?artist, ?countryu. The answers
obtained by this query are organized into a many-valued context as follows: the distinct val-
ues of the object variable ?museum are kept as a set of objects, so G “ tMuseeduLouvre,
MuseodelPrado, . . . u, attribute variables provide M “ tartist, countryu, W1 “ tRaphael,
LeonardoDaV inci, . . . u and W2 “ tFrance, Spain, UK, . . . u in a many-valued context. The
obtained many-valued context is shown in Table 3.2. Following the above de�ned procedure a
many-valued context is conceptually scaled to obtain a binary context shown in Table 3.3. Ta-
ble 3.4 and Table 3.5 show the scales Sinstrument and Sorigin for the attributes instrument and
origin respectively. The corresponding concept lattice is shown in Figure 3.1(a).

The organization of the concept lattice is depending on the choice of object variable and the
attribute variables. Then, to group the artists w.r.t the museums where their work is displayed
and the location of the museums, the object variable would be ?artist and the attribute variables
will be ?museum and ?country. Then, the scaling can be performed for obtaining a formal context.
In order to complete the set of attribute, domain knowledge can also be taken into account, such
as the the ontology related to the type of artists or museums. This domain knowledge can be
added with the help of pattern structures, an approach linked to FCA, on top of many-valued
context without having to perform scaling. For the sake of simplicity, we do not discuss it in this
study.
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3.2.3 Building a Concept Lattice

Once the context is designed, the concept lattice can be built using an FCA algorithm.There
are some very e�cient algorithms that can be used Ganter and Wille (1999); van der Merwe
et al. (2004). However, in the current implementation we use AddIntent van der Merwe et al.
(2004) which is an incremental concept lattice construction algorithm. In case of large data
iceberg lattices can be considered Stumme et al. (2001). The use of VIEW BY clause activates
the process of LBVA, which transforms the SPARQL query answers (tuples) to a formal context
Ktuples through which a concept lattice is obtained which is referred to as a Lattice-Based View.
A view on SPARQL query in section 3.1.1, i.e, a concept lattice corresponding to Table 3.3 is
shown in Figure 3.1a.

3.2.4 Interpretation Operations over Lattice-Based Views

A formal context e�ectively takes into account the relations by keeping the inherent structure of
the relationships present in LOD as object-attribute relation. When we build a concept lattice,
each concept keeps a group of terms sharing some attribute (i.e., the relationship with other
terms). This concept lattice can be navigated for searching and accessing particular LOD ele-
ments through the corresponding concepts within the lattice. It can be drilled down from general
to speci�c concepts or rolled up to obtain the general ones which can be further interpreted by
the domain experts. For example, in order to search for the museums where there is an exhi-
bition of the paintings of Caravaggio, the concept lattice in Figure 3.1(a) is explored levelwise.
It can be seen that the paintings of Caravaggio are displayed in Musee du Louvre, Museo del

Prado and National Gallery. Now it can be further �ltered by country, i.e., look for French
museums displaying Caravaggio. The same lattice can be drilled down and Musee du Louvre

as an answer can be retrieved. Next, to check the museums located in France and Spain, the
roll up operation from the French Museums to the general concept containing all the museums
with Caravaggio's painting can be applied and then the drill down operation to Museums in
France or Spain displaying Caravaggio can be performed. The answer obtained will be Musee

du Louvre and Museo del Prado.

A di�erent perspective on the same set of answers can also be retrieved, meaning that the
group of artists w.r.t museums and country. For selecting French museums according to the
artists they display, the object variable will be Ov “ t?artistu and attribute variables will be
Av “ t?museum, ?countryu. The lattice obtained in this case will be from Artist's perspective
(see Figure 3.1b). Now, it is possible to retrieve Musee du Louvre and Musee d'Art Moderne,
which are the French museums and to obtain a speci�c French museum displaying the work of
Leonardo Da Vinci a speci�c concept can be selected which gives the answer Musee du Louvre.

FCA provides a powerful means for data analysis and knowledge discovery. VIEW BY can
be seen as a clause that engulfs the original SPARQL query and enhances it's capabilities by
providing views which can be reduced using iceberg concept lattices. Iceberg lattices provide the
top most part of the lattice �ltering out only general concepts. The concept lattice is still explored
levelwise depending on a given threshold. Then, only concepts whose extent is su�ciently large
are explored, i.e., the support of a concept corresponds to the cardinal of the extent. If further
speci�c concepts are required the support threshold of the iceberg lattices can be lowered and
the resulting concept lattice can be explored levelwise.

Knowledge Discovery: Among the means provided by FCA for knowledge discovery, the
Duquenne-Guigues basis of implications takes into account a minimal set of implications which
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represent all the implications (i.e., association rules with con�dence 1) that can be obtained by
accessing the view i.e., a concept lattice. For example, implications according to Figure 3.1(a)
state that all the museums in the current context which display Leonardo Da Vinci also display
Caravaggio (rule: Leonardo Da Vinci Ñ Caravaggio). It also says that only the museums
which display the work of Caravaggio display the work of Leonardo Da Vinci Such a rule can be
interesting if the museums which display the work of both Leonardo Da Vinci and Caravaggio

are to be retrieved. The rule Goya, Raphael, Caravaggio Ñ Spain suggests that there exists
a museum which have works of Goya, Raphael, Caravaggio only in Spain, more precisely Museo
Del Prado. (These rules are generated from only the part of SPARQL query answers shown as
a context in Table 3.3).

3.3 Tool for Interaction with SPARQL Query Answers

In this section we continue Lattice-Based View Access (LBVA) Alam and Napoli (2014a), which
provides a view over RDF graphs through SPARQL queries to give complete understanding of
a part of RDF graph that expert wants to analyze with the help of Formal Concept Analysis.
LBVA takes the SPARQL query and returns a concept lattice called as view instead of the results
of the SPARQL query. These views created by LBVA are machine as well as human processable.
Accordingly, RV-Xplorer (Rdf View eXplorer) exploits the powerful mathematical structure of
these concept lattices thus making it interpretable by human. It also allows human agents
to interact with the concept lattice and perform navigation. The expert can answer various
questions while navigating the concept lattice. RV-Xplorer provides several ways to guide the
expert during this navigation process.

3.3.1 Motivating Example

For detailing all the functionalities of the tool e�ectively, we use the scenario based on scienti�c
publications. Consider a scenario where an expert wants to pose following questions based on
articles published in conferences or journals from a team working on data mining. In the current
study, we extract the papers published in �Orpailleur Team� in LORIA, Nancy, France. Following
are the questions in which an expert may be interested in:

• What are the main research topics in the team and the key researchers w.r.t. these topics,
for example, researchers involved in most of the papers in a prominent topic?

• What is the major area of the research of the leader of the team and various key persons?

• Can the diversity of the team leader and key persons be detected?

• Given a paper is it possible to retrieve similar papers published in the team?

• Who are the groups of persons working together?

• What are the research tendencies and possibly the forthcoming and new research topics
(for example, single and recent topics which are not in the continuation of the present
topics)?

Such kind of questions can not be answered by standard search engines. We want to answer
such kind of questions through lattice navigation supported by RV-Xplorer which is built from
an initial query and then is explored by the expert according to her preferences.
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3.4 The RV-Xplorer

RV-Xplorer (Rdf View eXplorer) is a tool for navigating concept lattices generated by the answers
of SPARQL queries over part of RDF graphs using Lattice-Based View Access. Accordingly, this
tool provides navigation to the expert over the classi�cation of SPARQL query answers for ana-
lyzing the data, �nding hidden regularities and answering several questions. On each navigation
step it guides the expert in decision making and performing selection to avoid unnecessary se-
lections. It also allows the user to change her point of view while navigating i.e., navigation by
extent. Moreover, it also allows the expert to only focus on the speci�c and interesting part of
the concept lattice by allowing her to hide the part of lattice which is not interesting for her.

RV-Xplorer is a web-based tool for building concept lattices. On the client side it uses D3.js
which stands for Data-Driven Documents and is based on Javascript for developing interactive
data visualizations in modern web browsers. It also uses model-view-controller (MVC) which
separates presentation, data and logical components. On the server side we use PHP and MySQL
for computing and storing the data. Generally, data can be a graph or pattern generated by
pattern mining algorithms etc. Currently, this tool is not publicly available.

Figure 3.2 shows the overall interface of RV-Xplorer (Rdf View eXplorer) which consists of
three parts: (1) the middle part is called local view which shows detailed description of the
selected concept allowing interaction, navigation and level-wise navigation, (2) the left panel is
referred to as Spy showing the global view of the concept lattice and (3) the lower left is the
summarization index for guiding the expert in making decision about which node to choose in
the next level by showing the statistics of the next level. For the running scenario, the concept
lattice is also available on-line20.

3.4.1 Local View

Each selected node in the concept lattice is shown in the middle part of the interface displaying
complete information. Let c be the selected concept such that c P C where C is the set of concepts
in the complete lattice L “ pC,ďq then a local view shows the complete information about this
concept i.e., the extent, intent and the links to the super-concept and the sub-concepts. The set
of super and sub-concepts are linked to the selected node where each link represents the partially
ordered relation ď. By default, the top node is the selected node and is shown in local view.

Figure 3.2 (below) shows the selected concept, the orange part de�nes the label of the selected
node which is the entry point for the concept, the pink and yellow parts give the labels of the
super-concepts and sub-concepts connected to the selected concept respectively. The green and
blue part give the information about the intent and the extent respectively.

3.4.2 Spy

A global view in left panel shows the map of the complete lattice L “ pC,ďq for a particular
SPARQL query over an RDF Graph. It tracks the position of the expert in the concept lattice
and the path followed by the expert to reach the current concept. It also helps in several
navigation tasks such as direct navigation, changing navigation space and navigation between
point-of-views. All of these navigation modes are discussed in section 3.5.

20http://rv-xplorer.loria.fr/#/graph/orpailleur_paper/1/

This tool has been developed with Matthieu Osmuk who was an engineer in LORIA and Amedeo Napoli.
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Figure 3.2: Figure above shows the basic interface of RV-Xplorer displaying the top concept.
The Figure below shows the local view of K#52, the concept containing all the papers authored
by Amedeo Napoli.
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3.4.3 Statistics about the next level

The statistics about the next level are computed with the help of a summarization index which
depicts the information about the distribution of the objects in the extent of the selected concept
in the linked sub-concepts i.e., concepts in the next level of the concept lattice. Let ci be a concept
in the next level where i P t1, . . . , nu and n is the number of concepts in the next level. extpciq
is the extent of the concept then |extpciq| is the size of the extent. Finally, the statistics about
the next level are computed with the help of summarization index.

summarization index “
|extpciq|

ř

j“t1,...,nu |extpcjq|
ˆ 100 (3.1)

Here,
ř

j“t1,...,nu |extpcjq| is the sum of extent size of all the concepts in the next level.
The sum of summarization index for all the sub-concept adds to 100%. In Figure 3.2, the
percentages are represented in the form of a pie-chart which shows the distribution. The sub-
concept containing the most elements in the extent has the highest percentage and hence has
the biggest part in the pie chart.

3.5 Navigation Operations

In this section we detail some of the classical Carpineto and Romano (1996b) as well as advanced
navigation operations that are implemented in RV-Xplorer. Navigation can be done locally with a
parallel operation which is shown globally through local and global views. Navigation operations
allow the expert to locate particular pieces of information which helps in obtaining several answers
of the expert questions as well as analysis of the data at hand. Initially, the selected concept is
the top concept which contains all the objects.

3.5.1 Guided Downward (Drill down)/ Upward Navigation (Roll-up):

The local view provides expert with the drilling down operation which is achieved by selecting
the sub-concepts given in yellow part of local view. RV-Xplorer guides the expert in drilling
down the concept lattice by showing contents of the sub-concept to the expert before selecting
the node on mouse over. Another added guidance provided to the expert is with the help of
the summarization index which gives the statistics about the next level. This way the expert
can avoid the attributes or the navigation path which may lead to uninteresting results. The
local view also allows the expert to roll-up from the speci�c concept to the general concept. A
super-concept can be selected following the link given in the view.

Consider the running scenario discussed in section 3.3.1 where the expert wants to know
who are researchers having main in�uences in the team? by analyzing the publications of this
particular team. Initially, the selected concept in the local view is the top concept (see Figure 3.2
(above)). Now it can be seen from the summarization index that most of the papers are contained
in K#52. On mouse over on K#52 it shows that this concept keeps all the papers published
by Amedeo Napoli. From here it can be safely concluded that Amedeo Napoli is the leader
of the team. Similarly, several key team members can be identi�ed on the same level such as
supervisors etc. If the expert wants to view the papers published by Amedeo Napoli, a downward
navigation is performed by selecting concept K#52. With the help of the summarization index
another question can be answered i.e., what are the main research topics of these researchers?.
Again by consulting the index it can be seen that K#4 keeps the largest percentage of papers
published by Amedeo Napoli (see Figure 3.2 (below)) and the keyword in this concept is Formal
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Concept Analysis meaning that the main area of research of Amedeo Napoli is Formal Concept
Analysis. However, there are many other areas of research on which he has worked, which shows
the diversity of authors based on the area of research he has published in. Moreover, the sub-
lattice connected to this concept keeps information about the community of authors with who
she publishes the most and about which topic and what variants of formal concept analysis.
Now, if the expert wants to retrieve all the papers published by Amedeo Napoli then she can go
back to K#52.

3.5.2 Direct Navigation

The spy on the left part of the RV-Xplorer (see Figure 3.2) allows the expert for direct navigation.
If an expert has navigated too deep in the view while performing multiple drill-down operations
then the spy, which keeps track of the current position of the expert, shows all the paths from the
selected concept to the top concept and allows the expert to directly jump from one concept to
another linked concept without performing level-wise navigation. Unlike drill-down and roll-up,
direct navigation allows the expert to skip two or more hops and select the more general or
speci�c concept.

These three navigation modes are very common and are repeatedly discussed in many of the
navigational tools built for concept lattice such as Camelis Ferré (2009) and CREDO Carpineto
and Romano (2004b) which may or not may not be for a speci�c purpose. The main di�erence
between RV-Xplorer and the two approaches and most of the navigational tools is that they
use folder-tree display. As a contrast we manage to keep the original structure of a concept
lattice. An added advantage of RV-Xplorer is that these navigation modes are guided at each
step meaning that the interface shows the expert with what is contained in the next node as
well as the statistics about the next level. This way the interface guides the expert in choosing
the nodes interesting for her by reducing the chance of performing unnecessary navigation and
backtracking to see the details unnecessarily.

3.5.3 Navigating Across Point-of-Views

The current interface allows the expert to toggle between points-of-view, i.e., at any point an
expert can start exploring the lattice with respect to the objects (extent) in the concept lattice.
Let c be the selected concept and the expert is interested in g1 P extpcq where extpcq is the extent
of the selected concept. Then if the expert hovers her mouse over this extent in the local view,
the Spy highlights all the concepts where this object is present along with the object concept of
g1 which is highlighted in red.

For instance, the selected concept contains keyword data dependencies in the intent and
she is interested in the paper Computing Similarity Dependencies with Pattern Structures and
she wants to retrieve all the related or similar papers then on mouse hover it highlights all the
concepts containing this paper. Then she selects the concept highlighted in red i.e., the object
concept of this paper. The right side of Figure 3.3 shows the highlighted object concept of
Computing Similarity Dependencies with Pattern Structures in RV-Xplorer. After this concept
is selected. The spy highlights all the paths from this concept until bottom and the top which
actually is the sub-lattice associated to this paper. All the objects contained in the extent of the
concepts in this sub-lattice are similar to the paper at hand i.e., papers sharing some properties
with the paper Computing Similarity Dependencies with Pattern Structures.

If we consider the folder-tree display as discussed in most of the navigational tools such
as CREDO Carpineto and Romano (2004b) and CEM Cole and Stumme (2000), such kind of
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Figure 3.3: Left Figure shows the Attribute Concept of FCA and Right Figure shows the Object
Concept of Computing Similarity Dependencies with Pattern Structures.

navigation is not possible because it only allows navigation w.r.t. intent and extent is considered
as the answers of the navigations. In case of RV-Xplorer, it is possible to obtain the sub-lattice
related to a certain interesting object and this way the whole sub-lattice connected to the object
concept of the object of interest can be navigated to retrieve similar objects i.e., sharing at least
one attribute with the object of interest.

3.5.4 Altering Navigation Space

The navigation space can be changed when the selected concept is deep-down in the concept
lattice without the e�ort to start the navigation all over again from the top concept. Let c be
the selected concept such that m1 and m2 P intpcq (int(c) is the intent of the selected concept)
and the expert has navigated downwards from the concept whose intent only contains m1. Now
the expert wants to navigate the lattice w.r.t. m2, on mouse hover the interface highlights all the
concepts where the given attribute exists and further highlights the attribute concept in red. The
attribute concept of m2 can be selected. In the running example, if the expert has navigated the
lattice w.r.t. the author Amedeo Napoli and she �nds some papers on FCA authored by Amedeo
Napoli. Now she wants to navigate the concept lattice w.r.t. the keyword FCA then she can
easily locate the attribute concept of the keyword FCA and navigate to get speci�c information.
The left side of Figure 3.3 shows the highlighted attribute concept of FCA in RV-Xplorer.

In tree-folder display altering navigation space w.r.t. intent needs the expert to locate the
attribute concept by herself by manually checking each of the branches because it represents
the concept lattice as a tree. The problem with such a display is that it is not easy to alter
the browsing space quickly or change the navigation point of view. Moreover, the sub-lattice
connected to a selected concept can not be seen because of the restrictions posed by tree display.

3.5.5 Area Expansion

Area expansion allows the expert to select several concepts at one time scattered over the concept
lattice and gives the overall view of what these concepts contains. These concepts are not
necessarily a part of navigation path that the expert is following. It allows the expert to have
an overall view of other concepts without starting the navigation process again.

This idea was �rst put-forth in Messai et al. (2010), where they allow the expert to move from
one concept lattice to another concept lattice based on the granularity level w.r.t. a taxonomy
and a similarity threshold. The concepts in the concept lattice with higher threshold contains
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more detailed information as compared to the concept lattice built using lesser threshold. One
drawback of such kind of zooming operation is that it requires the computation of several concept
lattices. In case of RV-Xplorer, we are dealing with simple concept lattice instead of the one
created after using hierarchies meaning that all such kind of information needs to be scaled to
obtain a binary context. As we are dealing with concept lattices built from binary contexts,
we bend this functionality to suit the needs. It does not require computation of many concept
lattices as well as no re-computation is required.

3.5.6 Hiding Non-Interesting Parts of the View

One of the most interesting characteristic of RV-Xplorer is that it allows the expert to hide the
non-interesting part of the lattice. Let us consider that expert selects a concept c and it contains
an attribute which is not interesting for her. She can at any point right click on the concept and
select hide sub-lattice. One of the most interesting characteristic of a concept lattice is that if
one concept contains some attribute in an intent then all the sub-concepts inherit this attribute.
This way if the expert considers one concept as un-interesting then the whole sub-lattice will
be considered as uninteresting and hence will be hidden from the expert while navigation. Such
kind of functionality enables expert to reduce her navigational space and at the end the concept
lattice contains only those concepts which are interesting for the expert.

Similar functionality was �rst introduced in CreChainDo system Nauer and Toussaint (2007).
Similar to CREDO Carpineto and Romano (2004b), CreChainDo allows the expert to pose a
query against the standard search engine which returns some results. These results are then
organized in the form of a concept lattice and displayed to the expert in the form of folder-
tree display. An added advantage of CreChainDo over CREDO is that the former allows expert
interaction i.e., the expert can mark the concepts as relevant or irrelevant based on her priorities.
After the expert has marked the concept irrelevant the sub-lattice linked to that concept is
deleted. Meaning that, it reduces the context based on this feedback and the concept lattice is
computed again using the reduced context. In case of RV-Xplorer, the concept lattice is built
on top of RDF graphs. Moreover, we do not recompute the lattice or remove anything from the
concept lattice. We only hide the non-interesting part of the lattice to reduce the navigation space
of the expert. This way a reduction in the navigation space is performed without re-computing
a concept lattice.

3.5.7 Other Functionalities

RV-Xplorer also allows the user to set the support and stability thresholds to reduce the nav-
igation space of the user. Moreover, RV-Xplorer also displays implications generated directly
from the concept lattice. It generates a complete basis of implications as well as it also displays
level-wise implications for knowledge discovery purposes.

3.6 Experimentation

The experiments were conducted on real dataset. Our algorithm is implemented in Java using
Jena21 platform and the experiments were conducted on a laptop with 2.60 GHz Intel core
i5 processor, 3.7 GB RAM running Ubuntu 12.04. We extracted the information about the
movie with their genre and location using SPARQL query enhanced with VIEW BY clause. The

21https://jena.apache.org/
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experiment shows that even though the background knowledge (ontological information) was
not extracted the views reveal the hidden hierarchical information contained in the SPARQL
query answers and can be navigated accordingly. Moreover, it also shows that useful knowledge
is extracted from the answers through the the views using DG´Basis of implications. We also
performed quantitative analysis where we discussed about the sparsity of the semantic web data.
We also tested how our method scales with growing number of results. The number of answers
obtained by YAGO were 100,000. The resulting view kept the classes of movies with respect to
genre and location.

3.6.1 YAGO

The construction of YAGO ontology Suchanek et al. (2007) is based on the extraction of instances
and hierarchical information from Wikipedia and Wordnet. In the current experiment, we sent
a query to YAGO with the VIEW BY clause.

PREFIX rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns#

PREFIX yago: http://yago-knowledge.org/resource/

SELECT ?movie ?genre ?location WHERE {

?movie rdf:type yago:wordnet_movie_106613686 .

?movie yago:isLocatedIn ?location .

?movie rdf:type ?genre . }

VIEW BY ?movie

While querying YAGO it was observed that the genre and location information was also given
in the ontology. The �rst level of the obtained view over the SPARQL query results over YAGO
kept the groups of movies with respect to their languages. e.g., the movies with genre Spanish

Language Films. However, as we further drill down in the concept lattice we get more speci�c
categories which include the values from the location variable such as Spain, Argentina and
Mexico. There were separate classes obtained for movies based on novels which were then further
specialized by the introduction of the country attribute as we drill down the concept lattice.
Finally with the help of lattice-based views, it can be concluded that the answers obtained by
querying YAGO provides a clean categorization of movies by making use of the partially ordered
relation between the concepts present in the concept lattice.

3.6.2 DBpedia

DBpedia is currently comprised of a huge amount of RDF triples in many di�erent languages. It
re�ects the state of Wikipedia Bizer et al. (2009b); Lehmann et al. (2014). Due to information
extraction from crowd-sourced web site, triples present on DBpedia may contain incorrect infor-
mation. Even if Wikipedia contains correct information, a parser may pick up wrong information
Wienand and Paulheim (2014a). Due to the above described reasons some of the properties may
not be used uniformly. In the current experiment, we extracted the information about movies
with their genre and location. It was also observed that most of the movies had a missing type
(rdf:type) i.e., dbpedia-owl:Film and were not retrieved by the SPARQL query.

SELECT ?movie ?genre ?country WHERE {

?movie rdf:type dbpedia-owl:Film .
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ID Supp. Intent

C#1 17 Hard Rock

C#2 15 Contemporary R&B

C#3 18 Jazz

C#4 732 United States en

C#5 2 United States

C#6 16 USA en

C#7 1225 India en

C#8 6 France

Table 3.6: Some Concepts from LDBpedia

?movie dbpprop:genre ?genre .

?movie dbpprop:country ?country .}

VIEW BY ?movie

The obtained concept lattice contained 1395 concepts. Out of which 201 concepts on the
�rst level were evaluated manually for correctness of the information about the movie genre.
60 concepts contained the distinct classes related to the country of the movies. The other 141
concepts kept the genre information about the movie. Out of these 141 concepts 45% of the
concepts contained wrong genre information as its intent. In Table 3.6, �rst three concepts
contain wrong information about the music genre. In such a case, the generated lattice-based
views helps in separating music genre from the movie genre and further guide in introducing a new
relation such as soundtrackGenre and adding new triples to the knowledge base, for example,
dbpedia : The_Scorpion_King, dbpedia´ owl : soundtrackGenre, dbpedia : Hard_Rock.

Moreover, If we observe the obtained view, it can be seen that there are too few movies
from countries other than United States and India. For example, C#4,C#5,C#6 and C#7
are the classes for movies from United States and India, where there are 1225 movies from
India in DBpedia and 750 movies from United States. The movies from France are very few,
meaning that there are some incompletions present in DBpedia. For example, there are some
of the movies which are from France should have rdf:type Film and the property hasCountry

France. Unfortunately, many of the movies are missing such kind of information. Same is the
case with the data belonging to domains other than Film. We will target this issue in detail in
next chapter.

In C#5 and C#6, the en su�x represents a literal for the country United States and in C#4
the intent united States represents a URI, which is a widely found error in DBpedia. Which
means that such classes can be merged into one by taking the union of the extent of C#4,C#5
and C#6. Finally, it can be concluded that the information present on DBpedia still needs to
be corrected and completed.

The concept lattice can help in obtaining classes of movies w.r.t countries also. As this
approach provides an added value to the already existing Group By clause, it is possible to �nd
movies which are made in collaboration with several countries. For example, The Scorpion

King was made in collaboration with United States, Germany and Belgium. However, one of
the problems encountered for obtaining such results is that the support and stability of such
concepts is very low.

DG-Basis of Implications: DG-Basis of Implications for YAGO were calculated. The im-
plications were �ltered in three ways. Firstly, pruning was performed naively with respect to
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Impl. ID Supp. Implication

YAGO

1. 96 wikicategory RKO Pictures films Ñ United States

2. 46 wikicategory Oriya language films Ñ India

3. 64 wikicategory Film remakes Ñ wordnet remake

DBpedia

4. 3 Historical fiction Ñ United Kingdom@en

5. 3 Adventure fiction, Action fiction Ñ Science fiction

Table 3.7: Some implications from DG-Basis of Implication (YAGO)

support threshold. For DBpedia, the number of rules obtained were 64 for a support threshold
of 11%. Around 200 rules were extracted on support threshold of 2%. In order, to make the rules
observable, the second type of �ltering based on number of elements in the body of the rules was
applied. All the implications which contained one item set in the body were selected. However,
if there still are large number of implications to be observed then a third type of pruning can
be applied which involved the selection of implications with di�erent attribute type in head and
body, e.g., in rule#1 head contains United States which is of type country and body contains
the wikicategory. Such kind of pruning helps in �nding attribute-attribute relations.

Table 3.7 contains some of the implications. CalculatingDG´Basis of implications is actually
useful in �nding regularities in the SPARQL query answers which can not be discovered from
the raw tuples obtained. For example, rule#1 states that RKO picture films is an American
�lm production and distribution company as all the movies produced and distributed by them
are from United States. Moreover, rule#2 says that all the movies in Oriya language are from
India. This actually points to the fact that Oriya is one of many languages that is spoken in
India. This rule also tells that Oriya language is only spoken in India. Rule#3 shows a link
between a category from Wikipedia and Wordnet, which clearly says that the wikicategory is
more speci�c than the wordnet category as remake is more general than Film remakes. On the
other hand the rules obtained from DBpedia may be a little bit vague. For example, rule#4 states
the strange fact that all the historical fiction movies are from United Kingdom. Same is
the case with rule#3 which states that all the movies which are Adventure fiction and Action

fiction are also Science Fiction, which may not actually be the case.

3.6.3 Evaluation

Besides the qualitative evaluation of LBVA, we performed an empirical evaluation. The char-
acteristics of the datasets DBpedia and YAGO are shown in Table 3.8 and Table 3.9. These
concepts were pruned with the help of iceberg lattices and stability for qualitative analysis.

The plots for the experimentation are shown in Figure 3.4. Figure 3.4(a) and 3.4(c) show
a comparison between the number of tuples obtained and the density of the formal context.
The density of the formal context is the proportion of pairs in I w.r.t the size G ˆM . It has
very low range for both the experiments, i.e., it ranges from 0.14% to 0.28% and from 0.33% to
0.95% for DBpedia. This means in particular that the semantic web data is very sparse when
considered in a formal context and deviates from the datasets usually considered for FCA (as
they are dense). Here we can see that as the number of tuples increases the density of the formal
context is decreasing which means that sparsity of the data also increases.

We also tested how our method scales with growing number of results. The number of answers
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No. of Tuples |G| |M | No. of Concepts

20% 530 200 291

40% 1091 326 550

60% 1574 411 856

80% 2037 495 1149

100% 2619 584 1395

Table 3.8: Characteristics of Datasets (DBpedia)

No. of Tuples |G| |M | No. of Concepts

20% 3657 2198 7885

40% 6783 3328 19019

60% 9830 4012 31264

80% 12960 4533 43510

100% 15272 4895 55357

Table 3.9: Characteristics of Datasets (YAGO)

for SPARQL query over DBpedia were 4000 (this is the limit posed by the SPARQL endpoint
for DBpedia) and for YAGO were 100,000 (this is the limit posed by the SPARQL endpoint for
YAGO). Figure 3.4(b) and 3.4(d) illustrate the execution time for building the concept lattice
w.r.t the number of tuples obtained. The execution time ranges from 20 to 100 seconds for YAGO
and 0 to 0.2 seconds for DBpedia, it means that the the concept lattices were built in an e�cient
way and large data can be considered for these kinds of experiments. Usually the computation
time for building concept lattices depends on the density of the formal context but in the case
of semantic web data, as the density is not more than 1%, the computation completely depends
on the number of objects obtained which de�nitely increases with the increase in the number of
tuples (see Table 3.8 and 3.9).

3.6.4 Application to Biomedical Data

This experiment is performed to evaluate that LBVA is an application independent framework
i.e., it can be applied to any dataset. It also discusses how the view and the DG-Basis of
implications can be used for accessing useful knowledge. It also gives an overall idea of how
LBVA can be used to extract knowledge from biomedical datasets present in the LOD cloud.

It considers a SPARQL query with four variables. The query is run on Sider Database22

for extracting drugs with their side e�ects and on Drug Bank23 for extracting drugs with their
categories and the proteins they target for the largest drug set Cardiovascular Agents (CVA).
In this scenario, one objective is to check the validity of prescriptions drug-diseases and second
objective is to check the side e�ects of some drugs. Following is the query:

SELECT ?drugname ?sideeffect ?protein ?category

WHERE {

?drug rdf:type drugbank:drugs .

?drug rdfs:label ?drug_name .

22http://sideeffects.embl.de/
23http://www.drugbank.ca/
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ID Supp. Intent

C#1 39 se:Jaundice

C#2 24 se:Infection, se:Shock

C#3 13 p08588

C#4 12 p07550, p08588

C#5 15 se:Acute coronary syndrome, cat:Antihypertensive Agents

C#6 12 se:Tachycardia, cat:Anti-Arrhythmia Agents

Table 3.10: Some Concepts from the Iceberg Lattice

ID Supp. Implication

1. 22 se:Stevens-Johnson syndrome Ñ se:Erythema multiforme

2. 8 se:Acute coronary syndrome, se:Arthralgia, se:Infection,

se:Pyrexia, se:Tachycardia Ñ se:Cerebrovascular accident

3. 7 cat:Vasoconstrictor Agents Ñ se:Acute coronary syndrome

4. 8 p43700 Ñ se:Vision blurred

Table 3.11: Some implications from DG-Basis of Implication

?drug drugbank:sideEffect ?sideeffect .

?drug drugbank:hasCategory ?category .

?drug drugbank:target ?protein .

filter regex(?category, 'Cardiovascular Agents') }

VIEW BY ?drug

The obtained result set contain 4-tuples, i.e., drug name, side e�ect, protein id (UniProt ID)
and category. In this experiment the total number of tuples obtained is 4843. with 89 drugs
belonging to 10 distinct sub categories of CVA. These drugs target 161 proteins and have 72

distinct side effects. The objects count in the formal context is 89 and the attribute count
is 243. The concept lattice includes some interesting concepts where sets of drugs constitute the
extent while combination of side e�ects constitute the intents.

In the following, we discuss the possible interpretation of some concepts in collaboration with
some domain experts.

Navigation and Information Retrieval: For this an Iceberg lattice with the support thresh-
old of 12% gives 360 concepts (the maximum support is 46). Some of the concepts are shown in Ta-
ble 3.10. The pre�xes se: for side e�ect, cat: for category help in di�erentiating categories from
side e�ects while interpreting. The maximum support 39 was for side e�ect Jaundice (C#1).
This con�rms that many drugs which are CVA cause Jaundice. The concept lattice generated also
contain several interesting combinations of side e�ects caused by groups of drugs. For example,
Infection along with Shock are caused by 24 drugs. C#3 provides the following explanation:
having some abnormality (mutation) in in the protein Beta-1 Adrenergic Receptor forbids
the use of these 13 drugs. Moreover, 12 drugs target two proteins (p07550,p08588) (C#4).
A subgroup of CVA (C#5) used for hypertension cause Acute Coronary Syndrome. The most
eye catching result concern 12 drugs (in C#6) which are used for the treatment of Arrhythmia
(irregular heart beat) and cause the same kind of side e�ect (as its indication) Tachycardia.
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DG-Basis of Implication: Some of the rules obtained in DG-Basis of implications for the
current formal context are shown in Table 3.11. The �rst rule states that all the drugs which
have side e�ect Stevens-johnson Syndrome also have side e�ect Erythema multiforme (sup-
port of 22). This explains that if these drugs are prescribed and they cause Stevens-johnson

Syndrome then a patient is most likely to have Erythema multiforme. Rule#2 depicts that
all the drugs which have side e�ects Acute coronary syndrome, Arthralgia, Infection,

Pyrexia and Tachycardia have the side e�ect Cerebrovascular accident. Cerebrovascular
accident is the medical name for stroke. Thus if the drugs are causing the above mentioned
side e�ects then it is most likely that a patient may have this side e�ect also. Similarly, rule#3
says that all the drugs which are used for the treatment of Vasoconstriction (narrowing blood
vessels) have the side e�ect Acute Coronary Syndrome. Finally, rule#4 mentions that when the
drugs target protein p43700 they cause blurred vision.

All these results show that a careful interpretation of some concepts in the lattice may provide
very useful explanation on some observations. These explanations can be reused by human agents
and software agents as well.

3.7 Discussion

In this chapter, we introduce a classi�cation framework based on FCA for the set of tuples
obtained as a result of SPARQL queries over LOD. In this way, a view is organized as a concept
lattice built through the use of VIEW BY clause that can be navigated where information retrieval
and knowledge discovery can be performed. Several experiments show that LBVA is rather
tractable and can be applied to large data. We also introduced a new navigational tool for
concept lattices called as RV-Xplorer which provides exploration over SPARQL query answers.
With the help of guided navigation implemented in RV-Xplorer we were able to answer all the
questions posed initially in the scenario. However, this tool is not designed for only speci�c
purpose any kind of concept lattice can be visualized and data from any domain can be analyzed
using this tool. Finally, several experiments were discussed performed on several domains. One
of the experiments reveal the incompletion in the RDF data more speci�cally DBpedia.

Most of the resources containing RDF data are generated automatically or are obtained by
converting the crowd-sourced web resource into RDF such as Wikipedia. Due to these reasons
these data may have some missing information which are revealed while navigating and exploring
RDF data. In the next chapter we discuss how we can use association rule mining to complete
this missing information by reasoning.
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The popularization and quick growth of Linked Open Data (LOD) has led to challenging
aspects regarding quality assessment and data exploration of the RDF triples that shape the
LOD cloud. Particularly, we are interested in the completeness of data and its potential to
provide concept de�nitions in terms of necessary and su�cient conditions. In this work we
propose a novel technique based on Formal Concept Analysis which organizes RDF data into a
concept lattice. This allows data exploration as well as the discovery of implications, which are
used to automatically detect missing information and then to complete RDF data. Moreover,
this is a way of reconciling syntax and semantics in the LOD cloud. Finally, experiments on the
DBpedia knowledge base show that the approach is well-founded and e�ective. This work has
been done in collaboration with Aleksey Buzmakov, Victor Codocedo and Amedeo Napoli Alam
et al. (2015b,a).
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4.1 Introduction

World Wide Web has tried to overcome the barrier of data sharing by converging data publi-
cation into Linked Open Data (LOD) Bizer et al. (2009a). The LOD cloud stores data in the
form of subject-predicate-object triples based on the RDF language24, a standard formalism for
information description of web resources. In this context, DBpedia is the largest reservoir of
linked data in the world currently containing more than 4 billion triples. All of the information
stored in DBpedia is obtained by parsing Wikipedia, the largest open Encyclopedia created by
the collaborative e�ort of thousands of people with di�erent levels of knowledge in several and
diverse domains.

More speci�cally, DBpedia content is obtained from semi-structured sources of information in
Wikipedia, namely infoboxes and categories. Infoboxes are used to standardize entries of a given
type in Wikipedia. For example, the infobox for �automobile� has entries for an image depicting
the car, the name of the car, the manufacturer, the engine, etc. These attributes are mapped by
the DBpedia parser to a set of �properties� de�ned in an emerging ontology25 Benz et al. (2010)
(infobox dataset) or mapped through a hand-crafted lookup table to what is called the DBPedia
Ontology (mapped-based ontology). Categories are another important tool in Wikipedia used to
organize information. Users can freely assign a category name to an article relating it to other
articles in the same category. Example of categories for cars are �Category:2010s automobiles�,
�Category:Sports cars� or �Category:Flagship vehicles�. While we can see categories in Wikipedia
as an emerging �folksonomy�, the fact that they are curated and �edited� make them closer to a
controlled vocabulary. DBpedia exploits the Wikipedia category system to �annotate�26 objects
using a taxonomy-like notation. Thus, it is possible to query DBpedia by using annotations (e.g.
all cars annotated as �Sport cars�). While categorical information in DBpedia is very valuable,
it is not possible to use a category as one could expect, i.e. as a de�nition of a class of elements
that are instances of the class or, alternatively, that are �described� by the category. In this
sense, such a category violates the actual spirit of semantic Web.

Let us explain this with an example. The Web site of DBpedia in its section of �Online
access� contains some query examples using the SPARQL query language. The �rst query has
the description �People who were born in Berlin before 1900� which actually translates into a
graph-based search of entities of the type �Person�, which have the property �birthPlace� pointing
to the entity representing the �city of Berlin� and another property named �birthDate� with a
value less than 1900. We can see here linked data working at �its purest�, i.e. the form of the
query provides the right-hand side of a de�nition for �People who were born in Berlin before 1900�.
Nevertheless, the fourth query named �French �lms� does not work in the same way. While we
could expect also a graph-based search of objects of the type �Film� with maybe a property called
�hasCountry� pointing to the entity representing �France�, we have a much rougher approach.
The actual SPARQL query asks for objects (of any type) annotated as �French �lms�.

In general, categorization systems express �information needs� allowing human entities to
quickly access data. French �lms are annotated as such because there is a need to �nd them by
these keywords. However, for a machine agent this information need is better expressed through
a de�nition, like that provided for the �rst query (i.e. �People who were born in Berlin before
1900�). Currently, DBPedia mixes these two paradigms of data access in an e�ort to pro�t from
the structured nature of categories, nevertheless further steps have to be developed to ensure

24Resource Description Framework - http://www.w3.org/RDF/
25Emerging in the sense of �dynamic� or �in progress�.
26Notice that in DBPedia the property used to link entities and categories is called �subject�. We use �annota-

tion� instead of �subject� to avoid confusions with the �subject� in an RDF triple.
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coherence and completeness in data.
Accordingly, in this work we describe an approach to bridge the gap between the current

syntactic nature of categorical annotations with their semantic correspondent in the form of
a concept de�nition. We achieve this by mining patterns derived from entities annotated by
a given category, e.g. All entities annotated as �Lamborghini cars� are of �type automobile�
and �manufactured by Lamborghini�, or all entities annotated as �French �lms� are of �type
�lm� and of �French nationality�. We describe how these category-pattern equivalences can be
described as �de�nitions� according to implication rules among attributes which can be mined
using Formal Concept Analysis (FCA Ganter and Wille (1999)). The method considers the
analysis of heterogeneous complex data (not necessarily binary data) through the use of �pattern
structures� Ganter and Kuznetsov (2001b), which is an extension of FCA able to process complex
data descriptions. A concept lattice can be built from the data and then used for discovering
implication rules (i.e. association rules whose con�dence is 100%) which provide a basis for
�subject de�nition� in terms of necessary and su�cient conditions. An RDF triple is represented
as U ˆ U ˆ pU Y Lq. For convenience, in the following we denote the set of predicate names as
P and the set of object names as O. For example, let us consider the SPARQL query given in
Listing 4.1, for all the entities of type Automobile manufactured by Lamborghini, annotated as
�Sport_cars� and as �Lamborghini_vehicles�,

SELECT ?s WHERE {

?s dc:subject dbpc:Sports_cars .

?s dc:subject dbpc:Lamborghini_vehicles .

?s rdf:type dbo:Automobile .

?s dbo:manufacturer dbp:Lamborghini }

Listing 4.1: SPARQL for the formal context in Figure 4.1. Pre�xes are de�ned in Table 4.1.

Consider the formal context in Figure 4.1 where G “ U27, M “ pP ˆ Oq and pu, pp, oqq P
I ðñ xu, p, oy P G, i.e. xu, p, oy is a triple built from di�erent triples manually extracted
from DBpedia about nine di�erent Lamborghini cars (35 RDF triples in total). Given a subject-
predicate-object triple, the formal context contains subjects in rows, the pairs predicate-object
in columns and a cross in the cell where the triple subject in row and predicate-object in column
exists. Figure 4.1 depicts the concept lattice in reduced notation calculated for this formal
context and contains 12 formal concepts. Consider the �rst �ve cars (subjects) in the table for

27In this chapter we call G �entities� to avoid confusions with �objects� as de�ned for RDF triples.

Predicates Objects

Index URI Index URI

A dc:subject a dbpc:Sport_Cars
b dbpc:Lamborghini_vehicles

B dbp:manufacturer c dbp:Lamborghini

C rdf:type d dbo:Automobile

D dbp:assembly e dbp:Italy

E dbo:layout f dbp:Four-wheel_drive
g dbp:Front-engine

Namespaces:

dc: http://purl.org/dc/terms/

dbo: http://dbpedia.org/ontology/

rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns#

dbp: http://dbpedia.org/resource/

dbpc: http://dbpedia.org/resource/Category:

Table 4.1: Index of pairs predicate-object and namespaces.
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A B C D E
a b c d e f g

Reventon ˆ ˆ ˆ ˆ ˆ ˆ

Countach ˆ ˆ ˆ ˆ ˆ

350GT ˆ ˆ ˆ ˆ ˆ

400GT ˆ ˆ ˆ ˆ

Islero ˆ ˆ ˆ ˆ

Veneno ˆ ˆ

Aventador Roadster ˆ ˆ

Estoque ˆ ˆ ˆ ˆ

Gallardo ˆ ˆ ˆ

Figure 4.1: The formal context shown on the left is built after scaling from DBpedia data given
in Table 4.1. Each cross (ˆ) corresponds to a triple subject-predicate-object. On the right the
corresponding concept lattice is shown.

which the maximal set of attributes they share is given by the �rst four predicate-object pairs.
Actually, they form a formal concept depicted by the gray cells in Figure 4.1 and labelled as
�Islero, 400GT� in Figure 4.1 (actually, the extent of this concept is �Islero, 400GT, 350GT,
Reventon�).

Given a concept lattice, rules can be extracted from the intents of concepts which are com-
parable. For instance, consider the association rule e Ñ a, b, c, d. Its support is given by
|ta, b, c, du1 X teu1| which is the same as |tReventon,Countachu| “ 2. Since |teu1| “ 3, we
have that the con�dence of this association rule is 2{3 « 0.67. A rule X ùñ Y of con�dence
1 (when |X 1 X Y 1| “ |X 1| or X 1 Ď Y 1) is called an implication. When X ùñ Y and Y ùñ X
are implications, we say that X ðñ Y is an equivalence or a de�nition. This can happen
when two attributes have the same �attribute concept�, e.g. type-Automobile and manufacturer-
Lamborghini in the concept lattice of Figure 4.1.

4.2 Improving DBpedia with FCA

4.2.1 Problem context

Consider the following �ctional scenario. You are a bookkeeper in a library of books written in
a language you do not understand. A customer arrives and asks you for a book about �Cars�.
Since you do not know what the books are about (because you cannot read them), you ask the
customer to browse the collection on his own. After he �nds a book he is interested to read, you
will mark the symbol ‹ on that book for future references. Then, in an empty page you will write
(‹ - Cars). After several cases like this, you will probably end up with a page full of symbols
representing di�erent topics or categories of your books, among them (a - Sports), (˛ - Football)
and (˝ - History). Now you can even combine symbols when customers ask you for �Sport Cars�
which you translate into ‹a. Actually, the demand for books about �Sport Cars� is so high that
you create a new symbol : just for it. So doing, you have created your own categorization system
of a collection of books you do not understand.

In general, given a topic, you are able to retrieve books without many troubles, however since
you do not understand the books, you are restricted to the set of symbols you have for doing this.
Furthermore, if you are not careful some problems start to arise, such as books marked with ˛
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Rule Con�dence Support Meaning

d ùñ c 100% 7 Every automobile is manufactured by
Lamborghini.

c ùñ d 100% 7 Everything manufactured by Lamborghini
is an automobile.

e ùñ b,c 100% 3 All the entities assembled in Italy are
Lamborghini automobiles.

c,d ùñ a,b 71% 7 71% of the Lamborghini automobiles are catego-
rized as �sport cars� and �Lamborghini vehicles�

Table 4.2: Association rules extracted from formal context in Figure 4.1.

and without a. Finally, people do not get books marked with : when they look for �Cars�, since
they only search for the symbol a.

It is easy to stablish an analogy on how DBpedia pro�ts from Wikipedia's categorization
system and the above scenario. DBpedia is able to retrieve entities when queried with an anno-
tation (as the example of �French �lms�), however any information need not initially provided
as a category is unavailable for retrieval (such as �French �lms about the Art Nouveau era�).
Incoherences in categorical annotations are quite frequent in DBpedia, for example there are
over 200 entities annotated as �French �lms� which are not typed as �Films�. Finally, DBpedia is
not able to provide inferencing. For example, in Figure 4.1, the entities Veneno and Aventador,
even though they are annotated as �Lamborghini vehicles�, cannot be retrieved when queried
simply by �vehicles�. In such a way, it is exactly as if they were marked with a symbol such as :.

4.2.2 The completion of DBpedia data

Our main concern in this case lies in two aspects. Firstly, are we able to complete data using
logical inferences? For example, can we complete the information in the dataset by indicating
that the entities �Estoque� and �Gallardo� should be categorized as �Lamborghini vehicles� and
�Sport cars�? Secondly, are we able to complete the descriptions of a given type? For example,
DBpedia does not specify that an �Automobile� should have a �manufacturer�. In the following,
we try to answer these two questions using implications and association rules.

Consider rules provided in Table 4.2. Of course, the �rst three implications are only true in
our dataset. This is due to the fact that we use the �closed world� assumption, meaning that
our rules only apply in �our world of data� where all cars are of �Lamborghini� brand, i.e. all
other information about cars that we do not know can be assumed as false Fürber and Hepp
(2011). While these implications are trivial, they provide a good insight of the capabilities of our
model. For instance, including a larger number of triples in our dataset would allow discovering
that, while not all automobiles are manufactured by Lamborghini, they are manufactured by
either a Company, an Organization or an Agent. These three classes28 are types of the entity
Lamborghini in DBpedia. Such a rule would allow providing a domain characterization to the
otherwise empty description of the predicate �dbo:manufacturer� in the DBpedia schema.

The association rule given in the fourth row in Table 4.2 shows the fact that 29% of the
subjects of type �Automobile� and manufactured by �Lamborghini� should be categorized by
�Sports cars� and �Lamborghini vehicles� to complete the data. This actually corresponds to the
entities �Estoque� and �Gallardo� in Figure 4.1. Based on this fact, we can use association rules
also to create new triples that allow the completion of the information included in DBpedia.

28In the OWL language sense.
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Entity dbo:productionStartYear

Reventon 2008
Countach 1974
350GT 1963
400GT 1965
Islero 1967
Veneno 2012
Aventador Roadster -
Estoque -
Gallardo -

Interval Pattern Concepts

Reventon, Veneno xr2008, 2012sy
Countach, xr1974, 1974sy
350GT,400GT,Islero xr1963, 1967sy

Table 4.3: Upper table shows values of predicate dbp:productionStartYear for entities in Fig-
ure 4.1. The symbol - indicates that there are no values present in DBpedia for those subjects.
Lower table shows the derived interval pattern concepts .

4.2.3 Pattern structures for the completion process

The aforementioned models to support linked data using FCA are adequate for small datasets
as the example provided. Actually, LOD do not always consists of triples of resources (identi�ed
by their URIs) but contains a diversity of data types and structures including dates, numbers,
collections, strings and others making the process of data processing much more complex. This
calls for a formalism able to deal with this diversity of complex and heterogeneous data.

Accordingly, pattern structures are an extension of FCA which enables the analysis of complex
data, such as numerical values, graphs, partitions, etc. In a nutshell, pattern structures provide
the necessary de�nitions to apply FCA to entities with complex descriptions. The basics of
pattern structures are introduced in Ganter and Kuznetsov (2001b). Below, we provide a brief
introduction using interval pattern structures Kaytoue et al. (2011a).

Let us consider Table 4.3 showing the predicate dbo:productionStartYear for the subjects in
Figure 4.1. In such a case we would like to extract a pattern in the year of production of a subset
of cars. Contrasting a formal context as introduced in Chapter 1, instead of having a set M
of attributes, interval pattern structures use a semi-lattice of interval descriptions ordered by a
subsumption relation and denoted by pD,Ďq29. Pattern Structures along with interval pattern
structures are already detailed in Chapter 1. Using interval pattern concepts, we can extract
and classify the actual pattern (and pattern concepts) representing the years of production of
the cars. Some of them are presented in the lower part of Table 4.3. We can appreciate that cars
can be divided in three main periods of time of production given by the intent of the interval
pattern concepts.

4.2.4 Heterogeneous pattern structures

Di�erent instances of the pattern structure framework have been proposed to deal with di�erent
kinds of data, e.g. graph, sequences, interval, partitions, etc. For linked data we propose to
use the approach called �heterogeneous pattern structure� framework introduced in Codocedo
and Napoli (2014) as a way to describe objects in a heterogeneous space, i.e. where there are
relational, multi-valued and binary attributes. It is easy to observe that this is actually the case
for linked data where the set of literals L greatly varies in nature depending on the predicate. For

29It can be noticed that standard FCA uses a semi-lattice of set descriptions ordered by inclusion, i.e. (M,Ď).
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the sake of simplicity we provide only the most important details of the model used for working
with linked data.

When the range of a predicate (hereafter referred to as �relation�) p P P is such that
rangeppq Ď U , we call p an �object relation�. Analogously, when the range is such that
rangeppq Ď L, p is a �literal relation�. For any given relation (object or literal), we de�ne the
pattern structure Kp “ pG, pDp,[q, δpq, where pDp,Ďq is an ordered set of descriptions de�ned
for the elements in rangeppq, and δp maps entities g P G to their descriptions in Dp. Based on
that, the triple pG,H,∆q is called a �heterogeneous pattern structure�, where H “

Ś

Dppp P P q
is the Cartesian product of all the descriptions sets Dp, and ∆ maps an entity g P G to a tuple
where each component corresponds to a description in a set Dp.

For an �object relation�, the order in pDp,Ďq is given by standard set inclusion and thus,
the pattern structure Kp is just a formal context. Regarding �literal relations�, such as numer-
ical properties, the pattern structure may vary according to what is more appropriate to deal
with that speci�c kind of data. For example, considering the predicate dbo:productionStartYear
discussed in the previous section, Kdbo:productionStartYear should be modelled as an interval pat-
tern structure. For the running example, the heterogeneous pattern structure is presented in
Table 4.4. Cells in grey mark a heterogeneous pattern concept the extent of which contains cars
�350GT, 400GT, Islero�. The intent of this heterogeneous pattern concept is given by the tuple
pta, bu, tcu, tdu, xr1963, 1967syq, i.e. �Automobiles manufactured by Lamborghini between 1963 and
1967�. The model of heterogeneous pattern structures is the basis of the experiments which are
presented in the next section.

4.3 Experimentation

To evaluate our model, four datasets were created from DBpedia, namely �Cars�, �Videogames�,
�Smartphones� and �Countries� (see characteristics of the datasets in Table 4.5). Each dataset
was created using a single SPARQL query with a unique restriction (either a �xed subject or a
�xed type). A dataset consists of a set of triples whose predicate is given by the properties in
Table 4.5. The heterogeneous aspect of data is illustrated by the fact that in two of the four
datasets there are properties with numerical ranges.

For each dataset we calculated the set of all implications derived from the heterogeneous
pattern concept lattice. Each rule of the form X ùñ Y was ranked according to the con�dence
of the rule Y ùñ X (the latter is referred as the �inverted rule� of the former). Thus, given
that implications have always a con�dence of 100%, the con�dence of the inverted rule tells us
how close we are from a de�nition, i.e. X ðñ Y or both rules are implications. Having an
implication or not leads to the decision whether a set of RDF triples should be completed or
not. For example, the following implication from the Cars dataset has an inverted rule of 92%
of con�dence:

rdf:type-dbo:MaseratiVehicles ùñ dbo:manufacturer-dbp:Maserati

Accordingly, we can make of this implication a de�nition stating that the remainder 8% of
the entities manufactured by Maserati should also be �typed� as MaseratiVehicles (recall in here
that we have constructed our �world of data� by taking all �Sport Cars� from DBpedia, thus
things built by Maserati which are not vehicles do not belong in our data). Of course, there
are cases in which this will not be true. For example with a 90% of con�dence in the opposite
direction we have the implication:

dbo:layout-dbp:Quattro ùñ dbo:manufacturer-dbp:Audi
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Figure 4.2: Precision at 11-points for each dataset (P@11p)

The creation of a de�nition from this rule (i.e. making the remainder 10% of the cars
manufactured by Audi have a layout 4x4) would be wrong. While we expect that the high
con�dence of the opposite association rule distinguish the case when a de�nition should be
made, a human ruling to include background information will always be needed.

4.3.1 Evaluation

Considering that there is no ground truth for any of the datasets, the reported results are given
for assessing the feasibility of our approach. For each of the ranked basis of implications in the
experimentation we performed a human evaluation. With the help of DBpedia, it was evaluated
if an implication was likely to become a de�nition. The answer provided for each of the rule
was binary (yes or no). For instance, in the previous examples the �rst implication would render
a �yes� answer, while the second, a �no�. Here, we use precision and recall as the evaluation
measure over the ranked basis of implications. These evaluation measures are de�ned below
based on Manning et al. (2008).

De�nition 17 (Precision). Precision (P ) is the fraction of retrieved documents that are relevant
and is given as follows:

Precision “
#prelevantitemsretrievedq

#pretrieveditemsq
(4.1)

De�nition 18 (Recall). Recall (R) is the fraction of relevant documents that are retrieved and
is given as follows:

Recall “
#prelevantitemsretrievedq

#prelevantitemsq
(4.2)
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They are computed using unordered sets of documents. We need to extend these measures (or
to de�ne new measures) if we are to evaluate the ranked retrieval results that are now standard
with search engines. In a ranked retrieval context, appropriate sets of retrieved documents are
naturally given by the top k retrieved documents. Precision can also be evaluated at a given
cut-o� rank, considering only the topmost results returned by the system. This measure is
called precision at n or Pn. During this study, we measured the precision for the �rst 20 ranked
implications (P@20) as the proportion of the rules that were likely to become a de�nition (those
evaluated as yes) over 20 (the total number of rules taken). Actually, the precision value works
as an indicator of how likely implications are useful for RDF data completion (see Table 4.5).

By contrast, since we do not have a ground truth of all the triples that should be added to
each dataset, we are not able to report on recall. Nevertheless, to complement this evaluation,
we provide the values of the precision at 11 points (P@11p) Manning et al. (2008). In ranked
retrieval, precision represents how accurate the system is in the documents it returns (1.0 means
it only returned relevant documents) while recall is the percentage of the relevant documents the
system found (1.0 means system found them all). The recall of the system can be adjusted by
returning more and more documents, but there is a tradeo� with precision, because it is highly
likely that more errors are committed. An "interpolated precision" is where a recall level r is
picked and for all recall levels r1 ě r, it is the best precision that can be achieved. Then in 11-pt
interpolated average precision, there are 11 recall levels (0.0, 0.1, 0.2, ..., 1.0) and interpolated
precision is found at each point. The average of these scores determine the score of the developed
system.

In this study, we consider each human evaluation as the ground truth for its respective dataset
and thus, each list of implications has a 100% recall. Precision at 11 points provides a notion on
how well distributed are the answers in the ranking. Figure 4.2 contains the curves for each of
the datasets. Values for precision at 20 points are high for all datasets and particularly for the
dataset �Countries�. This may be due to the fact that Countries was the only dataset built for
resources with a �xed type.

A precision of 0.9 indicates that 9 out of 10 implications can be transformed into de�nitions
by creating RDF triples that would complete the entities descriptions. Precision at 11-points
shows that con�dence is a good indicator on the usefulness of implications for data completion.
For example, regarding the worst result i.e. the Videogames dataset, when the evaluator provides
the last �yes� answer for an implication, he/she has also given a �yes� to 6 out 10 (from a total of
46). For our best result (Countries dataset) it is over 8 out of 10. Results show that con�dence
is a good indicator for the selection of implications in terms of data completion.

Further experimentation should be performed to assess if the triples being created are �cor-
rect� or not. As already mentioned, we assume that resources being completed are correctly
linked to the implication. While this may not always be true, our approach is still useful under
those circumstances given that it would allow discovering such �incorrectly� annotated entities.
Finally, regarding execution times, Table 4.5 shows that even for the larger dataset, the execution
time is less than a minute, and this time is perfectly acceptable for the analysis of implications.

4.4 Discussion

To conclude, in the current study we introduce a mechanism based on association rule mining for
the completion of the RDF dataset. Moreover, we use heterogeneous pattern structures to deal
with heterogeneity in LOD. Several experiments have been conducted over four datasets and an
evaluation was conducted for each of the experiments. This study shows the capabilities of FCA
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for completing complex RDF structures.
Now, let us consider the case where similar information related to one domain is present

on several RDF resources and the background knowledge is present in the form of taxonomy in
another RDF resource. In such a case we need to be able to directly process RDF triples. As
FCA deals with only binary data, it may not be able to handle RDF statements along with RDF
Schema (reference taxonomy) directly without going through some scaling for converting such
information to binary format. In order to deal with such an information we use the generalization
of FCA i.e., pattern structures. More speci�cally, we revisit pattern structures for structured
attributes and then wee apply this algorithm to provide interactive exploration over RDF triples
as well as RDF Schema.
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KA KB KC KD KE Kdbo:productionStartYear

a b c d e f g

Reventon ˆ ˆ ˆ ˆ ˆ ˆ xr2008, 2008sy

Countach ˆ ˆ ˆ ˆ ˆ xr1974, 1974sy

350GT ˆ ˆ ˆ ˆ ˆ xr1963, 1963sy

400GT ˆ ˆ ˆ ˆ xr1965, 1965sy

Islero ˆ ˆ ˆ ˆ xr1967, 1967sy

Veneno ˆ ˆ xr2012, 2012sy

Aventador Roadster ˆ ˆ -

Estoque ˆ ˆ ˆ ˆ -

Gallardo ˆ ˆ ˆ -

Table 4.4: Heterogeneous pattern structure for the running example. Indexes for properties are
shown in Table 4.1.

Dataset Cars Videogames Smartphones Countries

Dataset building conditions

Restriction dc:subject dc:subject dc:subject rdf:type
dbpc:Sports_cars dbpc:FPS: dbpc:Smartphones Country

Predicates rdf:type rdf:type rdf:type rdf:type
dc:subject dc:subject dc:subject dc:subject
bodyStyle cp; manufacturer language
transmission developer operativeSystem govenmentType
assembly requirement developer leaderType
designer genre cpu foundingDate
layout releaseDate gdpPppRank

Dataset Characteristics

# Subjects 529 655 363 3,153
# Objects 1,291 3,265 495 8,315
# Triples 12,519 20,146 4,710 50,000
# Concepts 14,657 31,031 1,232 13,754
Exec. time [s] 17.32 17.14 0.7 59.82

Results

Rules Eval. 19 46 47 50
P@20 0.85 0.7 0.79 0.9
: Front_Person_Shooters

; computerPlatform

Table 4.5: Summary table of experimental procedures. Upper table shows the predicates used
to construct each datasets. Properties without a pre�x have the default namespace �dbo:�.
Underlined properties have numerical ranges. Middle table show each dataset characteristics.
Lower table shows experimental results. P@20 stands for �Precision at the �rst 20 implication�.
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In this chapter, we revisit an original proposition on pattern structures for structured sets of
attributes. There are several reasons for carrying out this kind of research work. The original
proposition does not give many details on the whole framework, and especially on the possible
ways of implementing the similarity operation. There exists an alternative de�nition without
any reference to pattern structures, and we would like to make a parallel between two points
of view. Moreover we discuss an e�cient implementation of the intersection operation in the
corresponding pattern structure. Finally, we discovered that pattern structures for structured
attribute sets are very well adapted to the classi�cation and the analysis of RDF data. We �nish
this chapter by an experimental section where it is shown that the provided implementation
of pattern structures for structured attribute sets is quite e�cient. This work has been done
in collaboration with Aleksey Buzmakov, Alibek Sailanbayev and Amedeo Napoli Alam et al.
(2015c).

5.1 Introduction

In this chapter, we want to make precise and develop a section of Ganter and Kuznetsov (2001a)
related to pattern structures and structured sets of attributes. There are several reasons for
carrying out this kind of research work. Firstly, the the pattern structures, the similarity operator
[ and the associated subsumption operator Ď for structured sets of attributes are based on
antichains and rather brie�y sketched in the original paper. Secondly, there is an alternative and
a more �qualitative� point of view on the same subject in ?? without any reference to pattern
structures, and we would like to make a parallel between these two points of view. Finally, faced
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to the problem of classifying RDF triples in the analysis of the content of Linked Open Data
(LOD), we discovered that actually pattern structures for structured sets of attributes are very
well adapted to solve this problem Alam and Napoli (2015a). Moreover, the classi�cation of
RDF triples provides a very good and practical example for illustrating the use of such a pattern
structure and helps to reconcile the two above points of view.

Accordingly, in this chapter, we will go back to the two original de�nitions and show how they
are related. For completing the history, it is worth mentioning that antichains, whose intersection
is the basis of the similarity operation in the pattern structure for structured attribute sets, our
study, are studied in the book Caspard et al. (2012). Moreover, this book cites as an application
of antichain intersection an older paper from 1994 Pichon et al. (1994), written in French, about
the decomposition of total orderings and its application to knowledge discovery.

Then, we proceed in presenting a way of e�ciently working with antichains and intersection
of antichains, which can be very useful, especially in case of large sets of data. The last section is
related to a series of experiments where it is shown that pattern structures can be implemented
with an e�cient intersection operation and that they have a generally better behavior than scaled
contexts.

5.2 Pattern Structures for Structured Attributes

5.2.1 Two original propositions on structured attribute sets

We brie�y recall two original propositions supporting the present study. The �rst work is �rstly
published by Carpineto & Romano in Carpineto and Romano (1996b) and then developed in
Carpineto and Romano (2004a). The second work is related to the de�nition of pattern structures
by Ganter & Kuznetsov in Ganter and Kuznetsov (2001a).

In Carpineto and Romano (1996b, 2004a), the authors consider a formal context pG,M, Iq
and an extended set of attributesM˚ ĄM where attributes are organized within a subsumption
hierarchy according to a partial ordering denoted by ďM˚ . The following condition should be
satis�ed:
@g P G,m1 PM,m2 PM

˚ : rpg,m1q P I,m1 ďM˚ m2s ùñ pg,m2q P I

The subsumption hierarchy can be either a tree or an acyclic graph with a unique maximal
element, as this is the case of attributes lying in a thesaurus for example. Then the building of a
concept lattice from such a context can be done in two main ways. A �rst is to use a scaling and
to complete the description of an object with all attributes implied by the original attributes.
We discuss this scaling operation in detail later. The problem would be the space necessary to
store the scaled context, especially in case of big data. A second way is to use an �extended
intersection operation� between sets of attributes which is de�ned as follows. The intersection of
two sets of attributes Y1 and Y2 is obtained by �nding for each pair pm1,m2q,m1 P Y1,m2 P Y2,
the most speci�c attributes in M˚ that are more general than m1 and m2, and then retaining
only the most speci�c elements of the set of attributes generated in this way. Then if pX1, Y1q
and pX2, Y2q are two concepts, we have:
pX1, Y1q ď pX2, Y2q ðñ @m2 P Y2, Dm1 P Y1,m1 ďM˚ m2

In other words, this intersection operation corresponds to the intersection of two antichains
as this is explained in Ganter and Kuznetsov (2001a), where the authors de�ne the formalism
of pattern structures and take as an instantiation structured attribute sets. More formally, it
is assumed that the attribute set pM,ďM q is �nite and partially ordered, and that all attribute
combinations that can occur must be order ideals (downsets) of this order. Then, any order ideal
O can be described by the set of its maximal elements; O “ tx|Dy P M, x ď yu. It should be
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noticed that the order considered on the attribute sets in Ganter and Kuznetsov (2001a) is reversed
with respect to the order considered in Carpineto and Romano (1996b, 2004a). However, we
keep the original de�nitions used in Ganter and Kuznetsov (2001a) in the present paragraph.
These maximal elements form an antichain, and conversely, each antichain is the set of maximal
elements of some order ideal. Thus, the semilattice pD,[q of patterns in the pattern structure
consists of all antichains of the ordered attribute set. In addition, it is isomorphic to the lattice
of all order ideals of the ordered set, and thus isomorphic to the concept lattice of the context
pP, P,ğq. For two antichains AC1 and AC2, the in�mum AC1 [ AC2 consists of all maximal
elements of the order ideal:

tm P P | Dac1 P AC1, Dac2 P AC2, m ď ac1 and m ď ac2u.

There is a �canonical representation context� (or an associated scaling operator) for the
pattern structure pG, pD,[q, δq related to structured attribute sets, which is de�ned by the set
of �principal ideals Ó p� as follows: pG,P, Iq with pg, pq P I ðñ p ď δpgq.

In the next section, we make precise and discuss the pattern structure for structured attribute
sets by taking the point of view of �lters and not of ideals in agreement with the order from
Carpineto and Romano (1996b, 2004a), with the most general attributes above.

5.2.2 From Structured Attributes to Tree-shaped Attributes

An important case of structured attributes is �tree-shaped attributes�, i.e., when the attributes
are organized within a partial order corresponding to a rooted tree. If it is the case, then the
root of the tree, denoted by J, can be matched against the description of any object, while the
leaves of this tree are the most detailed descriptions. For example, the root can correspond to
the attribute `Animal' and a leaf can correspond to the attribute `Cat'; somewhere in between
there could be attribute `Mammal'.

An example of such kind of data naturally appears in the domain of semantic web data. For
example, Figure 5.1 gives a small part of ACCS30. This attribute tree will be used as a running
example and should be read as follows. If an object belongs to class C1 (and probably to some
other classes), then it necessarily belongs to classes C10, C12, and J, e.g., if an object is a cat,
then it is a mammal and an animal. Accordingly, the description of an object can include several
classes, e.g., classes C1, C5 and C8. Thus, some of the tree-shaped attributes can be omitted from
the description of an object. However, they should be always taken into account when computing
the intersection between descriptions. Thus, in order to avoid redundancy in the descriptions we
can allow only antichains of the tree as possible elements in the set D of descriptions, and then,
accordingly compute the intersection of antichains.

An e�cient way of computing intersection of antichains is explained in the next section. Here
it is important to notice that although it is a hard task to e�ciently compute intersection of
antichains in an arbitrary partial order of attributes, the intersection of antichains in a tree can
help in computing this more general intersection. Indeed, in a partial order of attributes, we
can add an arti�cial attribute J that can be matched against any description. Then, instead of
considering an intersection of antichains in an arbitrary poset we can take a spanning tree of it
with J taken as the root. Although we have lost some relations between attributes, and, thus,
the size of the antichains is probably larger, we can apply the e�cient intersection of antichains
of tree discussed below.

30https://www.acm.org/about/class/2012
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J
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Figure 5.1: A small part from ACM Computing Classi�cation System (ACCS).

5.2.3 On Computing Intersection of Antichains in a Tree

In this subsection we show how to e�ciently solve the problem of intersection of antichains in a
tree. The problem is formalized as follows. A partial order is described by the Hasse diagram
corresponding to the tree. The root is denoted by J and it is larger w.r.t. the partial order than
any other element in the tree. Given a rooted tree T and two antichains X and Y , we should
�nd an antichain Z such that (1) for all x P X Y Y there is z P Z such that x ď z and (2) no
z P Z can be removed or changed to z̃ ă z without violating requirement (1).

If the cardinality of antichains X and Y is 1 then this task is reduced to the well-known
problem of a Least Common Ancestor (LCA). In 1984 it was already shown that the LCA problem
can be reduced to Range Minimum Query (RMQ) problem Gabow et al. (1984). Later several
simpler approaches were introduced for solving the LCA problem. Here we brie�y introduce the
reduction of LCA to RMQ in accordance with Bender et al. (2005).

Reduction of LCA to RMQ.

Given an array of numbers, the RMQ problem consists in e�cient answering queries on the
position of the minimal value in a given range (interval) of positions for this array. For example,
given an array

Array [ 2 1 0 3 2 ]
Positions 1 2 3 4 5

where the �rst value is in position 1 and the last value is in position 5, the answer to the query
on the position of the minimal number in the range 2�4, i.e., the corresponding part of array is
[1;0;3], is 3 (the value of the 3rd element in the array is 0 and it is the minimal value in this
range). Accordingly, the position of the minimal number in the range 1�2 (the part of the array
is [2;1]) is 2. The good point about this problem is that it can be solved in Opnq preprocessing
computational time and in Op1q computational time per one query Bender et al. (2005), where
n is the number of elements in the array.

In order to introduce the reduction of LCA to RMQ we need to know what is the depth of
a tree vertex. The depth of a vertex in a rooted tree is the number of edges in the shortest path
from that vertex to the root of the tree.

We create the array of depths of the vertices in the tree that is used as an input array for
RMQ. We build this array in the following way. We traverse the tree in depth �rst order (see
Figure 5.2). Every time the algorithm considers a vertex, i.e., the �rst visit or a return to the
vertex, we should put the depth of that vertex at the end of the depth array D. We also keep
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Depth array D [ 0 1 2 1 2 3 2 3 2 1 0 1 2 1 0 ]
Corresponding vertex v0 v1 v2 v1 v3 v4 v3 v5 v3 v1 v0 v6 v7 v6 v0
Positions 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 5.2: Reducing RMQ task to LCA. Arrows show the depth �rst order traversal. The depth
array D is accompanied by the corresponding vertices and positions.

track of a vertex corresponding to each depth in D. The depth array D has 2|T | ´ 1 values,
where |T | is the number of vertices in the tree.

Now for any value in D we know the corresponding vertex of the tree and any vertex of the
tree is associated with several positions in D. For example, in Figure 5.2 the value in the �rst
position of D, i.e., Dr1s, is 0, corresponding to the root of the tree. If we take vertex 3, then the
associated values of D are on positions 5, 7, and 9.

Given two vertices A,B P T , let a be one of the positions in D corresponding to vertex A,
let b be one of the positions in D corresponding to B. Then it can be shown that the vertex
corresponding to the minimal value in D in the range a�b is the least common ancestor of A and
B. For example, to �nd LCA between vertices 3 and 6 in Figure 5.2, one should �rst take two
positions in D corresponding to vertices 3 and 6. Positions 5,7, and 9 in array D correspond to
vertex 3, positions 12 and 14 correspond to vertex 6. Thus, we can query RMQ for ranges 5�14,
7�14, 7�12, etc. The minimal value in D for all these ranges is 0 located at position 11 in D,
i.e., RMQp5, 14q “ 11. Thus, the vertex corresponding to position 11, i.e., vertex 0, is the least
common ancestor for vertices 3 and 6.

Let us notice that if A P T is an ancestor of B P T and a and b are two positions corresponding
to the vertices A and B, then the position RMQpa, bq in D always corresponds to the vertex A, in
most of the cases RMQpa, bq “ a. Thus we are also able to check if a vertex of T is an ancestor of
another vertex of T .

Now we know how to solve the LCA problem in Op|T |q preprocessing computational time
and Op1q computational time per query. Let us return to the problem of intersecting antichains
of a tree.

Antichain intersection problem.

Let us �rst discuss the naive approach to this problem. Given two antichains A,B Ă T , one can
compute the set tLCApa, bq | @a P A and @b P Bu. Then this set should be �ltered for removing
the comparable elements in order to get an antichain. It is easy to see that the result is the
intersection of A and B but it requires at least |A| ¨ |B| operations.

Let us reformulate this naive approach in terms of RMQ. Given a depth array D and two
sets of indices A,B Ď N|D| forming an antichain, we should compute the set Z “ tRMQpa, bq |
@a P A and @b P Bu and then remove all elements z P Z such that there is x P Zztzu with the
position RMQpz, xq corresponding to the same vertex as z, i.e., elements z corresponding to an
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D [ 0 1 2 3 2 3 2 1 2 3 2 3 2 1 0 1 2 3 2 3 2 3 2 1 0 ]
J C12 C10 C1 C10 C2 C10 C12 C11 C4 C11 C5 C11 C12 J C6 C13 C7 C13 C8 C13 C9 C13 C6 J

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Figure 5.3: Depth array, the corresponding vertices, and indices for the tree in Figure 5.1.

ancestor of another element from Z.

Let us consider for example the tree T given in Figure 5.1. Figure 5.3 shows the depth array,
the corresponding vertices, and indices of this array. Let us show how to compute the intersection
of A “ tC1, C5, C8u and B “ tC1, C7, C9u. The expected result is tC1, C13u. First we translate
the sets A and B to the indices in array D for RMQ, i.e., A “ t4, 12, 20u and B “ t4, 18, 22u.
Then we compute RMQ for all pairs from A and B:

tRMQp4, 4q “ 4, RMQp4, 18q “ 15, RMQp4, 22q “ 15, ¨ ¨ ¨ , RMQp20, 18q “ 19, ¨ ¨ ¨ u.

Now we should remove positions corresponding to ancestors in the tree, e.g., RMQp4, 15q “ 15
and, hence, 15 should be removed. The result is t4, 13u representing exactly tC1, C13u.

Let us discuss two points that help us to reduce the complexity of the naive approach.
Consider the positions i ď l ď m ď j and k “ RMQpi, jq, n “ RMQpl,mq. Then the depth in
the position k is not larger than the depth in the position n, Drks ď Drns. Hence the position
RMQpk, nq corresponds to the same vertex as position k. For example, in Figure 5.3 RMQp4, 6q “ 5
and RMQp2, 7q “ 2. The value in position 5 in the array D is Dr5s “ 2. It is larger than the value
in position 2, Dr2s “ 1. Thus, the value in position returned by RMQ for the larger range is
smaller than the value in position returned by RMQ for the smaller range.

Thus, given two sets of indices A,B Ď N|D| corresponding to antichains, we can modify the
naive algorithm by ordering the set A Y B and computing RMQ only for consecutive elements
from di�erent sets, rather then for all pairs from di�erent sets. For example, for intersecting
A “ t4, 12, 20u and B “ t4, 18, 22u, we join them to the set Z “ t4A, 4B, 12A, 18B, 20A, 22Bu.
Then, we compute RMQ only for consecutive elements from di�erent sets, i.e., RMQp4, 4q “ 4,
RMQp4, 12q “ 8, RMQp12, 18q “ 15, RMQp18, 20q “ 19, and RMQp20, 22q “ 21. The cardinality of
AYB is less then |A| ` |B|, hence, the number of the consecutive elements is Op|A| ` |B|q, and,
thus, the number of RMQs of consecutive elements is Op|A| ` |B|q.

However, the set Z of RMQs of consecutive elements does not not necessarily correspond to
an antichain in T . Thus we should �lter this set, in order to remove all ancestors of another
elements form Z. Accordingly, it is clear that to �lter the set Z it is enough to check only
consecutive elements of Z. For example, the intersection of A “ t4, 12, 20u and B “ t4, 18, 22u
gives us the following set Z “ t4, 8, 15, 19, 21u. Let us now check the RMQs of consecutive
elements. RMQp4, 8q “ 8, thus, 8 is an ancestor of 4 and 8 can be removed. Since 8 is removed, we
compare RMQp4, 15q “ 15, thus, 15 should be also removed. Then we compute RMQp4, 19q “ 15,
i.e., the indices 4 and 19 are not ancestors and both are kept. Now we compute RMQp19, 21q “ 19
and, thus, 19 should be removed (actually positions 19 and 21 correspond to the same vertex
C13 and one of them should be removed). Thus, the result of intersecting A and B is t4, 21u
corresponding to the antichain tC1, C13u.

Since the number of elements in the set Z is Op|A| ` |B|q, then overall complexity of com-
puting intersection for two antichains A,B Ă T of a tree T is Op|A| ` |B|q or, taking into
account that the cardinality of an antichain in a tree is less then the number of leaves (vertices
having no descendants) in this tree, the complexity of computing intersection of two antichains
is Op|LeavespT q|q.
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Antichain intersection by scaling.

An equivalent approach for computing intersection of antichains is to scale the antichains to
the corresponding �lters. A �lter corresponding to an antichain in a poset is the set of all
elements of the poset that are larger then at least one element from the antichain. For exam-
ple, let us consider a tree-shaped poset in Figure 5.1. A �lter corresponding to the antichain
tC1, C5, C8u is the set of all ancestors of all elements from the antichain, i.e., it is equal to
tC1, C10, C12,J, C5, C11, C8, C13, C6u.

The set-intersection of �lters corresponding to the given antichains is a �lter corresponding to
the antichain resulting from intersection of the antichains. However this approach has a higher
complexity. Indeed, the size of a �lter is Op|T |q and, thus, the computational complexity of
intersecting two antichains by means of a scaling is Op|T |q which is harder then Op|LeavespT q|q
for intersecting antichains directly. Indeed, the number of leaves in a tree can be dramatically
smaller than the number of vertices in this tree. For example, the number of vertices Figure 5.1
is 13, while the number of leaves is only 7. Thus, the direct intersection of antichains is more
e�cient than the intersection by means of a scaling procedure.

Relation to intersection of antichains in partially ordered sets of attributes.

As it was mentioned in the previous section, the intersection of antichains in arbitrary posets
can be reduced to the intersection of antichains in a tree. However, the size of the antichain
representing a description of an object can increase. Indeed, since we have reduced a poset to a
tree, some relations have been lost, and thus the attributes that are subsumed in the poset for
a given antichain A are no more subsumed in the tree for A, and hence should be added to A.
However, the reduction is still more computationally e�cient than computing the intersection of
antichains in a poset by means of a scaling as it is discussed in the previous paragraph. However,
for the reduction it could be interesting to �nd the spanning tree with the minimal number of
leaves. Unfortunately, this is an NP-complete task and it thus cannot be applied for increasing
the computational e�ciency Salamon and Wiener (2008). We should notice here that there is
some work that solves the LCA problem for more general cases, e.g., lattices Aït-Kaci et al. (1989)
or partially ordered sets Bender et al. (2005). However, it is an open question whether these
works can help to e�ciently compute intersection of antichains in the corresponding structures.

5.3 Experiments and Discussion

Several experiments are conducted using publicly available data on a MacBook with a 1.3GHz
Intel Core i5, 4GB of RAM running OS X Yosemite 10.3. We have used FCAPS31 software
developed in C++ for dealing with di�erent kinds of pattern structures. It can build a concept
lattice starting from a standard formal context or from object descriptions given as antichains
of a given tree. The last one is based on the similarity operation that is discussed above.

We performed our experiments on two datasets from di�erent domains i.e., DBLP and
biomedical data. In these datasets, object descriptions are given as subsets of attributes. A
taxonomy of the attributes is already known based on domain knowledge. We compute a con-
cept lattice in two di�erent ways. In the �rst one, we directly compute the concept lattice from
the antichains in a taxonomy. In the second one we scale every description to the corresponding
�lter of the taxonomy. After this we do not rely on the taxonomy and process the scaled context
with standard FCA.

31FCAPS will be available soon.
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Table 5.1: Results of the experiments with di�erent kind of data.
#objects is the number of objects in the corresponding dataset. #attributes is the number of numerical attributes before

scaling. |G| is the number of objects used for building the lattice. |T | is the size of the attribute tree and the number of

attributes in the scaled context |M |. LeavespT q is the number of leaves in the attribute tree. |L| is the size of the concept
lattice for the corresponding data. tT is the computational time for data represented as a set of antichains in the attribute

tree. tK is the computational time represented by a scaled context, i.e., by a set of �lters in the attribute tree; `*' shows

that the we are not able to build the whole lattice. tnum is the computational time for numerical data represented by an

interval pattern structure.

(a) Real data experiments.

Dataset |G| |T | LeavespT q |L| tT tK
DBLP 5293 33207 33198 10134 45 sec 21 sec

Biomedical Data 63 1490 933 1725582 145 sec 162 sec

(b) Numerical data experiments.

Dataset #
ob

je
ct
s

#
at
tr
ib
u
te
s

|G| |T | |LeavespT q| |L| tT tK tnum
BK 96 5 35 626 10 840897 37 sec 42 sec* 19 sec
LO 16 7 16 224 26 1875 0.043 sec 0.088 sec 0.024 sec
NT 131 3 131 140 6 128624 3.6 sec 6.8 sec 3.1 sec
PO 60 16 22 1236 58 416837 49 sec 57 sec* 10.7 sec
PT 5000 49 22 4084 60 452316 50 sec 38 sec* 15 sec
PW 200 11 94 436 21 1148656 60 sec 49 sec* 48 sec
PY 74 28 36 340 53 771569 46 sec 40 sec* 21 sec
QU 2178 4 44 8212 8 783013 28 sec 30 sec* 15.4 sec
TZ 186 61 31 626 88 650041 58 sec 43 sec* 22 sec
VY 52 4 52 202 15 202666 5.9 sec 11.6 sec 3 sec

The �rst data set is DBLP, from which we extracted a subset of papers with their keywords
published in conferences in Machine Learning domain. The taxonomy used for classifying such
kind of triples is ACM Computing Classi�cation System (ACCS)32.

The second data set belongs to the domain of life sciences. It contains information about
drugs, their side e�ects (SIDER33), and their categories (DrugBank34). The taxonomies related
to this dataset are MedDRA 35 for side e�ects and MeSH36 for drug categories.

The parameters of the datasets and the computational results are shown in Table 5.1a. It
can be noticed that for DBLP the context consists of 5293 objects and 33207 attributes, in the
taxonomy of the attributes we have 33198 leaves meaning that most of attributes are mutually
incomparable. It took 45 seconds to produce a lattice having 10134 concepts directly from the
descriptions given by antichains of the taxonomy. To produce the same lattice starting from a
scaled context the program only takes 21 seconds. However, if we consider the biomedical data,

32https://www.acm.org/about/class/2012
33http://sideeffects.embl.de/
34http://www.drugbank.ca/
35http://meddra.org/
36http://www.ncbi.nlm.nih.gov/mesh/
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the approach based on antichains is better. Indeed, it takes 145 seconds, while the computation
starting from the scaled contexts takes 162 seconds. In this case, the dataset contains 1490
attributes with 933 leaves. Thus, the direct approach works faster if the number of leaves is
signi�cantly smaller than the number of vertices. It is worth noticing that the size of antichains
is signi�cantly smaller than the size of the �lters, and thus our approach is more e�cient.
However, when the number of leaves is comparable to the number of vertices, the our approach is
slower. Although in this case our approach has the same computational complexity as the scaling
approach, the antichain intersection problem requires more e�orts than the set intersection.

Since the e�ciency of the antichain approach is high for the trees with a low number of leaves,
we can use this method to increase e�ciency of standard FCA for special kind of contexts. In
a context pG,M, Iq an attribute m1 can be considered as an ancestor of another attribute m2

if any object containing the attribute m2 also contains the attribute m1. Accordingly we can
construct an attribute tree T and rely on it for computing intersection operation. In this case
the set of attributes M and the set of vertices of T are the same and |M | “ |T |. The second
part of the experiment was based on this observation.

We used numerical data from Bilkent University in the second part of the experiments37. It
was converted to formal contexts by the standard interodinal scaling. The scaled attributes are
closely connected, i.e., there is a lot of pairs of attributes pm1,m2q such that the set of objects
described by m1 is a subset of objects described by m2, i.e., pm1q

1 Ď pm2q
1. Thus, we can say

that m1 ď m2. Using this property we built attribute trees from the scaled contexts. These
trees had many more vertices than leaves, thus, the approach introduced in this study should be
e�cient. We compare our approach with the scaling approach. Moreover, recently, it was shown
that interval pattern structures (IPS) can be e�ciently used to process such kind of data Kaytoue
et al. (2011b). Accordingly we also compared our approach with IPS.

The results are shown in Table 5.1b. Compared to Table 5.1a it has several additional
columns. First of all, since for numerical data we typically got large lattices, in most of the
cases we considered only part of the objects. The actual number of used objects is given in the
column |G|, while the total size of the dataset is given in the column `#objects', e.g., BK dataset
contained 96 objects, while we have used only 35. In addition for every dataset we also provide
the number of the numerical attributes, e.g., BK has 5 numerical attributes. We should notice
that when we built the lattice from some datasets by standard FCA, the lattice was so large
that the memory was swapping and we stopped the computation. It was not the case for our
approach since antichains requires less memory to store than the corresponding �lters. The fact
of swapping is shown by `*' next to computational time in column tK. In addition we also show
the time for IPS to process the same dataset. For example, the processing of BK dataset took 37
seconds by our approach, took more than 42 seconds by standard FCA and memory had started
swapping, and took 19 seconds by IPS.

This experiment shows that our approach takes not only less time to compute concept lattice,
but also requires less memory, since there is no memory swapping. We can also see that the
computation time for IPS is smaller than for our approach. However, IPS is only applicable for
numerical data, while our approach can be applied for all cases when attributes of a context are
structured. For example, we can deal with graph data scaled to the set of frequent subgraphs
where many such attributes are subgraphs of other attributes.

37http://funapp.cs.bilkent.edu.tr/DataSets/
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5.4 Discussion

In this chapter we recalled two approaches for dealing with structured attributes and explained
how we can compute intersection of antichains in tree-shaped posets of attributes, an essential
operation for working with structured attributes. Our experiments showed the computational
e�ciency of the proposed approach. In the next chapter, we discuss the application of the
similarity measure proposed in this chapter. We introduce a framework that allows user to
interactively explore RDF graph through a visualization tool. We directly involve the user in
selecting the user/task speci�c datasets or subsets of data sets. Then, we apply our algorithm
for obtaining classes of RDF triples. These classes are organized in a partially ordered manner
using a pattern concept lattice, which then allows the user to further specify which parts of the
pattern concept lattice is interesting for the user and which are not. User has the ability to hide
non-interesting part of the concept lattice which allows the user to reduce her navigation space.
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With an increased interest in machine processable data, many datasets are now published
in RDF (Resource Description Framework) format in Linked Data Cloud. These data are dis-
tributed over independent resources which need to be centralized and explored for domain spe-
ci�c applications. This chapter proposes a new approach based on interactive data exploration
paradigm using Pattern Structures, an extension of Formal Concept Analysis, to provide explo-
ration and navigation over Linked Data through concept lattices. It takes RDF triples and RDF
Schema based on user requirements and provides one navigation space resulting from several
RDF resources. This navigation space allows user to navigate and search only the part of data
that is interesting for her. This chapter is based on Alam and Napoli (2015b,c).
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6.1 Introduction

With the e�orts of Semantic Web community many technologies have been o�ered for publishing
machine-readable data on web. It annotates textual data with meta-data and makes it available in
the form of ontologies and RDF graphs. One of the emerging source of data in the form of entity-
relationship are published as Linked Open Data (LOD) cloud Bizer et al. (2009a). As a contrast
to textual resources, LOD does not need extensive preprocessing as it is already annotated in the
form of entities and relationships. This structured format leads to other kind of challenges. One
of the basic characteristics of LOD is that it follows a decentralized publication model Oren et al.
(2008), meaning that the RDF graphs are published in several distributed resources, instead of
creating one knowledge-base of statements any one can contribute new statements and make it
publicly available. These resources have nothing in common except some shared terms. These
decentralized graphs should be integrated through machine/software agents to provide domain
speci�c applications. Moreover, external schemas in the form of ontologies or taxonomies can
be linked to these data to make sense based on real world conception. Some of the resources in
LOD only contain the schema without the instances such as SWRC ontology Sure et al. (2005)
and some semantic web documents may only contain RDF triples without the RDF Schema
such as DBLP38. The problem of how to provide applications which allow guided navigation and
exploration over these data sources still persists.

This chapter introduces a framework based on interactive data exploration van Leeuwen
(2014) paradigm using Pattern Structures Ganter and Kuznetsov (2001a) which is an extension
of Formal Concept Analysis (FCA) Ganter and Wille (1999). The goal of exploratory data
mining is to provide an expert with an insight into the data. One of the basic principals is to
take into account the user-requirements and task-speci�c information. This way the patterns
obtained by pattern mining algorithms are more relevant and interesting. For doing so, the
pattern mining algorithms need to be combined with visualization tools for providing human-
computer-interaction. Moreover, in order to make these pattern mining algorithms useful, there
is a need to apply these algorithms to smaller datasets or only interesting and relevant subsets of
the datasets. This enables user to interactively explore the data and identify patterns of interest.

In the current study, we use small datasets/subsets of datasets present in the form of RDF
graphs over Linked Open Data and use FCA for giving the user an insight into the RDF datasets
with the help of a visualization tool. During this process we directly involve the user in de�ning
the datasets or part of datasets she is interested in. Then FCA is applied to these data and then
patterns are obtained. Finally, the patterns computed are explored with the help of visualization
tool. A complete iterative process of interactive data exploration on Linked Open Data is shown
in Figure 6.1. This framework takes into account the prior requirements of the user and selects
the data sources which are relevant to the user application distributed over several resources
over Linked Open Data Cloud in the form of RDF triples and RDF Schema. This new approach
called RDF-Pattern Structures, takes RDF triples and the RDF Schema present on distributed
locations as an input and integrates them into one navigation space. This navigation space
provides centralization over distributed RDF resources and keeps a partially ordered organization
of RDF triples with respect to RDF Schema. It serves as a navigational as well as an interactive
exploratory space for the user where she can identify the samples of the data which are not
relevant to her while navigation. These identi�ed samples are then hidden from the user and are
recorded as irrelevant. In the second iteration a new navigation space is built on user demand
which keeps only the information that is relevant to the user. This navigation space is explored

38http://dblp.l3s.de/d2r/

86

http://dblp.l3s.de/d2r/


6.2. Towards RDF-Pattern Structures

and navigated for the purpose of data analysis and information retrieval over several data sources.
To date this is the �rst attempt to deal with RDF data and exploration techniques with Pattern
Structures and FCA.

Figure 6.1: Interactive Data Exploration over RDF Data through Concept Lattices

6.1.1 Motivating Example

Consider the scenario where the user wants to search for the papers published in conferences or
journals related to her �eld of research. The problems faced by her for retrieving such papers
are as follows:

• She looks-up DBLP page of the authors working in her �eld. In that case she has to go
through all the publications of each author and then browse through the DBLP pages of
the co-authors of this author.

• Moreover, if she is searching for the papers which are targeting more than one problem
areas such as information retrieval and World Wide Web then it is not possible to retrieve
such papers directly.

• Finally, she will also not be able to detect the communities of the author who often work
together to retrieve the relevant papers or establish the collaboration with these authors.

Accordingly we try to guide such kind of research based on a concept lattice which is built
from an initial query and then is explored by the user according to her preferences.

6.2 Towards RDF-Pattern Structures

For creating navigation spaces over RDF as well as RDF Schema to provide navigation and
exploration, the �rst operation is to select the RDF data set with no RDF Schema information
and a suitable RDF Schema associated to these RDF triples from distributed data sources. This
RDF schema will be used for organizing the RDF triples. An RDF Schema which will be used
as a reference for comparing objects in the RDF triples is referred to as reference schema. This
RDF Schema could also be a semantic resource such as Word Net or YAGO Suchanek et al.
(2007) or DBpedia ontology. In the running scenario as we are targeting the organization of
RDF triples in DBLP, we use ACCS as our reference schema.

A subset of RDF triples is extracted according to user requirements and these RDF triples
are de�ned in terms of patterns structures i.e., specifying the entities, their descriptions and the
mapping from entities to description. After these two operations, we de�ne a similarity measure[
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Figure 6.2: A small part from ACM Computing Classi�cation System.

over two descriptions which we generalize to the set of descriptions. After de�ning the similarity
measure, we explain how an RDF-pattern concept lattice is built using this similarity measure.
More generally, an organization of RDF triples is built, based on concept lattice, w.r.t background
knowledge. Finally, this lattice is used for navigation and interactive exploration purposes.

6.2.1 From RDF Triples to RDF-Pattern Structures

Firstly, we represent RDF triples extracted by the SPARQL query in Listing 6.1 as entities and
their descriptions. The pattern structures are given as pG, pD,[q, δq. A subject in an RDF triple
is mapped to an entity g in the set of entities G and predicate object pair (p:o) is mapped to a
description d P D. As the set of entities G represent the subjects in triples, we represent it as S.
The descriptions D are termed as descriptions and are denoted as Ds.

PREFIX rdfs:<http ://www.w3.org /2000/01/rdf -schema#>

PREFIX dc:<http :// purl.org/dc/terms/>

SELECT distinct ?title ?keywords ?author

where {

?paper dc:creator ?a .

?a rdfs:label ?author .

?paper dc:subject ?keywords .

?paper dc:title ?title .

FILTER(

regex(STR(? keywords), "pattern based classification", "i")

|| regex(STR(? keywords), "unsupervised classification", "i"))

Listing 6.1: SPARQL for extracting triples. Pre�xes are also de�ned in Table 6.1.

The mapping of entities to description δ : S Ñ Ds is given as follows: let si P S then
δpsiq “ tdi1, . . . , diqu where i P t1, . . . , nu and dij “ tpj : to1, o2, . . . , omuu where j P t1, . . . , qu.
In the running scenario, we have p1 “ dc : subject and p2 “ dc : creator as shown in Table 6.1.
For p1 the elements in the range can be compared with the help of reference schema and for p2
the elements in the range are names of the author which can not be compared.

After this organization a suitable RDF Schema is selected based on what user needs and
the fact that it contains the objects in the triples. RDF Schema contains many constructs such
as property, sub-property etc. along with rdfs: subClassOf information but in this work we
use the RDF Schema predicates such as rdfs:subClassOf, skos:broader which lead to a tree
structure in an RDF graph. An RDF Schema from ACM Computing Classi�cation System is
shown in Figure 6.2 for the set of objects connected to predicate p1. While the objects connected
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Abbreviation Term Abbreviation Term

p1 (dc:subject) http://purl.org/dc/elements/1.1/subject p2 dc:creator http://purl.org/dc/elements/1.1/creator

p3 (dc:title) http://purl.org/dc/elements/1.1/title p4 rdfs:subClassOf

C1 Web Crawling C8 Recommender Systems

C2 Web Indexing C9 Clustering and Classi�cation

C3 Page and site Ranking C10 Web Search Engines

C4 RDF C11 Semantic Web Description

C5 OWL C12 World Wide Web

C6 Similarity Measure C13 Retrieval Models and Ranking

C7 Question Answering C14 Retrieval Tasks and Goals

Table 6.1: Pre�xes and Abbreviations of the terms used in the rest of the chapter.

tid Subject Predicate Object Dataset

t1 s1 p1 o11 DBLP

t2 s1 p2 o12 DBLP

t3 s2 p1 o16 DBLP

t4 s2 p2 o22 DBLP

t5 s1 rdf:type Publication DBLP

t6 o12 rdf:type Author DBLP

t7 o11 p4 C1 ACCS

t8 o12 p4 C1 ACCS

t9 C1 p4 C3 ACCS
...

...
...

...
...

Table 6.2: RDF triples about papers with their authors and keywords from DBLP.

to the second predicate p2 do not have any associated schema. The circles represent classes and
the lines between these circles represent predicate rdfs:subClassOf/skos:broader. Each object
is replaced with their classes i.e., C1po11q meaning that o11 is an instance of class C1. Then,
the description tpp1 : to11, o12, . . . uqu is given as tpp1 : tC1, C2, . . . uq This replacement is only
performed for the description for which there is some RDF Schema present. The triples t1, t2, t3
in Table 6.2 are represented as entities and descriptions where the entity s1 has the description
δps1q “ td11, d12u where d11 “ p1 : tC1, C2, C4, C7u and d12 “ p2 : to21, o22u. Table 6.3 shows
a �nal representation of the RDF triples after replacing the objects with their corresponding
classes (if reference schema is available) as entity descriptions.

Entities S di1 di2

s1 pp1 : tC1, C2, C7uq pp2 : to21uq

s2 pp1 : tC6, C8, C9uq pp2 : to22, o23uq

s3 pp1 : tC4, C5uq pp2 : to22, o24, o25uq

s4 pp1 : tC4, C7, C8uq pp2 : to23uq

s5 pp1 : tC8, C9uq pp2 : to22, o23, o25uq

Table 6.3: RDF Triples as entities S and semantic descriptions Ds.
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Chapter 6. Exploratory Data Analysis of RDF Resources using Formal Concept Analysis

6.2.2 Similarity Operation Over Classes

The similarity operation between two di�erent classes is computed w.r.t. the Least Common
Subsumer (LCS) of two classes. De�nition 19 is the de�nition of Least Common Subsumer
in a partially ordered set. We denote Ď as ĺ to avoid confusion between the concept lattice
subsumption order.

De�nition 19 (Least Common Subsumer). Given a partially ordered set pS,ĺq, a least common
subsumer E of two classes C and D (lcs(C,D) for short) in a partially ordered set is a class such
that C ĺ E and D ĺ E and E is least i.e., if there is a class E1 such that C ĺ E1 and D ĺ E1

then E ĺ E1.

Given a reference schema which in our case is a tree, two elements whose LCS is J are
considered as non-similar. Now we are in the reference schema, we consider classes (these are
classes of the objects in triples). We want to compute the similarity of descriptions pi : X and
pj : Y . First, we compute the similarity with the following constraints:

• Case 1: pi “ pj .

• Case 2: we consider X and Y be the set of objects such that X “ toiu, Y “ toju where
i P t1, . . . , nu and j P t1, . . . ,mu. Here we consider the case when there is no reference
schema for the elements in X and Y . If oi “ oj then X X Y “ toiu otherwise H.

For instance, in Table 6.3 we have di2 for which there is no reference schema available.
Lets choose two sets of objects then accordingly we have, p2 : tto22, o23uXto22, o23, o25uu “
p2 : to22, o23u.

• Case 3: In this case, let X “ tCu and Y “ tDu and the elements of X and Y are
in the reference schema, we consider the classes of the elements and then the LCS of
these elements. More formally, it can be de�ned as follows: Let us take two descriptions
c “ p1 : C and d “ p1 : D then:

c Ď d “ p1 : C Ď p1 : D

ô p1 : C [ p1 : D “ p1 : C

ô p1 : lcspC,Dq “ p1 : C

ô D ĺ C in the reference schema

This is the fundamental that should be veri�ed by the similarity operator. The de�nition [
implies that speci�c class subsume the general class which is the super class. For example,
for descriptions Ds “ tC2, C4, C5u and the reference schema shown in Figure 6.2 the meet
semi-lattice is given in Figure 6.3. Here, C11 “ C4 [ C5 and is subsumed by the class
C11 Ď C4 and C11 Ď C5.

• Case 4: In this case we compute the similarity between sets of classes. The similarity
between the sets of classes is de�ned in the same way as Case 3. LCS is computed for
every pair of classes in two di�erent sets of description and then only the most speci�c
classes are retained. Let C and D be two sets of classes then we have:
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C12

C11

C2 C4 C5

Figure 6.3: (Ds,[)

C Ď D “ p1 : C Ď p1 : D

ô p1 : C [ p1 : D “ p1 : C

ô p1 : lcspci, djq “ p1 : ci

where ci P C and dj P D

It means that @c1 P C, Dd1 P D, d1 ĺ c1. The process is explained with the help of only one
reference schema, multiple schemas can also be considered for several sets of objects.

For instance, lets choose two sets of classes C “ tC1, C2, C7u and D “ tC4, C7, C8u then the
LCS between each pair will generate the set tC12, C7, C14u. As only the speci�c elements are
retained, the �nal set obtained is E “ tC12, C7u. Accordingly, E Ď C and E Ď D.

6.2.3 Building the RDF Pattern Concept Lattice

A representation of RDF triples as the set of descriptions given in Table 6.3 can be formalized as
a pattern structure pS, pDs,[q, δq. When A Ď S is a set of entities and d P pDs,[q is a semantic
description containing classes and objects then Al returns a set of common objects (if reference
schema is absent) present in the descriptions of each subject in A and A˛ returns LCS of the
classes (when reference schema is available) in the description of A. On the other hand, dl3

returns the set of subjects which are described by the objects/classes of objects included in d.
Firstly, we explain how to build the lattice for the descriptions having the reference schema.

So we build the lattice only with the descriptions di1 in Table 6.3. The similarity between two
subjects can be given as:

ts1, s3u
3 “

ę

sPts1,s3u

δpsq

“ δps1q [ δps3q

“ xpp1 : tC1, C2, C7uq [ pp1 : tC4, C5uqy

“ xpp1 : tlcspC1, C4q, lcspC1, C5q, . . . uqy

“ xpp1 : tC12uqy

xpp1 : tC12uqy
3 “ ts P S|xpp1 : tC12uqy Ď δpsqu

“ ts1, s3, s4u

The pair pA, dq “ pts1, s3, s4u, xpp1 : tC12uqyq is a pattern concept (K#2 in Table 6.4)
meaning that A3 “ d and d3 “ A. A set of all pattern concept creates a pattern concept
lattice shown in Figure 6.4. The subsumption order Ď between two patterns in pattern concepts
pA1, d1q and pA2, d2q is given as follows: pA2, d2q Ď pA1, d1q ðñ @c2 P d2, Dc1 P d1, c1 ĺ c2 (in
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K#0

K#1 K#2

K#4 K#3 K#5

K#8

K#10 K#7 K#6 K#9

K#11

Figure 6.4: Pattern Concept lattice for DBLP and ACCS.

K#ID Extent Intent

K#1 s1, s2, s4, s5 pp1 : tC14uq

K#2 s1, s3, s4 pp1 : tC12uq

K#3 s1, s4 pp1 : tC7, C12uq

K#4 s2, s4, s5 pp1 : tC8uq

K#5 s3, s4 pp1 : tC4uq

K#6 s1 pp1 : tC1, C2, C7uq

K#8 s2, s5 pp1 : tC8, C9uq

K#7 s4 pp1 : tC4, C7, C8uq

K#9 s3 pp1 : tC4, C5uq

K#10 s2 pp1 : tC6, C8, C9uq

Table 6.4: Details of Pattern Concept lattice in Figure 6.4.

the reference schema). Similarly, it can be seen that pA2, d2q Ď pA1, d1q ðñ pA1, d1q[pA2, d2q “
pA2, d2q.

Now we consider an example with all the cases described in the previous section. From
Table 6.3 we have δps1q “ pp1 : tC1, C2, C7uq, pp2 : to21uq and δps3q “ pp1 : tC4, C5uq, pp2 :
to22, o24, o25uq, where p stands for a predicate, C stands for a class and o stands for an object
having no class.

In this case, the �rst description pp1 : tC1, C2, C7uq has an associated reference schema, while
the reference schema for second description pp2 : to21uq is absent. Then the similarity between
these two subjects is given as follows:

ts1, s3u
l3

“
ę

sPts1,s3u

δpsq

“ δps1q [ δps3q

“ xpp1 : tC1, C2, C7uqpp2 : to21uq

[pp1 : tC4, C5uqpp2 : to22, o24, o25uqy

“ xpp1 : tC1, C2, C7uq [ pp1 : tC4, C5uq,

pp2 : to21uq [ pp2 : to22, o24, o25uqy

“ xpp1 : tC12uqpp2 : tuqy

xpp1 : tC12uqpp2 : tuqyl3
“ ts P S|xpp1 : tC12uqpp2 : tuqy Ď δpsqu

“ ts1, s3, s4u

The pair pA, dq “ pts1, s3, s4u, xpp1 : tC12uqpp2 : tuqyq is a pattern concept (K#2 in Table 6.5)
meaning that Al3 “ d and dl3 “ A. A set of all pattern concept creates a pattern concept
lattice shown in Figure 6.5 and is termed as navigation space. Further details about the algorithm
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K#0

K#1 K#2 K#3

K#4 K#5 K#6

K#11 K#7

K#8 K#9 K#12 K#10 K#13

K#14

Figure 6.5: Pattern Concept lattice for DBLP and ACCS with and without reference schema.

K#ID Extent Intent

K#1 s1, s2, s4, s5 pp1 : tC14uq , pp2 : tuq

K#2 s1, s3, s4 pp1 : tC12uq , pp2 : tuq

K#3 s2, s3, s5 pp1 : tuq , pp2 : to22uq

K#4 s2, s4, s5 pp1 : tC8uq , pp2 : to23uq

K#5 s1, s4 pp1 : tC12, C7uq , pp2 : tuq

K#6 s3, s4 pp1 : tC4uq , pp2 : tuq

K#8 s4 pp1 : tC4, C7, C8uq , pp2 : to23uq

K#7 s3, s5 pp1 : tuq , pp2 : to22, o25uq

K#9 s1 pp1 : tC1, C2, C7uq, pp2 : to21uq

K#10 s3 pp1 : tC4, C5uq , pp2 : to22, o24, o25uq

K#11 s2, s5 pp1 : tC8, C9uq , pp2 : to22, o23uq

K#12 s2 pp1 : tC6, C8, C9uq, pp2 : to22, o23uq

K#13 s5 pp1 : tC8, C9uq, pp2 : to22, o23, o25uq

Table 6.5: Details of Pattern Concept lattice in Figure 6.5.

used for computing Least Common Subsumer are discussed in Alam et al. (2015c). It discusses
how pattern structures is adapted for dealing with structured attribute sets.

6.3 Navigation and Interactive Exploration over Pattern Concept

Lattice

6.3.1 Navigation Operations

Several navigation operations can be applied over the navigation space for obtaining precise
information by navigation Codocedo et al. (2014). Here, each concept contains a group of
subjects connected to the classes of the objects. The most general concepts near the top of
the pattern concept lattice contain more number of subjects (entities) and lesser number of
classes (description) meaning that the descriptions are very general. As the lattice is navigated
downward more speci�c descriptions exist with lesser number of subjects.

Let us consider the scenario discussed in section 6.1.1. We consider the navigation space
shown in Figure 6.5. If user wants to retrieve the scienti�c papers on some speci�c topic such
as World Wide Web, she would easily locate the concept containing only the papers about
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this topic i.e., K#2. The retrieved papers will be s1, s3, s4. For narrowing down her papers
which are related to World Wide Web and Question Answering, the lattice can be navigated
downwards to obtain K#5 which contain the two papers s1, s4. Now the user has the choice for
further narrowing down w.r.t. more speci�ed classes such as papers on Question Answering and
recommender systems over RDF i.e., K#8.

Figure 6.6: Sublattices from Figure 6.5

The obtained concept lattice keeps sub-spaces (sub-lattices) which are interpreted as the
space related to some topic or author. Figure 6.6 shows three example subspaces (Note that
these subspaces are not extracted, these are just drawn separately to give a clear look into what
the navigation space contains).

Figure 6.6 shows the sub-space related to an author o22 which represents the community of the
authors who work with this author. It contains 5 conceptsK#3,K#7,K#10,K#11,K#12,K#13.
K#3 contains all the papers published by the author o22, then this sub lattice can be navigated
downwards to obtain speci�c concepts such as K#7 and K#11. These two concepts show co-
authors of o22 i.e., o23 and o25. Based on the support of the concept i.e., It can also be seen
that these two concepts represent the community of authors that often work together. The au-
thor o22 has stronger communication with the authors in this concept. However, when we move
downwards in the lattice the communication becomes weaker as the number of papers published
together decrease. Based on the concepts K#7 and K#10, recommendation can be given to au-
thor o25 to work with author o23. This way this navigation space can be used for recommending
the social collaborations of the authors working in the similar �eld. Navigating from K#3 to
K#11 the papers of the author o22 are �ltered with respect to the topic of the paper.

Now let us consider two more sub-spaces w.r.t. the topic of the paper. Figure 6.6 provide the
subspaces w.r.t. the topics World Wide Web and Retrieval tasks and goals respectively. Both
the subspaces can navigated from top to bottom to obtain papers on general topics and can be
navigated down to get a smaller list of papers based on sub-topics or the list of authors. The
important point to notice is that the dotted part in both the subspaces represent the common
space of the two topics C12 and C14 meaning that this common sub-sub-space keep the papers
which are common to both the topics. It also keeps the combination of di�erent classes which
bene�ts the user while �nding the subjects which related to more than one object or class of
object simultaneously. The cases indicated in the navigation and interpretation scenario above
is very generic and can be used in any domain.
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6.3.2 Interactive Data Exploration over Navigation Space

The navigation space obtained using the RDF-Pattern Structures serves as an interactive explo-
ration space for the user. The user can perform interactive exploration while navigating from any
of the dimensions (in our case authors and topic). Each concept act as a sample for exploration.
These concepts keep classes of RDF triples as described before. Now the user can mark these
samples as irrelevant. If the dimension explored by the user does not have a reference schema
then all the sub-concepts of the selected concept are marked irrelevant automatically (i.e., author
dimension) because the descriptions in this concept are inherited by its sub-concepts. However,
if the dimension is organized w.r.t. a reference schema then all the subclasses of the class in
the marked concept are also marked irrelevant. So, all the sub-concepts of the marked concept
containing the classes as well as its subclasses are marked irrelevant and are hidden from the
user.

Suppose that the user is not interested in the papers on the topic of Semantic Web Description
Languages i.e., C11. The navigation space shown in Figure 6.5 works as the exploration space,
while navigating the user sees K#2 which contains papers on World Wide Web i.e., C12, she
will mark this concept as irrelevant then the sub-concepts K#5,K#6,K#8,K#9,K#10 are
also marked as irrelevant because these concepts either keep the class C12 or a sub-class of C12

i.e., C1, C2, C4. Consider that the user is exploring the navigation space w.r.t author dimension
and she marks K#3 as irrelevant because of the author o22 then the sub-lattice obtained by
following the links from K#3 until the bottom will be marked as irrelevant i.e., the concepts
K#7,K#10,K#11,K#12,K#13.

6.4 Experimentation

In this section we discuss the experimental results for the RDF Pattern Structures. The proposed
algorithm was coded in C++ and the experiments were performed using 3GB RAM on Ubuntu
version 12.04.

6.4.1 Drug Search

The datasets containing information about drugs are DrugBank, SIDER, MedDRA and MeSH.
DrugBank keeps detailed information about each of the drugs, their categories and the proteins
it targets. The other database is SIDER which keeps the side e�ects of the drugs contained
on the packaging of the drug. The access to these two data sets is provided by University of
Mannheim through two di�erent endpoints3940.

The schema associated to the side e�ects of the drug is available on BioPortal Whetzel et al.
(2011), which is a web portal that provides access to a repository of biomedical ontologies. Bio-
Portal is developed by National Center for Biomedical Ontology (NCBO) Musen et al. (2012).
The Medical Dictionary for Regulatory Activities (MedDRA) Terminology is the international
medical terminology. During this experiment we will enrich side e�ects with schema level infor-
mation using MedDRA terminology. In case of the drug categories MeSH vocabulary thesaurus
was taken into account. MeSH (Medical Subject Headings) is a controlled vocabulary thesaurus.
The drug categories from DrugBank will be enriched with the tree numbers from MeSH vocabu-
lary. The tree numbers arrange the terms from MeSH in a hierarchical manner known as MeSH
Tree Structures. In the current experiment we used the MeSH vocabulary already present in the

39http://wifo5-04.informatik.uni-mannheim.de/drugbank/snorql/
40http://wifo5-04.informatik.uni-mannheim.de/sider/snorql/
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Datasets No. of Triples No. of Subjects No. of Objects Runtime

Cardiovascular Agents 31098 145 927 0-22 sec

Central Nervous System 22680 105 1050 0-25 sec

Table 6.6: Statistics of two datasets and navigation space.

Figure 6.7: Size of the Navigation Space for each dataset.

form of RDF in Bio2RDF Belleau et al. (2008); Dumontier et al. (2014), which makes the public
databases related to Bioinformatics such Kegg, MeSH, HGNC etc. available in the RDF format.

During this experiment, two subsets of the dataset were considered. Both belonging to two
major classes of drugs i.e., Cardiovascular Agents (CVA) and Central Nervous System (CNS). In
the following, we study the scalability of RDF-Pattern Structures over large dataset. Table 6.6
precises the statistics of the data. Pattern concept lattices over both the chosen data sources
was built in 0-25 seconds for the maximum of 31098 triples. Figure 6.7b shows the variation in
the size of the navigation space for both data sets. The navigation space contains a maximum of
around 500000 clusters of triples which were generated in 25 seconds. However, there are several
ways to reduce these number of concepts. The �ltering based on the depth of classes considered in
the taxonomy which allows the reduction in the number of clusters while generating the concept
lattice and hence causes decrease in the runtime of creating the navigation space. Most of these
very general classes are not very interesting for the domain expert. Moreover, there are several
measures such as support, stability and lift which allow post-�ltering of the navigation space.

6.4.2 DBLP

The dataset used for experimentation was DBLP which keeps bibliographic information about
millions of journals, conferences and authors. DBLP is converted to RDF and made available
with the help of D2R server41. D2R server Bizer and Cyganiak (2006) provides a mapping from
SQL database schema to RDF triples. However, in the current experiment the triple store used is
the RDF data dump for DBLP is made available at RDF-HDT42 Fernández et al. (2013). RDF-
HDT (Header, Dictionary, Triples) is a compact data structure for RDF data which provides
e�cient storage by compressing big datasets. It also provides search and browse operations
without prior decompression. For the experimentation two subsets of datasets were extracted
from DBLP. First includes all the papers on Arti�cial Intelligence (AI) and the second dataset
includes all the papers on Machine Learning (ML). The reference schema used for this purpose
is ACM Computing Classi�cation System (ACCS) which is available on-line in several formats.

41http://dblp.l3s.de/d2r/
42http://www.rdfhdt.org/datasets/
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6.4. Experimentation

Datasets No. of Triples No. of Subjects No. of Objects

AI 31045 9986 31140

ML 18141 5571 17633

Table 6.7: Statistics of two datasets.
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(b) Variation in the size of Navigation Space. (a) Runtime for Creating the Navigation Space.

Figure 6.8: Experimental Results.

The RDF Format used for ACCS uses SKOS43 vocabulary, an application of RDF, to de�ne the
background knowledge about the topics of the papers. For conducting the experiments, titles
were considered as entities and keywords and authors were kept as descriptions. ACCS was used
as a reference schema for keywords and authors did not have any reference schema.

After extracting the datasets navigation spaces are built on each of the data sets using RDF
Pattern Structures. The statistics regarding both the data sets are shown in Table 6.7. The
number of triples extracted for AI dataset are 31045 and for ML are 18141. Figure 6.8(a) depicts
the size of the navigation spaces created for AI and ML data sets. It can be seen that the size
of navigation space is suitable for exploration purposes, however the interactive data exploration
will further reduce its size when the user will mark the concepts as irrelevant. For example, in AI
if the user is not interested in the papers about robotics then she can choose the general class as
irrelevant. This will further decrease the navigation space of the user. Figure 6.8(b) illustrates
the runtime for creating the navigation space. In the current experiments we extracted the RDF
data using SPARQL queries. These SPARQL queries specify the initial user and task- speci�c
requirements and extract only small subsets of data interesting for the user. Following this line
it is safe to assume that our approach is well adapted to exploratory data mining as we are using
small subsets of data for exploration and visualization using a visualization tool discussed in
next section. Finally, the main focus of our approach is the qualitative analysis of the data and
allow user with interaction and exploration.

43http://www.w3.org/TR/2005/WD-swbp-skos-core-spec-20051102/

97

http://www.w3.org/TR/2005/WD-swbp-skos-core-spec-20051102/


Chapter 6. Exploratory Data Analysis of RDF Resources using Formal Concept Analysis

6.4.3 Visualization

Another experiment was performed on the papers published by a Data Mining Team in a research
lab. For this purpose all the papers from 2010-2014 published in international journals and
conferences were selected. The papers chosen for this purpose were all in English Language. A
pattern concept lattice (navigation space) was built using the paper titles, their keywords and
authors. The results were visualized using the tool RV-Xplorer (Rdf View eXplorer) Alam et al.
(2015d). It visualizes and allows interaction over the view de�ned over RDF graph through
SPARQL queries by classifying SPARQL query answers in the form of a concept lattice. A
dedicated web page to visualize and interact with the navigation space is available http: //

webloria. loria. fr/ ~alammehw/ rdfps/ #/ .

Figure 6.9: Concept

Figure 6.9 shows one concept from the graphical user interface for visualizing the resulting
navigation space. The circle represents the selected concept which is the top of the concept
lattice by default. It displays the contents of the selected concept i.e., the extent, intents, parent
concepts and children concepts. The pink and yellow part in the selected concept pK#741q
show the parent pK#37,K#185q and child concepts pK#187,K#747q respectively. The green
and cyan part show two di�erent types of intent i.e., topics and authors. The blue part shows
the extent of the concept i.e., the group of papers sharing some authors and topic. Now let
us consider that the user chooses a concept keeping the papers about Database Management
System. Figure 6.10 shows the selected concept (K#139). This visualization allows the user to
navigate upwards and downwards in the navigation space to access speci�c as well as general
information as discussed in section 6.3.1. If the user wants to navigate downwards in the lattice
she should select one of the concepts in the yellow part of the selected concept which keep the
sub-concepts (K#405, K#417, K#688). As the sub-concepts can be large in number we display
what kind of papers the sub-concept of the lattice contains on mouse hover (see Figure 6.11).
This phenomena guides the user in deciding which path to take while navigating. Now the
user wants to narrow down papers about Relational database query languages, she will click on
K#688 in the yellow part of the selected concept and then K#688 becomes the selected concept.
This navigation is referred to as level-wise navigation.

The navigation space on the left hand side of the visualization shows the complete lattice to
track the position of the user. The selected concept is highlighted in red color. Now if the user is
on the current concept and she is interested in the papers in this concept and wants to �nd other
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Figure 6.10: Papers on Database Management System

Figure 6.11: Details of Subconcept K#688

papers similarly to this paper then on mouse hover on this paper title. This will highlight all the
concepts where this paper is present and the user can then directly navigate to the concept of
interest. Toolkit also allows direct navigation from one concept to another without going from
one hop to another. Such kind of navigation is referred to as direct navigation.

Finally, it helps in decreasing the navigation space of the user by enabling her to focus on
only the interesting parts in the navigation space and hide the rest of the lattice (see section ??).
If the user right-clicks on a concept in the navigation space, it is marked as irrelevant to the user
and is hidden from the user. Once marked irrelevant the hidden part can not be accessed unless
marked relevant.

6.5 Related Work

There have been several studies which apply FCA to RDF data but to-date this is the �rst
attempt to deal with RDF graph and pattern structures. In Ferré (2010), are based on "local
views" of concept lattices, with on-the-need computation of neighbour concepts. However, in
our case several RDF resources can be navigated from one platform based on user requirements.
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Figure 6.12: Selected Sub-concept

Hiding the non-interesting part of the concept lattice is the feature very unique to our approach.
Moreover, Coulet et al. (2013) introduces ontological pattern structures for enriching raw data
with EL ontologies. But both the approaches consider only one resource at a time, hence not
targeting the problem of decentralization. As a contrast to Coulet et al. (2013), RDF-Pattern
Structures provide navigation space over RDF graphs as well as schema level information from
several resources allowing user to access information from one platform.

In d'Amato et al. (2010), the authors focus on clustering the SPARQL query answers based
on some background knowledge and provide access to these clusters using a tree structure. As a
contrast our approach can directly deal with RDF graphs. Moreover, several reference schemas
related to di�erent types of objects can be used through RDF Pattern Structures. Also, our
approach can handle the objects which do not have any existing reference schema.

6.6 Discussion

This chapter proposes a new approach for navigating semantic web data and targets the capa-
bilities of Pattern Structures to deal with RDF data. It provides navigation space over RDF
data by organizing RDF triples with respect to reference schema with the help of RDF Pattern
Structures. The pattern concepts in the concept lattice are considered as clusters of RDF triples
used for information retrieval purposes over RDF data. The proposed framework is very general
and can be applied to any RDF data set having heterogeneity i.e., some of the objects containing
the reference schema and some of the objects containing no schema.
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This thesis targets several open problems related to Semantic Web. Linked Open Data is
increasing day by day and there is a need to enable the users to access this information and use
it in their domain speci�c applications e�ectively. It is important for the common user to be
able to e�ectively interact with RDF data for interpretation and information retrieval purposes.
Moreover, it is necessary to consider the �subjective interestingness� of the domain expert by
enabling him to provide feedback which in turn guides the system to focus only on interesting
patterns. During this thesis we target the issue how KDD process can be applied to Linked
Data to build user speci�c applications and how it can be used to extract some knowledge units.
We focus on directly involving the user in the KDD process where she speci�es the task and
requirements according to which datasets are extracted. Afterwards, several variants of Formal
Concept Analysis are applied as a data mining algorithm for generating clusters. Finally, the user
was allowed to provide feedback to the system by specifying interesting information. During each
study we were able to help the domain expert in obtaining the required information and limiting
the navigation space to only interesting patterns. The contribution is threefold: the �rst part
allows the user to create views over RDF graphs by clustering SPARQL query answers. With
the help of a visualization tool we were able to provide user with the ability to navigate these
answers. This navigation may lead to the discovery of several incompletions in the RDF data. In
the second part, we use data mining techniques such as association rules to complete DBpedia
data and show that our approach can be applied to RDF data from any domain and to any
dataset which uses the same kind of vocabulary for building their RDF resources. During this
study we move from SPARQL query answers to RDF triples because the SPARQL query answers
are always limited to the resource that user wants to query and the answers may not necessarily
be complete. In the third part, we de�ned an approach for clustering RDF triples with respect
to a background knowledge in the form of taxonomy. This allows the user to navigate RDF
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triples as well as the classes in the reference taxonomy scattered over several and heterogeneous
resources to retrieve user speci�c answers.

7.1 Summary of Contributions

7.1.1 Lattice-Based View Access (LBVA)

During this study, we introduced a framework based on FCA for classifying the set of tuples
obtained as a result of SPARQL queries over LOD. These classes are organized as a concept lattice
referred to as a �view� built using a new clause VIEW BY. The non-interesting part of the answers
are hidden without going back to the original querying and without recomputing the classes hence
reducing the computation overhead. This view allows user interaction for information retrieval
purposes and feedback for specifying only interesting concepts. Implications were also computed
for identifying knowledge units. We developed a new navigational tool for concept lattices called
as RV-Xplorer which provides exploration over SPARQL query answers. Interestingly, this tool
is not designed for only speci�c purpose any kind of concept lattice can be visualized and data
from any domain can be analyzed using this tool. Several experiments show that LBVA is rather
tractable and can be applied to large data. During the experimentations over DBpedia, some
missing information was detected. In the subsequent work, we used association rule mining
for completing RDF triples in DBpedia based on incompletions observed while navigating the
RDF-views.

7.1.2 Mining de�nitions from RDF annotations using Formal Concept Anal-
ysis

Recently, there has been a signi�cant interest in this topic. Accordingly, several other studies are
performed. In Paulheim and Bizer (2013) authors use an inference mechanism which considers
the links between instances to obtain their class types, assuming that some relations occur only
with certain classes. Moreover, there are some studies which focus on the correction of numerical
data present in DBpedia Wienand and Paulheim (2014b) using outlier detection method, which
identify those facts which deviate from other members of the sample. By contrast, our approach
focuses on completing RDF data with the help of association rule mining. In Zaveri et al.
(2013), authors propose a manual and semi-automatic methodology for evaluating the quality
of LOD resources w.r.t. a taxonomy of �quality problems�. Quality assessment is based on user
inputs (crowd-sourcing) and measures the correctness of schema axioms in DBpedia. In Yu and
He�in (2011a,b), authors try to detect triples which are regarded as erroneous w.r.t. similar
triples. The detection is based on probabilistic rule learning and on the discovery of generalized
functional dependencies that are used to characterize the abnormality of the considered triples.
To conclude, during this study we introduce a mechanism based on association rule mining for
the completion of RDF datasets. Moreover, we use heterogeneous pattern structures to deal
with heterogeneity in LOD. Several experiments have been conducted over four datasets and an
evaluation was conducted for each of the experiments. This study shows the capabilities of FCA
for completing complex RDF data.

7.1.3 Pattern Structures for Structured Attribute Sets

In Pattern Structures for Structured Attribute Sets, we recalled two approaches for dealing
with structured attributes and proposed how we can compute intersection of antichains in tree-
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shaped posets of attributes, an essential operation for working with structured attributes. Our
experiments show the computational e�ciency of the proposed approach. Accordingly, we are
interested in applying our approach to other kinds of data such as graph data. The generalization
of our approach to other kinds of posets is also of high interest. Then, we present how this
approach can be applied to RDF data and also to biomedical data to answer very speci�c
questions in biomedical domain.

This study proposes a new approach for interactively navigating RDF data instead of only
SPARQL query answers and targets the capabilities of FCA to deal with RDF data. It allows
navigation over RDF data by organizing RDF triples with respect to reference schema with the
help of RDF Pattern Structures. To deal with such an organization, this study uses the pattern
strucutres for structured attributes. The pattern concepts in the concept lattice are considered
as clusters of RDF triples which enhance help the user for information retrieval purposes over
RDF data. The proposed framework is very general and can be applied to any RDF data set
having heterogeneity i.e., some of the objects containing the reference schema and some of the
objects containing no schema. One such application is the RDF triples contained in Drugbank
where the objects are considered as drugs and the attributes are side e�ects, their categories and
target proteins. There are reference schemas regarding the side e�ects and categories of drugs
such as MeSH and MedDRA but there is no reference schema de�ned for protein targeted by
these drugs.

7.2 Perspectives

This thesis paved way for many perspectives. This section highlights some of the perspectives
for each of the methods proposed in this thesis.

In chapter 3, we de�ned a framework called Lattice-Based View Access (LBVA). Currently
it considers at least two variables in the SELECT clause of the SPARQL query. One of the
perspectives is to consider more than one variable in the View By clause, which will yield more
than one set of objects. This will lead to the creation of a family of contexts called as "Relational
Context Family". Finally, this RCF creates a space of concept lattice which can be navigated.
The problem arises how a family of concept lattices can be managed by a common user who has
only a slight know-how of concept lattices. To solve this problem, a method needs to be de�ned
where the user navigates a space of several concept lattices by only visualizing one concept lattice.
Meaning that, only the target concept lattice is shown to the user but in the background several
concept lattices are at work.

We also introduced a tool for navigating SPARQL query answers called RV-Xplorer. As
discussed before it allows the user navigate SPARQL query answers from the point-of-view of
attribute variable as well as object variable. As a future perspective, we want to add the func-
tionality to the tool where it incrementally builds the concept lattice while navigation instead
of navigating a pre-computed concept lattice. This can be done by using the already proposed
algorithms for creating the concept lattice incrementally such as AddIntent van der Merwe et al.
(2004). Another such algorithm is discussed in Guérin et al. (2013) for generating immediate
successors. We also want to provide a more sophisticated approach for evaluating the user inter-
face of RV-Xplorer. It involves asking several questions to the user which can only be answered
by applying the proposed lattice navigation operations. Then, these answers need to be scored
based on correctness and the time taken by the user to provide a correct answer.

In chapter 4, we discussed about the incompletion found in the RDF datasets while explor-
ing the concept lattice obtained from the previous part of the thesis. Currently we compute
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implications from the formal context and compute their con�dence in the opposite direction.
We use this measure to rank the implications for evaluation purposes. Di�erent interesting
perspectives are opened following this work. As we have discussed, categories represent some
pre-loaded information needs in Wikipedia, i.e. a pre-answered questions whose answer is rel-
evant for a group of people. Thus, an interesting application would be to translate these in-
formation needs into description logics de�nitions, instead of attributes. It is possible to think
that, instead of annotating each French �lm with a "FrenchFilm" tag, we could de�ne the
category as FrenchFilm ” Film[ hasCountry.tFRANCEu, or LamborghiniCars ” Automobile

[manufacturedBy .tLAMBORGHINIu. Given that these de�nitions are more restrictive than typ-
ing (rdf:type), our work should be adapted to deal with "near-de�nitions" in which both directions
(X ùñ Y and Y ùñ X) are association rules with high con�dence. Albeit, we have presented
our approach applied to DBpedia, its applicability is more general than this speci�c knowledge
resource. Another future perspectives is to perform attribute exploration over these ranked rules
for knowledge base completion process Sertkaya (2010). Until now there has been no study which
performs attribute exploration over pattern structures. In this case the "attribute exploration"
can be renamed as "pattern exploration" and the method may vary based on the types of pat-
terns D used in the pattern structures. Finally, we also want to provide visualization of pattern
concept lattice obtained during this process. This concept lattice would be used for navigation
purposes and while navigating the user should be able to perform "pattern exploration".

In chapter 5 we introduced a similarity measure between two classes and sets of classes w.r.t.
some already existing taxonomy. With the help of this similarity measure the RDF triples were
enriched with background knowledge. The �nal navigation space obtained is a concept lattice
which allows simultaneous navigation and exploration over RDF triples and background knowl-
edge. As a future perspective we want to take into account the complete schematic information
such as the property and sub-property relation, relations between classes etc. In order to do so a
new similarity measure needs to be introduced since least common subsumer can not handle such
kind of constructs. One of the solutions would be to consider the interval between two classes
as the similarity between two classes. Here, the interval refers to the path between those two
classes between which the similarity is to be computed. This path consists of a chain nodes and
arcs where nodes represent entities i.e., subjects and objects in RDF triple and the arc represents
predicates or a properties. Moreover, in order to restrict the length of the interval considered a
threshold on maximum number of hops to crawled by the algorithm can be set.

Currently, we can only consider the background knowledge for subjects and objects, however
predicates are not dealt with very e�ectively. One of the solutions would be to use Relational
Concept Analysis to deal with these predicates. But the problem encountered while dealing with
relational concept analysis is that it produces two lattices for one relation. In case if we have
n´number of predicates then it will create n´ 1 number of concept lattices. There is a need to
introduce a kind of pattern structures to deal with such kind of relations i.e., instead of taking
into account only two dimensions i.e., subject-predicate, it should be able to deal with the the
third dimension also i.e., the predicate. This way the pattern concept lattice obtained should be
search-able with respect to all three dimensions. Such kind of pattern structures can be named
as "RCA-Lite" or "Relational Pattern Structures".
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This chapter is based on Chekol et al. (2013), which was done during the stay of Melisachew
Wudage Chekol in LORIA for Post-Doc. The description logic EL has been used to support
ontology design in various domains, and especially in biology and medicine. EL is known for
its e�cient reasoning and query answering capabilities. By contrast, ontology design and query
answering can be supported and guided within an FCA framework. Accordingly, in this paper, we
propose a formal transformation of ELI (an extension of EL with inverse roles) ontologies into
an FCA framework, i.e. KELI , and we provide a formal characterization of this transformation.
Then we show that SPARQL query answering over ELI ontologies can be reduced to lattice
query answering over KELI concept lattices. This simpli�es the query answering task and shows
that some basic semantic web tasks can be improved when considered from an FCA perspective.

A.1 Introduction

Relying on Semantic Web (SW) languages and principles, several ontologies have been created
in various domains, especially, in biology and medicine. In addition to that, since the conception
of linked data publishing principles, over 295 linked (open) datasets have been produced44.
Querying these data is mainly done through the W3C recommended query language SPARQL45.

44http://linkeddata.org/
45http://www.w3.org/TR/sparql11-query/

109

http://linkeddata.org/
http://www.w3.org/TR/sparql11-query/


Appendix A. A Study on the Correspondence between FCA and ELI Ontologies

In parallel, knowledge discovery in data represented by means of objects and their properties
can be done using formal concept analysis (FCA) Ganter and Wille (1999). Concept lattices can
reveal hidden relations within data and can be used for organizing and classifying data. A survey
of the bene�ts of FCA to SW and vice versa has been proposed in Sertkaya (2010). As mentioned
in that paper, a few of these bene�ts ranges from knowledge discovery, ontology completion, to
computing subsumption hierarchy of least common subsumers. Additionally, studies in d'Aquin
and Motta (2011) and Kirchberg et al. (2012) are based on FCA for managing SW data while
�nite models of description logics (as EL) are explored in Baader and Distel (2008, 2009). All
these studies propose methods to use FCA in the analysis of SW data. Nevertheless, none of
them o�er a precise way of representing SW data within a formal context. We deem it necessary
to provide mathematically founded methods to formalize the representation and the analysis of
SW data.

In this work, we focus particularly on ELI (an extension of EL with inverse roles) ontologies.
EL is one of OWL 2 pro�les (OWL 2 EL). In fact, OWL 2 EL is used mainly for designing large
biomedical ontologies such as SNOMED-CT46, and the NCI thesaurus47. A common feature of
these ontologies is that they possess large concept hierarchies that can be queried with SPARQL.
Answering SPARQL queries is done by binding variables of the query into terms of the queried
ontology. However, including inferred data in the query answers requires either a reasoner to infer
all implicit data or query rewriting using regular expression patterns (that enable navigation in
a hierarchy) Glimm (2011). The latter obliges the user to know the nuts and bolts of SPARQL.
To overcome these di�culties, we reduce SPARQL query answering in ELI ontologies into query
answering in concept lattices along with the transformation of the queried ontology into a formal
context. Querying a concept lattice appears to be a less complex task than using SPARQ.
Further, the lattice organization, i.e., partial ordering, can help understanding the relations
between data and visualization of SW data.

Overall, in this paper, we work towards (i) a formal characterization of the translation of
ontologies into a formal context, (ii) minimizing the di�culty of SPARQL query answering over
ontologies into LQL (Lattice Query Language) query answering over concept lattices, and �nally
(iii) providing organization of SPARQL query answers with the use of concept lattices.

A.2 Preliminaries

In this section, we provide a very brief and intuitive introduction of the description logic ELI
and FCA. For a detailed discussion, we refer the readers to Baader et al. (2005); Ganter and
Wille (1999); ?.

In ELI, classes are inductively de�ned from a set NC of class names, a set NR of role names,
and a set NI of individual names (NC, NR, and NI are �nite), using the constructors: J, C [D,
and DR.C are classes. Where C and D refer to classes, R refers to a role name or its inverse R´,
and in the assertion Cpaq, a refers to an individual. In this paper, we consider DR.C classes with
C P NC, i.e, C is an atomic concept in the expression of DR.C. The TBox of a EL knowledge
base contains a set of class inclusion axioms such as C Ď D. The ABox contains class and role
assertions: Cpaq and Rpa, bq. The semantics of ELI is broadly discussed in Baader et al. (2005).
The semantics of ELI-classes is de�ned in terms of an interpretation I “ p∆I , .Iq. The domain
∆I is a non-empty set of individuals and the the interpretation function .I maps each class name
A P NC to a subset CI of ∆I , each role name R P NR to a binary relation RI on ∆I , and

46http://www.ihtsdo.org/snomed-ct/
47http://ncit.nci.nih.gov/
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each individual name a P NI to an individual aI P ∆I . The extension of .I to arbitrary class
descriptions is de�ned inductively Baader et al. (2005).

SPARQL is a W3C recommended query language based on simple graph patterns. It allows
variables to be bound to components in the queried graph. In addition, operators akin to
relational joins, unions, left outer joins, selections, and projections can be combined to build
more expressive queries. Queries are formed from query patterns which in turn are de�ned
inductively from path patterns, i.e., tuple t P UBVˆ eˆUBLV, with V a set of variables disjoint
from UBL (URIs, Blank nodes and Literals � are used to identify values such as strings, integers
and dates.), and e is regular path expression. Path patterns grouped together using operators
AND (.) and UNION form query patterns.

De�nition 20. A query pattern q is inductively de�ned as:

q ::“ UBV ˆ eˆUBLV | q1 . q2 | tq1uUNIONtq2u

e ::“ ε | U | V | e1{e2 | e1 p e2 | e` | e˚

A SPARQL SELECT query can be formed according to the following syntax: SELECT W
FROM O WHERE {q}. The FROM clause identi�es the queried ontology O on which the query
will be evaluated, WHERE contains a query pattern q that the query answers should satisfy and
SELECT singles out the answer variables W P V from the query pattern. For this work, we
consider only AND and UNION SPARQL queries.

A formal context represents data using objects, attributes, and their relationships. Formally,
it is a triple K “ pG,M, Iq where G a set of objects, M a set of attributes, and I Ď G ˆM is
a relation. A derivation operator (1) is used to compute formal concepts of a context. Given a
set of objects, the operator derives common attributes of these objects and vice versa. A set of
formal concepts ordered with the set inclusion relation form a concept lattice ?.

In the next section, we show the transformation of ELI ontologies into formal contexts.

A.3 Transforming ELI Ontologies into Formal Contexts

In the following, we introduce some terms and notions that we use. Materialization (closure)
refers to computing the deductive closure of an ontology (alternatively, making all implicitly
stored data explicit by using inference) ter Horst (2005). Ontology completion Baader et al.
(2007)�refers to computing the closure of the ontology and adding additional instances by fol-
lowing class inclusions in the TBox (for instance, if Actor is a subclass of Artist and the instance
Tom is an Actor, add another instance who is not an Actor but is an Artist. In this case, if an
instance is not known, one can use anonymous resource to identify the unknown instance). Loss
of semantics�the transformation of an ontology into a formal context results in loss of semantics
if the context mixes TBox (schema axioms) and ABox (instance) data and if the concept lattice
obtained from the formal context does not maintain the class hierarchy. Before presenting how
a ELI ontology can be transformed into a formal context, we motivate our approach with an
example.
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A.3.1 Motivation

Example 12. Consider the following ELI ontology O “ xT ,Ay:

T “ tActorsFromNewYork Ď Actor, FilmProducer Ď Artist,

Actor Ď Artist, Artist Ď Personu

A “ ttomCruiseI P ActorsFromNewYorkIu

In order to compare graphical representations of DL ontologies and their corresponding concept
lattices, we represent O and its respective materialization O1 as graphs as shown below:

tomCruise

ActorsFromNewYork

FilmProducer Actor

Artist

Person

tomCruise

ActorsFromNewYork

FilmProducer Actor

Artist

Person

In the graphs, dotted edges denote inferred instance and class subsumption relations.

Starting with Example 12, one can ask whether it is possible to obtain a formal context from
the ontology O while maintaining its semantics. The problem here is that DLs and FCA work on
di�erent assumptions, i.e, while DL languages are based on the open world assumption (OWA),
FCA relies on the closed world assumption (CWA). The former permits to specify only known
data whereas the later demands all data should be explicitly speci�ed. To slightly close the gap
between these two worlds:

• one can generate the formal context from the closure of the ontology. However, this ap-
proach fails when it is not possible to compute the closure of the ontology as this is the
case for ontologies created from a DL language equipped with negation and disjunction
constructs48, and

• before transforming the ontology into a formal context, complete the ontology. A drawback
of the second approach is that it adds unnecessary data, consequently, giving unwanted
results when querying.

To this end, our main objective is to come up with an approach which transforms an ontology into
a formal context while maintaining the semantics. Accordingly, a formal context corresponding
to the ontology in Example 12 has an associated lattice that looks like the one in Figure A.1a.
From this onwards, when we speak of this lattice, we refer to it as the target lattice. The target
lattice maintains the semantics because: the class hierarchy of the ontology (TBox) is the same
as that of the lattice, and the instance (ABox) and schema (TBox) part of the ontology are
treated separately as discussed in Section A.3.2.

In the following, we provide various formal contexts associated with the ontology in Example
12. For the sake of readability, we shorten concept and individual names as: ActorsFromNewYork
(AFNY), FilmProducer (Prd), Actor (Act), Artist (Art), Person (Per), and tomCruise (tC).
Consider the following transformations:

48http://www.w3.org/TR/owl2-primer/
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(a) Target lattice associated with the ontology in Ex-
ample 12.

(b) Lattice associated with the context in
Example 13.

Figure A.1: tomCruise (tC) and (.) are objects and the rest are attributes.

Naive approach: materialized ABox

AFNY Prd Act Art Per

tC x x x x x

This formal context is obtained from the materialized ABox of the ontology. It does not include
subclass relations as they can be acquired using attribute exploration Ganter and Wille (1999).
But unfortunately, the resulting lattice considers all the attributes to be equivalent, implying
loss of semantics, as it can be seen from the lattice in Figure A.2b.

Direct approach: materialized ABox and TBox

{tC} AFNY Prd Act Art Per

{tC} x x x x x x
AFNY x x x x
Prd x x x
Act x x x
Art x x
Per x

This formal context is produced by taking all the subclass hierarchy of all atomic concepts C
and all nominal concepts tau for all individuals a. Formally, a formal context is constructed
using: (i) aI P CI into tau, C P G,M , and ptau, tauq, pC,Cq, ptau, Cq P I, and (ii) C Ď D into
C,D P G,M , and pC,Dq, pC,Cq, pD,Dq P I. The context is a transformation of the materialized
ontology (both the closures of the ABox and TBox are computed as depicted in the right-hand
graph of Example 12). The concept lattice of this formal context is shown in Figure A.2a. As
it can be seen, it does not maintain the semantics because the concept hierarchy is di�erent
from that of our target lattice (in Figure A.1a). In other words, the concept hierarchy of the
concept lattice is di�erent from that of the ontology (in Example 12). Everything is mixed:
attributes are also objects and vice versa. Obviously, it is possible to �nd several other ways
of transforming an ontology into a formal context. To avoid any semantic loss, we propose an
another approach, where we separately manage the transformation of ABox and TBox assertions.
In FCA, attribute exploration is used to discover implicit knowledge. In that, given a concept
lattice, a domain expert is asked a series of questions to produce implications that correspond
to DL like inclusion axioms. Ontologies contain instance and schema data, where the latter is
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(a) (b)

Figure A.2: Concept lattice associated with the ontology in Example 12.

similar to implications of concept lattices. Hence, when transforming, individuals in the ABox
to become objects and concept names to become attributes, besides, assertions in the ABox
are transformed into relations. Additionally, class inclusions of the TBox become background
implications. The overall transformation procedure leads to a formal context with respect to
existing knowledge (this is also known as background implications according to Ganter and Wille
(1999)). This procedure is formally described in de�nition 21.

A.3.2 Proposal

To transform a ELI knowledge base KB “ xT ,Ay into a formal context K “ pG,M, Iq, the
schema axioms in the TBox become background implications LppG,M, Iqq and the ABox as-
sertions become objects, attributes and relations. To elaborate, in K, individuals in the ABox
constitute objects G, class names in the ABox and TBox yield attributes in M , and ABox as-
sertions create relations between objects and attributes I Ď G ˆM . Here, we consider acyclic
TBoxes so as to avoid class names becoming objects in a context.

De�nition 21 (Transforming ELI Ontologies into Formal Contexts). We de�ne the transfor-
mation of KB “ xT ,Ay into a formal context pG,M, Iq thanks to a transformation function σ
as follows:

• An axiom C Ď D in T corresponds to an implication in LppG,M, Iqq, i.e., the set of
implications based on pG,M, Iq: C Ď D ÞÝÑ C Ñ D P LppG,M, Iqq.

• Concept expressions C (class name), DR.C, and DR´.C, correspond respectively to at-
tributes C, DR.C, and DR´.C in M .

• An individual a in A corresponds to an object a in G.

• When a is an instance of C resp. DR.C, DR´.C, then pa,Cq P I resp. pa, DR.Cq P I,
pa, DR´.Cq P I.

• When a is related to b through R, then pa, DR.Jq P I and pb, DR´.Jq P I.

Example 13. The translation of the ontology in Example 12 into a formal context K and its
background implications L are shown below:
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K AFNY Prd Act Art Per

tC x
L “ t AFNY Ñ Act, Prd Ñ Art,

Act Ñ Art, Art Ñ Per u

Construction of concept lattices: there are several algorithms that can compute concept
lattices associated with a formal context. Some of these are discussed in the literature Ganter and
Wille (1999); ? and have also been implemented. They work on an empty implication base. Thus,
most are not suitable for contexts with background implications. In Ganter and Wille (1999),
the author provides an algorithm for attribute exploration with background implications. This
technique can be employed for our purpose. As a result, the concept lattice associated with the
formal context and background implications of Example 13 is depicted in Figure A.1b.

Next we show that concept lattices associated with ELI ontologies can be queried by LQL �
lattice query language.

A.4 Querying Concept Lattice

SPARQL query answering over ELI ontologies can be considered as lattice query answering over
KELI concept lattices. To do this, we need to introduce a query language for concept lattices.
Each node in a lattice can be seen as a query formed by a conjunction of: a concept intent and
a concept extent. Intuitively, querying concept lattices amounts to fetching the objects given a
set of attributes as query constants, alternatively, fetching the attributes given a set of objects
as query constants or terms. Query terms can be connected using the logical operators: AND
and OR to form a complex term. A term is either a set of objects called object term (OT) or a
set of attributes called attribute term (AT).

De�nition 22 (Object and Attribute Terms). Given a formal context K “ pG,M, Iq, an object
term (OT) and an attribute term (AT) are de�ned inductively as:

OT “ tgu | OT1 AND OT2 | OT1 OR OT2, where g P G

AT “ tmu | AT1 AND AT2 | AT1 OR AT2, where m PM

The expression OT1 AND OT2 denotes the greatest lower bound (GLB) in the concept lattice
BpG,M, Iq. The expression OT1 OR OT2 denotes the least upper bound (LUB) in BpG,M, Iq.
Dually, the expression AT1 AND AT2 denotes the GLB in the concept lattice BpG,M, Iq (keeping
the orientation of BpG,M, Iq based on the extents). Finally, the expression AT1 OR AT2 denotes
the LUB in BpG,M, Iq.

Based on the de�nitions of object and attribute terms, we introduce LQL queries. In this
paper, we do not address the problem of negation in the query (and thus set di�erence).

De�nition 23 (LQL - Lattice Query Language). Given an object term OT, an attribute term
AT, and variables x, y P V where V is a �nite set of variables, an LQL query can take the
following forms:

qpyq “ pOT, yq; qpxq “ px,ATq; qpq “ pOT,AT q

qpyq, qpxq, and qpq do not necessarily correspond to formal concepts, only when OT and
AT are closed sets. If OT is a closed set in qpyq “ pOT, yq, then y corresponds to the intent
associated with OT. The same thing happens with x when AT is a closed set in qpxq “ px,ATq.
For evaluating x and y in every possible case we do the following:
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Figure A.3: A concept lattice representing artists professions.

• if OT “ tgu, then y “ tgu1, i.e., all attributes that are associated with the object g.

• if OT “ tg1u AND tg2u, then y “ tg1, g2u
1

• if OT “ tg1u OR tg2u, then y “ tg1u
1 Y tg2u

1

Similarly, the evaluation of qpxq “ px,ATq is given as follows:

• if AT “ tmu, then x “ tmu1, i.e., all objects that are associated with the attribute m.

• if AT “ tm1u AND tm2u, then x “ tm1,m2u
1

• if AT “ tm1u OR tm2u, then x “ tm1u
1 Y tm2u

1

Finally, the evaluation of qpq “ pOT,ATq is:

• true if OT “ AT1 or AT “ OT1 and false otherwise.

Example 14. Let us consider querying the concept lattice shown in Figure A.3.

• For q1pxq “ px, tactoru AND tcomedianu AND twriteruq, we have x “ tJerrySeinfeldu.

• q2pxq “ px, twriteru OR tdirectoruq, we have x “ tDavidSchwimmer,
WillSmith, JerrySeinfeldu.

• q3pyq “ ptJustinT imberlakeu AND tWillSmithu, yq, we have y “ tactor,
musicianu.

• q4pyq “ ptDavidSchwimmeru OR tJustinT imberlakeu, yq, we have y “ tactor, director,musicianu.

The complexity of answering LQL queries is polynomial in the size of the formal context,
i.e., O|pG,M, Iq|. The advantage of LQL over SPARQL is that, it allows to compute the least
upper bound and greatest lower bound of query answers. We now present one important part
of this work which is reducing SPARQL query answering over ELI ontologies into LQL query
answering over KELI concept lattices.
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A.5 SPARQL query answering over ontologies vs LQL query an-

swering over concept lattices

Recently, SPARQL has been extended with di�erent entailment regimes and regular path ex-
pressions49. The semantics of SPARQL relies on the de�nition of basic graph pattern matching
that is built on top of simple entailment Glimm (2011). However, it may be desirable to use
SPARQL to query triples entailed from subclass, subproperty, range, domain, and other relations
which can be represented using DL schema languages such as ELI. The SPARQL speci�cation
de�nes the results of queries based on simple entailment. The speci�cation also presents a general
parametrized de�nition of graph pattern matching that can be expanded to other entailments
beyond simple entailment. Query answering under an entailment regime can be achieved via: (1)
materialization (computing the deductive closure of the queried graph), (2) rewriting the queries
using the schema, and (3) hybrid (combining materialization and query rewriting) Glimm (2011).

Example 15. Let us consider the evaluation of the SPARQL query Q on the ontology O and O1
of Example 12. Q = select all those who are artists.

SELECT ?x WHERE {?x a A r t i s t . }

Under simple entailment evaluation of a SPARQL query, the answers of Q over O is empty, i.e.,
QpOq “ H. For the reason that, simple entailment is based on graph matching which requires
the variable ?x in the query to be bound with a term in the graph. Since there is no term where
it can be bound to, the result is empty. However, under higher entailment regimes (such as the
RDFS entailment Glimm (2011)) the result of Q is non-empty because inferred instances obtained
through reasoning are taken into account for computing the answers. To get a non-empty answers
for the above query, one can use one of the following approaches:

1. Materialization: involves all implicit data to be computed before the evaluation of the query.
This can be done by using a DL reasoner. Consequently, in Example 12, the materialization
of O is O1. Thus, the evaluation of Q over O is Q1pOq “ ttomCruiseu.

2. Query rewriting: is the task of converting a SPARQL query into one that involves schema
axioms. It can be done using SPARQL property paths (a.k.a. regular path expressions).
For instance, the above query can be rewritten as:

SELECT ?x WHERE {?x a/Ď˚ Ar t i s t . }

This query Q1 selects all instances of Artist and that of its subclasses by navigating through
the subclass relation (Ď˚). The rewriting can be evaluated over O to obtain Q1pOq “
ttomCruiseu.

In summary, materialization requires a reasoner to expand the knowledge base, the complexity
of this task depends on the type of the schema language. On the other hand, query rewriting
requires modifying query patterns using SPARQL property paths. This also results in a further
jump in the complexity of query answering.

As described above, unlike SPARQL query answering over ontologies, query answering over a
concept lattice is relatively easier. Due to the fact that once the concept lattice is obtained from
the ontology, LQL can be used to query the lattice. Consequently, alleviating those expensive
tasks. The above SPARQL query can be converted into an LQL query as: qpxq “ px,Artistq.

49http://www.w3.org/TR/sparql11-query/
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The evaluation of this query over a concept lattice obtained from O is as expected Q1pOq “
ttomCruiseu.

The complexity of SPARQL query answering over ELI ontologies is larger than that of
LQL query answering over KELI concept lattices. Since, the expressive power of SPARQL is
superior than that of LQL. For ELI ontologies a query language like LQL is su�cient to retrieve
individuals (or objects) and classes (or attributes).

A.6 Related work

To date, several studies have been carried out to assess the relevance and bene�ts of FCA for
DL Baader et al. (2007); Baader and Distel (2008, 2009); Sertkaya (2010); d'Aquin and Motta
(2011); Kirchberg et al. (2012). Notably, the work in Sertkaya (2010) presents a survey on the
advantageous of FCA for DL ontologies. Accordingly, some of the bene�ts that FCA can bring
to the DL world include: knowledge discovery, extended subsumption hierarchy (of conjunctions
of concepts) Baader et al. (2003), subsumption hierarchy of least common subsumers, exploring
�nite models Baader and Distel (2008, 2009), role assertion analysis, supporting bottom-up
construction and completion of ontologies. Since the survey, other studies, d'Aquin and Motta
(2011) and Kirchberg et al. (2012), have carried out experiments to characterize and analyse SW
data using FCA tools. The former provides an entry point to a linked data using questions in a
way that can be navigated. It gives a translation of an RDF graph into a formal context where
the subject of an RDF triple becomes the object, a composition of the predicate and object of
the triple becomes an attribute. The latter obliges the user to specify objects and attributes
of a context. With that, it creates SPARQL queries to extract content from linked data in
order to populate the formal context. Despite the fact that all these works have employed FCA
techniques, to the best of our knowledge, none of them provide a formal and precise translation
of ontologies into a formal context as we did here.

A.7 Conclusion

In this work, �rstly, we have proposed a formal transformation of ELI ontologies into formal
contexts. This enables to bene�t from some advantages that FCA may o�er to the DL world.
Then we have shown that SPARQL query answering over ELI ontologies can be considered as
lattice query answering over KELI concept lattices. This alleviates some reasoning and query
rewriting tasks that are required for SPARQL query answering.

Moreover, even if there already exist substantial work relating DL, semantic web and FCA,
there remains a lot of research work to be carried out. Such a research work is concerned
with the correspondence between concept lattices from FCA and DL-based class hierarchies,
query answering and information retrieval, and scalability as well. In addition, as FCA could
bene�t from DL-based reasoning capabilities, semantic web and DL-driven applications can take
advantage of FCA-based ontology design, data analysis and knowledge discovery capabilities of
FCA. In the future, we plan to extend and experiment with the proposed approach. We will
investigate how well it scales, given the size of ontologies.
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This chapter discusses how Linked Open Data can be used to enrich Transcriptomic Data Alam
et al. (2012a,b). Linked Open Data can be used as a source of Background Knowledge such as
hierarchical information. In case of the �rst study, transcriptomic data was enriched with the
hierarchical information from KEGG. However, LOD can also be used to enrich a list of genes
with all its relevant properties and relations.

B.1 Introduction

A signi�cant amount of Linked Open Data (LOD) is already available on the web Bizer et al.
(2009a). The data sets which are published on LOD keep semantically linked structures. Then,
knowledge discovery methodologies dealing with such data must be able to take into account these
existing relations. Thus, there is a need to adapt knowledge discovery methods for analyzing LOD
data. Besides that, life science experiments generate amounts of relational data that raise new
challenges for data modeling and analysis, and make it harder for the user to select interesting
features and links. These experimental datasets can be enriched with data collected from LOD,
for improving data access, information retrieval and knowledge discovery. Moreover, information
required by biologists is present in LOD at least for a large part, and a user must be able to
search for the point of interest without following a too large set of web links, especially when a

119



Appendix B. Enriching Transcriptomic Data with Linked Open Data

user has no technical knowledge of semantic web Dadzie et al. (2011). Again, there is a need for
designing methodologies helping a user to search and analyze web of data for solving a particular
problem.

This chapter proposes an approach for enriching the biological data obtained by medical
experimentations with background knowledge. During this study, the cancer genes are enriched
with the properties from MSigDB which in turn is enriched by the hierarchical information about
pathways i.e., KEGG hierarchy present in Linked Data as a part of Bio2RDF project.

B.2 Enriching Transcriptomic Data with Hierarchical Informa-

tion from Linked Data

Over past few years, large volumes of transcriptomic data were produced but their analysis
remains a challenging task because of the complexity of the biological background. In the �eld of
transcriptomics, biologists analyze routinely the transcription or expression of genes in various
situations (e.g., in tumor samples versus non-tumor samples).

Some earlier studies aimed at retrieving sets of genes sharing the same transcriptional be-
haviour with the help of Formal Concept Analysis (see, e.g., Kaytoue-Uberall et al. (2009),
Rioult et al. (2003a), Rioult et al. (2003b)). Further studies analyze gene expression data by
using gene annotations to determine whether a set of di�erentially expressed genes is enriched
with biological attributes [Berriz et al. (2003), Doniger et al. (2003), S et al. (2004)]. Many useful
resources are available online and several e�orts have been made for integrating heterogeneous
data Galperin and Fernández-Suarez (2012); Khatri and Draghici (2005). A recent example is
of the Broad Institute where biological data were gathered from multiple resources to get thou-
sands of prede�ned gene sets stored in the Molecular Signature DataBase, MSigDB [Liberzon
et al. (2011)]. A prede�ned gene set is a set of genes known to have a speci�c property such as
their position on the genome, their involvement in a biological process (or a molecular pathway)
etc. Subsequently, given an experimental gene list as input the GSEA (Gene Set Enrichment
Analysis) program is used to asses whether each prede�ned gene set (in the MSigDB database)
is signi�cantly present in the input list by computing an enrichment score [Subramanian et al.
(2005)].

In this study, we are interested in applying knowledge discovery techniques for analyzing
a di�erentially expressed gene set and identifying functions or pathways shared by these genes
assumed to be responsible for cancer. Knowledge discovery aims at extracting relevant and
useful knowledge patterns from a large amount of data. It is an interactive and iterative process
involving a human (analyst or domain expert) and data sources. We show how various gene
annotations and domain knowledge are integrated in a database which is then queried for building
in a �exible way formal contexts. We present here a preliminary experiments using these data. It
was performed on a core context with the addition of domain knowledge (by context apposition).
The considered domain knowledge are the hierarchical relationships between molecular pathways.
Pruning the obtained lattices allows us to retrieve interesting concepts which we discuss. The
results obtained from both experiments are also compared.

B.3 Complex Biological Data Integration

In this section, we introduce and describe the biological data on which we are working.
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B.3.1 Molecular Signature Database (MSigDB)

Molecular Signature Database (MSigDB) is an up-to-date database which contains data from
several resources such as KEGG, BIOCARTA, REACTOME, and Amigo [Liberzon et al. (2011)].
It is a collection of 6769 prede�ned gene sets. A prede�ned gene set is a set of genes having a
speci�c property such as their position on the genome (e.g., the genes at position chr5q12, i.e.,
band 12 on arm q of chromosome 5), their involvment in a biological process or a molecular
pathway (e.g., the genes which are involved in the KEGG APOPTOSIS pathway)... A pathway
is a series of actions among molecules in a cell that leads to a certain change in a cell. KEGG is
a database storing hundreds of known pathways50. Besides, the MSigDB gene sets are grouped
into �ve categories (Table B.1). For instance, all the gene sets which are de�ned on the basis of
gene position belong to the category C1. The category C5 groups the gene sets de�ned on Gene
Ontology (GO) terms annotating the genes (with respect to their molecular function or their
housing cellular component).

For our study, we used MSigDB Version 3.0. One entry, shown below in XML format,
describes the gene set corresponding to the GO term 'RNA Polymerase II Transcription Factor
Activity Enhancer Binding' (all the attribute names are underlined). The Members attribute
contains the list of gene symbols belonging to the gene set. MSigDB was chosen as the main
source for describing genes because it gathers up-to-date informations about many aspects of
human genes.

<GENESET StandardName ="RNAPolymeraseIITranscription . . . "
SystematicName="M900" Organism="Homosapiens" Chip=
"HumanGeneSymbol" CategoryCode="c5" SubCategoryCode="MF"
Contr ibutor="GeneOntology" Members="MYOD1,TFAP4 , . . . "
MembersEZID =" 7023 , 2 0 3 4 , . . . " Status=" pub l i c ">

</GENESET>

Table B.1: Categories of MSigDB Gene Sets

Category Description Data Provenance

C1: Positional Gene
Sets

Location of the gene on the
chromosome.

Broad Institute

C2: Curated Gene
Sets

Pathways KEGG, REAC-
TOME, BIOCARTA

C3: Motif Gene Sets microRNAs, Transcription
Factor Targets.

Broad Institute

C4: Computational
Gene Sets

Cancer Modules Broad Institute

C5: Gene Ontology
(GO) Gene Sets

Biological Process, Cellu-
lar Components, Molecular
Functions

AmiGO

B.3.2 Domain Knowledge

Besides the gene annotations included in MSigDB, many types of domain knowledge are inter-
esting to use when analyzing genes. The �rst type of such domain knowledge are the hierarchical
relationships between GO terms or between KEGG pathways. Indeed, the KEGG hierarchy for
human groups the KEGG pathways into 40 categories and 6 upper level categories. Figure B.1
illustrates the KEGG hierarchy detailing on one upper-level category and one category.

50http://www.genome.jp/kegg/pathway.html
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Figure B.1: Hierarchical Relationship in KEGG

In our study we have genes described by pathways involving them which may in turn be
present in some category of pathways. For example, if a gene is involved in a pathway apoptosis
it will also be in the category 'Cell Growth and Death'. In order to facilitate the knowledge
discovery, it is important to identify the relevant data sources, organize, and integrate the data
at one single database. In our case, the relevant primary data sources are MSigDB, KEGG
PATHWAYS database, and AmiGO database.

B.4 From Data to Knowledge

Once the data are integrated in our database the next step is to build formal contexts for
applying FCA. Our experiment focuses on applying FCA to a core context describing genes by
MSigDB-based attributes and shows its extension based on the addition of domain knowledge.

B.4.1 Test Data Sets

The experiments described here are based on three published sets of genes corresponding to
Cancer Modules de�ned in Segal et al. (2004). The authors compiled gene sets from various
resources and a large collection of micro-array data related to cancers. These modules correspond
to gene sets whose expression signi�cantly change in a variety of cancer conditions (they are also
de�ned as MSigDB gene sets in the C4 category). Our test data are composed of three lists of
genes corresponding to the Cancer Modules 1 (Ovary Genes), 2 (Dorsal Root Ganglia Genes),
and 5 (Lung Genes).

B.4.2 Using FCA for Analyzing Genes

We apply FCA for analyzing a context describing genes of each Cancer Module with MSigDB-
based attributes. Table B.2 shows �ve genes (involved in Cancer Module 1) as a set of objects
described by attributes which are the memberships to gene sets from MSigDB. For example,
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CCT6A is in the set of genes (gene set) whose standard_name is Reactome Serotonin Receptors.
Interestingly, by querying our integrated database the analyst is able to select the prede�ned
gene sets to include in the formal context.

In order to extend the analysis of a list of genes, we need to take into account the domain
knowledge. Hence, the same experiment was conducted with the addition of the KEGG hierarchy
knowledge to the core contexts resulting in three extended contexts. All KEGG categories and
upper-level categories were added as a set of attributes. If a gene is member of a KEGG pathway
which in turn belongs to a category and an upper level category then a cross 'ˆ' is added in the
corresponding cells in the extended context.

Table B.2 shows �ve genes (from Cancer Module 1) with the addition of one KEGG category
(kc) and one KEGG upper level category (kuc). In the given example CCT6A is involved in
pathway KEGG PPAR Signaling Pathway which belongs to the category kc:Endocrine System
and upper level category kuc:Organismal Systems. The lattices were generated and the statistics
for each Cancer Module are given in Table B.3. The concepts were �ltered and ranked based on
same criteria as in the �rst experiment.

Table B.2: A Toy Example of Formal Context with Domain Knowledge
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BTB03 ˆ ˆ ˆ

PSPHL ˆ ˆ ˆ ˆ

CCT6A ˆ ˆ

QNGPT1 ˆ ˆ ˆ ˆ

MYC ˆ ˆ

Table B.3: Concept Lattice Statistics for the Cancer Modules with Domain Knowledge

Data Sets No. of Genes No. of Attributes No. of Concepts Levels

Module 1 361 3496 9,588 12

Module 2 378 3496 6,508 11

Module 5 419 3496 5,004 12

B.5 Results

In this study, biologists are interested in links between the input genes in terms of pathways in
which they participate, relationship between genes and microRNAs etc. We obtained concepts
with shared transcription factors, pathways, positions of genes and some GO terms. After the
selection of concepts with higher support, we observed that there were some concepts with path-
ways from KEGG and REACTOME as their intent. These pathways are either related to cell
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proliferation or apoptosis (cell death). The addition of domain knowledge e�ectively gives an op-
portunity to obtain the pathway categories shared by larger sets of of genes. Table B.4 shows the
top-ranked concepts found in each module. For example, in module 5, we have con�rmation that
Cytokine Cytokine Receptor Interaction pathway comes under the category Signaling Molecules
and Interaction and upper level category Environmental Information Processing (Concept ID
4938). The absolute support and stability of the concept containing only the category Signaling
Molecules and Interaction and upper level category Environmental Information Processing as its
intent are higher (Concept ID 4995, Table B.4) .

To sum up, we were able to discover interesting biological properties of subsets of genes in the
three test data sets. As for example, the Focal Adhesion pathway was found to be associated to
17 genes in both modules 1 and 2; the KEGG category Immune System was found to be shared
by 11 to 25 genes in the three cancer modules (Table B.4). Given the test data sets, these results
are hopeful and constitute interesting positive control. This con�rms that FCA-based analysis
o�ers a powerful procedure to deeply explore sets of genes.

Table B.4: Top-ranked Concepts with Domain Knowledge

Dataset Concept

ID

Intents Absolute

Support

Stability

Module 1 9585 M2192:GGGAGGRR _V$MAZ_Q6 51 0.99

9571 M2598:GO Membrane Part 27 0.99

9566 kc:Immune System, kuc:Organismal Sys-
tems

25 0.99

9402 chr19q13 10 0.99

9078 M10792:KEGG MAPK Signaling
Pathway, kc:Signal Transduction,
kuc:Environmental Information Pro-
cessing

12 0.87

Module 2 6502 M2192:GGGAGGRR _V$MAZ_Q6 44 0.99

6496 kc:Immune System, kuc:Organismal Sys-
tems

15 0.99

6388 chr6p21 10 0.97

6335 M10792:KEGG MAPK Signaling
Pathway, kc:Signal Transduction,
kuc:Environmental Information Pro-
cessing

11 0.89

Module 5 5002 kuc:Cellular Processes 48 0.99

4995 kc:Signaling Molecules and Interaction,
kuc:Environmental Information Process-
ing

26 0.99

4933 chr19q13 11 0.99

4985 kc:Immune System, kuc:Organismal Sys-
tems

11 0.99

4938 M9809:KEGG Cytokine Cytokine Recep-
tor Interaction, kc:Signaling Molecules and
Interaction, kuc:Environmental Informa-
tion Processing

11 0.87

This study shows how Formal Concept Analysis can be applied to complex biological data.
Data integration and FCA give the �exibility of using various types of attributes (pathways,
GO terms, positions, microRNAs and Transcription Factor Targets) for analyzing a list of genes.

124



B.6. Conclusion

Our approach gives an insight into how domain knowledge can be introduced in the analysis
with the help of FCA. As for future work, we plan to apply our approach to experimental
gene lists and take into account gene-gene relationships (physical Protein Protein Interactions),
term-term relationships (Gene Ontology relationships, namely is-a, part-of, and regulates) and
relationships between gene positions. Moreover, in order to e�ciently deal with the relationships
present within the data we can use Relational Concept Analysis.

B.6 Conclusion

During this study we showed how Formal Concept Analysis can be applied to complex biological
data. Data integration and FCA give the �exibility of using various types of attributes (pathways,
GO terms, positions, microRNAs and Transcription Factor Targets) for analyzing a list of genes.
Our approach gives an insight into how domain knowledge can be introduced in the analysis
with the help of FCA. As for future work, we plan to apply our approach to experimental
gene lists and take into account gene-gene relationships (physical Protein Protein Interactions),
term-term relationships (Gene Ontology relationships, namely is-a, part-of, and regulates) and
relationships between gene positions. Moreover, in order to e�ciently deal with the relationships
present within the data we can use Relational Concept Analysis.
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Résumé

Récemment, le � Web des documents � est devenu le � Web des données �, i.e, les documents sont
annotés sous forme de triplets RDF. Ceci permet de transformer des données traitables uniquement par
les humains en données compréhensibles par les machines. Ces données peuvent désormais être explorées
par l'utilisateur par le biais de requêtes SPARQL. Par analogie avec les moteurs de clustering web qui
fournissent des classi�cations des résultats obtenus à partir de l'interrogation du web des documents, il
est également nécessaire de re�échir à un cadre qui permette la classi�cation des réponses aux requêtes
SPARQL pour donner un sens aux données retrouvées. La fouille exploratoire des données se concentre
sur l'établissement d'un aperçu de ces données. Elle permet également le �ltrage des données non-
intéressantes grâce à l'implication directe des experts du domaine dans le processus. La contribution
de cette thèse consiste à guider l'utilisateur dans l'exploration du Web des données à l'aide de la fouille

exploratoire de web des données. Nous étudions trois axes de recherche, i.e : 1) la création des vues
sur les graphes RDF et la facilitation des interactions de l'utilisateur sur ces vues, 2) l'évaluation de la
qualité des données RDF et la complétion de ces données 3) la navigation et l'exploration simultanée de
multiples ressources hétérogènes présentes sur le Web des données. Premièrement, nous introduisons un
modi�cateur de solution i.e., View By pour créer des vues sur les graphes RDF et classer les réponses
aux requêtes SPARQL à l'aide de l'analyse formelle des concepts. A�n de naviguer dans le treillis de
concepts obtenu et d'extraire les unités de connaissance, nous avons développé un nouvel outil appelé
RV-Explorer (RDF View Explorer) qui met en oeuvre plusieurs modes de navigation. Toutefois, cette
navigation/exploration révèle plusieurs incompletions dans les ensembles des données. A�n de compléter
les données, nous utilisons l'extraction de règles d'association pour la complétion de données RDF. En
outre, a�n d'assurer la navigation et l'exploration directement sur les graphes RDF avec des connaissances
de base, les triplets RDF sont groupés par rapport à cette connaissance de base et ces groupes peuvent
alors être parcourus et explorés interactivement. Finallement, nous pouvons conclure que, au lieu de
fournir l'exploration directe nous utilisons ACF comme un outil pour le regroupement de donnéees RDF.
Cela permet de faciliter à l'utilisateur l'exploration des groupes de donnéees et de réduire ainsi son espace
d'exploration par l'interaction.

Mots-clés: Données ouvertes, analyse de concepts formels, Pattern Structures, Exploration Interactive
de données RDF.

Abstract

Recently, the �Web of Documents� has become the �Web of Data�, i.e., the documents are annotated
in the form of RDF making this human processable data directly processable by machines. This data can
further be explored by the user using SPARQL queries. As web clustering engines provide classi�cation
of the results obtained by querying web of documents, a framework for providing classi�cation over
SPARQL query answers is also needed to make sense of what is contained in the data. Exploratory Data
Mining focuses on providing an insight into the data. It also allows �ltering of non-interesting parts of
data by directly involving the domain expert in the process. This thesis contributes in aiding the user
in exploring Linked Data with the help of exploratory data mining. We study three research directions,
i.e., 1) Creating views over RDF graphs and allow user interaction over these views, 2) assessing the
quality and completing RDF data and �nally 3) simultaneous navigation/exploration over heterogeneous
and multiple resources present on Linked Data. Firstly, we introduce a solution modi�er i.e., View By to
create views over RDF graphs by classifying SPARQL query answers with the help of Formal Concept
Analysis. In order to navigate the obtained concept lattice and extract knowledge units, we develop a new
tool called RV-Explorer (Rdf View eXplorer) which implements several navigational modes. However,
this navigation/exploration reveal several incompletions in the data sets. In order to complete the data,
we use association rule mining for completing RDF data. Furthermore, for providing navigation and
exploration directly over RDF graphs along with background knowledge, RDF triples are clustered w.r.t.
background knowledge and these clusters can then be navigated and interactively explored. Finally, it
can be concluded that instead of providing direct exploration we use FCA as an aid for clustering RDF
data and allow user to explore these clusters of data and enable the user to reduce his exploration space
by interaction.

Keywords: Linked Open Data, Formal Concept Analysis, Pattern Structures, Interactive Exploration
of RDF data.
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