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I. Overview 

 

The increasing demand for very high performance mobile communication systems has pushed CAD tools 

to find more powerful simulation algorithms, that they can be used to efficiently and accurately analyze 

frequency response, distortion, and noise of Radio Frequency (RF) communication circuits, such as mixers, 

amplifiers and filters. Such algorithms are considered to reduce CPU cost, decrease memory usage, and 

reduce time to market for designers.   

 

The principal methods currently used for the design of RF circuits are the Harmonic balance (HB) and the 

time shooting (TS) techniques. HB is preferred to TS for circuits containing multitoned signals. TS in turn 

is preferred for periodic excitation circuit with very strong nonlinearity.  

While these techniques are used successfully in many designs, their computation cost and memory 

occupation grows rapidly with increasing circuit size, making large design simulation a difficult challenge.  

It is therefore necessary to work out techniques that can reduce the computation cost  

 

Model reduction is a technique where a large system of equations is reduced to a much smaller set of 

equations, and the obtained response from the reduced system is equivalent to the original one in terms of 

dimensionality. Model reduction as a research field is divided into two sub-domains, linear and nonlinear, 

in which linear model reduction is a mature field of research, where we have numerous established methods 

to reduce linear systems. However, nonlinear model reduction is still facing many challenges. 

 

Consider a linear system, techniques such as moment matching where Padé approximation have been 

widely studied and used to reduce a linear system. Padé approximation however, turned out to exhibit an 

ill-conditioned problem. In order to overcome this problem, several techniques based on Krylov-subspace 

and congruent transformations have been developed, such as Padé via Lanczos (PVL) that was Developed 

by Feldmann and Freund in 1994 [1], alternatively Silveira, Kamon, White, Elfadel, et al [2] have 

developed an “Arnoldi” algorithm that’s based on krylov subspace, in order to ensure stability. PVL and 

Arnoldi methods have managed to overcome the Pade matix ill-conditioning problem, but passivity 

remained a problem until Odabasioglu, Celik and Pileggi [3] have developed the  PRIMA (Passive 
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Reduced-Order Interconnect Macromodeling) method.PRIMA method combines moment matching with 

congruence transformation and preserves system passivity.  

 

The various work carried out in this field have made linear Model Order reduction a mature domain with 

well-established concepts. The situation is however more stammering for nonlinear (MOR), where the most 

work published rely on  such techniques like first order and quadratic approximation or piece-wise linear 

expansion [4]  

 

The quadratic method expands the function to the first and second order Taylor approximation, then it 

applies one of the linear model reduction methods such as Arnoldi algorithm in order to reduce the system. 

Obviously its main disadvantage is that it depends on how the original function is similar to quadratic 

function [4].  

 

The basic idea of Piece-wise-linear method [5] is to represent the non-linear system with a piecewise-linear 

system and then reduce each of the pieces with linear model reduction methods. This method has a better 

performance than linear and Quadratic method, however, its disadvantage is that the resultant piece-wise-

linear system’s accuracy depends on the training input; therefore it is not qualified as a general purpose 

approach for circuit simulation. Such methods can be applied when the circuit is weakly nonlinear, 

however, when the circuit is mildly or heavily nonlinear they cannot work; therefore finding more effective 

nonlinear MOR methods  is necessary to tackle large RF circuit simulation problems. 

 

From the literature, the most promising technique found so far is the nonlinear Padé approximation based 

method proposed by Gad et al in [6]. The method projects the original nonlinear large problem onto a 

smaller subspace, by constructing moments of Padé approximation from DC operating point, then the 

problem is simulated entirely on the reduced space, afterwards, the obtained solution is used to regenerate 

the original space of the problem. This method has proved a good performance in terms of system size 

reduction, as well as stability, passivity and accuracy. 

  

The main challenge of the method resides in the necessity for an explicit factorization of the nonlinear 

devices equations in the form of a power series, which is seldom possible in a general purpose simulation 
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tool because of the high complexity of device models. Besides for multiple variables device equation, the 

number of power coefficients grows exponentially, making the method impractical.  

 

This Thesis will review the above method and study solutions to overcome the mentioned limitations, 

through numerical differentiation approach. 
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II. Organization of the thesis:  

 

Chapter II presents a brief background of steady state solution methods for both the time domain and 

frequency domain. Then it gives a short presentation of the Modified Nodal Analysis (MNA) method 

including linear and nonlinear elements. This formulation serves as the basis for mathematical development 

of  the rest of the thesis. 

 

 Chapter III discusses the background of Model Order Reduction. It starts with a definition of model order 

reduction for linear systems, and then it follows with a classification of the main strategies available in the 

field. It then introduces the more challenging problem of nonlinear dynamic systems. The second part of 

the chapter  presents a review of the ideas currently used for the reduction of large nonlinear system 

representations and the difficulties and limitations found in each one of these techniques.  

 

Chapter IV consists of two parts, the first part reviews in details the model order reduction technique via 

krylov subspace proposed by Gad et al [6], It shows the application of the method to harmonic balance 

equation. Finally, this part spots the light on the limitation of the proposed method. The second part of the 

chapter  introduces a numerical algorithm aiming to overcome the limitations pointed out, and shows 

numerical examples to evaluate the effectiveness 

 

Finally, the last chapter presents a discussion about the work presented in this thesis and a future scope.  
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This chapter presents a general framework for the mathematical representation of electrical circuits. 

 

The formulation used in this chapter is general and will be used throughout the thesis in explaining the 

main objectives of circuit simulation. Two main sections will take place in this chapter, Section I will 

discuss general numerical background of circuit solution techniques such as Modified Nodal analysis, 

Newton Raphson method and continuation methods, in which they are prerequisite for the second section 

which overviews the main techniques of steady state solution analysis. 

 

I. Generalized Formulation of Circuit Equations and numerical 

methods for finding Steady-State solution 

 

I.1. Modified Nodal Analysis 

I.1.1.  MNA Formulation of Linear circuits  

 

Nodal equations are formulated applying Kirchhoff’s current law (KCL) which states that the sum of all 

currents flowing into node    is equal to zero ∑         

Consider a circuit consisting of only linear elements, in particular lumped RLC components and 

independent voltage source. Using the MNA formulation [7] and [8], the circuit equations can be presented 

in a matrix form as:  

   ̇( )     ( )   ( ) II- 1 

Where  

 ( )       is a vector of node voltage waveforms appended by independent voltage source and linear 

inductors’ currents.  

       and          are matrices that contain the linear lumped memory and memoryless elements, 

respectively. For simplicity, they will be presented in one matrix called   ,when possible, where:  
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       , and    
 

  
   

  ( )  is a vector with entries determined by the independent voltage and current sources 

Finally,   is the total number of variables, including node voltages and currents of voltages sources and 

inductor.  

 

The   matrix is typically referred to as the MNA matrix. The advantage of using the MNA formulation is 

that the construction of the different terms in Equation (2.1) can be easily automated through using 

predefined formulations for each component, called stamps. Figure II- 1 shows the stamps corresponding to 

the RLC lumped components in addition to independent voltage source.  

 

Figure II- 1: stamps of circuit components of MNA formulation 

 

 

As an example, for the circuit of Figure II- 2 we obtain the modified nodel formulation. 
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Figure II- 2 : shows a circuit of linear components  

 

      

[
 
 
 
 
 
         
                                
                           
        
           
      ]

 
 
 
 
 

   II- 2 

 

  ( )  [      ]   II- 3 

 

From equations (2.2) and (2.3) a general structure for   ,   and  ( ) can be written as [3] :  

 

    [
  
  

],  [
  

    
]   ( )  [

 ( )

 ( )
]   II- 4 

 

In which   could be presented as follows:   

   [
      

    
]   II- 5 

 

Where     and   are matrices that contain the stamps for the resistors, capacitors, and inductors, 

respectively. The elements of E consists of positive and negative ones, and zeros only, such that E maps the 

current variables to the space of nodes in the network.  
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The matrices     and   are symmetric nonnegative definite provided that the original network is 

composed of passive linear elements, i.e. positive resistors, capacitors, and inductors only [3].   

 

I.1.2.  Nonlinear Elements 

 

The inclusion of nonlinear elements in the circuit requires an additional term to be added to the equations in 

(2.1). A nonlinear element can be resistive, capacitive or inductive. A circuit with nonlinear elements can 

be described by [7]   

   ̇( )    ( )     ( ( ))    ( )  II- 6 

Where    ( ( )) is a vector of nonlinear currents and voltages representing the contribution of nonlinear 

elements.  

Circuit shown in Figure II- 3 will be used to illustrate the nonlinear element contributions. In this example, 

we have a single nonlinear element defined by the following nonlinear equation:  

     ( 
(     )

    )    II- 7 

 

 

Figure II- 3 : Rectifier Circuit  

We therefore have the following matrices and vectors composing the MNA equation system:  
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  ( )   [
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  ( )   [
 
 
 
]  II- 11 
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In general, after formulating a problem, we are end up with a set of nonlinear equations that need to be 

solved numerically by means of iterative methods to get the steady state solution. Newton’s method and its 

variants are commonly considered for this problem. 

 

I.2. Newton Raphson  

 

I.2.1.  Definition of Newton Raphson:  

The Newton’s method [7] (or also Newton-Raphson method) is the main technique used in electrical circuit 

simulator for its relative programming simplicity and quadratic convergence property 

 

Newton’s method solves iteratively the algebraic system of equations:  

 ( )           

By producing the recurrence:  

         [
  (  )

  
]

  

 (  )               

 

The matrix   [
  (  )

  
] is called the Jacobian of the equation system. A graphical illustration of Newton’s 

method is given in Figure II- 4 for a single variable equation.  
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Figure II- 4 Graphical Representation of Newton Formula 

 

 

Newton’s method may not be convergent for an arbitrary initial guess   , however, its convergence is 

quadratic when    is close enough to the solution     .  

 

For this reason, Newton’s method is usually coupled with homotopy and continuation methods to ensure an 

initial guess close to solution [9]  

  

𝑓(𝑥) 

𝑓(𝑥𝑛) 
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𝑥 
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Θ 
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I.3. Continuation methods  

I.3.1.  Definition  

 

The remedy found to solve the problem of convergence for NR is the continuation method.  

Continuation methods consist of introducing a new factor into the system, then increasing this factor from 0 

to 1 in some increment rate in order to find the steady state solution.  

The main idea of the continuation method [9] is to augment the original system using the introduced factor, 

in order to obtain auxiliary system. Once the continuant factor is equal to zero, the auxiliary system has a  

trivial solution to obtain, and when the continuant factor reaches one, the auxiliary system is identical to the 

original one. The method of introducing the continuation factor will be introduced later in this  
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II. Background on steady-state analysis techniques 

 

In the recent decades, the steady state analysis became an essential need for commercial circuit simulators, 

for the accuracy it provides in meeting complicated RF circuit designs’ specifications and limitations of 

circuits such as power amplifiers, mixers, and filters [10]. The key to steady state analysis techniques is that 

the response of a stable circuit to a periodic input must be periodic in the long term. It is then possible to 

formulate the problem as a boundary-value problem [11]. Different approaches could be considered in 

solving such systems. Most known approaches proposed in the literature are the time domain and others in 

the frequency domain methods, where the latter methods are there whenever time domain methods become 

too expensive in computers’ resource. Some other approaches are based on combining both time and 

frequency domain together, aiming to come up with a solution that benefits from the advantages of both 

approaches at once [12], [13].   

 

This subsection presents a brief overview for the various methods that appeared in the literature for finding 

the steady-state solution of nonlinear circuits. Subsection 2.2.1 shows the basic idea of steady-state 

methods based on the time-domain approach. Subsection 2.2.2  illustrates the harmonic balance method as 

an example of frequency-domain approaches.  

 

II.1. Time domain approaches 

Time-domain approaches tackle the problem of computing the steady-state operating point as a boundary-

value problem in the time-domain[10]. The aim of a time-domain based technique is to find a set of initial 

conditions for the circuit variables such that numerical solution of the MNA differential-algebraic equations 

(DAE) described in (2.6) results in the same initial starting point after integration for one oscillation period 

of the forcing input.  

 

 

II.1.1.  Conventional transient analysis  
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As a definition, transient analysis is a brute-force method to obtain the steady-state solution through 

approaching the problem as a classical initial-value problem. In initial-value problems, an initial condition 

for the circuit variables at      is assumed to be known. The response is obtained by starting with the 

initial condition and then moving forward in time using numerical integration techniques until all transients 

have died out [7] [14]  Fast Fourier transform (FFT) [15] is then applied to the signal obtained when the 

steady-state has been reached in order to obtain the frequency components of the circuit. Typical 

integration methods are based on linear multi-step (LMS) methods such as the Trapezoidal and Backward 

Euler rules [16].  

 

As an example, consider the Backward Euler technique, where the following formula is used to 

approximate the derivative of the circuit variables,  ( ), at          ,  

 
  ( )

  
|
    

 
 (  )  (    )

 
  II- 12 

Applying (2.17) to the MNA equations of (2.6) yields 

 (  
 

 
 ) (  )     ( (  ))  

 

 
  (    )   (  )   II- 13 

Equation (2.18) can be written in the form  

   (  )     ( (  ))     II- 14 

Where  

     
 

 
       

 

 
  (    )   (  )   II- 15 

Thus, applying backward Euler rule to 2.6 converts the set of DAE into a set of nonlinear algebraic 

equations with  (  )  as the set of unknowns. Solving the  above system of nonlinear equations is typically 

executed through the Newton method [17] as indicated previously. A typical NR method works iteratively 

to find the solution of (3.19) as follows:  

  (   )(  )   ( )(  )  [ ( ( )(  ))]
  

 ( ( )(  ))  II- 16 

Where  ( ) is the Jacobian matrix of (2.21) and is given by  

  ( )     
  ( )

  
  II- 17 

and 

  ( )       ( )     II- 18 
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As shown from the above analysis, finding the solution at each time step requires several LU 

decompositions of the Jacobian matrix in order to solve the linear system of equations in (2.21) in which, a 

significant CPU cost will be taken into consideration, and for large circuits, the size of these matrices 

becomes typically in the order of tens of thousands, which is a cumbersome for the computer resources and 

time consuming for circuit simulation for medium and large size circuits [6]. The CPU cost becomes even 

more prohibitive in RF circuits since quality factor is higher (high Q), requiring the circuit to go through 

many cycles before reaching the steady-state.  

  

II.1.2.  Shooting Method 

The goal of shooting methods is to accelerate convergence to steady state of the above conventional 

transient analysis, i.e., shooting methods looks for skipping long transient cycles [18], [19], [20]. The basic 

ideas in the shooting method stems from the fact that a periodic steady state response,  x(t), with period T 

satisfies condition , x(t) = x(t+T) for any time t > Ttransient. If an initial condition vector x(0) can be found 

in a way that   

  ( )   ( )     II- 19 

Then the periodic solution can be reached in only one cycle of numerical integration. Actually, the 

condition stated by eq II-24 is a typical boundary-value problem and express through the state-transition 

formalism [14]  

  ( ( )  )   (   )   II- 20 

 ( ( )  ),the state transition function expresses the transformation from the initial state condition  ( ), at 

time  ,  to the final condition  (   )  , at time     , due to the dynamics of the circuit. Thus we have the 

following equation where the unknowns are the initial state condition     ( )  : 

  (    )         II- 21 

Eq II-27 is typically solved using Newton method and is referred to as Newton-Shooting technique [17] 

[18] [21].  

  
      

  [ (  
 )]

  
 (  

 ) 

Where function  (  
 ) is the nonlinear function which can be presented as follows:  

 (  
 )    (  

   )    
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Newton method necessitates the computation and LU factorization of the Jacobian matrix  (  
 )  

 

   (  
 )  

  (  )

   
|
     

 
 

  (    )

   
|
     

 
     II- 22 

Where   is an identity matrix in eq II-22 

 

The main computational burden of the Newton-shooting method is caused by computing and factorizing 

the Jacobian matrix, which is a dense matrix, so that the cost tend to be  (  ) [14] where   is the number 

of circuit nodes.  

Nowadays however circuit simulators typically use iterative Krylov-subspace methods to form and factor 

the Jacobian matrix, hence drastically reducing the Newton iteration cost [22]. With use of the Krylov-

subspace methods, Shooting-Newton is very powerful technique allowing the simulation of large scale 

circuits. The major limitation is that the technique is limited to periodic regime analysis, hence cannot 

efficiently handle RF circuits driven by multiple tone signals. 
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II.2. Frequency Domain approaches  

 

II.2.1.  General Theory of Harmonic Balance Approach  

 

The Harmonic Balance (HB) approach is a frequency domain technique for finding the steady-state 

solution. In this section, HB theory will be introduced.  

HB has been investigated widely for the last three decades. Rizzoli [23]-[24] has published several papers 

on harmonic balance, algorithms, and implementation techniques. Several authors, like Nakhla and Vlach 

[25], Maas [26], Kundert [10], Rizzoli et. Al [27][28][36][37], and A. Demir, J. Ryochowdhury et. Al 

[29][30][38], have explained HB approach in more details, and it’s left to the reader to refer to their works 

in case it is needed.  

 

The concept of HB will be reviewed in this section as follows. In the first section, the general formulation 

of the harmonic balance problem is reviewed. Section two introduces an example of harmonic balance. 

Section three will introduce the Newton iteration method to solve the HB equations, and it will investigate 

the evaluation of Jacobian matrix, section four will explained the sampling and the Fast Fourier Transom 

(FFT), where the fifth section will give an idea about how to solve the harmonic balance equations using 

the GMRES. 
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II.2.2.  Harmonic Balance Equations for N onlinear Circuits   

 

We consider a case of a nonlinear circuit; the nodal equations in the time domain can be written as a 

differential equation 

 
  ( ( ))

  
  ( ( ))  ∫  (   ) ( 

 

  
)    ( )     II- 23 

Where  ( ) ,  ( ) ,   and  ( )  represent nonlinear charge, nonlinear current, admittance (impulse 

response), and excitation terms, respectively. The unknowns  ( ), in equation (2.48) are the node voltages 

of the circuit at some time point,  .  

Going back to the general definition, the harmonic balance method looks for the steady state solution of the 

problem of equation above in the frequency domain. Assuming that the excitation  ( ) is a periodic or 

quasi-periodic signal, the waveform of each node voltage can be represented by a generalized Fourier series 

of the form 

  ( )   ∑         
      II- 24 

Same as for  ( ( ))  ( ( ))  and   ( ) 

  ( )   ∑         
      II- 25 

  ( )   ∑         
      II- 26 

  ( )   ∑ ( )        
      II- 27 

Where           and (  )  represent the harmonics for the nodes voltages, currents of the nonlinear 

conductances, charge of the nonlinear capacitances, and sources currents, respectively.  

Thus, the equation (2.37) can transformed from the time-domain into the frequency domain:    

  ( )       ( )     ( )       II- 28 
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II.2.3.  Numerical Solution   

 

The process of finding steady-state solution using harmonic balance is describe in the flow diagram in 

Figure II- 5 

 

 

 

  

 

𝑖 → 𝐼 

𝑞 → 𝑄 

 

𝐸𝑟𝑟𝑜𝑟 ≅ 0 

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑖𝑠 𝑉(𝑘+1)  

𝐹(𝑋) = 𝑌𝑋 +  ΩQ(X) + I(X)  Is = 0 

𝑋𝑘+1 = 𝑋𝑘 + 𝐽𝑘 × 𝐹(𝑋𝑘) 

𝑉(0), 𝑘 = 0 

 

𝑉(𝑘) →  𝑣(𝑡) 

 

𝑖(𝑣(𝑡)) 

𝑞(𝑣(𝑡)) 

 

𝑘 = 𝑘 + 1 

 

Start algorithm with an initial guess 

Usually zeros 

 

Apply Inverse Fourier Transform  

(IFT)  
 

Computer nonlinear function 𝑖(𝑣(𝑡)) 

and 𝑞(𝑣(𝑡)), in the time domain 

 

FFT 𝑖 and 𝑞  
 

Solve HB equation for 𝑉𝑘+1 

Using Newton-Raphson  

 

Error criterion, if error is small enough, 

terminate algorithm, continue otherwise 
 

Yes 
 

No 
 

Figure II- 5  Flow chart of Harmonic balance method 
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II.2.4.  Harmonic balance equation’s formulation  

 

In this section, we will illustrate the formulation of Harmonic Balance equation using MNA technique.  

As stated before, the harmonic balance equation in the frequency domain is:  

      ( )     ( )       II- 29 

Where   is the linear components matrix of size  (    )   (    ). 

  is a vector contains the harmonics for the voltage waveforms at the   nodes, and it is of  (    )   . 

 ( ) is a vector contains the currents of the nonlinear conductances in the circuit, it’s of size  (    )  

 . 

  is a vector that presents the charge of the nonlinear capacitances in the circuit, it has  (    )    as 

size. 

  represents the sources currents in the circuit and it is of size  (    )    as well. 

Last but not least,   is a diagonal matrix of size  (    )   (    ) and it contains   cycles of 

(              ) along its main diagonal.   

As an example, the HB equations are written for the circuit shown in Figure II- 6, however, as a first step, 

the circuit must be adapted to the MNA technique formulation that was discussed earlier in this chapter.  

 

Figure II- 6 : Nonlinear circuit modified to be formulated using MNA 

  



Chapter II: Background and Overview  27 

 

 

 

As we can see in figure above that two new unknowns were added up,      and     , but for simplicity, we 

will call them simply    and   , they are actually the currents through inductor   and voltage source  ( ), 

respectively.  

The admittance matrix of linear part of the circuit at angular frequency   is: 

     ( )  

[
 
 
 
 
 

 

  
 

 

  
   

 
 

  

 

  
        

      
         
     ]
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The source vector would be presented in such way:  

  ( )  

[
 
 
 
 

 
 
 
 

  ( )]
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The Y matrix in equation 2.54 would be presented as a whole as follow  

   

[
 
 
 
 
 
    (   )

    (   )

    ( )

    (  )

    (  )]
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The   matrix would be:  

   

[
 
 
 
 
 

 
 

  ( 
  
    )

 
 ]
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The unknowns are:  

   [

 (  )
 ( )
 ( )

], (  )  

[
 
 
 
 
  (  )
  (  )
  (  )
  (  )
  (  )]

 
 
 
 

  ( )   

[
 
 
 
 
  ( )
  ( )
  ( )
  ( )
  ( )]

 
 
 
 

 , and  ( )  

[
 
 
 
 
  ( )
  ( )
  ( )
  ( )
  ( )]
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The time-derivative matrix   in this example is  

    

[
 
 
 
 
 
     

     

 
    

    ]
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II.2.5.  Solving the Harmonic Balance Equations  

 

After formulating the equation of Harmonic Balance in the previous section, we end up with a set of 

vectors and matrices that represent a set of nonlinear equations with the harmonics of the circuit variables 

as the unknowns. Then the HB equations can be solved using an iterative method such as Newton-Raphosn.  

The equation of NR is presented as follow:  

            ( 
 )   (  )  II- 36 

Where  

  ( )               II- 37 

And   ( 
 ) is a matrix of the same size as matrix  , it is called Jacobian matrix and it is the derivative of 

eqution 2.63 with respect to  .   

 

Before constructing Jacobian matrix, it is good to mention that NR has a problem of convergence. As stated 

earlier in this chapter, one remedy to the problem mentioned above is the continuation method.  

 

The remedy found to solve the problem of convergence for NR is the continuation method. It consists of 

introducing a new factor to the system, let's call it continuant α, then α is increased from 0 to  , in some 

increment rate.  

 

The main idea of the continuation method is to augment the harmonic balance equation using factor   to an 

auxiliary system  (   ), where   is chosen in a way that makes the solution H(   ) trivial to obtain, and 
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 (   )   ( ) identically in  . Therefore, the choice for the parameter   would be the power of the time-

varying forcing input, as shown in equation (below) .  

 (   )      ( )           

Where            ,therefore the augmented equation becomes: 

 

 (   )      ( )                 

 

 In equation above,     is the biasing DC sources, and    is the time-varying input in the circuit. 

Obviously, at    , the solution of the above equation is the solution obtained from DC analysis of the 

circuit, however, at    , the solution of the above equation is identical to the original Harmonic Balance 

equation  (   )    ( ) 

 

This type of Continuations methods is called “Internal Parameter Embedding”, because the factor   is 

embedded in the equation, as we can notice element   has been replaced by        .  

 

However, it’s essential to mention that there are different approaches for the continuation methods that 

might formulate the auxiliary system of HB equation differently. This type of continuation methods is 

called “External parameter Embedding”, because while constructing the auxiliary system  (   ), the 

parameter   remains external to the original equation  ( ), the presentation of the auxiliary system could 

be formulated as follows:  

 (   ) ≅ (   )(    )    ( ) 

When   is zero, then the solution of  (   ) is trivial given as:  

     

 

And when the parameter   is increased to one, then the auxiliary system  (   ) has a solution given as:  

 (   )   ( ) 

However, this formulation of the continuation methods is not considered in this thesis, and the “Internal 

Parameter Embedding” is the only formulation that we are concerned about.  
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Consider that   is the number of nodes and   is the number of harmonics in the circuit. Then Jacobian 

matrix could be constructed using the following equation  

  (  )  
  

  
|
    

 (
  

  
   

  

  
)|

    
     II- 38 

 

In fact, the terms of Jacobian matrix   are: 

 
     

     
      

       

     
    

     

     
  II- 39 

Where   and   refers to the nodes of the circuit, whereas   and   indicate the harmonic number. 

      {
    (  )    
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∫

     ( )

   ( )
   (   )    
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And  

 
     

     
 

 

 
∫

     ( )

   ( )
   (   )    
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Where   is considered to be the period of the fundamental excitation frequency. These terms are the 

coefficients of the Fourier-series of the derivative waveforms of the nonlinear elements, since it’s cheaper 

to apply derivative in time domain then transfer it to frequency domain rather than differentiating directly 

in the frequency domain.  

 

The following section will show an example of how to construct the Jacobian matrix of a simple nonlinear 

circuit that contains one single nonlinear element. 

Consider the simple circuit in Figure II- 7  
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Figure II- 7: simple circuit with single nonlinearity  

Where    is the nonlinear current and it is equal to 

      ( 
 ( )

    )  II- 43 

For simplicity, the Jacobian equation will be modified a little, since there is no nonlinear charge in the 

circuit shown in figure 2.7  

        
     

     
   II- 44 

Consider that  ( ) is the derivative of    in the time domain, then  

 ( )  
   

  ( )
|
    ( )

 

 
 

  
[  ( 

 ( )
    )] 

 
  
  

 
 ( )
     

Applying the Fourier transform to  ( ) gives the frequency components   .  

The Jacobian will have the following form  

   

[
 
 
 
 
 
 
      

      
 

      

     
 

      

     

    
     

      
 

     

     
 

     

     

    
     

      
 

     

     
 

     

     ]
 
 
 
 
 
 

  II- 45 

Replacing real values into   would give 
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    (   )            

     
        ( )       

     
             (  )    ]
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The main computational complexity of NR methods comes from the need to calculate the inverse Jacobian, 

therefore applying LU factorization is equivalent to  (  ) where   is the size of the circuit. 

  

II.2.6.  Iterative approaches  

 

In order to overcome the expensive factorization caused by Jacobian, Iterative approaches based on Krylov-

subspace techniques [31] have been introduced in circuit simulation, namely, the generalized minimal 

residual method (GMRES)  

 

GMRES is a projection method that was published by Saad and Schultz in 1986 [31], it is based on solving 

a system of linear equations: 

     

GMRES tries to find the best solution    from the Krylov space   (   ), that is, to find the residual as 

small as possible over   (   ), i.e,   solves the least squares problem 

 

        (   )‖    ‖ II-  II- 47 

GMRES solves this least squares problem by constructing an orthonormal basis              for 

  (   ) using Arnoldi's method, which is a version of the Gram-Schmidt procedure tailored to Krylov 

spaces. Starting with the normalized right-hand Side      ‖ ‖  as a basis for   (   ) , Arnoldi's 

method recursively constructs an orthonormal basis for     (   ) from an orthonormal basis for   (   ) 

by orthogonalizing the vector     from     (   ) against the previous space   (   ), that is: 

 ̂        (             ) 

Where       
     and   denotes the conjugate transpose. The new basis vector becomes:  
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       ̂    ‖ ̂   ‖  

Then, collecting the orthonormal basis vectors for   (   ) in a matrix,    (         ), allows to 

obtain the decomposition associated with Arnoldi’s method:  

           

Where    is an upper Hessenberg matrix of size (   )    . 

In the context of the least squares problem (equ.        (   )‖    ‖ ) this means if we consider 

    (   ), then      ̂ for some  , so that:  

       ̂         ̂ 

And  

              

Where   ‖ ‖ and  1 is the first column of the identity matrix. The least squares problem in iteration   of 

GMRES reduces to  

   
    (   )

‖    ‖     
 ̂

‖       ̂‖  

 

GMRES algorithm could be written as follows:  

Iteration 0: 

Step 1: Initialize      

Step 2:  1      

Step 3:  1   1 

Iteration    :  

Step 1: Orthogonalize:   ̂  1           

        
    

Step 2: Normalize    1   ̂  1 ‖ ̂  1‖ 

Step 3: Update    1  (        1) , and    (
   1   

 ‖ ̂  1‖
) 

   When    , the first column of    is removed 
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Step 4: Solve the least squares problem     ̂‖  1     ̂‖, find a solution for  ̂ 

Step 5: Set the approximation of the solution to be       ̂  

 

However, this method has several limitations such as it is not always guaranteed to converge; also it has to 

use a pre-conditioner in each iteration in order to improve the convergence.  
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I. Introduction 

 

The idea of reducing a system model to an equivalent lower dimensional system was introduced first in the 

area of control system. Genesio and Milanese in [1] mentioned that research about MOR was intensively 

considered during the 60s and 70s. Where, the main interest in this domain was to find a minimal size 

representation of a linear dynamic system, and to control complex system using smaller and simpler linear 

models, while preserving input/output of the original system. However, The rapid growth of the computer 

capabilities that was witnessed in the same era has added a special touch to MOR domain, in a sense that 

more powerful tools gave researchers and designers the opportunity to simulate very large models resulting 

from both very complex dynamic systems and distributed systems, Moreover, such tools encouraged 

researchers to think of expanding the applicability of these tools to a much larger set of problem using 

MOR. 

 

In 1981 [2], Moore [3][4] published the method of a truncated balanced realization as a preliminary step 

before the reduction process. A balanced realization was shown as the linear transformation which removes 

any scaling effects over the internal representation of a state-space model.  

 

Kabamba [5] presented an improvement over the balanced realization concept by introducing the balanced 

gains instead of the principal values that was used by Moore, for weighting the contribution of the states to 

the input-output behavior. Additional research into the balancing strategy followed as described for 

example in [6] - [9].  

 

In 1987, Proper Orthogonal Decomposition method was proposed by Sirvovich [10], where the problem of 

truncating the state-space realization was also considered as an equivalent to the geometrical projection of 

the original formulation to a reduced state-space. This method gives the chance to transform the reduction 

process into the extraction of an effective projection base, in which, the approximation to the solution of a 

dynamic linear system is contained in a Krylov subspace[11] that can be defined from the original system. 

In the meanwhile, Krylov subspaces was very much considered as an alternative solution for the eigenvalue 

problem of linear systems, along with the iteration methods that are meant to derive the related orthogonal 

bases for the geometrical subspaces, such as as Lanczos [12], Arnoldi [13] and Padé [14] techniques.  
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The idea of MOR was already established at early stages, but it had a lack of effective techniques that could 

represent it. However, this soon changed especially when the demands for very large interconnection 

electrical networks in VLSI in the early 90s became the test-bench for MOR techniques, such as PVL [4], 

and PRIMA [15] proved to be very efficient methods for simulation of such very large systems. The 

importance of such techniques is that they allow the designers to reduce systems into a compact model so 

that very large interconnection problems could be simulated in a reasonable time. However, this was an 

important issue because traditional simulators such as SPICE [16] were not able to deal with such systems 

without an excessive memory use of the computer and without acquiring extremely long simulation time.  

 

After the success of PRIMA by overpassing the passivity problem, efficient MOR algorithms have been 

developed and applied in many different areas to deal with the simulation of large dimensional problems 

[17][18][19]. 

 

Nowadays, MOR of linear systems is considered to be a mature area of research and it contains very 

efficient algorithms that are used by contemporary and advanced simulators. In this domain, one of the 

main focuses of research is to find algorithms that can offer error bounds for the reduced model while 

keeping the accuracy of the performance that was already obtained by the established techniques. 

Moreover, stability is also not guaranteed in any of the current Krylov based algorithms, consequently an 

additional research push is to merge the stable simple truncation of state technique with the efficient 

computational Krylov subspace based technique. 

 

This chapter is intended to be an introductory chapter of Model Order Reduction techniques of both linear 

and nonlinear systems. It is divided into two parts, the first part of this chapter will review a classification 

of the main methods and algorithms used for model order reduction (MOR) of linear systems. The second 

part points on the current and more challenging problem of MOR of nonlinear systems. Then the review 

will be followed by the important ideas currently being used to deal with the general problem of MOR for 

nonlinear systems, where we show the difficulties found when trying to reduce the order of these types of 

problems.  
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II. Model Order Reduction  

II.1. MOR for Linear Systems  

 

Several definitions could take place once introducing MOR, due to the various areas of research that MOR 

fits in. Initially, MOR is a field that was developed in the area of systems and control theory that 

concentrates on the study of the properties of dynamical systems in application in order to reduce their 

complexity, while preserving the input-output port behavior as possible. MOR was not conserved for the 

domain of control systems, in reality it was taken up by numerical mathematicians, especially when 

methods such as PVL were published.  

 

Currently, MOR is an enriching field of research for both control theory and numerical analysis. Its main 

idea is to develop methodologies that make it possible to the designers to deal with a simplified system that 

can imitate the behavior of the original large system, in order to perform simulations within an acceptable 

amount of time and a moderate storage capacity, while keeping a reliable outcome. Such simplifications 

make computational simulations of complex and large systems very efficient, however, MOR is enrolled by 

some limitations that should be respected:   

 Good Accuracy: Every MOR method should attain a good accuracy in a way that a minimal error 

on the behavior of the input/output relationship of the original system against the reduced one 

should be achieved.  

 System properties preservation: for many types of problems, it is preferred that some specific 

properties or parameters of the original system would be conserved, such as stability, passivity, etc.  

  Computational efficiency: Two aspects should be studied in this part. The first is the 

computational efficiency of the generation of the compact realization, where the user should 

decide whether the cost of that generation is reasonable in comparison with the evaluation of the 

original system which is usually very large or not. The second is how computationally efficient is 

the evaluation of the compact realization once compared to the original. 

 User independency: It is highly recommended that each and every MOR algorithm would offer a 

minimal user intervention while generating the compact realization of the original system. It is 

desirable to keep the algorithm independent of the specific characteristics of any system that is 

intended to work on as much as possible. 
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There are two well defined sub areas in this field, MOR of linear and MOR of nonlinear systems. As 

expected, linear MOR is a well-known and developed area of research, and that by itself it is used as the 

basis for research in the newer and still developing field of nonlinear MOR. We start with a description of 

the linear case and follow with an analysis of the current state of development for the nonlinear area 

 

II.1.1.  Polynomial approximations of  the transfer function  

 

Polynomial approximation of the transfer function is a MOR technique that is based on approximating the 

system using the truncated power series expansion of its transfer function. It is normally performed on the 

transfer function representation of the system in the frequency domain. 

For a better understanding of this method, let’s consider a linear state-space representation of a dynamic system:  

 
       

     

̇
  III- 1 

Where vector   is the output of the system, vector   is the input of the system, and vector   is the state 

vector of the system, however, matrix   is the transformation matrix of the system,   is the input 

connectivity matrix, and   is the output connectivity matrix for the system model.  

Then the transfer function of the above system could be presented in the frequency domain as follows:  

  ( )     (    )     III- 2 

Where   is the identity matrix, and the output of the system could be characterized as follows:  

 ( )    ( ) ( ) 

Expanding the transfer function  ( )around     would give a power series of the transfer function as 

follows:  

 ( )     (    )                                         

 

Consider         to be replaced by    and         by    , so on and so forth up till n-1. Those 

coefficients – also could be called moments of the system – are mainly all what the polynomial 

approximation techniques is in need for in order to find a reduced representation of the system, in a way 
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that a reduced system could contain several of these terms with an adequate approximation of the 

coefficients, e.g. Padé approximation [14]. 

Moreover, the expansion of the transfer functions is not necessary to happen only around    , because in 

some systems, it is better to use higher    in order to achieve a better match. 

 

The advantages of this method are that the resulting model has a good match for system behavior at the 

expansion point and that this approach is computationally inexpensive in comparison with other 

approaches. However, the disadvantages of this method are that it is difficult to maintain stability of the 

compact model, also, it is difficult to estimate the error bound on the compact model, and to apply this 

method to Multi-Input/Multi-Output (MIMO) systems. It doesn’t guarantee passivity for the compact 

system, even when the original system is passive by itself, and it is well known that the lack of conserving 

passivity leads to instability in the system[15], in which the compact system will be instable. However, 

several modifications recently took place to preserve passivity of the compact model, also to make it 

possible to apply polynomial approximation of the transfer function to a MIMO systems [15][20]  

 

II.1.2.  Sub-space projection techniques,  

 

Sub-space projection technique is a model order reduction technique that consists of projecting system 

under study into a subspace of a much smaller system in size [21]. Obviously, this technique was inspired 

from geometry theories, as its own name states. For better understanding, consider a system of    

   size in its original state-space, sub-space projection method consists of projecting the original system of 

large size into a subspace       of lower dimensionality where    , in a condition that the reduced 

system   should keep its behavior from the point of view of the output nodes of interest. 

 

However, the subspace   is not unique, because as it is known from linear analysis, any base characterizing 

a subspace is not unique since there are an infinite number of equivalent bases that can define such a 

subspace.  

Let us consider the general state representation for a linear system one more time: 
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 {
  ̇       

     
 III- 3 

with initial condition  ( )     . where,  ( )     is the state vector,  ( )     is the input excitation 

vector,  ( )     is the output vector,   is the time variable   is the state space dimension and   and   

are the number of input / outputs, respectively. Matrices          are system matrices,        and 

       are input and output distribution arrays, respectively.. In most practical cases, it’s assumed that 

(   )    and    .   

 

Assume that we have an adequate projection base         that has a good approximation of the original 

system, in which it allows us to project the state-vector       into the subspace defined by this base as:  

 

{
  
 

  
 

    ̂

       

       

      

  
     

   III- 4 

 

where  ̂     is the state-vector for the projected system and    . The reduced system using this 

transformation becomes as follows:  

 {
   ̇̂     ̂     

 ̂    
   ̂

 III- 5 

Where  ̂ is a close representation for  , since we assumed that projection   is a good approximation.  

 

However, one of the more important issues in this technique is how to define suitable projection bases of 

the original system that are computationally efficient and that preserve good accuracy of system output. 

Fortunately, the success of this technique is closely related to Krylov subspaces. The recent progress of 

projection based model order reduction for large linear systems came from the development of efficient 

projection algorithms based on Krylov subspaces methods. Krylov subspace theory states that the solution 

of a linear system of the form in III-1, equation III-4 might be approximated in a subspace of order   which 

also corresponds to the rank of  , in which, this subspace can be very small compared to the original size 
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of the problem and more importantly researchers have developed powerful iterative methods that allow us 

to find such subspace, such as the Arnoldi algorithm and Lanczos.  

 

II.1.3.  Padé Approximation  

 

Padé approximation consists of finding a reduced model of order  , in a way that the first    moments of 

the transfer function of the reduced model constructed around a frequency    would have the same values 

as the original system. 

 

Consider a SISO system (Single Input, Single Output) where the input and the output are of dimension 1. 

Consider the equation (III-3),   and   become   and  . Also,       and   are presented as     and  , 

therefore, the system becomes:  

 {
    (     )   

   (     )   
 III- 6 

 

Therefore, the system is now characterized by matrix   only, instead of matrices   and  . The transfer 

function is expressed as a function of     and  . At this point, the transfer function of the reduced model of 

order   must be found where the first     moments are equivalent to the ones of the original system. The 

computation of the transfer function moments is generally (ill-conditioned) that cannot be solved unless the 

order is very small, this is why, we use (sub-space) Krylov of dimension   which is defined as follows:  

   (   )      {                } 

   ( 
   )      {      (  )     (  )    } III- 7 

The vectors which forms the sub-space of Krylov contain the required information however, they are not 

practically of a good use to construct the vectors of base. Thus, the projection base is constructed using 

Lanczos process, this process is generally known as PVL (Pade via Lanczos) and the most known 

algorithms for PVL are PRIMA, MPVL [11].  

 

Lanczos process generates two bases,    and    that are two Krylov bases (equation III-7).  
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This process tridiagonalizes the matrix  , once the process reaches the  th order, then a tridiagonal matrix 

   is obtained, this matrix is used to define the approximation of the transfer function   ( ) which is an 

approximation of Padé of the original transfer function.  

The reduced model is first obtained in the time domain, then it passes by the transformation which lead to a 

presentation of        afterwards, the change of variables      ̂ is made, then the projection of the 

dynamics equation can be applied using the base   . 

 

Another approach is followed by [22] and [23], which uses the Arnoldi process in order to determine the 

Krylov base for development around the frequency       . The algorithm of Arnoldi generates a base 

which serves for both the change of variable and the projection of the unchanged equation with respect to 

the representation in equation (III-5).  

 

This algorithm suffers from a disadvantage which is the problem of choosing the order   of the reduced 

model, however, a method of “error estimation” of Lanczos is proposed in [11] in order to specify the 

stopping point. Another approach is also considered to overcome the problem or choosing the order  , this 

approach is called “backward error analysis”, it considers the reduced model as a perturbed complete 

model. 
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II.2. MOR for Nonlinear Systems 

 

In the previous section, several methods of linear MOR have been discussed, methods that are currently in 

action in contemporary CAD tools. However, RF circuits such as power amplifiers, and filters consist not 

only of linear elements, therefore they cannot be presented as linear system. In order to deal with this 

limitation, it was necessary to find a new area that aims to reduce nonlinear systems.  

 

Nonlinear model order reduction area has not been successful or easy realm to deal with, due to the 

complexity and variety of nonlinear systems when compared to the clearly defined structure of linear 

systems. Research in this field is still ongoing in order to establish a formal base for nonlinear model order 

reduction. The nowadays nonlinear MOR techniques stem deeply from the linear MOR techniques, with a 

slight modification applied to them afterwards.  

 

This section will present some of these approaches, namely, linearization methods, Quadratic methods and 

Orthogonal Decomposition techniques.  

 

II.2.1.  Linearization 

 

Linearization methods are the most straightforward approach of model order reduction of nonlinear 

systems. The idea behind it is based on linearizing the system around a point in its state-space and then 

applying any of the efficient linear MOR techniques .  

 

The procedure of linearization methods can be summarized in two steps, in the first step consists of 

expanding the nonlinear system around an operative state-space value using a multidimensional Taylor 

series expansion technique for example. Then, the second step consists of truncating the resulting sum of 

infinite terms to only the first order term of the expanded system. Therefore, the linearization procedure 

leads to obtaining a linear model approximation of the Jacobian matrix of the nonlinear multi-dimension 

function.  
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Consider the following nonlinear system:  

 ̇   ( )     

        III- 8 

In this nonlinear system, we have      is the state vector,      is the input vector,      is the 

output vector,        is the input connectivity matrix,         is the output scanning matrix, and 

 ( )     represents a nonlinear set of functions. As a generalization of the linear case introduced above, 

we can apply a multidimensional Taylor series expansion around     to Eq III-8, this would be presented 

as follows:  

 

 ̇   ( )         (   )    (     )       

        III- 9 

It’s obvious that the infinite series of terms in the above equation (III-9) matches the system in equation 

(III-8) around the expansion point. from the equation above, A1 represents the Jacobian matrix which is in 

fact the first order contributions of the state variable, where        , therefore the system is 

approximated as a truncated expansion series with only the first order contributions or linear effects as 

follows:   

  ̇ ≅  ( )          

       III- 10 

Once the above system is obtained, any linear model order reduction techniques can be used in order to 

obtain the compact model of the system,  

Consider Arnoldi process to find a projection base       , via Krylov subspace, where     and 

    ̂ is the well approximation of the original system.  

As it was discussed in the previous section, the compact system would be presented differently, 

maintaining appropriate dimensions of the reduced system:  

 ̂̇ ≅     ( )                 
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II.2.2.  Quadratic Methods  

 

The Quadratic Methods are considered to be an improvement over the previous approach, in these methods, 

the second order term of expansion presented in equation (III-9) will be included for the state-space 

approximation of the nonlinear system. Therefore, the nonlinear system will be presented as follow:  

 ̇ ≅  ( )        (   )     

        III- 11 

Where    is simply the Jacobian as stated before, and         
 is the Hessian tensor [24] whose 

entrees are given by:  

        
    

      
 III- 12 

Equation (III-10) is also known as a second order or quadratic state-space representation. A trivial approach 

is to consider the Krylov sub-spaces defined by the linear part of eq (III-10), that is, to ignore the second 

order term in order to obtain the projection base       . Therefore, the obtained projection base can be 

reduced as follows:  

 

 ̇ ≅     ( )               (   )(   )         

       

Therefore:  

 ̇ ≅  ̂( )   ̂    ̂ (   )   ̂   

   ̂   

 

The key of success of Quadratic methods is how to find the orthogonal vector base  , several methods are 

considered, such as quadratic projection based methods [24]. However, such methods are based on idea of 

considering the effect of linear and second order elements for the definition of the sub-space of Krylov and 

constructing the corresponding orthogonal vector base.  

However, both methods are limited to a good match of the system only in the neighborhood of the 

expansion point. the success of these methods depend directly on the fact of how close the original system 
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to the linear or quadratic representation. This limitation makes Quadratic techniques very efficient for the 

weakly nonlinear system. 

  

II.2.3.  Trajectory Piecewise Linear  

 

This method consists of linearizing the model around various points in the state-space that are not only 

equilibrium points. The linear model is presented here in pieces based on a learning path (TPWL: 

Trajectory Piecewise Linear) of [25] [26]. The linearized model pieces has the following form: 

 

 ̇   ∑  ( )[ (  )    (    )]    

   

   

 

 

where the weights    of different linear models depend only on the distance of the current point    from the 

linearization points    and verify ∑   ( ) 
     
      for all x, and   is the Jacobian matrix.  

 

Rewienski et al. then use the method of Galerkin. Where   is the projection base, z becomes the state 

variable. consider     ̂, this base could be based on Krylov after concatenation bases determined from 

the linearized models around different points, or a balanced truncation base [27] or any other base. The 

final reduced order model has the form: 

 

{
 ̇̂   ∑  ( ̂)[ 

  (  )      (  ̂    )]      

   

   

      ̂ 

 

 

Where ∑   ( ) 
     
       for all    

A simple approach would be to set   ( ) to 1 for the linearization point   closest to   , where the others 

weights are set to zero. Here the approach used is more complex and ensures better continuity of weight in 
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time. The conditions applied on weights also allow flexibility on which it is possible to play in ensuring the 

stability and / or the passivity of the system. 

 

In practice, the size of the reduced system plays a significant role for the linearization points to be chosen 

by simple discretization uniform of the space. So they are selected along the most relevant possible training 

trajectories. Two methods are used to determine the linearization points. One is to use the original model 

and set a new linearization point when the current state is too far from all linearization points already 

defined, and the other is to simulate the model starting from the linearized model at the origin and projected 

based on Krylov associated.  

 

In Rewienski et al, when a state which is very distant from the initial state is reached, a new point of 

linearization must be defined, which leads to determine the basis of Krylov associated and represent the 

new projection base by concatenation. Afterwards, the linearized model around this new point is then used 

instead in order to continue the simulation and so on and so forth. Thus simulations of training trajectories 

require a reduced cost.  

 

  



Chapter II: Model Order Reduction of circuit equations 54 

 

 

 

III. Discussion  

 

In this chapter we have reviewed the field of model order reduction for very large dynamic systems for 

both Linear and Nonlinear systems. This field has reached a level of maturity suitable for its current use as 

a major tool in the design and analysis on such diverse areas such as VLSI and Micromechanical 

technology etc....  

 

For the linear MOR area, we presented the problems in the field and described the most widely used and 

successful techniques that have been developed and implemented. Krylov based MOR techniques were 

discussed as offering several key advantages that have made them the preferred techniques for MOR 

 

These methods could however be used in the case where the system is nonlinear as well, but it becomes 

necessary to consider the nonlinear elements while constructing the projection base. some methods require 

a training form, where the reduced model is generated though certain simulation (Décomposition propre 

orthogonale, troncature balancée [28]). In this chapeter, we reviewd the main NMOR methods that are 

widely used in this domain, namely, the Quadratic methods, and TPWL.  

 

In the following chapter, we will first review a NMOR method that was recently proposed by Gad et al in 

[29]. This method studies the construction of the projection base from a different perspective, the idea is 

that instead of applying MOR technique onto linear problem that is the Jacobian of the HB equation; find a 

way to apply it directly onto the original nonlinear equation. In other words, project the large size nonlinear 

system equation onto a lower dimensional space, and solve the lower dimensional equation using an 

iterative method such as Newton iteration. The difference is then that the Krylov subspace projection basis 

is constructed once at the beginning of the solution, therefore, this would overcome the disadvantage of 

Krylov which sometimes necessitate a posteriori action in order to ensure stability and passivity. However, 

this method is based on mathematically sound methodology to construct the projection base, which in fact 

encounters a number of important limitations in practical applications.  

Then, in the next chapter we will present this methodology, study the limitations and propose some 

solutions to overcome these limitations.   
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I. Introduction  

 

 The RF silicon integrated circuits (ICs) for communication systems witnesses a very rapid grow, 

which makes it essential to find more powerful methods of circuit simulation, especially when it comes to 

finding steady state solution response for large RF and microwave nonlinear circuits, which is a real 

challenge for designers and engineers.  

 

 Time domain methods, such as shooting method [1], as we have seen are considered as good 

simulation tools, however, they have limitations especially when there are widely separated time constants 

in the circuit (e.g. mixer analyses) and distributed elements (e.g. transmission lines).  

 

 Harmonic Balance technique (HB) as introduced in the preceding chapter is better suited to RF 

circuits for its ability to handle mixer and distributed elements. The main idea behind HB is that for many 

applications, signal waveforms can be represented in the frequency domain as a finite Fourier series with a 

limited number of independent tones [1],[2],[3].  This way, the differential equations that describe the 

circuit will be transformed into a set of nonlinear algebraic equations that can be solved directly using 

iterative techniques such as Newton-Raphson.  

 

However, the main problem of NR is that it becomes computationally expensive while solving the 

nonlinear equations, because of the need to store and factorize the Jacobian matrix. As the size of RF 

circuit increases, Jacobian matrix grows and becomes time and memory consuming, limiting the method to 

medium sized circuits [4] 

 

As previously indicated, about three decades ago, “Matrix-implicit linear” GMRES [5] solvers have been 

introduced for circuit analysis purposes. These methods are used to reduce the high cost of factoring and 

storing the Jacobian matrix in a way that only a few components of the Jacobian matrix need to be stored 

and the number of arithmetic operations minimized. These methods actually correspond to applying MOR 

technique to the Jacobian of the HB problem.  The methods are incorporated in modern simulators and 
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have lately given substantial performance improvement in the simulation of large scale circuits like single 

chip RF transmitters [1].  

 

The challenging point in the above methods is the necessity for a preconditioner matrix to achieve 

convergence of the GMRES solver in a reasonably small amount of iterations, typically less than 20.  

Unfortunately there is no well-known methodology for constructing such a preconditioner, given an 

arbitrary circuit; hence the number of iterations to convergence is often much higher, in the order of 

hundreds.  Besides the GMRES preconditioner has to be constructed and factored every Newton iteration 

of HB equation. The consequence is excessive consumption of both computer memory and CPU time as the 

circuit size and nonlinearity grow, occasionally making the method efficiency extremely poor.  

 

Two decades ago, Gad et al. [6] have proposed an alternate method that looks at the problem from a 

different perspective.  That is instead of applying MOR technique onto linear problem that is the Jacobian 

of the HB equation; find a way to apply it directly onto the original nonlinear HB equation. In other words, 

project the large size HB equation onto a lower dimensional space, and solve the lower dimensional 

equation using Newton iteration.  The expectation is that the lower dimensional size is small enough so that 

we can efficiently apply LU factor to the resulting Jacobian matrix and no more resort to GMRES solver.  

As we will see this approach is in fact equivalent to using the traditional approach of HB equation solution 

with GMRES solver onto the Jacobian problem. 

 

The difference is then that the Krylov subspace projection basis is constructed once at the beginning of the 

solution and not repeated every NR iteration as is the case with classical HB- Jacobian -GMRES approach. 

The challenge with the new approach is then how to construct this single projection basis in a numerically 

effective manner.  In his thesis [7], Gad has proposed a mathematically sound methodology to construct the 

basis, which however encounters a number of important limitations in practical applications. In this chapter 

we will present this methodology, study the limitations and propose some solutions to overcome these 

limitations.  

 

So the first section gives an overview of the nonlinear model order reduction proposed by Gad et al, in [6]. 

The second section introduces the concept of this method and how the system is reduced using projection 

technique through a congruent transformation matrix. Section III shows how the reduced system is solved 
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for steady state response. Section IV is intended to explain in details the construction of the congruent 

matrix. Section V provides numerical examples to show validity and efficiency of the proposed method. 

Section VI discusses the limitations of the proposed method, as an entrance to propose a solution to these 

limitations. Section VII proposes a numerical differentiator that can overcome to some extent the 

limitations discussed in section VI. Section VIII shows the advantages and disadvantages of the proposed 

numerical differentiator. Section IX provides numerical examples to prove correctness of numerical 

differentiator  
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I.1. General formulation of Harmonic Balance reduced order model equation 

 

In this section, the model order reduction technique proposed by Gad in [6] will be overviewed in details. 

The MOR technique is based on orthonormal projection methods through congruent transformation, the 

basic idea behind it is the assumption that the state variables in the circuit equation are linearly dependent, 

and can be composed from a few number of vectors (orthogonal basis) in some parameter space, therefore 

if the circuit equation is projected onto this space, the resulting equation dimension can be drastically 

reduced (congruence transformation). In the following, we will present the method in details  

 

I.2.  General RF circuit equation 

For simplicity of presentation, we will re-introduce the HB equation.  

First recall the   dimensional RF circuit time-domain equilibrium equation . 

 

 ∫  (   ) ( )    ̇( ( ))   ( ( ))    ( )   
 

  
  IV -  1  

 

 ( )    : circuit state variables (node voltages and non-admittance element currents) 

 ( )     : circuit excitation (independent nodal current sources and voltage sources) 

 ( ( ))      ( ( ))    : nodal nonlinear currents and charges. 

 ( )      : nodal impulse response of the linear elements 
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I.3. . Harmonic Balance equation 

 

As introduced previously, the corresponding harmonic balance form to the above equation is a   

 (    ) dimensional equation, where   is the number of harmonics or intermodultion products, as 

below. 

  ( )         (    )    (    )      IV -  2 

                     

                     

         (   )                 

                                

    Fourier transform operator matrix  

 

For notational simplicity we define the nonlinear function 

  ( )      (    )    (    ) 

So that the above equation rewrites:  

 {
 ( )      ( )     

          
 IV -  3 

I.4.  Reduced order equation 

Assume we can find a good projection subspace of dimension  ̂ and orthogonal basis        ̂, such that 

 ̂    ̂ is the projection of the solution in the subpace e.g:  

     ̂ IV -  4 

Then inserting (IV-4) in (IV-3) and left multiplying (IV-3) with the matrix transpose   ; we obtain the 

reduced order equation in the parametric space. 

 {
 ̂( ̂)   ̂ ̂   ( ̂)   ̂   

 ̂  ̂  ̂  ̂    ̂

 IV -  5 
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Where,  

  ̂( ̂)     (  ̂) 

  ̂       

  ̂( ̂)     (  ̂) 

  ̂      

 

The reduced dimension of the system is expected to be sufficiently small,  ̂   , in the order of tens and 

hundred, so that we can efficiently perform LU factorization of the Jacobian and gain important computer 

memory and CPU savings. However, the challenge is how do we form the projection basis       ̂, 

given an arbitrary circuit topology and equations. The approach suggested by E. Gad et al. is Padé 

approximation, which we will consider below. 

 

I.5. Padé approximation approach to HB equation model order reduction 

 

 

The idea of Padé approximation to HB equation model order reduction can be summarized as follows: 

 

I.5.1.  Parameter space definition 

 

In order to apply Padé approximation theory, it is necessary to identify a convenient parametric observation 

space, on which we can carry a power expansion of the response. In this purpose, starting from the HB 

equation (IV-2), let us define an arbitrary real parameter   [   ], and make the excitation vector become 

a function of the parameter    →  ( ) 

By doing so, we transform the harmonic balance equation (IV-2) into a parameterized equation as follows:  

  ( ( ))    ( )   ( ( ))   ( )    IV -  6 
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I.5.2.  . HB Equation power series expansion  

 

Function  ( ) is arbitrary; however as we will see, a trivial and practical case is to consider a linear  

equation. It is obvious that, if excitation  ( ) is considered a power series of  , then for a stable circuit (i.e., 

non-autonomous), we may expect solution  ( ) to be also a power series of  . The same is true for the 

nonlinearity vector   and other components of eq. (IV-6). Hence we may expand all state vectors in the form 

of a power series:  

 ( )  ∑  ̅ 

 ̂  

   

     

 ( )  ∑  ̅ 

 ̂  

   

     

  ( ( ))  ∑  ̅ 
 ̂  
                                  IV -  7 

Similarly the Jacobian of the parameterized equation expands as a power series as well: 

  ( )  
  ( ( ))

  ( )
 ∑  ̅ 

 ̂  
      IV -  8 

 

I.5.3.  . Notational conventions  

 

It is important to clarify the conventions used in the above equation, which can be a little ambiguous. The 

indexed variable with a bar,  ̅     indicates the coefficient of the power series decomposition, not to 

confuse with Fourier series decomposition coefficients       of the variable  ( )    ,    (   

 ) 

 

Function  ( ) designates the parameterized equation solution, not to confuse with the scalar  , solution of 

the original system. 

 



Chapter IV: Harmonic Balance Reduced Order Model Equation 68 

 

 

 

I.5.4.  Introducing the continuant   

 

Introducing a parameter and expanding the excitation as a power series of the parameter provides a natural 

path to Padé approximation theory. If for some parameter value      we have the identity of 

parameterized excitation and original circuit excitation, i.e:  ( )   , then parameterized solution is 

identically the original system solution, i.e.,  ( )    .  

Hence per virtue of the power expansion above, we have 

   ∑  ̅ 
 ̂  
       IV -  9 

We then see that the desired solution   is a vector of the subspace spanned by the coefficients of the power 

expansion (known as moments of Padé approximation) of the parameterized problem solution : 

         ̅   ̅     ̅     

Provided that  ̂, the order of power decomposition is much less than  , we have thus defined a convenient 

projection space and derived a procedure how to construct a congruence basis , i.e.  

            ̅   ̅     ̅      IV -  10 

 

Note however that since the column vectors of   are coefficients of a plain power series expansion, they 

tend to be linearly dependent, so that   is not naturally an orthogonal basis. Once the basis is obtained, 

orthogonalization can be carried out a-posteriori, using e.g., modified Gram-Schmidt, QR or SVD methods. 

Now it remains how to select the convenient excitation parameterization function  ( ) and derive the 

identification algorithm for moments of Padé approximation composing the basis  .  

 

I.6. Identification of moments of Padé (MP) approximation 

I.6.1.  . HB Equation parameterization  

 

So far, the excitation parameterization function  ( ) we have defined is an arbitrary polynomial. A good 

and practical selection is to consider a first order polynomial, i.e. ( )   ̅   ̅   . 
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Hence let us set: 

  ( )   ̅   ̅    IV -  11  

This excitation configuration is sketched in the figure below (Fig IV-1) for a simple diode circuit. Indeed, 

this parameterization selection corresponds to the classical continuation formula (known as source 

stepping) commonly adopted to help convergence of Newton iteration in HB simulators. The parameter   

thus corresponds to the normalized input power, which we sweep from 0 to the final value, 1. Every 

harmonic component    of the solution is then a smooth function of the parameter     ( ) 

 

Figure IV -  1 : Illustration of HB equation parameterization 

 

It is important to recall that the power coefficients  ̅  are vectors of dimension    (    ) and notice 

that the content of the two non-zero coefficients in eq. (IV-11) is as below: 

 

 ̅   [          ] : Zero order power coefficient is the DC excitation 

 ̅   [                ] : First order coefficient is the Fundamental harmonic of excitation 

 ̅    ⃗⃗          ̂    : Higher order power coefficients are zero  
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I.6.2.  Identification equation of moments of Padé  

From the above parameterization strategy, we observe the following: 

 when      , the parameterized problem corresponds to the simulation of DC conditions in the 

original problem 

 when    , the parameterized problem corresponds to the simulation of the original problem 

 Now inserting power expansion of all state variables, eq. (IV-7), into the reduced order equilibrium 

equation (IV-6) , this finally expands as below: 

 ∑ (  ̅     ̅    ̅ ) 
    ̂   

     IV -  12 

 

 In order to satisfy eq. (IV-12) for any value of  , it is necessary that all power coefficients of the 

series be zero, i.e: 

 {

  ̅     ̅    ̅   

  ̅     ̅    ̅   

  ̅     ̅    ̅           ̂    

   IV -  13 

   

Equation (IV-13) is a set of algebraic equations having power coefficients  ̅   ̅     ̅ ̂ as unknowns. We 

therefore have succeeded to obtain the equation to be solved in order to determine the moments of Padé 

approximation spanning the reduced order subspace. 

 

I.7. . Iterative solution of the MP identification equation 

 

In order to solve the above Padé moments identification equation we resort to an interesting 

property of power expansion, that is below. 
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I.7.1.  Property 

 

If   expands has a polynomial of  :   ∑  ̅  
 

 , and  

  is a function of  :   ( )  ∑  ̅  
 

  

a coefficient of order   of the polynomial expansion of  ( ) depend only on coefficients of order less than 

or equal to   of the variable   ; i.e.:  ̅   ( ̅   ̅     ̅ ). In other terms   ̅  is independent  

of,  ̅       

 

I.7.2.  Recursive algorithm 

 

Thanks to the above property, we can perform the identification of the power coefficients on a one by one 

basis, starting with     , and progressing to      ̂  , i.e., a recursive procedure. This is briefly 

described in the following. 

 DC state:       

  ̅     ̅    ̅                                                                                                                                     IV -  14 

Where, 

 ̅   [          ]  

 ̅   [          ]  

 ̅   [     (  )    ]  

 

We observe the following important features that are the main figures of the identification 

algorithm: 

solution  ̅  corresponds the DC solution of the circuit 

 ̅    ̅     ̅   is the small signal conductance of the nonlinearities 

    (   ̅ )      , the jacobian of the above system, corresponds to the small signal 

admittance of the circuit.     is a sparse and block diagonal matrix as sketched below. 
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Figure IV -  2 :  Illustration of the Jacobian matrix 

 

 First order coefficient:       

  ̅   ̅   ̅                    IV -  15 

Where,  

 ̅  [                ]  

Resorting to polynomial algebra from (IV-7) and (IV-8), we easily derive the derivatives 

  ( ̅( ))  
  ( ̅( ))

  ̅( )
 ̅ ( )   ( ) ̅ ( ) 

 ̅   ∑   ̅ 

 ̂  

   

     ( ̅  ∑  ̅ 

 ̂  

   

  )( ̅  ∑   ̅ 

 ̂  

   

    ) 

So that setting       both sides in the above, we isolate the expression , ̅   ̅  ̅  , which 

inserted in (IV-15) yields a linear equation below to be solved for  ̅  We observe that the 

coefficient matrix in the linear equation is simply the small signal admittance matrix obtain from 

DC analysis. 

 

(   ̅ ) ̅            IV -  16 
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 2nd order coefficient:       

  ̅   ̅   ̅        IV -  17 

Where,  

 ̅  [ ] 

Repeating the above polynomial algebra on second order derivative    ( ̅( )), we obtain the 

expression ,  ̅   ̅  ̅  
 

 
 ̅  ̅ , which inserted in (IV-15) yields again a linear system to be 

solved for  ̅  :  

(   ̅ ) ̅   
 

 
 ̅  ̅       IV -  18 

 

 Higher order coefficients:       

Repeating the process for higher order coefficients, we finally obtain the recurrence below, 

constituting the solution algorithm for all Padé moments of the HB equation. 

  ̅   ( ̅ )   ̅      IV -  19 

(   ̅ ) ̅      

(   ̅ ) ̅   
 

 
∑(   ) ̅ 

   

   

 ̅           ̂     

 

I.7.3.  Computation complexity of the recursive algorit hm  

 

There are two major operations at each iteration   of the above algorithm, the solution the linear equation 

(   ̅ ) ̅    , and the computation of the nonlinear device Jacobian coefficient  ̅   . 

As shown above, (   ̅ ) the small signal admittance matrix is sparse and block diagonal ; besides since 

the matrix is unchanged from iteration to iteration, it is therefore LU factored once and reused for all 

iterations which constructing the matrix  . The cost of linear equation solution is therefore negligible. 

The critical point remains therefore the computation of the nonlinear device Jacobian coefficient 

 ̅    which we address in the next section. 
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I.8. . Polynomial factorization of the nonlinear device equation 

 

Computation of the power expansion coefficients of the nonlinear devices Jacobian,  ̅         ̂     is 

the key and most critical point of the reduced order HB equation process. 

Recall from (IV-8) that: 

  ( )  
  ( ( ))

  ( )
  ∑  ̅  

  ̂   
     IV -  20 

We showed above, that  ̅  is the Jacobian of the DC analysis; we need to develop a procedure to derive the 

higher order terms. However, If  the symbolic expression of the nonlinearity ( ) is known, it is fortunately 

possible to derive the power expansion coefficients  ̅  one at a time, starting from  ̅ , within the process 

described in the recursive algorithm derived above. 

For the sake of derivation simplicity, we consider that nonlinear equation  ( ) contains only nonlinear 

currents (extension to nonlinear charges and fluxes is straightforward).  

Hence, referring to definition (IV-2), ( )    (    ) , and inserting in the above, we have: 

  ( )  ∑  ̅  
  ̂   

    
  ( ( ))

  ( )
  

  ( ( ))

  ( )
    IV -  21 

The nonlinear time domain Jacobian 
   ( )

  ( )
 is a diagonal matrix of size      , where   and   are the 

number of time samples and circuit nodes, respectively. Let us note it: 

  ( ) 
  ( )

  
     {

  (  )

   
   

  (    )

     
} IV -  22 

 

According to the considerations above, both the time-domain state variables  ( ) and Jacobaian  ( ( )) 

expands as a polynomial of the parameter  , i.e: 

  ( )∑  ̅  
  ̂   

    IV -  23 

  ( ( ))   ∑  ̅  
  ̂   

    

 

Finally a comparison of (eq-22) with (eq-21) and (eq-23) we find the important Fourier time to frequency 

domain map of the state variable and Jacobian. 
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  ̅      ̅  IV -  24 

  ̅    ̅  
   

 

Now we are in a position to establish the full algorithm for the identification of moments of Padé; it follows 

directly from the identification equation (eq-19) 

 

I.9.  Moments of Padé Identification algorithm 

 Iteration:       

1.  Solve regular DC equation , i.e., the N dimensional equation:   ̅   ̅   ̅     

2. Compose the zero order polynomial coefficient of state variable: ̅  [         ]  

3.  Map the state variable coefficient into time domain:  ̅      ̅  

4.  Compute time domain zero order coefficient of the Jacobian:  ̅    ( ̅ )   ̅  

5.  Map time domain Jacobian coefficient to frequency domain:  ̅    ̅  
   

6.  Form and LU factor the small signal admittance matrix: (   ̅ )  (    ̅  
  ) 

 

 Iteration:       

1. Solve 2nd equation of (eq-19) and get first order coefficient of state variable  ̅ :  

(   ̅ ) ̅      

2.  Map the state variable coefficient into time domain:  ̅      ̅  

3. Apply the formal vector of power series  ( )         to the nonlinear equation (eq-

22) and identify the Jacobian first order time-domain coefficient  ̅  as in (IV-23) 

4.  Map time domain Jacobian coefficient to frequency domain:   ̅    ̅  
  

1 

 Higher order iterations:       

1.  Solve 3rd equation of (eq-19) and get     order coefficient of state variable  ̅  
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(   ̅ ) ̅   
 

 
∑(   ) ̅ 

   

   

 ̅    

2.  Map the state variable coefficient into time domain: ̅      ̅  

3.  Apply the formal vector of power series  ( )  ∑  ̅ 
 
      to the nonlinear equation (eq-

22) and identify the Jacobian p th order time-domain coefficient  ̅  as in (eq-23) 

4.  Map time domain Jacobian coefficient to frequency domain:  ̅    ̅  
   

5.         

6.  loop until    ̂     

 

I.10. Formal factorization of the nonlinear device equation 

 

So far we have made important progress in establishing the algorithm for MP identification; however we 

haven't still established the process for identifying the time-domain polynomial coefficient  ̅  of the 

Jacobian in (eq-23), within step 3) in the above algorithm. The ultimate complexity in the algorithm resides 

in the identification of these coefficients. This is fortunately possible in a formal way if all device equations 

can be expressed with continuous transcendental functions.  

For illustration, consider a simple diode circuit equation as sketched in Figure below (Fig IV-3). It is driven 

by a parameterized excitation  (   ) so that the resulting diode voltage  (   ) , diode current  (   ) and 

conductance   (   )  
  ( (   ))

  (   )
  are also a function of the parameter   . 
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Figure IV -  3  : Illustration of a simple diode circuit 

 

 Consider   time samples of the voltage and consequently conductance 

 ( )  [ (    )  (    )    (      )]
  

 ( )  [ (    )  (    )    (      )]
  

 

 Consider power expansion of each time sample of voltage and consequently conductance 

 (    )  ∑ ̅ (  ) 
  

 

   (    )  ∑ ̅ (  ) 
 

 

                  

 Gathering all time samples  ̅ (  )  of power coefficients of the same order for the conductance, we 

obtain the vector coefficient  ̅  in (eq-23) 

 ̅  [ ̅ (  )   ̅ (  )     ̅ (    ) ]
 
        ̂     

 Now the question is, given a power expansion of a time sample of voltage  (    )  ∑  ̅ (  ) 
 

 , 

how do one identifies the power expansion coefficients of conductance  ̅ (  )   

 Considering the property of power expansion already stated, we know that a coefficient of order   

in the response depends only on coefficients of lower or equal order in the input signal. In other 
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terms,  ̅ (  )  is only dependent on  ̅ (  )  ̅ (  )    ̅ (  )  and not on the higher orders 

 ̅   (  )  ̅   (  )     

 

 Consequence of the above is that in the particular case where the device equations are relatively 

simple and expressed in terms transcendental functions, it is possible to derive a concise recursive 

formula of the conductance power coefficients as a function of voltage coefficients. 

For example in the common case of diode exponential current equation  ( )     (   (
 

  
)   ), 

it can be shown that [8] the coefficients of the conductance  ( )  
  ( )

  
 

  

  
   (

 

  
) are given 

by the relation: 

 

 {
 ̅ (  )  

  

  
   (

 ̅ (  )

  
)

 ̅ (  )  (
  

  
)

 

 
∑  ̅   (  )

   
    ̅ (  )                    

    IV -  25 

 

An important contribution, of E. Gad and R. Griffith [8] is to have considered the formal factorization of 

the commonly used transcendental functions in compact device modeling, and derived the table of 

polynomial decomposition factors given below. Note that the dependence on time of the factors has been 

removed for easer readability. 
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Conductance  
equation 

Factors :  
 

 

     ( ) 

 ̅     ( ̅ ) 

 ̅  (
 

 
)∑(   ) ̅    ̅ 

   

   

 

     ( ) 

 ̅     ( ̅ ) 

 ̅  (
 

 ̅ 

)( ̅  (
 

 
)∑(   ) ̅  ̅   

   

   

) 

     

 ̅   ̅ 
  

 ̅  (
 

  ̅ 

)(     ̅  ̅  ∑(    (   )) ̅    ̅ 

   

   

) 

      
 ̅   ̅   ̅  

      
 ̅   ̅   ̅  

      
 ̅  ∑ ̅  ̅   

 

   

 

  
 

 
 

  

 ̅  (
 

 ̅ 

)( ̅  ∑ ̅  ̅   

   

   

) 

Table IV - 1: Recursive formulae for the derivatives of simple functions 

  

𝑥  ∑ 𝑥𝑖𝛼
𝑖

𝑖

 

𝑦  ∑𝑦𝑖𝛼
𝑖

𝑖

 

𝑔  ∑𝑔�̅�𝛼
𝑖

𝑖
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II. Solving for Steady state solution using MOR 

 

So far, MOR algorithm has been reviewed, and the process of constructing the matrix   has been shown in 

details. Once the matrix   is obtained, HB equation then could be solved using NR iterative technique as 

follows:  

 Step 1:  

Reduce the system as (eq -5)  

 Step 2:  

Construct the Jacobian matrix, then Reduce it as follows:  

  ̂       

 Step 3 

Apply NR for the reduced system  

 ̂     ̂   ̂  ( ̂ ) ̂( ̂ )  

Bring back the solution of NR iteration to the original system.  

 →   ̂  

Repeat NR till a solution is obtained.  

 Step 4:  

Once the final answer is obtained, the residual error should be calculated, if the residual error is 

greater than a pre-specified tolerance, the order of reduction is then increased. Then, the system is 

solved again starting at step 1.  

 

It’s good to mention that it’s preferable to use the continuation method while solving for steady state 

solution for the same reasons as explained in chapter II, however, this is not mandatory, and it was removed 

in this section in order to eliminate any confusion due to the use of continuation method in the process of 

creating the projection base matrix  . 
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II.1.1.  Computation Complexity 

 

Two sources of computation complexity can be studied for the MOR technique, namely, the evaluation of 

moments, and construction of reduced Jacobian matrix and solving reduced system for steady state 

solution. 

 

Constructing the moments of MOR technique requires only one LU decomposition, equation (IV-19) of the 

original size Jacobian matrix, and then each derivative is obtained by one forward/backward substitution. 

The computation complexity of LU is  ( ̂  
 ), where  ̂ is the number of orders, and     (    ) , 

however, since  ̂ is too small in comparison to   , then complexity can be considered  (  ) 

 

The second source of computation complexity of MOR technique comes from solving the reduced system 

to find the steady state solution, and constructing the reduced Jacobian for every iteration of Newton-

Raphson recurrence.  

 

Solving the reduced system requires computing the LU decompositions of the reduced Jacobian matrix, in 

particular, the nonlinear part of the reduced Jacobian matrix. The procedure of constructing the reduced 

Jacobian matrix for every NR iteration can be characterized as follows:  

For every NR iteration, the solution must be brought back to the original size         ̂    

Then the Jacobian should be constructed in the time domain   
  ( )

  
|   ̂   

  

Jacobian is then transformed to frequency domain by using FFT  

Finally,   is reduced by matrix multiplication  ̂         

The computational cost of this procedure would require  (         )  

 

However, this computation expense could be considered insignificant in comparison to the expense of 

computing the LU decomposition of the Jacobian matrix of the original system for every iteration of NR, 

especially that the size of the reduced Jacobian is much smaller than the size of the original Jacobian 

therefore, the factorization of reduced Jacobian is much less expensive. This difference in expense is an 
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advantage point of the MOR approach over the original HB, because it saves CPU time by reducing the 

time required to find the steady state solution. Also, in comparison to iterative methods such as GMRES, 

which in fact has a computational cost equivalent to          [9], the MOR algorithm is almost similar 

in terms of computational cost.  

 

As a conclusion, the computational cost of MOR technique is considered to save computational time of the 

CPU, because it solves the system of nonlinear equations in the reduced form, where the size of the reduced 

system is much smaller than the original one. Even thought, constructing the congruent transformation 

matrix is considered to be expensive, however, in comparison with the number of LU decomposition of the 

original Jacobian matrix, then MOR technique has a great advantage over the original Harmonic Balance.  

 

Also, in comparison to GMRES, MOR technique showed robustness in terms of constructing the reduction 

matrix, due to the fact that MOR technique requires the construction of the congruent transformation matrix 

only once, whereas, GMRES has to find an appropriate preconditioner during every iteration of NR. 

 

The next section will provide some numerical examples to ensure that MOR HB has an advantage over 

regular HB in terms of saving CPU time, also, to show the correctness and efficiency of this method. 

 

II.2. MOR HB implementation 

II.2.1.  Introduction 

 

This section presents the development of the MOR Harmonic Balance simulator that was implemented 

using MATLAB for the simulation of RF circuits in the context of traditional SPICE circuit netlists [10] in 

order to provide a stable environment to study in depth the Model Order Reduction Technique [6]  

 

We first present the motivation and strategy for the development of the simulator, then we show the 

performance of the simulation tool compared to a well-known circuit simulator “ADS” We show that 

simulation results are almost indistinguishable in terms of accuracy when the mathematical models chosen 
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to represent the physical components in both tools are the same. However, it is understood that the 

computational speed of a simulation platform developed on top of a MATLAB framework is not 

comparable in any manner to an optimized commercial tool.  

 

II.2.2.  Motivation  

 

The idea of implementing a harmonic balance simulator using MATLAB stems from the need to simulate 

MOR method in a flexible and easy to use environment. 

Some existing simulators already have HB implemented, it would have been easier to test MOR if it can be 

easily integrated into an environment where standard circuit netlists can be parsed and simulation results 

can be compared to existing tools. However, integrating MOR into an open source version of harmonic 

balance simulators (e.g. Qucs, harmbal and others) is an error prone task. On the other hand, MATLAB is a 

powerful and flexible programming environment  with a handful of integrated mathematic libraries for 

equation solutions and data modeling. In particular MATLAB is constructed in a way that makes data 

structures look a lot easier than other lower level languages, also manipulating matrices is more visible and 

user friendly.  

 

Out of these two aspects, the ease of use of MATLAB, and the lack of ability of connecting MOR to an 

already existing HB simulator, the implementing of HB simulator has been accomplished 

 

In the following sections we describe in details the simulation strategy used in the development of this 

program. Also we present several tests where we compare the performance of this program to ADS for 

validity of our work.  

 

The construction of HB simulator follows a simulation strategy that consists of several steps that should be 

done in order.  

 

Circuits in HB simulator are introduced in a netlist form, a program that uses modified nodal analysis 

method MNA) is to transform the circuits of SPICE netlist form into MATLAB data structures [11]. A DC 

http://www.mathworks.com/
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analysis is to be done and presented as an initial guess to HB, in which HB implements both continuation 

method and Newton-Raphson that come together to achieve the steady-state solution of the circuit if there 

is any. Newton-Raphson is applied on harmonic balance equation, in parallel to continuation method which 

helps to solve the problem of convergence faced by Newton-Raphson recurrence.  

 

Once the solution of the original Harmonic balance is achieved, the simulator will save the solution, and 

start to perform MOR technique. The equations of MOR technique are taken from [6] 

 

II.3. Numerical examples:  

 

So far in this chapter, the model order reduction technique proposed in [6] was discussed, and the 

construction of congruent matrix was explained in details. This section is intended to show the 

effectiveness of proposed method through a comparison of the ordinary harmonic balance method versus 

the reduced one, in terms of rapidity, precision, and size of the circuit.  
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II.3.1.  Example one: Half-wave rectifier circuit  

 

Figure IV -  4 : Rectifier circuit 

 

The circuit shown in the figure above (Fig IV-4) is a rectifier circuit that contains a single diode, and it is 

meant to demonstrate the validity of the proposed algorithm in [6].  

 

This rectifier takes a sinusoidal input 𝑣(𝑡)              (  𝑡) , where           . it was first 

simulated using the HB technique, the HB approach required      harmonics to approximate the 

periodic steady-state response. The size of the original system is  𝑛(    )    (      )     

equations and 99 unknowns, where the reduced system required only 16 equations to reach the same steady 

state solution accuracy. There is no criteria to define  ̂, it is chosen by trial and error, starting from a very 

small  ̂ , then steady-state solution analysis starts, if the error is not small enough, then the order is 

increased, and new steady-state solution is obtained.   

 

Fig IV- 5 shows the output voltage waveform 𝑣   (𝑡) using both HB approach and reduced order approach 

explained in this chapter. The maximum relative error between the waveforms obtained from the two 

methods is 3.1295e-006. 
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Figure IV -  5 :  HB vs Proposed output 
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 ( )

   𝐼            𝑛  𝑉            

  

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.0591

0.0591

0.0591

0.0591

0.0591

time (sec  105)

A
m

p
lit

u
d
e

Time and Frequency response of a half wave rectifier

 

 

0 2 4 6 8 10 12 14 16
0

0.01

0.02

0.03

0.04

0.05

0.06

Frequency (Hz2105)

A
m

p
lit

u
d
e
 

HB

Reduced



Chapter IV: Harmonic Balance Reduced Order Model Equation 87 

 

 

 

II.3.2.  Example two Tuned Amplifier  

 

Figure IV -  6 : Tuned amplifier circuit 

 

Figure IV-6 shows a circuit of a tuned amplifier that contains a single transistor, the transistor used in this 

example is a simple Ebers-Moll injection model [10], which is presented in Figure IV-7 along with the 

equations and values of the components.  

This amplifier takes input of 𝑣(𝑡)     (  𝑡), where      (        ). the HB approach required 

     harmonics to approximate the steady-state response, and the size of the original system is 𝑛(   

 )     (      )      nonlinear equations, as for the reduced system, it was enough to solve 48 

nonlinear equations to get the steady-state solution with a maximum relative error between the waveforms 

from the two approaches is 1.7453e-006.  
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The Figure below (Fig IV- 8) shows the comparison between the time response 𝑣   (𝑡) of HB original 

approach versus MOR algorithm, which proves the correctness of the MOR technique. Figures (Fig IV-8, 

9, 10, 11) present the output response of the system as a function of the amplitude of the input waveform, 

this shows that the congruent transformation of order 48 is enough to match the response of the original 

circuit.  

 

𝐼1  𝐼𝑠 (𝑒
𝑉𝐵𝐶
𝑉𝑇   ) 

𝐼  𝐼𝑠 (𝑒
𝑉𝐵𝐸
𝑉𝑇   ) 

𝐼𝑆     15  and 𝑉𝑇        3V 

 

Figure IV -  7 :  Ebers-Moll model  
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Figure IV -  8 :  HB vs Proposed output 

Table IV - 2 shows that original HB approach required 75 iterations, whereas, the proposed algorithm 

required only 46 iterations to reach steady state solution, keeping in mind that the proposed algorithm 

requires only one LU decomposition of the full Jacobian matrix at the time when the original harmonic 

balance required 75 LU decomposition of original size Jacobian. 

Table IV - 2 shows that the proposed algorithm have managed to achieve a speedup factor of 5.4, while 

preserving accuracy of the solution.   

 

 Size of the 
System 

CPU 
time 

Iiterations Construction of 
matrix   

Total required time 

Original 
circuit  

429 12.52 
(sec) 

75 - 12.52 (sec) 

Reduced 
circuit 

48 1.45 
(sec) 

46 0.85 (sec) 2.3 (sec) 

Table IV - 2 : shows a comparison of the conventional HB versus the proposed algorithm 
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Figure IV -  9 :  Solution at the first harmonic vs input level of Tuned amplifier 

 

 

Figure IV -  10 :  Solution at the third harmonic vs input level of Tuned amplifier 
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Figure IV -  11 : Solution at the fifth harmonic vs input level of Tuned amplifier 
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II.3.3.  Example three : Power amplifier  

 

Figure IV -  12 : Power amplifier circuit 

 

Figure IV-12 illustrates the setup for simulating a power amplifier circuit that contains two transistors. The 

amplifier takes input of 𝑣   𝑉𝑖𝑛     (  𝑡), where      (          ). the HB approach required 

    harmonics to approximate the steady-state response, and the size of the original system is 𝑛(   

 )     (     )      nonlinear equations, as for the reduced system, it was enough to solve 35 

nonlinear equations to get the steady-state solution with a maximum relative error between the waveforms 

from the two approaches is 7.4581e-005.  

 

The Figure below (Fig IV-13) shows the comparison between 𝑣   (𝑡) of HB approach versus the proposed 

algorithm  
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Figure IV -  13 : HB vs Proposed output 

 

Table IV - 3 shows that HB approach required 70 LU decomposition of the Jacobian matrix that has a size 

of        , whereas, the proposed algorithm required only 38 iterations to reach steady state solution. 

Table IV - 3 shows that the proposed algorithm have managed to achieve a speedup factor of 12.3, while 

preserving accuracy of the solution.   

 Size of 
system 

CPU time iterations Construction of    Total required time 

Original 
circuit  

357 5.94 (sec) 70 - 12.52 (sec) 

Reduced 
circuit 

35 0.4 (sec) 38 0.98(sec) 2.3 (sec) 

Table IV - 3 : Shows a comparison of the conventional HB versus the proposed algorithm for 

example 3 
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II.4. Disscussion  

 

II.4.1.  Etat de l ’art  

In this section, an overview of the development and improvement of the model order reduction technique 

that was proposed initially by Gad et al [6] will be presented.  

 

First, in 1999, Nakhla and Gad developped a new model order reduction technique for DC solution of 

Large Nonilnear Circtuis, using congruent transformation [12].  

 

This approach consists of reducing the original system to a smaller set of unknowns through a congruent 

transformation, which is obtained using Krylov subspace.  

The algorithm consists of:  

 Formulating the nonlinear equation using MNA 

 Computing the first few derivatives w.r.t the sweeping parameter of continuation method.  

 Formulating the Krylov subspace using the derivatives obtained in the previous step 

 Constructing the congruent transformation matrix   

 Applying QR decomposition method to matrix   in order to obtain an orthonormal matrix 

 Reducing the system using matrix    

 Solving for steady state 

 Bringing back the solution to the original size using matrix    

 

Afterwards, in 2000, Gad et al [6] applied the previously invented “model order reduction technique using 

congruent transformation” to harmonic Balance technique in order to reduce the time (CPU cost) while 

finding steady state solution. 
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The algorithm – which was reviewed in details previously in this chapter – is a continuation of the previous 

DC MOR technique, with an additional part added to it, which in fact describes the aspects of harmonics 

balance in the MOR.   

 

In 2001, Gunupudi and nakhla [13] applied the model order reduction using congruent transformation 

techniques to nonlinear High-Speed Interconnect Networks.  

 

In 2006, Praveen , Gad, et al [14] introduces a new algorithm for computing Sensitivity of Steady-State 

Response of Nonlinear Circuits using the Model order reduction.  

the main idea, in [14], is to apply the model order reduction, proposed by Gad et al [6], to a nonlinear 

system in order to find the steady state solution, then, once the solution is obtained, the solution is used to 

compute sensitivity using few number of forward/backward substitutions, by introducing the solution into 

sensitivity equation system, then projecting-based reduction is preformed through a change of variable 

similar to the one used in the first projection. 

 

The work done in [6][12][13][14] proves the correctness and efficiency of the MOR technique in terms of 

robustness, saving CPU cost, and in terms of accuracy. However, as far as we know, the limitation of this 

method have not yet been treated.  
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II.5. Limitations of the method 

II.5.1.  black box models  

 

The aim of proposed algorithm is to evaluate Padé moments in order to create congruent transformation 

matrix  , however, computing Jacobian matrices is essential in order to evaluate these moments recursively 

using equation IV-23. As mentioned in section IV-II-5, the proposed algorithm depends directly on the 

equivalent derivatives formulas, such as the expressions in Table IV - 1, in order to compute the nonlinear 

part of the Jacobian matrices. This is however doable as long as the mathematical expression of the device 

is known by the simulator kernel, which is not the case for most user defined models where the  simulators 

have no symbolic reach to the mathematical expression.  

 

II.5.2.  Elements of multiple variables  

 

The most important limitation of the proposed nonlinear MOR stems from the fact that most nonlinear 

device equations have  more than one voltage or current control variable [3].  

Fig IV-11 illustrates an example of FET equivalent circuit that characterizes such situation, in this figure, 

we notice that the drain current 𝐼  is a function of both the gate voltage 𝑉1  and the drain voltage 𝑉 , 

therefore, 𝐼   (𝑉1 𝑉 ).  

 

 

  Figure IV -  14 : Nonlinear element controlled by multiple variables 
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The function  (𝑉1 𝑉 )  Taylor expansion, and for a function of only two variable, [3] describe such 

expansion as being “sticky,”  

𝑖  
  

 𝑉1
𝑣1  

  

 𝑉 
𝑣  

 
 

 
(
   

 𝑉1
 𝑣1

  
   

 𝑉1 𝑉 
𝑣1𝑣  

   

 𝑉 
 𝑣 

 ) 

 
 

 
(
 3 

 𝑉1
3 𝑣1

3   
 3 

 𝑉1 𝑉 
 𝑣1𝑣 

   
 3 

 𝑉1
  𝑉 

𝑣1
 𝑣  

   

 𝑉 
 𝑣 

3)    

The equation above shows that as the order increases, it becomes more difficult and complicated to 

evaluate the derivatives of a function that depends on only two variables, due to the exponential growth of 

the derivatives combinations, that is, as the order increases; the combination of derivatives will become 

more difficult. Also, when the number of variables increases, evaluating required derivatives becomes a 

real cumbersome.  

 

As for the proposed algorithm in [6], dealing with multi-variable nonlinear functions and finding an 

equivalent series expansion such as the ones in Table IV - 1 seem to be very difficult, if not impossible task 

to apply. As far as we know, there is no automatic tool that can find such equivalent expressions, therefore, 

the proposed method in [6] would find it impossible to carry on with multi-variable nonlinear elements, and 

the proposed algorithm comes to an end in such cases.  

 

II.5.3.  Piecewise nonlinear equation  

 

A third limitation that the proposed method in [6] faces is dealing with “piecewise equation” nonlinear 

elements. A piecewise function is generally presented as follows:  

 ( )   {

 1( )          
  ( )           

 3( )            
 

Finding an equivalent recursive mathematical expression for such equations is probably not reachable 

because we cannot predict all the combinations of the sub-equations that form the piecewise equation. And 

as mentioned above, there is no automatic way to construct such recursive expressions.    
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This section showed that the proposed method faces some limitations with its actual implementation, 

because it counts directly on equivalent series expansion expressions, and in some cases, such as black box 

device or multiple variable device, the simulator has no way to find those equivalent expressions. Next 

section will attempt to overcome this limitation by constructing a numerical differentiator that can replace 

the analytical mathematical expressions such as ones in Table IV - 1.  
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II.6. Proposed Numerical Differentiator 

II.6.1.  Introduction  

 

So far in this chapter, we discussed in details the HB nonlinear model order reduction technique, which 

looked at the problem of reducing models from a different perspective. In other words, the algorithm makes 

use, first, of projecting the original system into smaller space using a congruent transformation matrix, then 

solves the system in the reduced space so that it decreases the numerical cost of factorizing Jacobian matrix 

at each NR iteration, afterwards, the steady-state response, once found, is brought back to the original 

system using the congruent transformation matrix.  

Also, in this chapter we explained in details how to construct the congruent transformation matrix, and 

some numerical examples were provided in order to prove validity, correctness, and performance of the 

proposed algorithm.  

 

We also presented some limitations of this algorithm, especially when the nonlinear functions in the RF 

circuits are considered to be black box devices; therefore, the mathematical forms of nonlinear equations in 

the system are not reachable, or when the mathematical form is modified by the designer in which the 

simulator has no equivalent power series form of the new equation. The other limitation presented is the 

multivariable nonlinear functions, where the evaluation of the nth order derivative becomes impossible as 

the order of derivative increases, because the complexity increases exponentially. 

 

This section will study solutions to overcome the limitations of the model order reduction proposed in [6], 

by introducing a numerical differentiator.  
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III. Numerical appraoch 

As stated before, the main complexity of the MOR technique is due to the need to obtain the time-domain 

polynomial coefficient  ̅  of the Jacobian matrix. The numerical differentiator which will be presented in 

the following section aims to evaluate these coefficients numerically. once the required derivatives are 

constructed using the proposed numerical differentiator, the matrix   can then be formed using the 

numerically obtained moments, and the algorithm of MOR technique listed above can proceed in the same 

way.  

 

In other words, the proposed numerical differentiator will calculate the moments differently; however, the 

procedure of reducing and solving the system would remain the same as before.  

 

III.1. Variable   

In the process of calculating Padé moments, it was shown that the continuant   was always replaced by 

zero, however, in the numerical approach,   cannot be zero, rather, it should be a small number which is 

close to zero, but not zero. This limitation to   has to be respected in order to avoid division by zero. 

 

Therefore,   should be replaced by a different variables that can characterize a vector of numbers that have 

nonzero values 
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III.2. EXPLENATION OF ALGORITHM  

 

Before introducing the numerical algorithm, it’s essential to mention that the procedure of identifying MP 

that was explained in IV-9 would be applied similarly in this section, the only change is how to compute 

the Jacobian coefficients.  

 

. The numerical algorithm is based on least square approach, it consists of  

 Iteration     

1) Obtain  ̅  by solving regular DC equation:   ̅   ̅   ̅    

2) Then compose the zero order polynomial coefficient of state variable: ̅  [         ]  

3) Apply IFFT to map the state variable coefficient into time domain:  ̅      ̅  

4) Compute time domain zero order coefficient of the Jacobian with respect to  ̅ :  ̅  

  ( ̅ )   ̅  

5) Map time domain Jacobian coefficient to frequency domain:  ̅    ̅  
   

6) Form and LU factor the small signal admittance matrix: (   ̅ )  (    ̅  
  ) 

 

 Iteration:       

1) Solve 2nd equation of (IV-19) and get first order coefficient of state variable  ̅ :  

(   ̅ ) ̅      

2)  Map the state variable coefficient into time domain:  ̅      ̅  

3) Apply the formal vector of power series  ( )         to the nonlinear equation (eq-

22) and identify the Jacobian first order time-domain coefficient as follows:  

i. Calculate  ( ) in terms of  ̅  and  ̅  :  ( )  
  (  ( ))

  
|
     

 

ii. Expand  ( ):  ( )    ̅   ̅    ̅  
     ̅  

  

iii. Substitue  ( ) from    and divide by   : 
 ( )  ̅ 

 
   ̅   ̅      ̅ ̂   

 ̂   
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iv. Replace 
 ( )  ̅ 

 
 by  ̂ ( ) 

v. Apply the fitting algorithm to   ̂  w.r.t.  , in order to obtain a numerical 

approximation for  ̅  

4)  Map time domain Jacobian coefficient to frequency domain:   ̅    ̅  
  

1 

 

 Higher order iterations:       

1)  Solve 3rd equation of (eq-19) and get pth order coefficient of state variable  ̅  

(   ̅ ) ̅   
 

 
∑(   ) ̅ 

   

   

 ̅    

2)  Map the state variable coefficient into time domain: ̅      ̅  

3)  Apply the formal vector of power series  ( )  ∑  ̅ 
 
      to the nonlinear equation (eq-

22) and identify the Jacobian p th order time-domain coefficient  ̅  as follows:  

i. Calculate  ( ) in terms of  ( )   ̅   ̅      ̅  
  : 

 ( )  
  (  ( ))

  
|
          

 IV -  26 

ii. Calculate  ̂ ( )  
 ( )

   ∑
 ̅ ( )

      

   
    

iii. Apply the fitting algorithm to  ̂ ( )  w.r.t.  , in order to obtain a numerical 

approximation for  ̅  

4)  Map time domain Jacobian coefficient to frequency domain:  ̅    ̅  
   

5)         

6)  loop until    ̂     
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III.2.1.  Fitting algorithm 

 

Among least square methods, the Chebyshev polynomials are chosen because they are considered to be the 

most important family of orthogonal polynomials [15]. Their properties can be derived by rather simple 

methods (Annex A) 

 

The fitting of vector  ̂ ( ) w.r.t. α.is carried in the following way: 

Define the vector of variable   which should vary between a small negative value which is close to zero 

and a positive small value different than zero. Also, the vector should not contain zero, otherwise, we end 

up with a division by zero error. The size of the vector is constant which should be specified by user:  

  → [        ] IV -  27 

Chebyshev polynomials algorithm takes the following variables as input: 

 The nonlinear function  ̂(    ) 

 The vector   

 The Curve fitting order which is a constant defined by user 

And as output, it gives a set of coefficients as a polynomials  

 

It was shown before:  

 ( )  [ (    )  (    )    (      )]
    IV -  28 

 ( )  [ (    )  (    )    (      )]
  

 ̅ ( )  [ ̅ (  )  ̅ (  )    ̅ (    )]
 
           ̂    

 

The key point in this algorithm is that  (    ) varies with each iteration, that means, for every iteration 

 (    )  is calculated according to the new coefficient of  (    )  that was obtained in the previous 

iterations. Therefore, we can define a new variable  ̂ (    ):  

  ̂ (    )  
 (    )

   ∑
 ̅ (    )

      

   
    IV -  29 
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Gathering all time samples  ̂ (    ) of power coefficients of the same order for the conductance, we have 

the vector coefficient  ̂ ( ):  

  ̂ ( )  [ ̂ (  )  ̂ (  )    ̂ (    )]
 
           ̂    IV -  30 

 

 Step 1: calculate  ( ) 

As a first step, we have to calculate  ( ) (eq -28) in terms of  . In section IV-9,   was set to zero, 

however, Chebyshev polynomials algorithm requires that   has to be a vector that varies between 

two small values, nearly zero, as defined above. 

 (    )  [ (     )    (     )]  IV -  31 

  

 (      )  [ (     )    (       )] 

Where the size of  (    ) is the same size as the vector   

 Step 2: calculate  ( ) 

Calculate  ( ) in terms of  ( ) using (eq-26).  

 Step 3: calculate  ̂( ) 

Form the vector  ̂ ( ) using (eq- 29) 

 ̂ (    )  [ ̂ (     )    ̂ (     )]  IV -  32 

  

 ̂ (      )  [ ̂ (     )    ̂ (       )] 

 

 Step 4: evaluate the Chebyshev polynomials 

for every sample of time, apply the fitting algorithm for  ̂ (    ). 

 ̅ (    )          ( ̂ (    )  )  IV -  33 

  

 ̅ (      )          ( ̂ (       )  ) 

Chebychev polynomials algorithm takes as input the vector  ̂ (    ), the vector  , and the number 

of coefficients, and gives as output the calculated polynomials 

.  
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 Step     obtain  ̅ ( ) 

After fitting vector  ̂ (    )., the Chebychev polynomials are collected for every instance of time.  

Consider the first Chebyshev Polynomial coefficient of every  ̂ (    ), this would approximate the 

vector  ̅ ( ) 

 

As an example, consider again a circuit with a single node and a single nonlinear function  ( ):  

 ( ( ))      ( 
 ( ( ))

    ) 

Therefore  ( ) would be : 

 ( )  
    

  
( 

 
  

( ̅   ̅    ̅  
     ̅ ̂   

 ̂  )
)   ̅   ̅       ̅ ̂   

 ̂   

 

 ̅  is the dc solution,  ̅  is obtained using equation (IV-16), then  ̅  is computed using equation (IV-19).  

Having  ̅   ̅    and  ̅  then,  ̅  is computed as follows:  

 ( )   
    

  
( 

 
  

( ̅   ̅  )
)   ̅   ̅       ̅ ̂   

 ̂   

 ( )   ̅ 

 
  ̅1   ̅      ̅ ̂   

 ̂   

For simplicity of presentation, consider  ̂ ( )   
 ( )  ̅ 

 
. 

The next step is to compute the numerical value of  ̂ ( ) by replacing  ( ),   , and vector   by their real 

values, then fitting  ̂ ( )  w.r.t.   for every instance of time in vector  ̂ ( ) , then  ̅  is formed by 

considering the first coefficient of chebyshev polynomials  

Once  ̅  is approximated, then    can be obtained using equation (IV-19) 

So far, we obtained the values of   ,    and   , therefore   ( ) can be computed as follows:   

 ( )  
    

  
 

 

  =
    

  
 

 

  
( ̅   ̅     ̅    )

 

The approximation of  ̅  is evaluated in the same way as  ̅ . Consider equation IV 29 again:  

 
 ( )  ̅ 

 
  ̅   ̅    ̅  

     ̅  
    IV -  34 
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We substitute  ̅  from 
 ( )  ̅ 

 
 and divide it all by  , therefore the equation will be reorganized as follows:   

(
 ( )   ̅ 

 )   ̅ 

 
  ̅   ̅    ̅  

     ̅  
    

The above equation can be represented differently:  

  ̂ ( )   ̅   ̅    ̅  
     ̅    

    IV -  35 

Fitting  ̂ ( ) in equation (eq-35) w.r.t to   the same way, which will end up with an approximate to the 

second derivative of the system. Obtaining  ̅  would allow us to compute   , therefore,  ̅  

This process is then repeated until    ̂     
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III.2.2.  Computational Complexity:   

 

The proposed algorithm has two main sources of computational complexity. The first CPU computational 

effort is characterized by to the moments’ evaluation of the transformation matrix, and the second CPU 

computational cost is due to solving the reduced system and finding the steady-state solution.  

 

In this section, we will study the computational cost of both sources, and we will show a comparison 

between the analytical algorithm and the numerical one.  

 

III.2.2.1.  Evaluation of Moments:  

 

The first computational cost of the numerical differentiator comes from the process of evaluating moments. 

The evaluation of moments by itself could be divided into categories, the first one is computing vectors   , 

and the second one is the vector fitting of functions with respect to  , using Chebyshev Polynomials.  

 

Actually, the first category could not be considered as a heavy load on the CPU, because it mainly consists 

of vector subtraction and division by a constant, which are considered to be linear behavior,        . 

 

The Chebyshev polynomials factorization is similar to FFT in terms of computation complexity [16], it 

requires in general            , where S is the time spampling, and     (    ), the number of 

nodes and harmonics in the system. However, the numerical differentiator algorithm requires to factorize 

the “Chebyshev polynomials” on all nodes of the systems, and for each time sample, moreover, this task is 

repeated  ̂ times. Therefore, the computational complexity will end up as    ̂(          (   )), 

and the total cost would be     ̂      
    (   ) 

 

Where  ̂ is the number of derivatives required to construct the transformation matrix,   is the number of 

nodes in the system,    is the time samples in the system and   is the polynomials coefficient. The upper 

bound of algorithm’s running time is taken into consideration, that means 
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  (     )  (   )   ̂      
    (   ) 

 

Removing the constants for simplicity, therefore, the computational complexity that comes from evaluating 

the moments could be characterized as follows:  

      
    (   ) 
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III.2.2.2.  Computation complexity of Construction and Solution of  the 

Reduced system  

 

Once the transformation matrix has been constructed, the following task is to apply reduction method in 

order to solve the system for steady state solution. This task is actually considered to be the second source 

of CPU cost which must be similar for both analytical and numerical approaches.  

 

As explained in section IV-3, NR is used to solve the system of nonlinear equations of reduced harmonic 

balance. This technique requires reducing the Jacobian matrix before computing its inverse, which in fact 

reduces the calculation of solving the system. However, the source of computation complexity stems from 

the need to apply FFT and IFFT for the original size Jacobian matrix, at each iteration.  

 

It is proved in [6] that the computational cost, of reducing Jacobian matrix using transformation matrix then 

applying Fourier transform, would be presented as follows:  

 (       (  )) 

Where     (    ) and 𝑆 is the sampling time points in the system.  

The advantage and drawback of the proposed algorithm will be discussed in the next section 
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III.2.3.  Advantages and drawback of the numerical algorithm:  

 

In this section, we will discuss the advantages of the proposed numerical algorithm and the drawback as 

well.  

 

III.2.3.1.  Advantages 

 

It was shown earlier in this chapter that the analytical algorithm has several limitations, one of them is that 

when the analytical mathematical power series expression is not given for a specific nonlinear device in the 

system, the whole method of constructing an orthogonal base comes to an end.  

 

However, the mathematical expression could not be available for two main reasons, the first is that the 

nonlinear equations in nature are unlimited, therefore they cannot be totally covered, and the second reason 

is that when multiple variables are introduced, the calculation of nth derivative becomes exhaustive because 

the complexity increases exponentially.  

 

The main advantage of the numerical differentiator is that it overcomes this limitation, because it requires 

the first derivative only, therefore, it’d be a lot easier to find the first derivative of multi-variable function 

and for any other nonlinear equation in the system as well.   

 

The second advantage of the numerical differentiator is that once the Projection base   is constructed, the 

time required to reduce the system and solve it is almost identical to the analytical method.  
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III.2.3.2.  Disadvantages:  

 

a.  Significant amount of time needed for evaluation of the moments  

 

The numerical differentiator faces a first disadvantage that it requires much more time to approximate the 

moments than the numerical algorithm, as it is shown in Table IV - 3, even though Chebyshev polynomials 

method is considered to be one of the best least square methods, however, the computation cost is 

significant once this method is applied to each instance of time of the nonlinear functions.  

 

b.  Cascaded error  

 

In the numerical differentiator, we notice that    in the algorithm depends directly on    :  

          (
 ( )    

 
  ), where      

And   , depends on both    and    as well:  

          (
 ( )  

  

    

  
) 

In other words, every derivative depends directly on all the previous ones, this applies to   , which 

depends on             . Therefore, we can conclude that the numerical algorithm is actually as 

cascaded algorithm, hence the error in this algorithm  

 

Usually, cascaded error is a type of error that’s very hard to control, the reason is that the new error ( 1) is 

a sum of the error generated while computing vector    and the previous error (  )which is generated 

while computing   , therefore,    is amplified in  1 , and therefore, both    and  1 are amplified in   , as 

 ̂ increases, the error would increase, and becomes more incontrollable.  
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Figure IV -  15 ::Percentage error difference of Analytical and Numerical derivatives of 

reduced system 

 

Figure above (Fig IV-15) shows how the percentage error between analytical and numerical error increases 

as  ̂ increases, this dramatic increase is due to the fact of cascaded error, which means that the error in the 

last derivative always considers all the previous errors, at one moment, the error becomes enormous.  

Let’s consider the same graph, but for  ̂    :  
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Figure IV -  16 ::: Percentage of error difference of sixth derivative of the system  

 

The figure above proves that the behavior of error is unique, that means, it increases in the same way, and 

as the order  ̂ increases, the error is multiplied.  
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c.  Dependency on the congruent transformation order  ̂  

 

It was stated in [6] that “The order of the reduced model  ̂ is increased if the residual error is greater than a 

pre-specified tolerance.” That is, once the simulation is terminated, and the steady-state solution is not yet 

reached, 𝑞 must be increased to some extent and the simulator should run again. However, there is no 

criteria of the incremental rate required in order to increase  ̂, and how many times the simulator would 

run before the optimal 𝑉 matrix is achieved, in other words, steady-state solution is reached.  

 

The figure below (Fig IV- 17) shows that as the order  ̂ increases, the resolution of the solution becomes 

closer to the original solution. 

 

Figure IV -  17 : Percentage of error difference of sixth derivative of the system 
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d.  Dependency on the variation of  vactor   

 

The Chebyshev polynomials properties requires the variation of parameter  . from a small negative number 

to a small positive number which are both close zero, but not null 

.            [   
 

 
    ] 

This variable wasn’t considered to be a drawback in the analytical method, due to the fact that it was 

always set to zero after every derivative operation, recall equation IV- 22, because this fact helps 

simplifying and simplifies the mathematical deduction.  

 

However, in the numerical algorithm, it’s necessary to replace the variable   by real values, because the 

fitting algorithm is based on fitting the equation w.r.t variable            

 

The main drawback is caused by the necessity to find the optimal   which must be close enough to zero. 

For this reason, we will sweep   from a very small value to one, and we observed the outcome by terms of 

comparing the error of original system against the reduced one, and then calculated the percentage error 

between the two systems in order to find the optimal value for  .  

 

Precision Percentage error 

0.01 significant 

0.05 0.01364% 

0.09 0.03787% 

0.1 0.00100% 

0.2 significant 

0.3 Numerical error 

Table IV - 4 Effect of variation of factor   

 

Table IV - 4 shows that   needs to be swept in order to have the optimal solution, however, the drawback is 

that criteria of sweeping   is based on trial and error, and it cannot be fixed to a standard value, because it 

differs from a circuit to another.  
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IV. Numerical results 

IV.1. Example of  half wave rectifier 

Consider the example of  half wave rectifier, figure IV-4, this circuit requires an order  ̂ equal to 20 to 

achieve a good steady state accuracy.  

 

The figures below (Fig IV- 18, 19) illustrate the behavior of the numerical algorithm for different Sampling 

rates. as we can see, the time required to evaluate the first derivative is too little in comparison to the other 

derivatives because there is no fitting applied in this iteration. However, at order 2, we notice that the curve 

increases drastically for both trajectory in the same behavior, which is in fact due to the fitting algorithm 

which requires to compute the Chebyshev polynomials for every time sampling of the nonlinear device. 

Also, we notice that from order 2 and up the increase of time is almost linear.   

 

 

Figure IV -  18 :Time required to analytically compute the Moments of the Power amplifier 

circuit   
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Figure IV -  19 :computational complexity of moment evaluation 
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IV.2. Example of a power amplifier 

 

Consider an example of a power amplifier that contains one transistor, 𝑣   = 0.01, fundamental frequency is 

20 MHz, order 7, and it required  ̂ (reduce order) equal to 16.  

 

Figure IV -  20 : Power Amplifier circuit  

 

The figures below (Fig: IV- 21, 22)  illustrate the time required for computing the moments in order to 

construct the orthogonal base 𝑉 

 

The first figure shows the numerical time complexity for computing the moments for different Sampling 

rates, and the second figure shows difference between the analytical and the numerical one.  

 

As we can see that the behavior is more or less equivalent, except that the scale of the numerical time is 

greater than the analytical, due to the fitting algorithm explained earlier in this section. Since the fitting 

algorithm computes the Chebyshev polynomials for every sample of time in the vector  ̂  . then the time 

required to approximate the moments numerically depends directly on the number of the Sampling in the 

circuit, as illustrated in figure IV-21 
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Figure IV -  21 :Time required to analytically compute the Moments of the Power Amplifier 

circuit   
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Figure IV -  22 :Computational complexity of evaluation of the Moments for a Power Amplifier 

circuit   

 

Table IV - 5 shows that the numerical differentiator reached good results, because it managed to help 

reducing the system and solving it almost same time as the analytical algorithm, however, the time required 

to construct the orthonormal base,  , using the numerical differential is greater than the analytical method.  
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128 

Analytic
al MOR 

HB  
S = 
32 50 0.51 0.154186 

0.66418
6 

  
S = 
64 50 0.51 0.190224 

0.70022
4 

  
S = 
128 50 0.52 0.204469 

0.72446
9 

numeric
al MOR 

HB 
S = 
32 51 0.51 2.108918 

2.61891
8 

  
S = 
64 51 0.52 3.595621 

4.11562
1 

  
S = 
128 51 0.525 7.457201 

7.98220
1 

Table IV - 5 : Computational time required to solve HB using analytical and numerical 

proposed method 

 

Figures below (Fig IV – 23, 24) illustrate the correctness of the numerical differentiator by presenting the 

solution of the second and third harmonic to be matching the response of the original and the MOR 

technique .  

 

 

Figure IV -  23 : Solution of the second harmonic vs input level of power amplifier 
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Figure IV -  24 : Solution of the third harmonic vs input level of power amplifier 
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V. Discussion 

 

In this chapter we first introduced the model order reduction method that was proposed by Gad for solving 

harmonic balance nonlinear equation via Krylov sub-space. This method showed that once the nonlinear 

equations in the system are explicitly defined, and there exist a mathematical equivalent form characterized 

in a power series, it manages to heavily reduce the system while keeping a very good precision of the 

output in comparison to the original system. However, once the mathematical equivalent is not predefined, 

this method can no longer proceed with constructing the transformation matrix  , therefore, this limitation 

makes the proposed MOR method inapplicable in real life.  

 

In the second part of this chapter, we proposed a numerical differentiator algorithm that can overcome the 

limitation stated above, therefore, if the mathematical form of nonlinear equations in the system is not 

predefined, we still can construct the orthonormal base,  , the numerical algorithm is based on least square 

method, Chebyshev Polynomials precisely. The main advantage of the numerical algorithm is that it 

overcomes the limitation that the analytical algorithm faced, while keeping a good precision of the output. 

However, this method faces some disadvantages it terms of computational cost, because it requires more 

time to construct matrix   in comparison with the analytical algorithm, also, it has dependencies on the 

factor  ̂ which is the order of the derivatives required to construct the orthonormal base  .  

 

However, criteria of finding an optimal  ̂ for certain system is not obvious, therefore only trial and error 

works in this matter. Also, the proposed numerical algorithm faces another dependency, in fact it depends 

on the variation of the artificial factor   introduced in the nonlinear equations, this factor was always set to 

zero in the analytical algorithm, that’s why it didn’t affect the final precision, however, in the numerical 

differentiator algorithm, this factor has to have a real value very close to zero, therefore, it is not obvious as 

well which value could be optimal for a system being simulated. Therefore, we have two factors to 

manipulate before we come to the optimal solution.  

 

Another disadvantage is that as  ̂ increases, the numerical error increases too, therefore, the numerical 

method is limited to a certain margin of variation of  ̂ before the error becomes significant.  
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The important contribution of this work was to show that the HB orthonormal projection base can be 

constructed using finite difference differentiation, ensure convergence and preserve accuracy the final 

solution.  This then can overcome the crucial limitation of the analytical method, that is the exponential 

growth of polynomial coefficients when factoring  multiple-variable device equations. Further  work must 

be carried on the algorithm in order to reduce error as the order of derivatives increase, and computation 

cost. In particular the numerical differentiation algorithm developed inherently a parallel task that can 

efficiently benefit multithreading to speed up the computation.  
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I. Summary 

 

Recently, the model order reduction domain has been widely introduced to circuit simulation due to the 

achievement and effectiveness it showed, in terms of decreasing the computational cost of CAD tools, by 

saving time and resources of designers while keeping good precision of the output.  

 

Model order reduction has two main fields, linear and nonlinear MOR. Linear MOR is a well-established 

domain already that contains a numerous techniques that proved correctness and effectiveness, however, 

when it comes to nonlinear techniques, nonlinear MOR is still considered to be immature field because of 

the difficulties and limitations it faces, moreover it was limited in applications where there are large linear 

blocks with few nonlinear terminations.  

 

Gad has recently tackled this problem by proposing an algorithm of nonlinear model order reduction for 

large nonlinear systems, using the projection techniques based on Krylov-subspace methods. This 

technique aims to create an orthogonal base using the first few derivatives of the nonlinear equations in the 

system. This technique was applied to harmonic balance simulation method to find the steady-state solution 

of large system; this is done by projecting the large set of nonlinear equations of HB into a much smaller 

subspace, then solving for the steady state solution using Newton Raphson recurrence numerical method, 

and once the solution is found, it is mapped back to its original size. 

 

The gist of this technique is that it avoids computing the expensive inverse of Jacobian matrix of large size 

at every iteration for NR, therefore the orthonormal base is ought to reduce the system, and solve NR in a 

much smaller size. However, this technique faced a limitation in constructing such orthonormal base, 

basically, this technique proposes to find an equivalent mathematical form of the nth order derivative of 

nonlinear equations in the system, and to present them in a power series in order to evaluate the moments 

that build up the orthogonal base. However, when the mathematical equations in the system are difficult to 

derive, or not explicitly pre-defined, this method cannot proceed to construct the orthogonal base.  
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This thesis proposes a numerical differentiator algorithm that helps to overcome the limitation stated above 

using least square fitting through Chebyshev Polynomials.  

 

The numerical differentiator algorithm does not change the process of how the proposed MOR works; in 

fact, it is just an alternative method of how to create the orthonormal base when the proposed method fails 

to do so.  

 

Even though the computational cost of the numerical differentiator is high in comparison to the analytical 

method, however, the advantage is that it can overcome a crucial limitation while preserving correctness of 

the output behavior.  
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II.  FutureWork 

Although the numerical algorithm managed to compute the nonlinear equation derivatives, however, we see 

that as the order to derivative increases, the error increases as well, and become rather uncontrollable.  

 

Several points can be investigated in the future: 

Finding algorithm that can reduce the numerical error while approximating the Padé moments numerically  

 

To some extent, the proposed numerical differentiator proved the ability of approximating the required 

orders which are needed to construct the congruent matrix . A recent algorithm based a traditional second 

order sliding mode controller has been implemented, namely, Super twisting algorithm , this approach can 

be the base of a different approach to build a numerical differentiator for the MOR technique proposed by 

Gad.  

 

Applying the method of fitting through Chebyshev polynomials to every sample in the nonlinear equations 

vectors was shown to be very expensive in terms of computation complexity, this cost could be reduced 

through the use of multi-processing algorithm that can significantly reduce the time spent by the numerical 

differentiator in order to approximate the Padé moments. 
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Chebyshev polynomials :  

Among least square methods, the Chebyshev polynomials are chosen because they are considered to be the 

most important family of orthogonal polynomials [15]. Their properties can be derived by rather simple 

methods. 

Consider the easily verified formula 

   (   )     (   )          (  )             

The above formula can be used recursively in order to express    (  ) as a polynomial in     ( ) 

Consider that 

       

 Where          , then we obtain a triangle family of polynomials that are called Chebyshev 

polynomials, defined for       , by the formula   ( )     (         ) ,    . Where the 

Chebyshev polynomials satisfy the recursion formula, 

  ( )    

  ( )     

     ( )      ( )      ( )            

The leading coefficient of   ( ) is      for     and 1 for    . The symmetry property   (  )  

(  )   ( ) also follows from the recurrence formula.  

  ( ) has   zeros in [    ] given by the Chebyshev abscissa 
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and 𝑛    extrema 

  
     

 

 
              (  

 )  (  )                       

These results follow directly from the fact that |   (  )| has maxima for   
  

  

 
 and    (   )    for 

   
(    ) 

  
 

The Chebyshev polynomials              are orthogonal with respect to the inner product:  
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Where      are the Chebyshev abscissa for   .  

(     )   
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Finding chebyshev polynomials is done using the following algorithm:  

Let  ( ) denote the interpolation polynomial in the Chebyshev points   , then we have 

  ( )     ∑     ( )
   

   
 

   
 

‖  ‖ 
∑  (  )  (  )

   

    

 

Where ‖  ‖
  is given in the equation above 

Definition I: Chebyshev polynomials are usually used in an interval that goes from -1 to 1. However, If we 

are working in terms of a parameter   which varies in the interval [   ] , then we should make the 

substitution,   
 

 
(   )  

 

 
(   )  where   [   ] ⇔   [    ]  and work with the Chebyshev 

points 
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(   )                          
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Resumé  

MOR (Model Order Reduction) est devenu un domaine très répondu dans la recherche grâce à l'intérêt qu'il peut apporter dans la 

réduction des systèmes, ce qui permet d'économiser du temps, de la mémoire et le coût de CPU pour les outils de CAO. Ce 

domaine contient principalement deux branches: linéaires et non linéaires. MOR linéaire est un domaine mature avec des 

techniques numériques bien établie et bien connus dans la domaine de la recherche, par contre le domaine non linéaire reste 

vague, et jusqu'à présent il n'a pas montré des bons résultats dans la simulation des circuits électriques. La recherche est toujours 

en cours dans ce domaine, en raison de l’intérêt qu'il peut fournir aux simulateurs contemporains, surtout avec la croissance des 

puces électroniques en termes de taille et de complexité, et les exigences industrielles vers l'intégration des systèmes sur la même 

puce. 

Une contribution significative, pour résoudre le problème de Harmonic Balance (Equilibrage Harmonique) en utilisant la 

technique MOR, a été proposé en 2002 par E. Gad et M. Nakhla. La technique a montré une réduction substantielle de la 

dimension du système, tout en préservant, en sortie, la précision de l'analyse en régime permanent. Cette méthode de MOR 

utilise la technique de projection par l'intermédiaire de Krylov, et il préserve la passivité du système. Cependant, il souffre de 

quelques limitations importantes dans la construction de la matrice “pre-conditioner“ qui permettrait de réduire le système. La 

limitation principale est la nécessité d'une factorisation explicite comme une suite numérique de l'équation des dispositifs non 

linéaires . cette limitation rend la technique difficile à appliquer dans les conditions générales d'un simulateur. 

Cette thèse examinera les aspects non linéaires du modèle de réduction pour les équations de bilan harmoniques, et il étudiera les 

solutions pour surmonter les limitations mentionnées ci-dessus, en particulier en utilisant des approches de dérivateur 

numériques. 

Implementation of Harmonic Balance Reduce Model Order Equation 

Abstract  

MOR recently became a well-known research field, due to the interest that it shows in reducing the system, which saves time, 

memory, and CPU cost for CAD tools. This field contains two branches, linear and nonlinear MOR, the linear MOR is a mature 

domain with well-established theory and numerical techniques. Meanwhile, nonlinear MOR domain is still stammering, and so 

far it didn’t show good and successful results in electrical circuit simulation. Some improvements however started to pop-up 

recently, and research is still going on this field because of the help that it can give to the contemporary simulators, especially 

with the growth of the electronic chips in terms of size and complexity due to industrial demands towards integrating systems on 

the same chip. 

A significant contribution in the MOR technique of HB solution has been proposed a decade ago by E. Gad and M. Nakhla. The 

technique has shown to provide a substantial system dimension reduction while preserving the precision of the output in steady 

state analysis. This MOR method uses the technique of projection via Krylov, and it preserves the passivity of the system. 

However, it suffers a number of important limitations in the construction of the pre-conditioner matrix which is ought to reduce 

the system. The main limitation is the necessity for explicit factorization as a power series of the equation of the nonlinear 

devices. This makes the technique difficult to apply in general purpose simulator conditions. 

This thesis will review the aspects of the nonlinear model order reduction technique for harmonic balance equations, and it will 

study solutions to overcome the above mentioned limitations, in particular using numerical differentiation approaches 
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