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Abstract- Users’ willingness to consume media services alaithy the compelling
proliferation of mobile devices interconnected wialtiple wired and wireless networking
technologies place high requirements on the Fututernet. It is a common belief today that
Internet should evolve towards providing end useits ubiquitous and high quality media
services and this, in a scalable, reliable, efficand interoperable way.

However, enabling such a seamless media delivesgga number of challenges. On one
hand, services should be more context-aware tolenhbir delivery to a large and disparate
computational context. On another hand, curremtrit media delivery infrastructures need to
scale in order to meet the continuously growing bemof users while keeping quality at a
satisfying level.

In this context, weintroduce a novel architecture, enabling a novellaborative
framework for sharing and consuming Media Serviegthin Future Internet (FI). The
introduced architecture comprises a number of enwments and layers aiming to improve
today’s media delivery networks and systems towarlstter user experience. In this thesis, we
are particulary interested in enabling context-avaultimedia services provisioning that meets
on one hand, the users expectations and needsnaadother hand, the exponentially growing
users’ demand experienced by these services.

Two major and demanding challenges are then fageithis thesis (1) the design of a
context-awareness framework that allows adaptivétimedia services provisioning and, (2)
the enhancement of the media delivery platform uppsrt large-scale media services. The
proposed solutions are built on the newly introduec@tual Home-Box layer in the latter
proposed architecture.

First, in order to achieve context-awareness, ypeg of frameworks are proposed based
on the two main models for context representafltne markup schemes-based framework aims
to achieve light weight context management to engarformance in term of responsiveness.
The second framework uses ontology and rules toeinadd manage context. The aim is to
allow higher formality and better expressiveness gimaring. However, ontology is known to be
complex and thus difficult to scale. The aim of muark is then to prove the feasibility of such a
solution in the field of multimedia services pragiing when the context management is
distributed among the Home-Box layer.

Concerning the media services delivery enhanceménd, idea is to leverage the
participating and already deployed Home-Boxes dikkage and uploading capabilities to
achieve service performance, scalability and réiigbTowards this, we have addressed two
issues that are commonly induced by the contericegion: (1) the server selection for which
we have proposed a two-level anycast-based regadsection strategy that consists in a
preliminary filtering based on the clients’ contexnd in a second stage provides accurate
network distance information, using not only thel-¢o-end delay metric but also the servers’
load one and, (2) the content placement and remplacein cache for which we have designed
an adaptive online popularity-based video cachirggegy among the introduced HB overlay.

Keywords- Future Media Internet; Context-awareness; Ontolodgideo-on-Demand
provisioning; Request redirection, Load Balanci@gntent Caching; Home-Boxes Evolution.



Résumeé-La généralisation de I'usage de I'Internet, cemidees années, a été marquée
par deux tendances importantes. Nous citeronsemier, I'enthousiasme de plus en plus grand
des utilisateurs pour les services médias. Cettdatee est particulierement accentuée par
'avénement des contenus générés par les utilisatgui amenent dans les catalogues des
fournisseurs de services un choix illimité de coog L’autre tendance est la diversification et
I'hétérogénéité en ressources des terminaux edugs#acces. Seule la valeur du service lui-
méme compte pour les utilisateurs et non le moyeaatéder.

Cependant, offrir aux utilisateurs un accés ubargta de plus en plus de services Internet,
impose des exigences trés rigoureuses sur l'imfretsire actuelle de I'Internet. En effet,
L’évolution de I'Internet devient une évidence ette évolution est d’autant plus nécessaire
dans un contexte de services multimédias qui smmiws pour leur sensibilité au contexte, dans
lequel ils sont consommés, et pour générer d’énmpantités de trafic. L'Internet doit donc
évoluer dans ses fonctionnalités, sa taille etapmaté afin d’offrir aux utilisateurs finaux des
services médias personnalisés et de qualité capdblpasser a I'échelle.

Dans le cadre de cette these, nous nous focalisonsleux enjeux importants dans
I'évolution de I'internet. A savoir, faciliter leéploiement de services médias personnalisés et
adaptatifs et améliorer les plateformes de didibhude ces derniers afin de permettre leur
passage a I'échelle tout en gardant la qualité efeice & un niveau satisfaisant pour les
utilisateurs finaux.

Afin de permettre ceci, nous introduisons en premime nouvelle architecture multi
environnements et multi couches permettant un enregment collaboratif pour le partage et la
consommation des services médias dans un cadreédeaux média du futur. Puis, nous
proposons deux contributions majeures que nousyéps sur la couche virtuelle formés par
les Home-Boxes (passerelles résidentielles évoludgesduite dans I'architecture précédente.

Dans notre premiére contribution, nous proposonseuorironnement permettant le
déploiement a grande échelle de services senstlesontexte. Deux approches ont été
considérées dans la modélisation et la gestionodtegte. La premiére approche est basée sur
les langages de balisage afin de permettre uernaitt du contexte plus lIéger et par conséquent
des temps de réponse tres petits. La seconde &gprpeant a elle est basée sur les ontologies
et les régles afin de permettre plus d’expressiettéin meilleur partage et réutilisation des
informations de contexte. Les ontologies étant aesnpour leur complexité, le but de cette
proposition et de prouver la faisabilité d'undaelpproche dans un contexte de services médias
par des moyen de distribution de la gestion duecdeat

Concernant notre deuxieme contribution, I'idée ettider profit des ressources (disque et
connectivité) déja déployées dans les Home-Boaréig, daméliorer les plateformes de
distribution des services médias et d’amélioresid passage a I'échelle, la performance et la
fiabilité de ces derniers et ce, a moindre coltrRela, nous proposons deux solutions pour
deux problemes communément traités dans la réplicaes contenus : (1) la redirection de
requétes pour laquelle nous proposons un algoritterglection & deux niveaux de filtrage, un
premier filtrage basé sur les regles afin de peraliser les services en fonction du contexte de
leur consommation suivi d'un filtrage basé sur dexriques réseaux (charges des serveurs et
délais entre les serveurs et les clients) ; ele(p)acement et la distribution des contenus sur le



caches pour lesquels on a proposé une stratégiesdeen cache online, basée sur la popularité
des contenus.

Mots clés-Réseaux médias du futur; Sensibilité au conteetplogie; Distribution des

services de vidéo a la demande; Redirection deétegy Equilibrage de charge ; Caching;
Evolution de la passerelle résidentielle.
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Chapter 1

Introduction

Internet is becoming part of our daily life. Billie of users, all over the world, are using it
for information search, retrieve and exchange, iess, administration, education and social
purposes, to hame a few. One major trend in therdet usage is users’ willingness for
multimedia services (e.g. Video-on-Demand, IPTV téRphony, etc.). Indeed, these services
have experienced a major breakthrough in the regesans. According to Cisco VNI [1], video
traffic alone will exceed 91 percent of global comer traffic by 2014. This trend is particularly
accentuated by the advent of User Generated Centg@Cs) that have brought an unlimited
choice of videos to the Service Providers libratigsenabling users to be not only passive
consumers but also producers. Typical examplesiaf popular services that exist thanks to a
significant users’ participation are YouTube, Famdy Flickr, etc. In addition, as the
broadband connectivity becomes more and more geeyasonsumers’ expectations for higher
services’ quality and better experience increaseoAding to [1], it is expected that, by 2014,
46 percent of consumer Internet video traffic Wil composed of HD/3D Internet video.

Another important trend in Internet usage is tlghhisers’ expectation for seamless access
to services. Indeed, with the compelling prolifematof mobile devices (e.g. smartphones,
tablets, laptops, etc.) and the rapid growth in ileatetworking technologies (mobile network
connection speeds doubled in 2010: globally, trexaye mobile network downstream speed in
2010 was 215 kilobits per second (kbps), up frorh &Bps in 2009 [2]), users are willing to
access high quality services anywhere, anytimetlamadigh any device or network. At the end-
user point of view, only the service value coumis{ the networked device or software
components that implement it.

If these new trends in Internet usage seem to beat&active; they also impose stringent
requirements on the current Internet infrastructureterms of scalability, reliability and
performance. It is especially true, while dealinghwideo services which generate huge traffic
that heavily loads on the Internet. Moreover, tlaeg known to be time-critical and loss-
sensitive. These services increase the pressuneetwork infrastructure typically for high
capacity, low latency and low-loss in the commutigcapaths.

In such a computing context, it is then obvioust thaernet has to growth in its
functionality, capability and size to enable theation and efficient distribution of novel
advanced rich Media Services. Indeed, many linaitegti have been identified in the current
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Chapter 1. Introduction

Internet [3] such as facilities for large-scalevéms provisioning, management and deployment,
facilities for network, device and service mobilitfFacilities to seamlessly use context
information to enhance and improve existing sesveed deploy new ones, Facilities to support
Quality of Service (QoS) and Service Level Agreetme(SLA), Trust Management and
Security, Privacy and data-protection mechanisndistfibuted data and so on.

In this context, this thesisntroduces a novel architecture, enabling a colatie
framework for sharing and consuming Media Serviggthin Future Internet (FI). Our
architecture proposal aims to constitute an integranvironment where End-Users and Service
Providers share and distribute both legacy and Inmouiimedia-based services. The proposed
architecture relies on two main pillars: (1) anawative Service Environment (SE), involving a
multifaceted service management, an overlay oféotenected media-centric Home Gateways
(“Home-Boxes”) and (2) a radically enhanced NetwBrkvironment (NE), featuring inherent
Content Awareness enabling the creation of virtaakrlay networks tailored for media
transport. On top of the SE, a flexible User Enviment (UE) is foreseen to enable ubiquitous
service access in various usage scenarios usifgretit wired and wireless terminals and
featuring a unified graphical interface, a contextdeling and management solution and real-
time Quality-of-Experience (QoE) monitoring, all strong cooperation with the new Home-
Box entity.

In this thesis, the focus is put on the User amii&e Environments and more specifically
on the virtual Home-Box (HB) layer, shared betwélea two environments. We particularly
consider two important challenges: (1) providinggéascale context-aware framework that
enables personalized and context-adaptive multanedivices and (2) enhancing the current
multimedia distribution platform to achieve scala@piand performance.

Indeed, context-awareness is a key technology Egabbiquitous access to services. This
feature is all the more important in the case ofitimedia services that, as mentioned
previously, are very context-sensitive. The promide context-awareness is to provide
computing frameworks that track context informatfoom different sources in the network,
model it in a way that enable their processing dfjwsare entities, understand enough on it and
finally draw conclusions on it. The latter will gger adaption decision on the applications
behavior. The aim is to provide end-users with ept#, resources and services that suit their
needs and preferences without explicit interventiom them. Context could be a user location,
preferences and activity, device capabilities, wekwconditions, environment information such
as time, light intensity, motion, sound noise leett.

Although different context-aware systems have l@eposed, the design and deployment
of such systems that scale to the size of Intesindtsupport different multimedia services is
still a challenging issue. In most current systetims,set of commonly used context information
is still limited to identity and location. In adidit, these systems are usually tackling specific
applications and domains making their extensioficdit and almost impossible. An efficient
context-aware framework requires two main carefesighs. First, the context has to be
represented in a formal model that will allow itlie on one hand processed from software
entities and on the other hand to be flexible, esitality and interoperable. Second the context
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management (context acquisition, processing argkedimation) should also be designed with
keeping in mind scalability, extensibility and frawork responsiveness issues.

In this context, we propose a context-aware framkwbat will enable the context-
awareness feature for adaptive multimedia servitesachieve scalability the latter feature is
distributed among the virtual HB layer. We haventipeoposed two approaches to model and
manage context information based on the tow masthd context modeling approaches. In the
first contribution, the context model is based oMIX and its dialects and the context
management relies on XML related tools. Based tbanmarkup scheme models, this
contribution aims to provide a context-aware mudtilia framework with high performance. In
another contribution, the context is modeled ugingplogy and rules for more expressiveness
and formality. The aim was to prove the feasibitifysuch modeling approach in the field of
large-scale multimedia services. Since the comeadlel support reasoning, this function is
incorporated in the context management to ensungéekb consistency checking, high-level
context inference and context-aware decisionserigg.

Concerning the delivery of multimedia services, teandidates and competitive used
approaches are Content Delivery Networks (CDNs)R2H systems. In CDNs, the contents are
pushed from origin servers to multiple powerfulvees — so-called surrogates — with high
storage and upload connectivity, deployed at siratecations of the Internet edges, thus
allowing Service Provider to handle much more Em#fd requests and avoid typical
congestion caused by flash crowds (i.e. a largen tanticipated set of users attempting to
access a just published content). However, if CBNisance services scalability and network
latencies, they also induce heavy scaling costeaaslty with the continuously growing
multimedia services popularity. More over if thippaoach avoids congestion on the core
network, it still have no control on the last mietwork (aggregation and access network).

On the other hand, P2P systems can be considetbéd &xgical extreme of the distributed
approach for content delivery and, accordingly, highly scalable. However, if the P2P
systems represent a promising low cost approachi@iy scalable video content distribution,
they also present some weaknesses such as lacktodlc high peer churn and unfairness and
significant imbalance between the uplink and domntiapacity. These weaknesses may rapidly
result on system saturation and poor quality.

A hybrid approach called also peering CDN or ad@&p@€DN in some literatures consists
in combining the two approaches to benefit on oaedhon the reliability of CDN and on
another hand on self-scalability of P2P networkssBolution brings the content closer to end
users than CDNSs could do and this with a much lavest. However the efficiency of this type
of solution is highly dependent on how the contemts cached among peers and from where
users access the contents they request. Efficrehtzvall designed caching and server selection
strategies are then required.

Our proposal for multimedia services distributisrniri line with the last approach. The idea
is to leverage the participating and already degdolome-Boxes disk caching and uploading
capabilities to achieve service performance, sdalaand reliability, especially in current
context where the broadband providers are heawilgsting to build out their high speed last
mile networks. The proposed architecture keeps high control on traffic design and
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management of CDNs in the core network while taladgantage of the User Environment
capabilities (e.g. in terms of bandwidth, procegsawvailability, and storage), as P2P solutions
do. This solution brings the contents closer to-Bsdrs decreasing thus path latency towards a
better experience. An efficient online popularigsed content placement and replacement in
the HBs' caches is also proposed. The cachingegyadims to efficiently spread the most
popular contents among the HBs’ caches in ordendke them available to much more users
while keeping lower cost distribution. The cachiasgcombined with an anycast-based request
redirection strategy that aims to always providersisvith contents from the optimal locations.
The request redirection strategy consists on aléwel-filtering: (1) the policy-based filtering
that aims to select the contents that fit bestuber context and (2) the metric-based filtering
based on the server load and network delay that sonselect the most closer non overloaded
servers. Since we target the VoD service that ss-gensitive, our goal with this two-level
filtering request redirection is to avoid congestand this in all the environments. At the User
Environment, by considering his computing contaekthe Service Environment, by considering
the servers’ load and finally in the Network Envineent, by always selecting the paths with the
lowest delays.

To efficiently introduce our contributions and ttentext in which they were proposed, the
reminder of this thesis is organized as follows:

Chapter 2 “State of the art” presents the state of the art of the two Futureidedernet
challenges targeted by this thesis. We start theprésenting the state of the art of context-
awareness. In this part, we give first an overvidwhe initiatives that tried to define the notions
of context and context-awareness, and then preélerdifferent context modeling approaches
by illustrating each of them by many examples aigtillghting for each of them its advantages
and limits and finally present the composition afantext-aware framework and describe and
compare some representative context-aware systemas have been proposed in
telecommunication field, and Internet field andderaic research. The second past is dedicated
to the state of the art of multimedia distributioetworks. We start by an overview of managed
networks including the proprietary ones and theddedization effort made in this field. Then,
we present the best effort networks, in which wearticularly interested, namely the Content
Delivery Networks (CDN) and the Peer-to-Peer (P28)vorks. For each approach we give the
main technologies, protocols and strategies usétkigontent delivery process.

Chapter 3 “Architecture Proposal for Future Media Networkspresents our proposal for
context-aware future media Internet architecturé thre different environments and layers on
which it is composed. The proposed architectuiapared to the FMIA-TT reference model
[4] as well as to the most representative Fututerhet architecture and particularly to Future
Media Internet architectures proposed in literature

Chapter 4 “Framework enabling Context-Awareness in Future M& Networks”
presents our contribution to context awarenesghis chapter we start by presenting how
context-awareness can be achieved in the FutureiaMeternet architecture presented in
chapter 3. Then we detail the two contributionst tive have proposed to achieve context-
awareness: the markup-scheme based context-avarewiiork and the ontology- and rule-
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based framework. For each of them we detail theteswnmodel as well as the context
management functionality and we highlight its sty@oints and limits.

Chapter 5 “A VoD Content delivery solution over IP-based madlistribution systems
presents our contributions to video content dejiver Video-on-Demand (VoD) services. This
chapter presents first our contribution on requeslirection strategy in case of replication
among surrogate servers, then the application isfdfnategy to the proposed architecture in
chapter 3. In this contribution, the request rediom is combined with a replication among the
HB virtual layer. The used offline replication strgy based on the video content popularity is
then detailed. Finally, we present our proposal émiine caching, the online adaptive
popularity-based caching strategy that is usedytwanhically place video contents on HBS’
caches. The video spread among the HBs’ cachetharméplacement strategy in cache as well
as the derivation of the system cost are detaedeach contribution we present its evaluation.
All the contributions are evaluated by simulationdawe describe for each of them the
environment in which they were simulated and contrtfeg simulation results.

Finally the conclusion summarizes the proposed solutions in this thess @ings out
some ongoing and future works.
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State of the art

2.1. Introduction

In the current computing context in which both usethusiasm for multimedia services
and their expectations for better quality in a drspe context are increasing more and more,
enabling seamless, personalized and efficientrietemedia services delivery in a scalable and
low cost manner is a challenging issue. Thereftite,design of context-aware and scalable
Internet media delivery frameworks that provide quitious and high quality multimedia
services to a large and continuously growing eraf pspulation has received a wide concern
from academic and industrial research.

In the following, we first present the related wddkcontext-awareness through the last
two decades. The state of the art of both contextleting and context management are
considered. Then, we introduce most relevant letemultimedia content delivery solutions
that are classified in two major categories: theaged delivery solution and the non-managed
best effort one. For each solution, we explain tiferent techniques used to achieve
scalability, reliability and performance.

The presented state of the art, in these two da@naonstitutes the basis for our proposal
for a context-aware framework for media deliverjuton (including context-awareness
features) for Future Media Internet Architecturehil® presenting our architecture and
solutions, we will also go further in the more-gfiecelated works for each part in order to
clearly justify, compare and evaluate our approat¢b@ards other existing proposed solutions.

2.2.  State of the art: Context-aware systems
2.2.1. Context & Context-awareness
2.2.1.1. Context definition

The context is a generic term that, until now, has been given a clear and standard
definition. However, in the context of ubiquitousngputing, several definitions have been
provided in the literature.
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A widely used definition is: “a list of informatioable to be included”. In 1994, Shils et al.
[5]-[6] already associated the context with the capts of location, identity of people and
objects surrounding the user and changes that mpgat him. The authors then identify three
categories of context: computing context (resources] in physical access to the service), the
user context (location, profile, etc.) and the [tgiscontext (temperature, light, noise, etc.).
Chen and Kotz extend this classification by inahgdihe “time” feature (hour, date, season,
etc.), allowing to capture the temporal aspecheffirst three categories and get a historical past
that can be very useful for applications. Alsoaisimilar approach, Brown et al. [7] identifies
context information such as location, orientatitime, season, temperature, etc. In [8], Held et
al. identifies, as relevant, context informatios@sated with the user terminals (e.g. memory,
CPU power, peripheral I/O, etc.), to its networkgectivity (e.g. bandwidth, delay, error rate,
etc.) and to user himself (e.g. profiles and pezfees). Ryan et al., in turn, sets the context such
as user location, identity, environment and tim¢ [Qey provides the context as the user
emotional state, its interests, location and oaton, date and time and the surrounding objects
and people [10].

Another approach consists in defining the context using synonyms such as the
environment or the situation. Hull and al. desilibe context as aspects of the current
situation. Brown, in [7], defines the context dstlaé components of the user's environment that
are known by the user terminal. Ward et al. seesctintext as the environment state of an
application [11].

In fact, these definitions are very difficult to [y Based on the first approach, the
definitions are very specific. It is therefore difflt to say, using a definition, if new informatio
should be considered as part of the context orAwtior the second approach, it is too broad
and vague. By defining the context, for exampleehyironment, some works identify it with
the user environment, whereas others assimilaterieé to an application environment.

Other works have attempted to define the contexd more formal way. Schmidt et al.
defines it as knowledge that could be on the useterminal status and its surroundings, its
situation and like the minimal extension, its lagcat[12]. Abowd and Mynatt define, as
necessary, the context information to meet the We, Who, What, Where, When and Why
[13]. Chen and Kotz, for their part, define the o as the set of states and environmental
configurations that determine the behavior of apliegtion or where interesting events to the
user occur [14]. Another generic definition, widelgopted by the research community, is that
of Dey [15]-[16] which defines the context as anformation that could be used to characterize
the situation of an entity. An entity can be a parglace or object considered relevant for the
interaction between a user and an applicationydioty the user and applications themselves.

“Context is any information that can be used toreladerize the situation of an entity. An
entity is a person, place, or object that is coasad relevant to the interaction between a user
and an application, including the user and applioas themselves|[15]-[17]

In [15], Dey derives the notion of situation andides it as the description of states of
relevant entities. Indeed, applications are ofterrested in the aggregation states of relevant
entities for their implementation. The notion ofustion has been taken in most systems
sensitive to context.
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We relied on this last definition and tried to it§nthe relevant entities for the various
actors (users and services providers) of a largke saultimedia system. Our understanding of
the context and the information that we consid&vent and useful in multimedia domain are
presented in Chapter 4.

2.2.1.2. Context categories

As context covers a wide range of heterogeneowsnation that continues to grow with
the advent of new services and technologies, itseful to classify this information. A very
popular approach in the classification of conteXbimation is the one that distinguishes the
different dimensions. In [18], both internal andezral dimensions are identified.

Other studies have also targeted physical and dbgiontext, measured and conceptual
context [19] or physical and social context [20feTphysical (external) dimension refers to the
context information measured by sensors such agtidog brightness, temperature, etc. The
logical dimension (internal), on the other handergto information derived from monitoring of
user interactions such as the user goal, its &gtité emotional states, etc.

Chen and Kotz, in [14], classify context informatimto two categories. The active context
that influences the behaviour of an application #redpassive context that is relevant, but not
necessarily critical, to the performance/efficierafyan application. So, the classification of
context information depends on the use case. Coitaxrmation can be considered as active
for a given application and passive for another.

Another classification of context, widely used iontext-aware-systems, consists in
distinguishing the dynamic context information tldtanges over time, from static context
information. This does not necessarily mean thatldtter ones never change but they do not
change during the service consumption. This classibn is mainly used in multimedia
systems where time is critical.

According to [15], addressing the context, threénneaitities can be distinguished:

Places (region or geographical location e. g. effuilding, street, etc.);

Persons (individuals or groups of individuals beingthe same location or different
locations);

Objects (physical object or software componentangapplication, a document, etc.).
Each of these entities is described by a set obatés that, in turn, can be classified into
four different categories:

Identity: each entity has an unique identifier ime tspace of names used by the
application;

Location: in addition to the position in a planiee focation includes information such as
orientation, or altitude as well as any informatitirat can be used to infer spatial
relationships between entities as co-locationctacity or proximity;

Status: it is any intrinsic characteristic of anityrnthat can be captured. For the entity
“places”, these features represent the temperatuneise that can be measured. For the
entity “person”, they correspond to its statetsbusiness;
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Time: it is used to timestamp situations. This eahinformation provides track-records
that are often very useful to applications. Theinfation “time” is often used with other
context information such as stamp or to set the iimerval in which they remain valid.

2.2.1.3. Definition of context-awareness

Once the context information is identified, an impat task is to define how information
will be useful for applications. The notion of Cert-Awareness, has also been given a number
of definitions in the literature. In [5], Schils @&iTheimer define the notion of context-awareness
as the ability for an application to discover thamges that may occur in the environment in
which it runs and to react accordingly. From thespective of adaptation to the context, the
above definition is included in [6], defining corteaware applications as the examination of
the environment and adaptation according to thegdsthat may occur, such as the location of
use or nearby people or resources. The authordifiddaur categories of applications as
sensitive to the context:

Selection depending on the proximity: it is a us#erface technique, exploiting the
location information to highlight the closest resms thereby facilitating their selection;

Automatic reconfiguration based on the contextisitthe process of adding a new
component, removing existing components or modificeof relations between different
components;

Information and contextual commands: they consistproducing different results
depending on the context in which they are issued,;

Actions triggered at the context change: they ample IF THEN rules, which role is to
guide the adaptation process.

On the same approach, Dey and Abowd propose, i) {fté classification, into three
categories, of the functionalities of a context-eavapplication. These are:

The presentation of information: this category rete applications that either present the
context information to users or uses the contegffer to users actions according to it;

The automatic execution of services: it descriggslications that trigger commands or
reconfigure the system, transparently to the ukyending on the context information;

The storage and enrichment of context informatiorefers to applications that enrich the
context information with metadata and which perptut for future use.

According to Razzaque et al., the context-awareiseagerm that comes from computing
to designate terminals having the knowledge ofdiheumstances in which they are used and,
consequently, reacting accordingly. The authors thdtl the sensitivity to context implies the
development of applications able to acquire theteodnand having a dynamic behaviour
depending on it.

In [15], Dey summarizes the above definitions isimaple and generic definition, adopted
by the research community, which states that aesys$ context-aware if it uses context to
produce information and / or services relevanto user. The relevance depends on the tasks
requested by the user.
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2.2.2. Context models

Context modeling consists in a fundamental fieldamtext-awareness concept. Indeed, to
be processed by computational entities, contextrimdition should be formally described in a
contextual model. Strang and Linnhoff-Popien cfesdicontext models based on the data
structure used to represent and exchange contexte®e the system entities. They identified
six models: key-value models, Markup scheme modgiaphical models, object-oriented
models, logic-based models and ontology-based rmodehese models are detailed and
illustrated through examples in the following.

2.2.2.1. Key-value models

The key-value models are undoubtedly the modelb thi¢ simplest data structure. The
context information is represented as key-valuesp@ame of the context information and its
actual value). The simplicity of the key-value dvts led to its adoption in several systems.
Schilit et al. [21] were already exchanging the teghinformation formatted as environment
variables in their ActiveBadge system. The key-value models are also useldei context
toolkit [15], where the context information is mged by the contextvidgets. Each widget
presents a state composed of a set of parametanactérizing the context information, and the
associated behavior that can notify the applicataithe parameter variation. For example, the
state of IdentityPresence widget models the pres@rformation using three key value pairs:
the managed location, the identifier of the ladedied user and the time when the detection
occurred. As to the associated behavior, the widgienhotify the application of the arrival or
departure of a user through the three pairs.

This model is also used in the IETF Media Featue¢ [82] standard, which aims at
describing the terminal characteristics and the pseferences. Boolean expressions formed by
key-value pairs are used to describe this inforomati

The simplicity of the key value data structure litaties the management of context
information. Unfortunately, its lack of expressiess prohibits any deduction from the
considered context information and its flat stroetdoes not support the relationship definition
among parameters. The absence of data schema aadnfioemation on the considered context
makes this type of models very difficult to reusedeed, the key-value models are usually
tightly coupled with the systems for which they édeen built for.

2.2.2.2. Markup scheme-based models

These models are characterized by a hierarchitalstaucture. The context information is
organized into elements identified by their tagdiioh are associated with attributes and
contents. Recursively, an element can itself cartgtier elements. These models are often used
in the standard for user profiling. Below are sawramples of user profiles defined in different
networking areas:
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A. 3GPP Generic User Profile (GUP)

The GUP [23-25] has been defined by the 3GPP fonbiizing the usage of user-related
information coming from different entities. The rmiard does not impose any classification of
the information to be included in the profile beatommendations consist in the following:

Information on the user subscription such as sereftering and accessibility ;

General information on the user himself, includimig name, address, preferences and
currently active profile;

Information related to PLMN such as the GPRS patarseand the favorite access
technology;

Security policies for some services, for exampéeltdtalization service;

User information specific to a given service, sashrelevant information for service
personalization, and service access (key, ceft#jqmssword, etc.) ;

Information related to the terminal device suchtafardware characteristics, interfaces
and supported services;

Other information, for example accounting.

A profile consisting of several components is defirfor each user. The components can
be managed and stored in different network nod&ghioh the user is subscribed, as well as in
external service providers. All profiles must hake same structure, defined in a W3C XML
Schema [26-28]. The component can be defined iereat schemas, referenced by their
namespaces in the element <xsd: schema>, and igorted into the global schema using
element <xsd: import>.

B. MPEG standards

In order to ensure multimedia interoperability, tatandards are defined by the Moving
Picture Experts Group (MPEG), namely the MPEG-7] @80 known as Multimedia Content
Description Interface for MPEG and the MPEG-21 [3Dhe structure of these standards is
based on the W3C XML Schema.

MPEG-7 provides tools for describing the multimediaources. The MPEG-7 description
includes various information on the multimedia emtsuch as its classification, creation (title,
creators, etc..), usage (history of use, copyrigttt,.), storage (format, encoding, etc..), as well
as structural aspects (spatial components, temmoradpatio-temporal content), conceptual
aspect (objects, events, etc..) or some low-lelvataxcteristics (colors, textures, etc.). Thanks to
these descriptions, MPEG-7 allows the indexatiothefe multimedia resources strongly based
on the content, and, consequently, more effecthaech and discovery based on criteria such as
the content type and the involved person/object.

From a structural point of view, a MPEG-7 descdptis composed of basic elements
called descriptors (D) used to describe the charmatts of multimedia content. The
relationships between these descriptors are thearibed by Description Scheme (DS). The
syntax of description tools is defined by the DMeécription Definition Language), which is
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an extension of the W3C XML Schema. In order topsup efficient storage, exchange and
processing of MPEG-7 descriptions, the standard affers several tools for encoding these
descriptions in binary form or for synchronizing thescriptions with the content they describe,
etc.

MPEG-21 aims to allow users to access, consumee sitamore generally to manipulate
multimedia content in an efficient, transparent ameroperable way. For this, the standard
defines an open architecture that covers the edig@ibution and consumption chain of
multimedia contents. MPEG-21 relies on two innoxattoncepts: the Digital Item (DI) which
is the basic unit involved in a transaction (audideo, image, etc.) and the User that interacts
(publishes, issues, etc.) with the MPEG-21 architec The MPEG-21 standard covers several
independent aspects such as the identificationadgion, adaptation and streaming of a Digital
Item, the protection of intellectual propertiesssien mobility, etc.

The Part 7 of the standard, called Digital Item ptdtion (DIA), provides the necessary
tools to adapt the DI and enable their universakess. These tools are classified into eight
categories as shown in Figure 2.1, namely UED (Eskgvironment Description), BSD
(Bitstream Syntax Description), BSD Link, Termireadd Network Quality of Service, UCD
(Universal Constraints Description), Metadata Adapity, Session Mobility and DIA (DI
Adaptation) configuration.

Figure 2.1. General view on the functional clasatiion of MPEG 21 DIA tools.

The syntax of these description tools is defined asellection of schemas. These schemas
are then regrouped into a single document thatnegfithe adopted namespaces and their
respective prefixes. Two base types are definathdgtandard:

DiaBaseTypeprovides an abstraction of the types hierarche Tajority of tools are
defined as an extension of this type;
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DIADescriptionTypeextends the DiaBaseType and abstracts a subbgiesf that can be
used for describing a component such as the clegistats of a terminal. The types that
extend DIADescriptionType are called high-leveldgp

C. Composite Capabilities/Preference Profiles (CC/PP)

The Composite Capabilities / Preference ProfileS/RP) [31] is a standard proposed by
the W3C for the representation of user profilese TC/PP profiles allow the description of
user preferences and terminals, especially molkwMecds that are used to access the service. For
this, the standard defines necessary tools for limgdéhe context of service consumption in
order to enable the service adaptation.

The CC/PP profiles are described by RDF tripleq,[88rialized as XML documents for
communication purposes. A profile is then represgtats a two levels-tree structure in: one or
more components associated with one or more atsbuwith the possibility for each
component to reference by default a set of exteattdbutes. These components are represented
by resourcescpp:Componentand are connected to the root node of the prafiimg the
propertyccpp:componentAt the second level, each component is then thestiby a labeled
sub-tree. The labels represent the attributes itb@sgrthe characteristics of the component and
the leaves represent the values of these attribiites default attributes (usually defined in
external RDF documents and identified by their JRdse referenced using the property
ccpp:default

For the extensibility purpose, the components attdbates contained in the CC/PP
profiles are not defined by the standard. The volzates that are specific to different areas are
defined in separate standards based on the RDFad33]. An example of the vocabulary for
describing the WAP terminal profiles is the WAG WAP[34] proposed by the WAP Forum.

As shown in several studies [35], [36], the CC/PPéfiles have several limitations due to
their structure defined in the standard, and dusotbe missing features in RDF such as the
cardinalities. Different profiles are constructeaséd on CC/PP in order to overcome these
limitations and to complete the vocabulary defined CC/PP and UAProf, for example,
Comprehensive Context Profiles (CSCP) [8] or CQIl®Atext Extension [35].

Markup scheme-based model are the mostly adoptetklsdo represent context. There
exist many standards and tools (parsers, validaoofs, etc.) that are based on it especially
with the generalization of the use of XML within lweervices tools and standards. In addition,
the herarchical structure on which this model idtkfits well the decomposition nature of
content information.

However, existing standards are always targetingpecific type of applications and
context domain. For example, MPEG is specific setJand Content, CC/PP is user and device
orientied, etc. None has reached a full genefigtisn capable of meeting all requirements for
a generic User Profile. Another limit of these misde that they only model the syntax of
context information and lack for semantic. Theradsway to represent meta-information or to
model the relationship that may exist between thaext information. Consequently, there are
no possibilities to reason on context data.
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2.2.2.3. Graphical models

A generic and well known modeling instrument ttgaaiso appropriate to model context is
the Unified Modeling Language (UML). The contexttiBes and their processing are
represented in the UML diagrams (class diagramgcase diagram, sequence diagram, etc.). An
example of UML-based graphical model is the aiffitaontrol presented in [37].

Another graphical model for modeling context is thee introduced in [38], in which
Henricksen et al. extend the Object Role Model@&) [39] to allow context facts types to
be categorized according to their persistence aacts. In ORM, the basic modeling concept is
the fact, and the modeling of a domain using ORM involvesntifying appropriate fact types
and the roles that entity types play in these rdtasts are classified as either static or dynamic.
The latter ones are in their turn classified adil@ah sensed or derived. As illustrated in Figure
2.2, the facts, roles and constraints annotatio@RM are extended to capture:

Different classes of context (static facts or dyiwafiacts that in turn classified as
profiled, sensed or derived);

ORM Entity Type ORM Entity Type
n-ary ORM Fact Type l

Device is of type D
(id) El
permitted to use
Cm >

)

located at
[ 1]
— M

located at

static
fact type

fact type

profiled

sensed
fact type

derived
fact type

temporal
fact type

fact
dependency

located in

3 StandardError
i (nr)+

located in

Quality
annotation

Figure 2.2 Contextual Extension ORM.
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Histories: by representing the start and end timeokes that participate in all uniqueness
constraints of the fact type;

Dependencies: by representing the relationship dmtwlacts by the binary, transitive
dependOn relation;

And quality: by associating facts with quality indiors such as accuracy and certainty.

The strengths of graphical models are their efficjein representing the structure of
context information. These models are intuitive aady to integrate to the UML model of the
rest of the system. Some code can also be deneed the context diagrams. However, since
the graphical models are commonly used for humeuctstring purpose, they present a low
level of formalism.

2.2.2.4. Object-oriented Models

This modeling approach encapsulates the representand process details of context
entities (such as location, identity, etc.) in @xttobjects. The latter are accessed via well-
known interfaces. The advantage of using such @noaph in context modeling is to benefit
from the full power of the object oriented approéely. encapsulation, inheritance, reusability).

An illustration of object-oriented models can beersein the Information model
standardized by 3GPP to support User Data Conveeg@DC) [40]. This information model
denotes an abstract formal representation of ertipe, including their properties and
relationships, the operations that can be perforomethem, the related rules and constraints.

- —

“Basciine M
Specialized T™
S/ e UL .
Consglidated DM &5, \_] { Application DM view
TIRET T > | Apglication DM view
A e Apglication DM view
=it B —— > 2 |
—— S - I T S

Figure 2.3Information and Data Model of UDC.

As illustrated in Figure 2.3, The UDC informatiorode! infrastructure is based on the
Common Baseline Information Model (CBIM) [41]-[4Z1BIM describes the basic Information
Object Classes (IOC) of UDC which constitutes thsdiine for any given application. CBIM
provides support for Subscription, Service Profitmd User, Identifier, End User Group and
End Device. The UML representation of the CBIM Cdfiew and Identifiers are shown in
Figure 2.4 and Figure 2.5.
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Figure 2.4UDC CBIM Core View.
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Figure 2.5UDC CBIM - Identifiers.

CBIM can be further extended by means of speciaiaaccording to the user and service
structure of a given operator. The Specializedrmétion Model (SpIM) is operator specific
and contains all information to be stored in thetUSata Repository (UDR). Each application
only interfaces with the UDC for the data that @ats with. This leads to the concept of
Application Data Model View (implementation of alBpfor a given application). Since a
single SpIM can serve different application, sev&plication DM Views are available. The
implementation of the whole SpIM in the UDR leadsatConsolidated DM. Since the DM is a
particular implementation of IM, it shall be podeiio derive one or more DMs from a
Common IM.

Another example of the use of object-oriented medetheHydrogenproject [43], which
objective is to allow context sharing in a peept®r manner between devices located in the
same space, via WLAN, Bluetooth, etc. THgdrogenproject distinguishes between the local
(knowledge that our own device knows about) and¢neote Context (knowledge that another
device knows about). Both local and remote conde&tmodeled as context objects related to
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the superclasContextObject Extensibility is ensured by means of special@ati The
superclasContextObjecis then extended by different context types suchazationContext
and DeviceContext Each context type object has to implement thehod=toXML() and
fromXML() from the ContextObjectclass in order to enable context sharing throudhlL X
streams.

2.2.2.5. Logic-based models

In logic-based models, context is defined usingsfaexpressions and rules. The high level
formality of this type of model allows high-levedasoning or inference. Context information
can then be added to, modified and deleted fromdyie-based system in terms of facts or
derived from the system rules.

One of the early works that model context basedlagic is the one published as
Formalizing Context by McCarty [44]-[45]. The coxtes introduced as abstract mathematical
entities with properties useful in artificial infigence. The aim of this formalization is to allow
simple axioms for common sense phenomena, e.gnaxior static blocks world situations, to
be lifted to context involving fewer assumptionsy.€o contexts in which situations change.
Various ways of getting new contexts from old on®g specialization are mentioned
(specializing the time or place, specializing thieagion, making abbreviations, specializing the
subject matter, making assumptions and by speiciglithe context of a conversation). The
basic formula in this approachig(c,p)which is to be taken as assertion that the piitpog
is true in the context.

2.2.2.6. Ontology-based models

The Ontology-based models represent the contextdbas ontologies [46]. Originally defined
in philosophy as the study of the naturebeing, existencer reality, as well as the basic
categories of being and their relations. Ontologies used in Computer Science for formal
system representation using concepts, attributeésedations. According to [47], ontologies are
mainly applied in the following three domains:

Knowledge sharing and exchange: ontologies progid®@mmon vocabulary which can
be used by different entities (human and softwaset entities);

Logic-based reasoning and deduction: ontologies banused to deduce implicit
knowledge based on logic rules;

Knowledge re-use of: general usage of ontologiash sis ontologies describing temporal
or spatial concepts, can be further re-used whdimidg an ontology for a specific
domain.

By providing an explicit conceptualisation givinglascription of data structure and semantics,
ontologies are perceived as promising tools towarisjuate description and representation of
context data. Their relation with the semantic Véédo constitutes an important factor in the
fact that different languages have been definedmtologies, e.g. Ontolingua [48], LOOM and
Ontology Web Language (OWL) [49]. Three example©WL-based ontologies are presented
below: CONON [50], COBRA-ONT [51] and SOUPA [52].
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A. CONtext ONtology (CONON)

CONON [50] is an ontology designed for the représton of context in pervasive
environments. Given that services provided in sivironments are generally gathered within
a collection of sub-domains set for different iliggint spaces (i.e. home, vehicule, etc.), the
underlying aim of this ontology is to first repras@eneric context information, suitable to all
these sub-domains but also to provide enough ekiktys so as to represent context
information specific to different suitable domaingowards this, CONON has a two-level
construction: one high-level ontology modelling ibasontext information and related general
properties, and one collection of ontologies désugi concepts in details, linked to specific
domains, and their related properties.

Figure 2.6 introduces the high-level ontology, ihieth the authors choose to model the
context around four abstract entiti€@ompEtity (including all software or hardware entities
allowing access to the service), Persietjvity andLocation

Figure 2.7 brings out a partial representationrobatology specific to smart homes. Here,
the number of abstract classes of the high-levilogy increases with new classes specific to
the modelled domain. For example, in Figure 2.8 ItidoorSpaceclass is extended with four
new sub-classe8uilding, Room Corridor andEntry.

Based on OWL, CONON allows to reason and so, teeinfer new implicit information
from explicit ones, or detect context inconsistendee to capture errors. The inference is made
possible thanks to descriptive logic rules integglain OWL semantics. CONON also allows
more flexible reasoning process, through the Enertidefined rules based on first order logic
in order to deduce context situations as showherexkample below, wherein the activity of the
End-User is deduced from a certain number of fiacisided in the ontology.

(?u locatedIn LivingRoom) *(TVSet locatedIn LivingRoom)" (TVSet status ON)
=> (?u situation WACHINGTYV)

Upper
Ontology

TT

Ontology

Domain-Spacific

Home-Domain Ontology

Office-Domain Ontology

Legend I owliclass » Tdf:subClassOf »  owl:Property

Figure 2.6 CONON : high-level ontology.
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Figure 2.7 CONON : smart home specific ontology extension.
B. COBRA-ONT

COBRA-ONT [51] is a collection of ontologies, expsed in OWL, defined in the frame of
ContextBrocker Architecturean architecture/framework designed to supportecdrsensitive
pervasive systems. COBRA-ONT has been designethéocontext representation of a smart
meeting-room and consists in four sub-ontologitace Agent Agents’s LocatiorandAgent’s
Activity. Concepts defined in COBRA-ONT, as well as relgisxperties and relations between
these concepts are presented in Table 2.1.

The top level class in COBRA-ONT iBlace which represents an abstraction of the
physical location of the modelled smart space. dafion is described with a name, a longitude
and latitude. Th&laceconcept is the union of 2 concepddomicPlaceandCompoundPlaceA
location may include other locations. For instaribe, Campus and Building locations include
the Room Hallway and Stairway locations. The notion of capacity is representgdthe
spatiallySubsumeandisSpatiallySubsumedBglations.

The ontology presenting the agents and able torathe system is built around the Agent
concept which inherits from two distinct concef®erson and SoftwareAgent. An agent can be
described by different attributes such as its nam@mail address. Roles, such as SpeakerAgent
or AudienceAgent, are assigned to agents, throbghfilsRole property. In order to deduce
actions that an End-User intends to, the relatibenidstoPerform of the Role concept is defined
and takes as value an instance from the Intent#atian class.

The ontology Agent’s Location contains the basis dgnamic knowledge allowing to
describe the localization of an agent. To do se,lthcatedIn relation is added to the Agent
concept. This relation points on Place conceptss(@ering that a location can be specialised in
AtomicPlace and CompoundPlace, the following axiamsdefined:
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CoBrA Ontology Classes CoBrA Ontology Properties
“Place” Related Agent's location Context “Place’ldted Agent's location Context
Place ThingInBuilding Latitude locatedin
AtomicPlace SoftwareAgemtinBuilding Longitude LocatedInAtomicPlaces
CompoundPlace PersoninBuilding HasPrettyName LocatedinRoom
Campus ThingNotInBuilding IsSpatiallySubsumedBy LocatedInRestroom
Building SoftwareAgemtNotInBuilding SpatiallySubsumed LocatedInParkingLot
AtomicPlacelnBuilding PersonNotInBuilding AccessRestricted- toGenderer LocatedinCompoundPlace
AtomicPlaceNotInBuilding LotNumber LocatedInBuilding
Room locatedIinCampus
Hallway Agent's Activity Context “Agent” Related Agent's thdty Context
Stairway PresentationSchedule HasContactInformation Participatesin
OtherPlacelnBuilding Event hasFullName starttime
Restroom EventHappingNow hasEmail endtime
Gender PresentationHappingNow hasHomePage location
LadiesRoom RoomHasPresentationHappingNo hasAgentAddress hasEvent
MensRoom ParticipantOfPresentation- fillsRole hasEventHappingNow
ParkingLot HappingNow isFilledBy invitedSpeaker
SpeakerOfPresentationHappingNow intendsToPerform expectedAudience
“Agent” Related AudienceOfPresentationHappingNp ~ desiresSomeone-ToAchieve presentationTitle
Agent w presentationAbstract
Person PersonFillsRolelnPresentation presentation
SoftwareAgent PersonFillsSpeakerRole eventDescription
Role PersonFillsAudienceRole eventSchedule

SpeakerRole
AudienceRole

IntentionalAction
ActionFoundInPresentation

Table 2.1COBRA-ONT concepts and related attributes andiaia.

- No agent can be present at two AtomicPlace locatigthin the same timespan ;

- And one agent can be present at two diffe@minpoundPlacéocations within the same
timespan only if one location includes the othehisTtype of reasoning process is
important for inconsistency detection when it conedind/know the location of the
agent.

It is also possible to build an agent-focused diassion based on their location:
PersoninBuilding and/or SoftwareAgentinBuilding Further related classes are
PersonNotInBuildingand SoftwareAgentNotinBuildingRelying on OWL, COBRA-ONT can
therefore propose reasoning options on OWL sensmritibecomes also possible to integrate in
the language rules specific to the domain represiesb as to allow the detection and solving of
inconsistencies, but also the interpretation oEeesitransmitted context information.

C. Standard Ontology for Ubiquitous and Pervasive Aggtion SOUPA

SOUPA, standard ontology for OWL-based ubiquitond @ervasive applications [52],
was also proposed by the same authors as CORBA-GNIT interoperability aim, SOUPA
includes different vocabularies stemming from exéérontologies. Examples of ontologies
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from which SOUPA is using the vocabulary dgend-Of-A-Friend ontology (FOAF)53]
[54], DAMLTime [55], COBRA-ONT [51], MoGATU BDI ontology [56] andRei policy
ontology [57]. Intended to be an ontology commonliféerent pervasive applications, SOUPA
is based on a modular structure. As Figure 2.8 sh®@®@UPA is composed of 2 parts: SOUPA
Core which contains generic ontologies common toapplications and SOUPA Extension
which contains additional ontologies specific tglegations for which they were primarily
defined.

Figure 2.8 SOUPA Ontology.

SOUPA Core is composed of the following ontologies:

The SOUPA Person ontology is built around the Gémerson concept. This ontology presents
the End-User profile and related contact, socidl @mofessional information;

The Agent & BDI ontologies present the system &gghuman or software-based
entities) through the explicit definition of thegjoals, plans, wants, intentions, convictions
and duties.

The Policy ontology provides the vocabulary neettedhe definition of security and
confidentiality rules. The descriptive logic thhetontology is based on makes it possible
to reason based on these rules. Rules can be diéfinthe system administrator in order
to set the access rights or by the End-User torénthe confidentiality of concerned
context information.

The Action ontology describes actions launched stesn agents. To each Action

concept are associated attributes describing aofdrss action, entities impacted by this

action, where and when the action is executednéisessary tools to the execution of the
action, etc. Access/Non-Access rights over the @@t of the actions are determined by
the rules set up in the Policy ontology.

Relying on DAML Time and Entry sub-ontology of Timatologies, SOUPA provides a
set of ontologies to describe the timing and timielgted properties and relations of the
major two concepts: tme:Timelnstant and tme:Tinexhral.

The Space ontology provides the basis for reasowimgspatial relations between
geographical areas, mapping geo-spatial coordiratesgeographical location upon its
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symbolic representation and vice-versa. It reprssgrographical measurements of a
location. This ontology is built in two documen8pace and Geo-Measurement. The first
one presents the symbolic representation of aitotand related spatial relations; the
second defines the geo-spatial vocabulary (i.ejitode, latitude, distance, etc.).

The Event ontology presents events with spatialtantporal extensions. Events may be
occurrences of different activities, forecasts eapture events.

Ontologies that compose the SOUPA extension atelimgsed on the SOUPA Core. These
ontologies aim to allow the context description farticular applicable scenarios. The two
prototypes, CoBrA and MoGATU, on which SOUPA wastéd, illustrate these scenarios [52].

2.2.2.7. Discussion

An evaluation of the six surveyed models is presgm [59]. The evaluation is based on
six requirements that are defined as fundamentabiguitous computing:

Distributed composition (dc)since computing systems are usually distributeds th
feature is important due to the lack of a centretance being responsible for the
creation, deployment and maintenance of data amdices, in particular context
descriptions;

Partial validation (pv):as a result of the distributed composition request,the partial
validation of contextual knowledge is particularyportant;

Richness and quality of information (quag context model should inherently support

some quality and richness indicators (e.g. unagsgtaiaccuracy, etc.) for context
information;

Incompleteness and ambiguity (indjeing usually incomplete and/or ambiguous, this
limit should be covered by the context model;

Level of formality (for): It is important that the different computationaltiges
composing the system have a shared understandadahain vocabulary;

Applicability to existing environments (apgjrom the implementation perspective, it is
important that a context model is applicable witthia existing infrastructure.

Approach/requirements dc pv qua ing Far App
Key-Value Model - - - - - +
Markup scheme Model + ++ - - + +
Graphical Model - - + - + +
Object-oriented Model ++ + + + + +
Logic-based Model ++ - - - ++ -
Ontology-based Model ++ ++ + + ++ +

Table 2.2. Context modelappropriateness indication.
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The results of the study are summarized in Talle Phe conclusion is that ontology-
based models are the ones that suit best the eeggmts of context modeling in ubiquitous
computing, especially the formality, distributechguosition and partial validation. Ontology-
based models have also received much attentidmeiast years due to their linkage with the
semantic web.

2.2.3. Context-Aware Systems and Framework

Context-awareness began to be investigated indtg ef the 90s with the emergence of
mobile computing. Two pioneer investigations wére Active Badge system [60], developed at
the Olivetti Research Lab and the active map [62{etox PARC. Since then, a wide range of
context-aware systems have been reported. As ¢ocai considered as a common piece of
context used in application development, most ek¢hsystems, focus on it neglecting other
context information. Location-aware systems tamjel#ferent applications such as tour guide
applications [62] and advertisement systems in sepaces [63]. Location-aware systems use
different technologies to acquire location inforinatsuch as Global Positioning System (GPS),
underlying communication infrastructures, camecasy reader, etc.

Because context is more than location, some waskibne different context information
such as time, user location, activity and intetesbuild high-level context towards more
adaptive context-aware systems. Examples of thesterss are the GUIDE system [64] and the
conference assistant [17]. These systems are tlypipmoprietary and depend on the
applications for which they are built and optimizedA survey of mobile location and context-
aware systems is presented in [14].

For more extensibility and flexibility, other workecus on providing a framework for
context-awareness that enable easy and rapid ypaigt of context-aware applications. Such
generic infrastructures not only provide contexmsiamers to retrieve context data, they also
permit a simple registration of new context sour@eselection of context-aware frameworks
are introduced and compared according to diffedesign criteria in the following sub sections.

2.2.3.1. Context-aware systems Architecture

The design of a context-aware system depends onsystem requirements and
characteristics such as the location of contextce®, the system scale, the consideration of
further extension, etc. How the system’s applice&i@cquire context is very important to
determine the system architecture. Three diffeapptoaches are presented towards this [51]:

Direct sensor accesin which applications software access contextrimiation directly
from sensors internally located in the device iniclwhthey are deployed. This tightly
coupled approach is not very used;

Middleware infrastructurethis approach introduces an intermediate layéwdsen the
sensing and application layers with the intentibhiding sensing details for applications
and allowing extensibility and reusability;
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Context serverthis approach extends the last one by enablinguwoent multiple clients
to access remote context sources. Another advanfaes approach is that it permits to
relieve resource-limited client devices of intemstontext management operations.

Application

Storage/Management

Preprocessing

row data retreival

Sensors

Figure 2.9Layered conceptual framework for context-awareesyst
A. Sensing

Context information can be retrieved from differesdurces, thus sensors can be of
different types. In [65], sensors are classifiethiee categories:

Physical sensors: they consist in the most usesbsemo capture physical data. Table 2.3
[66] presents different physical sensors that carused in context-aware systems and
frameworks.

Virtual sensors: they consist in source contexa dedm applications or services (e.g.
electronic calendar, weather service, emails,.etc.)

Logical sensors: their role is to combine inforraatiprovided by physical and virtual
context sources to resolve higher task. For exangpl@bining device location and user
logins to devices in order to detect user location.

Type of context Available sensors

Light Photodiodes, colour sensors, IR and UV sensic.
Visual context Cameras

Audio Microphones

Motion, acceleration Mercury switches, angular sensors, accelerometerson
detectors, magnetic fields

Location Outdoor: Global Positioning System (GPS)pbal System fo
Mobile Communications(GSM);

Indoor: Active Badge system, etc.

Touch Touch sensors implemented in mobile devices
Temperature Thermometers
Physical attributes Biosensors to measure skisteasie, blood pressure

Table 2.3 Commonly usephysicalsensors.
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B. Row data retrieval

This layer makes use of appropriate drivers forspdal sensors and APIs for logical ones
to retrieve context data in a transparent and [@esaanner. This layer also allows system
extensibility since context sensors can be addeanged, and removed without affecting the
upper layers.

C. Pre-processing

The processing layer is responsible for (1) intetipg raw-level context information and
(2) deriving high context information from it byagoning, composition and aggregation. This
layer is not always implemented in context-awarsteays but may be very useful since it
provides a situation-level abstraction. This ways iable to enhance significantly the relevance
and the accuracy of context information and tovalleusability. Another important function
implemented in this layer is conflict checking.

D. Storage and Management

This layer organises, models and stores contemtrivdtion in order to allow their access
from client applications via public interfaces. Tlaecess is generally allowed in both
synchronous and asynchronous way. As illustratesation 2.2.2, different context models can
be used and these models can be stored in diffdatabases types.

E. Application

The last layer in composed of various context-awapglications, that use context
information to adapt their behaviour and thus offeers better experience.

2.2.4. Most representative Context-Aware frameworks

In the following we give some details on represevgacontext-aware systems. We present
two 3GPP standards: the Generic User Profile Aechitre and the User Data Convergence to
be used with IMS, three representative works pbbtisin research papers: the Context Toolkit,
CoBrA and SOCAM and the C-CAST European projectppsal that deals with context-
awareness and multimedia services distribution. éerin-depth survey and comparison of
more context-aware frameworks are provided in [67].

2.2.4.1. 3GPP Generic User Profile (GUP)

The 3GPP Generic User Profile [23] aims to provédeonceptual description to enable
harmonized usage of the user-related informaticatkx in different entities. Technically, the
3GPP Generic User Profile provides an architectai@a description and interface with
mechanisms to handle the data. In this sectiorfpaigs on the GUP architecture and interfaces
(the GUP content and structure is presented inose2i2.2.2).
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Figure 2.10GUP reference architecture.
The GUP architecture [24] consists of the followfagctional entities, as shown in Figure
2.10:
A. GUP Server

The GUP Server is a functional entity providingilagke point of access to the Generic
User Profile data of a particular subscriber. THdPGServer includes the following main
functionalities:

Single point of access for reading and managinggemser profile data of a particular
subscriber.

Location of Profile Components.
Authentication of profile requests.
Authorization of profile requests.
Synchronization of Profile Components.

In addition to proxying the requests (or handlingr by itself), the GUP Server may also
apply the redirect mode of operation for appliaagiohat support it. This implies that the GUP
Server responds to the request with the redireatiftmrmation such as redirection address and
authorization assertions. Redirection can be maille Greate, Delete, Modify, Query and
Subscribe procedures.

B. Repository Access Function (RAF)

The Repository Access Function (RAF) realizes themonized access interface. It hides
the implementation details of the data repositdiies the GUP infrastructure. In addition, the
RAF may take part in the authorization of accessutth GUP information, under the control of
the RAF.

C. GUP Data Repositories

Each GUP Data Repository stores the primary mastey of one or several profile
components. It is assumed that the RAF and the BatR Repositories are usually co-located
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in the same network element. The GUP Data Repgsitaly also contain the authorization data
depending on the authorization model and architectu

D. Rg and Rp reference points

The Rg reference point allows applications to @eatad, modify and delete any user
profile data using the harmonized access interfllois. reference point supports also third party
profile access. There are means to authorize gilests and protect the user's privacy in all
operations. The defined procedures applied in thedRerence point between the applications
and the GUP Server are: Create, Delete, Modifyt, l@uery, Subscribe, Unsubscribe and
Notify.

The Rp reference point shall allow the GUP Serveoperator’'s own applications to
create, read, modify and delete user profile dataguthe harmonized access interface. Rp is an
intra-operator reference point. External appligaiand third party GUP data repositories shall
be connected to the GUP Server only using the fRegemce point.

The Rg and Rp reference points carry user relaata dnd therefore shall be protected by
security mechanisms to protect user’s privacy.

E. Applications

These are the Application Servers and applicatitred need access to GUP data
components. They may host some GUP data compotfegrisselves and may act as RAFs.
Third party applications belonging to external sggudomains shall use a discovery service in
a secured way to discover the GUP Server.

2.2.4.2. IMS - User Data Convergence (UDC)

User Data Convergence (UDC) [40] concept suppoléyered architecture separating the
data from the application logic, so that user dataerge from where it belonged to a logically
unigue User Data Repository (UDR), where it castoeed according to the Information Model
presented in section 2.2.2.4, managed and acceasse@¢ommon way. Convergence in data
model avoids data duplication and inconsistencgrayme the data capacity bottleneck of a
single entry point, simplify the overall networkptmogy and interfaces and consequently
simplify the development and deployment of newdgndg¢ed services through a common and
unified set of user data that are up now, scattareskveral domains (e.g. PS, CS, IMS) and
different network entities (e.g. HLR, HSS, Applicat Servers) of the current 3GPP system, as
shown in Figure 2.11.

The UDR is the functional entity that acts as @leidogical repository of user data and is
unique from application Front End’'s perspectiveplgations Front Ends (FE) are functional
entities such as HLR/HSS/AUC, Application Servérscess Network Discovery and Selection
Functions in the Home Network (H-ANDSF), etc. tlcess the user data stored in UDR
according to the UDC Information Model detailedsection 2.2.2.4. Application FEs are only
able to access user data after authentication atitbrézation. Application FEs should then
support common security algorithms and keys.
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Figure 2.11. Comparisddon-UDC Network to UDC Network [68].

UDR provides unique reference point called Ud #itws different FEs to create, modify
and delete user data. Ud should also support thecgption/notification functionality which
allows a relevant FE to be notified about a spedfient which may occur on a specific user
data in UDR and transaction. More information oa thd's procedures and flow can be found
in [68].

2.2.4.3. Context Toolkit

Inspired from the GUI Toolkit, the Context toolkfi9]-[15] aims to provide a reusable
solution that makes easier the development of gbatgare applications by insulating them
from context sensing. The Context Toolkit reliestba concept of context widget. As the GUI
widgets mediate between the application and the, eemtext widgets mediate between the
application and its operating environment. Howewdgaling with context rather than user
inputs raises additional issues due to (1) therbgémeity and distribution of context sources,
(2) the need to abstract context information td the expected needs of applications, (3) the
fact that context widgets do not belong to the igpfibn as the GUI widgets do.

As shown in Figure 2.12, the Context Toolkit is gaeed of three main components:

Widgets that provide reusable and customizabledimgjiblocks of context sensing. Each
widget encapsulates information about a single epiet context such as location or
activity. They also provide a unigue interface tmtext information, hiding thus the
context sensing complexity for applications;

Aggregators that can be seen as meta-widgets.diiadto the capabilities of widgets,
aggregators can also aggregate context informafiomal world entities;

And finally, interpreters that are in charge of tedsting raw or low-level context
information into higher level information.

The components of the Context Toolkit are deployed distributed architecture and run
independently of any single application allowingightheir use by multiple applications. To
support transparent distribution, all componentsresta common communication mechanism
(XML over HTTP).
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Figure 2.12Sample configuration of context component.

In [15] authors discuss five applications that héesn implemented with the Context
Toolkit, including the Conference Assistant, In/OBbard, Context-Aware Mailing List,
Dynamic Ubiquitous Mobile Meeting BOard (DUMMBO) énintercoms.

2.2.4.4. Context Broker Architecture (CoBrA)

CoBrA [51] is a broker-centric agent architectune $upporting context-aware computing
in smart spaces. Intelligent spaces are physiadesp(e.g. offices, meeting rooms, vehicles,
etc.) that are populated with intelligent systensvigling pervasive services to users. The key
component of the CoBrA is the context broker, aeliigent agent in charge of maintaining a
shared model of context on behalf of a communitggénts and devices. It is also in charge of
protecting the privacy of users by enforcing therwgdefined policies when sharing information
with other agents. All computing entities in a sinspace are assumed to be aware of the
presence of a context broker, and the high-levehesgare presumed to communicate with the
broker using the standard FIPA Agent Communicatianguage [22].

The design of the context broker and its relatioith other agents, as shown in Figure
2.13, comprises the following four functional compats:

- Context Knowledge Base: it ensures a persistemageoof the context knowledge
(COBRA-ONT introduced previously).

- Context Reasoning Engine: a prototyped OWL infeeerngine called F-OWL. This
inference engine is implemented using Flora-2. Kegtures of F-OWL include the
ability to reason with the OWL ontology, the alyilito support knowledge consistency
checking using axiomatic rules defined in Florad an open Application Programming
Interface (API) for Java application integrations.

- Context Acquisition Module: a library of proceduttbait form a middleware abstraction
for context acquisition.

- Policy Management Module: a set of inference rthas deduce instructions for deciding
the right permissions for different computing éesitto share a particular piece of
contextual information and for selecting the resijs to receive notifications of context
changes.
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Figure 2.13Context Brocker Architecture design.

CoBrA addresses two key issues in pervasive comgufil) supporting resource-limited
mobile computing devices and (2) addressing thecexms for user privacy. With the
introduction of a context broker that operates imeaource-rich stationary computer, the
complexity of acquiring and reasoning over contakinformation is shifted away from the
resource-limited mobile devices to the resourch-ticoker. In addition, the complications
inherent in establishing, monitoring and enforcsecurity, trust, and privacy policies are
simplified in the presence of a centralized managewever, the centralized design of a broker
could create a “bottleneck” situation in a largealscintelligent space. To overcome this
problem, multiple brokers could be grouped togetbdorm a broker federation. Each broker is
responsible for a part of the intelligent spacee Téderated brokers are organized according to
some communication structure (e.g. peer-to-peerhierarchical), and they periodically
exchange and synchronize contextual knowledge.

2.2.4.5. Service-oriented Context Aware Middleware (SOCAM)

The Service-oriented Context Aware Middleware (SOA70] aims to provide an
efficient infrastructure support for rapid protoityp of context-aware services in pervasive
computing environments. SOCAM is a distributed réddhre that allows an easy share and
access of context information by context-awareisesv The SOCAM architecture, presented in
Figure 2.14, consists of the following components:
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Figure 2.14SOCAM architecture overview.
A. Context providers

Context Providers abstract low-level context froetenogeneous sources that could be
external (e.g. a weather information server) agrimal (e.9. RFID-based indoor location server).
Context information is then converted to OWL repreations so that it can be shared and
reused by other service components.

B. Context interpreter

The context interpreter consists of a context neasand a context Knowledge Base (KB).
The context reasoner is responsible for derivinghievel context from low-level context,
querying context knowledge, maintaining the comsisy of context knowledge and resolving
context conflicts. It also acts as a context prewids it can provide deduced contexts. Two
kinds of reasoning are supported: ontology reagp(RDFS reasoning and OWL reasoning)
and user-defined rule-based reasoning (first-ol@gic rule-based reasoning). The context KB
contains a domain specific context ontology andintstances that are pre-loaded into the
context KB during system initiation. The context KiBovides a set of APIs for other service
components to query, add, delete or modify coriteatvledge.

C. Service locating service
The service locating service allows users and epiptins to discover contexts and locate
context providers and context interpreters thathakeady advertized themselves.
The service locating service is able to track atiapato the dynamic changes of context
providers.
D. Context-aware services
Context-aware services are agents, applicationssandces that make use of context and
adapt their behavior accordingly.

SOCAM components are designed as independent secdmponents which may be
distributed over heterogeneous networks and camaicit with each other. The communication
between these components is based on Java RMle@atissemination is done in both push

45



Context-aware systems

and pull modes. A set of procedures and APIs tpaertiboth context query and context event
subscription mechanisms are provided. The SOCAMdlagare is built on top of the OSGi
service platform to provide a middleware level sapdor context-aware systems and tested
with the vehicle-domain ontology [70].

2.2.4.6. EU Project Context CASTing (C-CAST)

The EU project Context CASTing (C-CAST) [71] aims ¢évolve mobile multimedia
multicasting to exploit the increasing integratimihmobile devices with our everyday physical
world and environment. The objective is to providen end-to-end context-aware
communication framework specifically for intelligemmulticast-broadcast services. The
framework has two facets; the first one, which we iaterested in, is the creation of context-
awareness, the other is the service (or conteapprort and delivery. These two facets are tied
together by service enablers and adaptation fumetio

Figure 2.15 illustrates the functional architectfethe C-CAST context management
system that comprises the following functional comgnts:

A. Context Provider (CxP)

A Context Provider (CxP) is the component that #iapphe system with context data. CxP
achieves this by gathering data from a collectidnsensors, network, services (e.g. web
services) or other relevant sources. Each provigle¢ailored to provide a particular type of
context. Moreover, a CxP can produce new high leagitext information from row level
sensors or other source data. Towards this, ided the following functionalities:

Filtering: select the requested context information
Fusion: derive stable measurement values, e.@yéraging;

Aggregation: combine heterogeneous context infdomato derive new, higher level
context, e.g. location + temperature + humidity eather;

Low level reasoning: use logical rules to derivena@asions about user situation from
fused and aggregated sensor data and network tontex

Every CxP advertises its availability and capabsitto the Context Brocker and exposes
interfaces to provide context information to botte tContext Consumers and the Context
Brocker either synchronously or asynchronously.

B. Context Consumer (CxC)

The Context Consumer (CxC) is the architectural pament that uses context data. A CxC
can retrieve context information by requesting @B either in explicit or implicit (through
subscription to context update event) way or byedlly invoking a CxP over a specific
interface. Usually, applications, services and shevice enablers are pure CxCs. The main
CxCs, considered in the system, are: ApplicaticdBspup Management Enabler, Content
Selection Enabler, Context Cache and Context Histor
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C. Context Brocker (CxB)

The Context Broker (CxB) is the key component @ #inchitecture. It works as a handler
of context data and as an interface between otbbitectural components. The CxB provides a
CxP Lookup Service. It contains a registry of atintext Providers and their capabilities. The
related information is obtained through an adviegiprocess. To accelerate the request
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Figure 2.15The functional architecture of the C-CAST conteathagemensystem.

process, the CxB maintains a Context Cache to stoméext which has not expired yet.
The expired context is moved from the Context Cdolee Context History database.

The C-CAST context Model uses the entity — scom®a@ation. An entity is the subject,
which context data refers to, and it is composetofparts: a type and an identifier. A type is
an object that identifies a set of entities. Annitifeer specifies a particular item in a set of
entities belonging to the same type. All contexbiimation set within C-CAST is defined as
“scope” which is a set of closely related contextgmeters.

The schema for context representation and commtimnichetween components is defined
in ContextML, a XML-based language. ContextML altofior the representation of context
information, context meta-information, context datecess messages and control messages
exchanged between CxC, CxP and CxB.

2.2.4.7. Summary

The summary and comparison of the surveyed frameniarthis section is given in Table
2.4. The systems are compared based in differesigmlecriteria that strongly affect their
performance such as their architecture, the ressumiscovery technique, the sensing
technologies that are used to retrieve contextrimédion, the consideration of context
information history and finally the security andvaicy techniques that the system implement.
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Design Architecture | Sensing Context | Context Resource | Historical | Security
criteria/ . . .
frameworks model processing discovery | Context | & privacy
data
GUP Distributed | Repository| XML Data Rg &Rp | Available | Liberty
data Access Schema of| validation reference ID-WSF
repositories | Function | the GUP + points
with a | (RAF) GCL
centralised
access point
ubcC Centralized | Front ends| Comon Context datal Ud Available | to be
logical (FE) Baseline convergence | reference handled
repository Information | and federation| point with SA3
(UDR) model
Context Widget Context Attribute /| Interpretation | Discoverer | Available | Context
. based widget value and component ownership
toolkit model aggregation
CoBrA Agent based Context Ontologies | Inference n.a. Available| Rei
acquisition| (OWL) engine  and Policy
module knowledge language
base
SOCAM Distributed | Context Ontologies | Reasoning Services Available | n.a.
with providers | (OWL) engine locating
centralized services
server
C-CAST Distributed | Context ContextML | Low-level Context Available | n.a.
context Providers reasoning Provider
Brockers engine Lookup
Service

Table 2.4 Summary of context-aware frameworks.

In this first section of the state of the art, wavé surveyed all the existing and foreseen
solutions for performing context-awareness. Basethem, our objective is to create one fitting
the most adequately Future Media Networks, in ofdiethem to take full benefit of contextual
information and provide EUs with advanced featurespabilities and services, such as
adaptation, personalization, seamless device atwbriemobility, etc. We will now present a
survey on multimedia content delivery techniquesdusday and foreseen in future networks.
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2.3.  State of the art: Internet multimedia content delivery

Besides classical client-server content deliverytho@, we can classify the Internet
multimedia delivery platforms into two main cateigsraccording to the level of management
they are able to provide: (1) managed platformgrating QoS functionalities and (2)
unmanaged best effort delivery platforms with natoa on resource availability, service
quality and user experience. The second categorjudas essentially Content Delivery
Networks (CDNs) and P2P networks.

2.3.1. Managed delivery platforms

Advances in access networks technologies along thighimprovement of media coding
algorithms led to the deployment of the Internett&eol based Television (IPTV) over different
broadband access networks. Digital Televisiontesaas satellite and terrestrial, can now be
delivered over fixed and mobile broadband netwobssof today, most of the major European
telecom Service Providers provide triple-play (plene, Internet access and IPTV) services.
Even though open and standardised approaches enibegenajority of managed delivery
platforms rely on proprietary solutions only degdyand accessible on the operator’s network.

2.3.1.1. Proprietary solutions

IPTV refers to different video services such asdsiaast services - BC (live TV and radio
channel feeds broadcasted or multicasted over #teonk), Content on demand — CoD -
services (generally unicast services provided dis@iber's demand, e.g. VOD) and Personal
Video Recorder - PVR - services (services whictovallrecording, pause or time shift
capabilities for live content).
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Figure 2.16Managed IPTV delivery network.

As depicted in Figure 2.16, IPTV services are @gd over different network segments.
At the Core, it is usually transmitted over fibgstio backbones using Multiprotocol Label
Switching (MPLS) to ensure QoS. The distributiord eaggregation network can be ATM
(Asynchronous Transfer Mode) or Ethernet with @rggr move to Ethernet for cost reasons.
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Initially, broadband access used Asymmetrical DAD$L) but it moved rapidly to Very high
speed DSL (VDSL) and VDSL version 2 (VDSL2). Otlgrpadband access technologies such
as Fiber-To-The-Home (FTTH) and coaxial cable als aised to support HD content
distribution or interactive TV. The broadband cortindty is shared by all the home terminals
(TVs, PCs, IP phones, etc.). The IP connectiviteessablished by the Residential or Home
Gateway RG that can be or not integrated with tB& Bhodem.

Multicast communication scheme is often used taveelliive IPTV streams to multiple
home networks. The list of subscribers is managednternet Group Management Protocol
(IGMP) [72]. Audio and video are multiplexed in MPEG2 Transport Stream (MPEG2-TS),
and can be directly transmitted over User DatagPaotocol (UDP). However, an RTP [73]
encapsulation is recommended especially for englglirality monitoring. In the case of VoD
services, if RTP is used, it is most often completeé by RTSP [74] for streaming control
functions like play, pause, stop, etc.

An example of such solutions is Microsoft Mediarot?TV Platform [75] used by over
40 of the world’'s leading operators, deliveringveezs to more than 7 millions consumer
households.

2.3.1.2. Standardised solutions

For enabling easier deployment and better interadpity, many stadardization efforts
have been made in different organizations anddacd as ITU-T, ETSI TISPAN IPTV, 3GPP
MBMS, etc. The standardization works aim to intégri® TV in NGN architectures, enabling
thus IPTV functions to interact with relevant NGhbsystems and use the capabilities they
provide, namely dynamic network attachment and mement of transport resources with
quality of service control. Two directions are take standardization bodies. The first aims to
integrate the current IPTV solutions in NGN arcttitees and the other one is the IMS-based
IPTV that consists of using the IP Multimedia Suisyn (IMS) [76] as a control plane for
IPTV services.

IMS, introduced first by the wireless standards yo¢@8GPP/3GPP2) as an architectural
framework dedicated to deliver IP multimedia sezgiover packet based core netwaiithin
third generation mobile networks and extended byopean Telecommunications Standards
Institute (ETSI)/Telecoms Internet converged SeawidProtocols for Advanced Networks
(TISPAN), is adopted in the NGN standardizatior amtegrated in the NGN IMS-based
services platform. Different NGN IMS-based IPTV thdams have then been proposed,
exploiting the IMS functionality (e.g. subscripti@amd session management, fixed and mobile
convergence, handover between devices, etc.) tposufPTV services. IMS-based IPTV is
expected to provide not only basic IPTV but alsadjuple play and enhanced services [77].

In [78], the authors identify four steps in the maiipn towards NGN-based IPTV
architecture:

Non NGN-based IPTV architecturesis highlighted previously, aréhe currently
deployed solutions. They use proprietary IPTV neéekdire for service control and
delivery but still some interworking with NGN suls¢gms can be achieved.
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NGN-non IMS-based IPTV architecturdgat enable interaction and interworking over
specified reference points between IPTV dedicatetttfions and some existing NGN
elements such as transport control elements forRisource Admission and Control
Subsystem (RACS), the Network Attachment Subsy$téASS) or NGN user profiles.
In this step, a dedicated IPTV subsystem within NiSNised to realize personalized,
value-added IPTV features and to use network ressunore efficiently.

IMS-based IPTV architecturabat specify IPTV functions based on the IMS ssbsy
and enable reusing of IMS functionality and SiPdohservice initiation and control
mechanisms.

NGN non-IMS and IMS-converged IPTV architectured are seen as a combination and
a convergence of non-IMS and IMS-based IPTV archites in a common configuration
to provide converged types of IPTV services.

In the following, we introduce some standadizatirks done in the TISPAN, ITU-T and
the Open IPTV Forum regarding the aforementiondd/IBrchitectures.

A. TISPAN IPTV

Several specifications of TISPAN NGN Release 2 Zaddress the integration of IPTV in
NGN. The specifications consider IPTV in terms adrvice requirements, functional
architecture, including functions definition, commmation protocols, reference points and
implemented procedures and communication flows. §peification in [79] is more generic
and considers NGN subsystems in general and thndB6] is IMS-specific and addresses the
IMS-based IPTV architecture that relies on IMStfte session control.

Figure 2.17 depicts the different functional esstithat compose the IMS-based IPTV
architecture. Most of them fit the ones definedNGN integrated IPTV subsystem. IPTV
services execution involves the IPTV Media functibat includes the Media Control Function
(MCF) and the Media Delivery Function (MDF), as e the Service Control Function (SCF)
that is in charge of service management. The magction of the latter consists in service
authorization during session initiation and sessmification, including checking IPTV users'
profiles in order to allow or deny access to thevise. The IMS user profile and the IPTV
specific profile data are held by the UPSF. ThevigserDiscovery Function (SDF) and Service
Selection Function (SSF) are functions for providinformation necessary to the UE to select
an IPTV service.

The communication between the UE and the SCF fesi@@ management purpose is
transferred via the Core IMS. The Ut reference fpcam also be used for the purpose of service
profile configuration. Media Control messages athanged between the UE and the MCF via
the Xc reference point in order to control the radtbw, and Media Data is exchanged between
UE and MDF via the Xd reference point to deliver it
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Figure 2.17ETSI/TISPAN Functional architecture for IPTV seesdc
B. ITU-T FG IPTV

The standardization, under the ITU-T Focus GroupVH81]-[82], investigates IPTV
regarding to IPTV roles, services, architectureddi@ware, security, etc. Four functional
domains are considered while designing the IPTVitacture and functions: content providers,
service providers, network providers and end useistomer domains. Based on the defined
roles of the latter domains, different componentdé included in the functional architecture
such as End-User Functions are defined. The ideatifinctions are:

End-User Functions: include those functions norynatbvided by the IPTV terminal and
the End-User Network.

Application Functions: provide the End-User Funasidor IPTV services, enable the
End-User Functions to select, and purchase if sacgsan item of content.

Content Delivery Functions: provide content which prepared in the Application
functions via the Network Transport Functions. @oibé may also be stored/cached in
Content Delivery Functions. The latter also provide capability to facilitate interaction
between the End-User Functions and selected cordenoh as playback control (trick
play functionality with VoD and Network PVR). Phgally, the Content Delivery
Functions employ the resources of Transport netwarictions for the content delivery.

Service Control Functions: provide the functiongdquest and release the network and
service resources required to support the IPTVicesy

Management & Monitoring Functions: manage overghtesm status monitoring and
configuration. This set of functions may be deptbya a centralized or distributed
manner.

Content Provider Functions: provided by the erthigt owns or is licensed to sell content
or content assets.
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- Network Transport Functions: are the combinationnetwork transport and control
functions

The IUT-T IPTV functional architecture is definedl different approaches depending on
the underlying network architecture. Three architexrs are designed: the non NGN
architecture, the NGN-based non IMS architecturd #re NGN IMS-based architecture.
However, the defined architectures share sevenakifinal entities and similarities. Figure 2.18
provide a functional decomposition of the IPTV Aitebture in which the high-level introduced
functional components are expanded. The red andnglmes represent the connectivity
between the functional components in the case oNNK&S-based and the NGN non IMS-
based architectures respectively.
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Figure 2.18ITU-T NGN Combined IPTV Architecture
C. Open IPTV Forum

The Open IPTV Forum has developed an end-to-endisolto allow any consumer end-
device, compliant to the Open IPTV Forum specifcasd [83], to access enriched and
personalized IPTV services either in a managed oworamanaged network. To that end, the
Open IPTV Forum focuses on standardizing the Us@tdtwork Interface (UNI) in both cases
(managed and non-managed).

Figure 2.19 shows a high-level logical view of #oepe of the Release 2 Solution in terms
of networks and functional entities in the resig@metwork. Managed Network IPTV Services
are provided from within an operator’s core netwankabling the Service Provider to make use
of service enhancement facilities like multicadividey and QoS provision. Open Internet IPTV
Services are accessed via an independently opesaatmess network, with or without QoS
guarantees. Open Internet IPTV services may besaedevia a service platform (e.g., a portal)
that provides supporting facilities for multipler8ee Providers.
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The Open IPTV Forum specifications identify thefeliént services to provide and the
different functions to enable attractive and innoxaways to deliver them, such as service
provisioning, service access and control, servitg @ntent navigation, interactive application
platforms, content and service protection whereliegiple, and interworking with DLNA-
compliant home network devices. The complete sé©¥ protocols to be used, the reference
point interfaces (User Network Interfaces, Home wdek Interfaces, Network Provider
Interfaces and interfaces to external systemsteegDLNA home network), the media format
and content metadata, the application environmaudt the authentication and service and
content protection are also specified.
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Figure 2.190pen IPTV Forum solution scope

Most of current IPTV services are built on vendpedfic platforms without integration
with Next-Generation Network (NGN) subsystems, Uguguite heavy and costly to deploy.
These proprietary closed solutions are caracterizi#d a tight collaboration between the
Service Provider and the Network Provider. They aoemmonly exploited, in a non-
standardised way, by telecommunications operatavéng their network deployed, for their
own IPTV services.

2.3.2. Best-effort content delivery networks

With the increasing Internet growth, the conteniiveey infrastructure scalability,
reliability and performance is becoming critical.kBy challenge lies on delivering more and
more complex and personalized contents to rapidbwing end user population. Such a
delivery context led Service providers to furthelyron delivery-dedicated infrastructures such
as Content Delivery Networks (CDN) and peer-to-g@2P) networks for assuring the delivery
of their contents.
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Caching and replication are the key technologies us/ the latter delivery infrastructure
to improve service performance. Multiple copiescohtents are maintained in geographically
distributed nodes organized in several clusters. dim is to bring contents closer to end users.
The higher is the distribution, the more scalalsld afficient is the content delivery. Indeed, a
high distribution strategy means short distancdsvdsen content servers and consumers and,
consequently, evolves latencies and reduces netisarwidth consumption and opportunities
that packet loss occurs, all these towards a bhestrexperience.

CDNs and P2P networks have the same objectivestiliiting contents to end users in a
more scalable way. However, there is a signifiadifierence in their design that affects the
delivery performance, workload and the way thathaag and replication techniques may be
implemented. In the following sub-sections, we présin overview of these two solutions.

2.3.2.1. Content Delivery Networks (CDN)

Content Delivery Networks (CDNs) have emerged ateéhd of the 90’s to overcome the
scalability and performance problems of Internavises. They are now considered as the
primary solution for content delivery over InternBly mean of replication, CDNs maximize
bandwidth, improve accessibility, and maintain eotness [84]. The main concept is the
delivery at edge points of the network, bringingighcontents closer to end users and
consequently improving end users perceived quatitje minimizing the delivery cost.

To deliver their contents in a reliable and timelgnner, more and more service/content
providers are then contracting with commercial CDMeviders to host and distribute their
contents; offloading thus their servers to the Cibfxastructure. The use of CDNs has several
advantages:

Offloading the origin servers;

Reducing the service/content providers' investmeimisthe delivery infrastructure
deployment and the management;

Bypassing traffic jumps and avoiding peering taffly bringing the contents closer to
end users;

Improving content delivery quality, speed and tlity;

Many services, such as web-based services, filsfeaservices, streaming media services,
etc., can take advantage from CDNs infrastructarddiiver their contents. To deliver these
services and contents in an efficient way, thegesi CDN requires some important features
such as replica placement, cache organization,ogate selection and request routing
mechanism. Since the delivery of live and on-densrehming are more challenging due to the
large size of delivered contents and to the lofg dif the streaming sessions, CDN replica
servers should implement additional functionalitieach as large and shared caching
capabilities, peering capabilities, transcodingadslties and streaming session handoff. The
CDN features are described in detalil in the follagvsubsections in terms of architecture and
functionalities.
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A. Architecture

Figure 2.20 shows the layered architecture of at&@uwnDelivery Network [85], which
consists of the following layers:

The basic fabricconsists of the infrastructural hardware resoustesh as file servers,
clusters, network infrastructure and the systenwsog that they run such as operating
systems, content indexing and management systéens, e

The communication & connectivitfunctions provide the core Internet protocols .(e.g
TCP/UDP, FTP, etc.) as well as the CDN-specifieinét protocols (e.g. ICP, HTCP,
CARP) and security protocols (e.g. PKI, SSL). Tlager includes also application
specific overlay structures to provide efficienhtant search and retrieval.

The CDN services layer provides the core CDN functioraditisuch as surrogate
selection, request routing, caching, geographid mancing, SLA management, etc.;

At the top of the CDN architecture, tBmd-Useris typically a web user who is willing to
access a service or content by specifying the s®content provider URL.

Related to streaming services, the CDN architeatarebe completed by an intermediate
layer between th&nd-Userand theCDN services, which is th®nline Video Platform
(OVP) It is in charge of the additional media strearmapglication related functionalities
such as transcoding, content annotation, etc. Ebengd OVP providers are Brightcove,
Ooyala, Stream OS, etc.

End-User

OVP

CDN

Communication & Connectivity

Basic fabric

Figure 2.20Layered architecture of CDN.
B. Surrogate placement

One key issue in Content Delivery Networks is @plplacement. The problem consists of
optimizing the placement of edge servers acrossntieenet with the aim of reducing the user
perceived latency while optimizing the necessandadth to maintain the replicas caches.

To resolve the replica placement problem, two githygloretic approaches are used to both
determine the number and the placement of replibek-hierarchically well-separated trees
(k-HST) [86] and the minimum k-center problem [8The k-HST algorithm consists of two
phases. In the first phase, the graph is recusspaititioned as follows: A node is arbitrarily
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selected from the current (parent) partition, athdhe nodes that are within a random radius
from this node form a new (child) partition. Thelua of the radius of the child partition is a
factor of k smaller than the diameter of the parent partitibhis process is recursively
reproduced for each partition, until each noda ia partition of its own. The tree of partitions is
then obtained with the root node being the entitevark and leaf nodes being individual nodes
in the network. In the second phase, a virtual nedessigned to each of the partitions on each
level. Each virtual node in a parent partition bmaes the parent of the virtual nodes of the child
partitions and together the virtual nodes formege trThe greedy algorithm is further used to
determine the number of centers needed when th@maax center-node distance is bounded.
The minimum k-center problem is defined in thedaling steps:

Given a grapl& (V, E) with all its edges arranged in non-decreasingronfledge cost:
c(ey) < c(ey) < - < c(ey) construct a set of square grapfg,Gz,....,G2. Each
square graph of denoted byG? is the graph containing nodés and edgegu, v)
wherever there is a path betwaeandv in G.

Compute the maximal independent dgtfor eachG? . An independent set @ is a set
of nodes inG that are at least three hops apar€iand a maximal independent 3étis
defined as an independent &ésuch that all nodes il — V' are at most one hop away
from nodes iV’ .

Find smallest such thaM; < K, which is defined ag
Finally, M; is the set ok centers.

For the static case where the network topology #redworkload pattern are a priori
known, some heuristics have been proposed. Li etpalposed a tree-based placement
algorithm, in [88], relying on the assumption thhe underlying topologies are trees, and
modeled it as a dynamic programming problem. Thgerghm was originally designed for Web
proxy cache placement, but it is also applicabtéNeb replica placement. At a very high level,
they divide a tred” into several small tre€g, and show that the best way of placing 1
proxies in the tre& is to placet; proxies the best way in each small tfeewhere); t; = t. In
[89], Jamin et al. present the greedy algorithmciwhithooses M replicas among N potential
sites. One replica is chosen at a time. In thd fiesation, each of the N potential sites is
evaluated individually to determine its suitabilfty hosting a replica. The cost associated with
each site, under the assumption that accessesaltariients converge at that site, is computed
and picks the site that yields the lowest costthiem second iteration, the second replica site
which, in conjunction with the site already pickeftklds the lowest cost is selected. In this
iteration, the cost is computed under the assumghat clients direct their accesses to the
nearest replica. The process is iterated until simgoM replicas. The hot spot algorithm [89]
differs from the greedy algorithm only in selectitige best candidate in each step. It places
replicas at the top sites that generate maximufficird he fanout algorithm, proposed in [90],
selects a replica site with the maximum out-degitezach step and calculates the total cost. The
process stops when the optimality condition issfiati. In [91], authors investigate the problem
of replica placement and formulate a new model the problem that accommodates the
characteristics of multimedia content delivery.
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C. Cache organization

The replication is the commonly used techniquertprove performance and reliability of
distributed systems, such as CDNSs. In the latteplication is performed trough caching
contents in the edge server to ensure their dglivera timely manner with bandwidth
consumption as low as possible. CDN performancehighly dependent on the cache
organization, including the caching techniques uteai server cache update and the integration
of caching policies in the CDN infrastructure. Tagmy of caching techniques is presented in
[85]. They are classified in intra-cluster cachiagd inter-cluster caching. The intra-cluster
caching techniques consist of query-based scheBed®@est-based [93], directory-based [94],
and hashing-based schemes [95]-[96]. However, timnwonly used one is the digest-based
technique. In the inter-cluster caching, the masuechnique is the request-based one.

Another issue that affects the CDN performancédsinsurance of the cache consistency.
To update the servers’ caches, different cachingnigues are deployed by CDNs. The most
common one is thperiodic updatean which the origin servers periodically providesiructions
to caches about what contents are cachables amdhdrtime they do not need to. For this, the
expiration times are associated to contents. Ufitate propagatiofis triggered with a change
related to the contents. This approach consistslativering the content to CDN caches
whenever this content is changed at the origineseside. In arOn-demandupdate, the latest
copy of content is delivered to CDN servers whea tlontent is requested. Finally, in the
invalidationupdate mechanism, an invalidation message is sgDDN servers to inform them
that the content has changed. The surrogate seareidocked from access when the content is
being changed. Later, each server needs to indillidfetch the new version of the content.

To ensure the consistency of CDN servers’ cachestent providers usually deploy
organization-specific caching policies by eitheedfying their own caching policies in the
CDN-specific format or by employing some heuristicthe later approach, CDN servers learn
about contents changes and tune their behaviordiongty.

D. Request routing

The aim of CDNs is to serve the client requestmfoiosest servers in order to reduce both
network bandwidth consumption and latency. Towaid, ta request-routing system composed
of a request routing algorithm and a request rgutirechanism are used [97]. The request
routing algorithm, also called server selectiorinioked by the request routing mechanism on
receiving the client request to select the edgersinat will serve it and further inform the client
about the selection result. Figure 2.21 [85] iHasts the high level view of the request
redirection process in the CDN environment. Therauttion flow involved in this process is the
following:

The client requests a content by providing its URL;

When the origin server receives the client requestsponds with the basic content (e.g.
index page);

To serve the embedded objects, the origin sergires the client request to the CDN
environment;
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Using the request routing algorithm, the CDN previdelects the best edge replica
(using some metrics as it will be detailed furthterprovide the client with the requested
embedded objects;

Finally, the selected replica provides the clienthwhe embedded contents if available in
its cache. Otherwise, it retrieves them from thginrserver, serves the client and keeps
them in cache for further requests.

Because the nearest edge server is not alway®ither shat meets best the current system
condition or the one that optimizes the perceivedlity at the client side, a variety of metrics
such as the servers load, geographical and netwarkimity, client perceived latency are
combined to determine the most appropriate sehanwill serve the client request. According
to the used metrics, the request-routing algoritbars be classified in two categories: the non-
adaptive request-routing and the adaptive requesing.

Origin

Server

Selected embedded
objects to be served

by CDN provider
replica server (4) Forward

i

II'I te rn et CDN provider's

request

< Selection

i Igerit
CDN provider's Algerithm

replica server

CDN Provider

CDN provider's
replica server

Figure 2.21Request-routing mechanism in CDN.

The selection in the first category is based onesheuristics rather than the current system
state. An example of such algorithm is Reund Robinwhich distributes the requests to the
CDN servers for balancing the load among them [98]s algorithm, easy to implement, is
efficient in the case of homogeneous servers |dcattéthe same place but does not perform well
for distributed systems in wide areas. Indeed, estjumay be directed to more distant servers
and different requests can involve different costspecially when dealing with multimedia
contents. Another non-adaptive request-routingrétyo is the one proposed in [99], which is
based on consistent hashing. A hashing fundtjaralculated from the servers identifiers space,
based on the requested content URL is used tcertdire client requests to the server with the
smallest ID from the same space, greater than

The adaptive request-routing algorithms are moraptex algorithms which are able to
change their behavior to cope with the currentesysstate. These types of algorithms achieve
better performance, however they require collectaingl maintaining some statistics on the
system state. In [100], Bartolini et al. identifidolee approaches to collect such information: (1)
passive measurement by analyzing the traffic, ive probing methods such as the ICMP
ECHO, and (3) feedback information that are pedaltly obtained from agents located at the
surrogates. In [101] and [102], the anycast resaleeides which server among the replicated
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servers is the best one based on the server infiormad-or the purpose of server information
maintenance, four approaches are identified: (1jote server performance probing, (2) server
push, (3) probing for locally-maintained serverfpanance, and (4) user experience.

Additionally to the request routing algorithms tlsaiect the best server, various request-
routing mechanisms have been proposed in literatAreclassification of such schemes
according to the variety of request processingivergin [85]. These mechanisms are the
following:

Global Server Load Balancing103]: this approach consists in including Glolsarver
Load Balancing (GSLB) in service Web switchestha approach taken by Nortel/Alteon [104],
service nodes, consisting of a GSLB-enabled Welkchveind a number of real Web servers, are
distributed in several locations among a wide are®vork. Two new capabilities extend these
service nodes to allow global server load balancthg global awareness, and the smart
authoritative DNS. In local server load balancitig Web switch in each service node is aware
of the state of the real Web servers attached to 6SLB, the Web switches making up each
service node are globally aware, each knowing tlieesses of all the other service nodes. They
also regularly exchange performance information ragnthe Web switches in the GSLB
configuration. This allows each switch to estimidwe best server for any request, choosing not
only from its pool of locally connected real sesyelout the remote service nodes as well. To
make use of this global awareness, the GSLB switaot as intelligent authoritative DNS
servers for certain managed domains. In [105],stimation of client proximity is included in
the GSLB. Each Web switch uses the natural tréifiiw between the client’s browser and itself
to measure the round-trip latency.

DNS-based request routinf5]-[100]: relies on a modified DNS to perform thepping
between the domain name and IP records of the gitethed to it. This approach is used in
both full and partial site CDN providers. The DNSolution is done as follows [84]: (1) when
a client wants to request a content, it sends a BINSy to its local DNS server which forwards
it in turn to the CDN’'s Request Routing Infrastiret (RRI); (2) the latter probes each
surrogate server to get information about the rbeteveen it and the local DNS server; (3) the
surrogate servers respond with measurements tothetlocal DNS server and the RRI. Some
other selection criteria may be sent to the lati®y;Based on the received measurements, the
RRI selects the most appropriate server to detivercontent and sends a response to the local
server DNS which forwards it to the client [84].

The DNS-based request routing presents the adwemttgbe simple, transparent and
independent from any replicated service. Howeuealdo presents some limitations such as
scalability issues, non-resilience to failures be targeted surrogate server and domain-level
granularity. In addition, this approach does nketaare of the client location. Only the location
of the local DNS server is considered, which limite ability of the request routing to
determine the client’'s proximity to the surrogaterthermore, users that share the local DNS
server are redirected to the same surrogate seéwirg the TTL interval, which might lead to
an overloaded situation during flash crowd.

Header inspectionthis approach is based on the header inspecfitimecclient requests.
Protocols such as HTTP or RTSP allow a web semwerespond to the client with a 302
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response redirecting him to the delegate servingeseThe client resubmits then its request to
this server. The advantage of this approach isitglicity. Its disadvantages are the lack of
transparency and the significant overhead involyedhe introduced extra message round-trip
in the request process.

URL rewriting or Navigation hyperlink in this scheme, the content provider directly
communicates to the client the serving surrogateesdy rewriting the dynamically generated
pages’ URL links. For example, the references tbesided objects within a main HTML page
can be modified by the origin server so that tlentlcould fetch them from the best surrogate.
To automate this process, CDNs provide specigbtscthat transparently parse the Web pages
content and replace embedded URLSs.

URL rewriting can be proactive (called a priori URéwriting) or reactive (called on-
demand HTML rewriting) [106]. In the proactive URtewriting, the content provider
formulates the embedded URLs before the conteiwaded in the origin server and made
available to the client. In the reactive scheme tlontent is modified on demand when
receiving client requests. The latter scheme is theore flexible since it can take in
consideration the client information such as idgntocation and priority of the client. To not
bind the client to a single surrogate, this apphnoaccombined with the DNS request routing.
Indeed, the DNS names contained in the embeddedsUi®int on a group of surrogates.
Another advantage of URL rewriting is its fine guéarity since the granule is the embedded
object. However, the URL rewriting involves addité delay for URL parsing.

Anycasting Anycast can be considered at two levels: at {Rlland at the application
level. The IP-level Anycast was introduced by Rage et al. in [107] within a specific IPv4
class of addresses. The IP anycasting was thenediefis a stateless best effort routing service
able to deliver the anycast datagram to at least ainthe hosts of the anycast address. An
anycast IP address is then assigned to a grougredrs that provide the same service. A client
willing to access some services sends a datagramthé anycast address as a destination
address. The sent datagram will be delivered td'rikarest” server (according to the routing
protocol metric) identified by the anycast addrésswever, the IP-layer anycasting approach
presents some limitations such as the routers siggés allocate IP address space for anycast
address. These limitations led the researchergftoedthe anycast paradigm at the application
layer. In [101]-[108], Bhattacharjee et al. exandinike definition and support of the anycasting
paradigm at the application layer, providing a Eerthat maps anycast domain names into one
or more IP addresses using anycast resolvers. &gpigin-layer anycasting appears then as a
good solution for distributed Internet servicesvsmning, especially when it requires no
modification in the existing infrastructure. Anothenotivation to use application-layer
anycasting is the ability to manage QoS and defergice requirements on a per-service basis
by. Some relevant metrics that impact service gualich as server load, access delay and so on
can then be evaluated and used in the selectiamegso

E. CDN Deployment example: Akamai

Akamai [109] is the leading content delivery service pdavi with more than 2700
customers. Evolved out of an MIT research effomead at solving the flash crowd problem,
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Akamai network includes over 84000 servers, depmloye 72 countries around the world.

Akamai's deployments vary in size and scope, frast p few servers at small local ISPs, to
hundreds of servers in high-traffic networks. Ak@madistributed network deployment places

Akamai servers within one network hop of 90% ofetnet users. The strong presence of
Akamai is illustrated in network map of Figure 2[220].

Akamai handles the flash crowd problem by meankigti distribution and replication to
serve end users from nearby servers. Toward tiesusers request are redirected to the nearest
available server using a two-level DNS system. Tredirection, referred also as mapping,
resolves a hostname to the IP address of the mppsb@riate edge server based on the service
and content requested, users’ location, networtustand server health and load [111]. To
achieve an efficient redirection, Akamai relies am overall system monitoring. The edge
servers and data centers publish load reportset®S servers that perform the mapping. A
centralized reporting is also provided for costuraed content servers. For the monitoring of
the end-to-end system performance, Akamai usestsaigjest simulate end users behaviour to
measure the downloading times and failure rates.

Figure 2.22 Akamai network deployment in 2009.

Akamai provides different services to its customéarsluding Live and on demand
streaming for Windows Media, Adobe Flash, Apple @@tliime, and real media formats,
globally distributed replicated storage for digitaédia librariesHTTP Downloads, rich media
management, digital rights management, scalablertieg, etc. Akamai focuses on HD video
as it considers the delivery cost of HD video a #iferentiator for CDN providers.

To provide streaming services, Akamai technologies combined with their proprietary
solution Stream OS that simplifies rich media mamagnt and offers flexible tools to control
content and enforce business policies. In 2008, df0the top US media companies trusted
Akamai to manage and deliver their rich media asset

The Akamai streaming delivery network is suppliethwcontents as follows: first, the
content provider sends an encoded stream to ayrjgoitnt server of the Akamai network; then,
the entry-point server sends the content to sewsigé servers that will serve in turn to end
users. The delivery between entry-points and eégeess should be loss-resilient in order to
replicate the content correctly. Further, the esigwers must deliver packets without delay and
jitter toward a better playback quality. When neeeg, Akamai uses information dispersal
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technique to let the entry point server send datanaltiple redundant paths, letting the edge
server to construct a clean copy of the stream vgbeme paths are down or lossy.

Figure 2.23 illustrates how the media streamingnigated, using Stream OS combined
with the Akamai delivery network. The end user ceta with the Stream OS OVP and gets a
description file called BOSS. The client uses thkd inside this BOSS file to get the streaming
content from an edge server.

CDNs are currently the mostly used content deliygagforms. However their scalability is
limited and one of the challenges in CDN reseaodtay is the design of peering CDN also
called adaptive CDN which consists in the extengibithe CDN platform with Peer-to-Peer
networks. The next section will present the latietvorks.
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Figure 2.23Media delivery scheme in Akamai.
2.3.2.2. Peer-to-peer (P2P) networks

Peer-to-Peer (P2P) overlay networks are large-stiatdbuted systems in nature without
any hierarchical organization or centralized cdntiilojicic et al. define P2P networks as a
class of systems and applications that employibligerd resources to perform a function in a
decentralized manner. The resources encompass tompower, data (storage and content),
network bandwidth, and presence (computers, huraadsother resources) [112]. The latter
definition highlights the concepts of resource sitardecentralization and self-organization. In
contrast with the client/server model, P2P netwamk®duce a symmetry in roles by letting the
client to act also as a server. Peers form a sg#rozing overlay over the IP network
combining several features such as redundant stonagssive scalability, fault tolerance,
efficient search of contents, etc. P2P networksatmec popular since the emergence of file
sharing systems, such as Bittorrent [113] and Nagddtl4]. Today, many other applications
such as content distribution, Internet telephony @deo conferencing are taking advantage of
P2P network architecture.
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The following subsection present some importaneetspof P2P networks, such as the
architecture of these networks, their classificatézcording to their logical topology and the
content searching used methods to locate contents.

A. Architecture

Figure 2.24 [115] illustrates the layered architeetof P2P overlay networks, which
consists of the following layers: the Network Cormiwations layer, the Overlay Nodes
Management layer, the Features Management layeiSéhnvices Specific layer and finally the
application-level layer. The layers are definethia following:

The lowest Network communications layer descrilhes rietwork characteristics of the
participating nodes to the overlay. Nodes couldniaehines connected over the Internet.

P2P networks are very dynamic in nature and peamsfli from a significant autonomy.
Some additional functions are thus needed in dadlat peers join the overlay, search for
resources and retrieve them from optimal locatiod dinally leave the overlay by
announcing their departure, in the ideal case. Tawthis, the Overlay nodes
management layer covers the management of peeid) wlclude discovery of peers and
routing algorithms for optimization.

The Features management layer deals with the P&Rrés such as fault resiliency,
reliability, security and aggregated resource awdlity aspects of maintaining the
robustness of P2P systems.

The Services-specific layer supports the underlyir@P infrastructure and the

application-specific components through schedubihgarallel and computation intensive

tasks, as well as content and file management. ‘bt describes the content stored
across the peers and the location information.

The Application-level layer is the top layer of tlchitecture and represents the
applications and services that are implemented syttific functionalities on top of the
underlying P2P overlay infrastructure.
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Figure 2.24Layered P2P overlay network architecture.
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B. Locating Content

To ensure an efficient content distribution, a P2Rvork should be able to locate content,
scale to a useful size, and provide reliable opmraT hree basic algorithms are commonly used
to locate content: theentralized directorynodel, theflooded requesiodel, and thelocument
routing model [112].

In the centralized directory modepeers connect to a centralized directory wherpesks
publish content that they share with others. Wiendirectory receives a request, it replies with
information about the peer that holds the requestadent. Several criteria such as network
proximity, highest bandwidth connection, highespasty, least congestion, or least recently
requested content, might be used to select the gmt and achieve load balancing. The
requesting peer then directly contacts the pebadt been referred to and begins the content
transfer. Since this approach depends on a cexgdatlirectory, it suffers from two limits: (1) it
is subject to a single point of failure and (Zkitimited to the capacity of the directory.

In the flooded request modglafter connecting to the network, the requestimgrp
broadcasts a query to its directly connected peens;h each in turn broadcasts it to their
directly connected peers, and so on. This procestinties until the request is answered, or
some broadcast limit is reached. This approachrgeasea lot of ineffective network traffic and
requires a lot of bandwidth, thus significantly itimg its scalability.

In the document routing modelan authoritative peer is asked for referral to tet
requested content. Each peer has helpful, but mantyally complete referral information. Each
referral moves the requester closer to a peercdnatsatisfy the query. The great advantage of
this approach is that the systems can reliably ¢et@m@m comprehensive search in a bounded
number of steps. The resulting systems can achéeadnbility while still providing good
performance.

C. Classification

According to P2P logical topology and the approtat is used to locate contents in the
overlay, the P2P networks can be classified inetluategories: theentralizedoverlays, the
decentralized but unstructuredverlays and thdecentralized and structurexverlays [116].

In thecentralized P2P systemthe objects index is kept in a centralized seiverform of
<object-key, node address> items. Each node thas jthe overlay has to publish the
information about the resources that it wants taretio this server. Concerning the resource
discovery, the peer just needs to retrieve from dberer the addresses of other peers that
provide the wanted resource. This type of architects simple and easy to deploy. The self-
scaling property is achieved by the centralizedcseéacility, thus it does not require much
bandwidth for resource discovery. However, the regiserver constitutes a point of failure. The
pioneer P2P file sharing system, Napster [114nigxample of such architecture.

The decentralized but unstructured P2P systemsake use of unstructured overlay
networks in which the search and download capégdsiliare distributed among peers. Peers are
organized in a random graph which they join son@sdorules without any prior information
about its topology. Contents are discovered usandlooding-based technique. A peer

65



Internet multimedia content delivery

requesting content sends a flood query with a éichiscope across the overlay. The query is
executed hop-by-hop until success / failure or toue If the flooding-based technique used in

these networks is resilient to peers dynamicity efifieictive to locate highly replicated contents,

it is clearly not scalable as the load on each pmates the network size and the numbers of
requests grow. Moreover, this technique is nataive in locating rare contents. Such systems
are the most commonly deployed over the intermddytaand examples are Gnutella [117] and
Freenet [118].

In thedecentralized and structured P2P systeitie resource discovery is also distributed
but the overlay topology and content placement tayletly controlled to make subsequent
queries more efficient. These systems use Distiblash Table as a substrate. Keys are
assigned to contents and are mapped to peers maph.gSuch structured systems allow an
efficient content discovery. However, they do n@pmort complex queries and need to store a
pointer to the content at the peer that is respba$or the associated key. Content Addressable
Networks (CAN) [119], Chord [120] and Tapestry [}-2122] are examples of decentralized
structured P2P networks.

P2P networks could be seen as the extreme ofldisth which confer them an infinitely
scaling. However the networks present also manykmesses such as high peer churn,
heterogeneous resources capabilities and thatlyapisult on poor quality. We will see further
in chapter 5 how these resource at the user emagnhcould be exploited to extend the CDN
server without endangering the service quality.

2.4. State of the art Conclusion

Throughout this chapter, we have presented diffenarks that deal with the context-
awareness. We have surveyed both context modélarhaised to describe context information
and frameworks that allow running applications aadvices to benefit from the context-aware
feature. Different representative works in botle¢eim and internet fields have been described.

We have also surveyed the content delivery netwtivéis are currently used to distribute
media contents over Internet. For each solutionhaxee presented the basic concepts on which
it is built, its advantages, drawbacks and limitas. Two important conclusions can be drawn:
first, these delivery solutions do not consider ¢tbhatext-aware feature that is essential for the
expected service personalization by end userssacahd, these solutions need to scale in order
to provide the growing user population with the ested high quality video services while
keeping low deployment and operational costs.

The following chapter will present a context-awfuire media Internet architecture that,
by introducing new virtual layers, allows delivarfyscalable context-aware multimedia services
while assuring quality at the most satisfying lefeglusers.
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Chapter 3

Architecture Proposal for Future
Media Networks

3.1. Introduction

The exponential growth that experience multimediavises along with the increasing
users’ expectation in term of ubiquity, persondl@a mobility and better experience creates
stringent demands and requirements on the cumésriet.

It is now a common belief that Internet has to giowm its functionality, capability and
size to enable the creation and efficient distidoutof novel advanced rich Media Services.
Indeed, many limitations have been identified ia turrent Internet [3] such as facilities for
large-scale service provisioning, management amplogment, facilities for network, device
and service mobility, facilities to seamlessly esatext information to enhance and improve
existing services and deploy new ones, facilitiesstipport Quality of Service (QoS) and
Service Level Agreements (SLA), trust managemedtsacurity and others.

In this context, we introduce a novel architectpreposed for Future Media Internet
(within the ALICANTE - MediA Ecosystem Deploymertirough Ubiquitous Content-Aware
Network Environments — European project) that atmsfacilitate the deployment of an
integrated Media Ecosystem within Future Intermétere all involved actors (Service/Content
Creators and Providers, Network Operators/Providerd End-Users) collaborate for the
efficient distribution of rich Media Services, botirovider- and user-generated ones and
addressing the aforementioned challenges.

In the following, we introduce the ALICANTE architieire proposal, its components and
the functions that they implement. A comparisowf architecture to representative Generic or
Media-oriented Future Internet Architecture is aigsen.

3.2. The proposed Future Media Internet Architecture (ALICANTE)
3.2.1. The high-level architecture overview

This section gives an overview of our architectpreposal for Future Media Internet,
named ALICANTE (MediA Ecosystem Deployment throudbiquitous Content-Aware
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Network Environments). The architecture compriseauanber of environments and layers
aiming to improve today’s media delivery networkglsystems and to enable enhanced QoE
and additional services for End-Users. This archit@l proposal has been accepted as the main
European research project in the Networked Mediaaiid. For the research work presented in
this thesis, the focus is put on the User and 8erinvironments to enable (1) high quality
services and personalization towards a better eqpar from the End User point of view and,
(2) advanced media delivery features (includindadlity, reliability, context-awareness, low
cost, etc.) from the Service/Content Providers ES)(erspectives.

User Environment
)

Personalized ‘ : : User Context
Video Content \ 4 Awareness

Bom i @aslR” o o

Virtual Home-Box Layer Replica  Video
-E Replica Repl|§\a ’ ‘ contents
E o n! i 'y
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“* Ppublish ‘__l*___’.
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Network;’Environment
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Figure 3.1High level Architecture overview

Aiming to achieve a managed Media Ecosystem, ALITENproposes an architectural

solution, illustrated in Figure 3.1, broken downéawhitectural layers and environments, as
follows.

The User Environment (UE) allows the End-Users (EUs) to consume andfrerate
contents and to exploit different services delideloy components of the Service Environment.

L ALICANTE is a funded EU FP7 research project urtlerNetworked Media and Systems programme.
It consists of 20 partners. http://www.ict-alicaete
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Most of the UE functions are to be included in Hig terminal(s), which are connected to the
user’s residential gateway (Home-Box). The Useri®mment is the architectural part of the
ALICANTE system dedicated to alleviate current EU’s linmias. Towards this, the UE offers
to the EU the potential to have several roles, agiContent and Service Consumer, Provider
or Manager. This is made possible through a gematitti-platform, user-friendly graphical
interface permitting the EU to access/deliver/managy service/content on any device from
anywhere and at any time. A User Profile is forasesharacterizing the static and dynamic
parameters of the user and his/her context in amldre exploited by Service Environment
elements for the delivery of context-adapted ses/i(Context Awareness). For the dynamic
part, the User Profile relies on Quality of Expade and QoS monitoring.

The Service Environment (SE) offers enriched networked Media Services mathages
their whole lifecycle (creation, provisioning, ofieg, delivery, control). In the management and
control plane, the SE receives user context infionarom the UE and network information
from the Network layer, to achieve a context- aptimork-aware service provision. In the data
plane, the SE uses the overlay connectivity sesva¢ehe CAN layer and is also involved in the
process of adapting the services/content accorttinthe EU context. Service composition,
security and privacy are other functionalities d¢desed at SE level. End-to-end Service
Management is supported in an integrated manner,th®y Service/Content Provider
infrastructure, as well as evolving capabilities éombination and interoperability to existing
platforms (especially standardised ones, such @sRhMultimedia Sybsystem (IMS) or Open
IPTV ones). The Service Environment is the archited part of theALICANTE system
dedicated to alleviate SPs limitations. Towards,thi allows providers to offer enhanced
services and content through:

A cluster of media serverSP/CP serve)s

A Service Registryfunctionality that maintains metadata on all safalié services. It
maintains updated information from all providensc{uding End-Users publishing user-
generated content), and End-Users rely on it toodisr available services and contents;

Service Composition, Service Management, Servicaitdong and Adaptation features,
supporting the entire service lifecycle.

The Home-Box (HB) layer is a newly proposed layer composed of virtually
interconnected Home-Boxes, capable of advanced whygervice/content provisioning. The
Home-Box layer is the architectural part of tAeICANTE system, within both User and
Service Environment, dedicated to alleviate EU 8Rdlimitations. Towards this, thélome-
Box” entity is a new media-centric Home Gateway, featuadvanced functionalities, such as
native service provision (to other HBs), contenthiag, context management, service
adaptation and redistribution (to the Home netwarkd the associated User terminals),
user/service mobility and security, as depicteBigure 3.2.

The HBs are organized in an overlay offering ailixlogical infrastructure, configurable
in hierarchical unicast/multicast distribution mode a distributed mode (P2P) or in a
combination of both.
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Figure 3.2Home-Box functional architecture.

For the P2P mode, the idea is to leverage thecjating and already deployed Home-
Boxes disk caching and uploading capabilities togpsut the Content Delivery Network in the
delivery of most popular contents, achieving thusviee performance, scalability and
reliability, improving the content availability andervice responsiveness while saving
aggregation networks’ bandwidth and thus featurlogy cost delivery. The proposed
architecture keeps the high control of managed odtsvwhile taking advantage of the self-
scaling property of P2P solutions. The HBs are maday the SE components. The Service
Manager (SM) acts then as a P2P bootstrap serdatharService Registry as a P2P tracker for
the HBs peers. As it will be detailed in Chapterttie HB overlay also features an adaptive
popularity-based caching strategy and a contextevesjuest redirection.

The virtual HB layer promotes distribution of bd®novider- and User-Generated services
among HBs in a flexible and optimised way. Towatds, the HB includes facilities that enabe
End-Users to compose and publish and distribufe ¢batents and services.

The Network Environment (NE) (including CAN and Network layers) provides to uppe
layers a rich and virtualized networked space, Wwidan be customized and exploited by all
business media sectors for delivering networkedianeaintent. The CAN & Network layers of
the NE are the architectural parts of tAeRICANTE system dedicated to alleviate NPs’
limitations. Toward this, the NE includes:

A new Virtual CAN layer , offering connectivity services on top of the i®rastructure
by constructing mono- or multi-domain Virtual ComtéAware Networks (VCANS). The
VCANSs are virtual networks offering enhanced supgdor packet/flow processing in
network nodes. They can improve data delivery datent-aware traffic classification
and appropriate processing (filtering, routing,warding, QoS-processing, adaptation-
dynamic, aggregated or per flow, security, monitgyi The CAN layer is managed by
dedicated modules (CAN Managers — CANMNgr), onerggwork domain. The decision
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to have one CANMngr per network domain ensures k=samdeployment of
ALICANTE system in real environments;

IP network infrastructure layer , instantiating the CANSs via its Intra domain Netiwo
Resource Managers (Intra-NRM) at request of the Mahager. TheALICANTE
advanced Network- and CAN-layer traffic handlingpahilities are supported by
enhanced/upgraded network elements: the Media-AiNate@ork Elements (MANES).

Spanning all environments and layerssrass-layer monitoring systemsupports end-to-
end monitoring functions at all levels, for serngcnd for resources especially useful for the
adaptation systermrMedia adaptation is an important feature of the propos&diICANTE
architecture. The adaptation process itself camroether at the Content Server side (at the
SP/CP premises), inside the HB, in a network eleénfiemgeted by CAN decision) or in a
combination of places. It can be launched on aastiservice but also on a multicast one,
through the use of SVC. It is triggered by an Adéiph Decision Taking Framework (ADTF)
based on monitoring system information and inteoaestablished agreements (SLAs). The
Adaptation system is the architectural part of BSIdCANTE system clearly dedicated to
improve the overall media consumption of the EU.ehables service personalization
considering context-awareness features.

3.2.2. ALICANTE architecture compliancy to Future Internet standardisation
efforts

The Future Internet is an emerging area where @r@alot of on-going work is done.
Through its Internet Architecture Task Force, FIAI@as highlighted the main limitations of the
current Internet architecture, which the Futurernét design should take into account [3]. A
detailed up-to-date FIArch work can be found in3Ldt has started working at architectural
level for the improvement of the whole Internethéecture and principles, incorporating,
among others, media content aspects to WAIAKLCANTE has one of the primary roles [124].

The Future Internet is expected to be a commuwicathd delivery ecosystem. The Future
Media Internet Architecture — Think Tank group (PMTT) aims to specify a high-level
reference model of a “Future Media Internet Arcttilee” which covers delivery,
adaptation/enrichment and consumption of mediaimwithe Future Internet ecosystem. The
objective is to reach compliancy between archit@ttworks in this domain by relying on main
concepts. Consequently, the FMIA-TT has definedd4jigh-level FMI network architecture
based on three layertnformation Overlay comprising intelligent nodes and servers with
knowledge of the content/web-service location/caglind the network instantiation/conditions
(the nodes can vary from P2P peers, secure roatersven Data CentersPistributed
Content/Service Aware Overlagontaining nodes which filter content and Webviees;
Service/Network Provider Infrastructuracting as the traditional layer of services ateby
the ISPs. The Users can be providers and/or consupr®sumers)f the services offered by
this layer. The Future Media Internet Architect(ifMlA) Reference Model is represented in
the [124] ALICANTE is part of the FMIA-TT and hasigen directions in the reference model.

71



Chapter 3. Architecture proposal for Future Media Networks

Service/Application 2
Aware Virtual Clouds "~ . NS

Content/Seirvice Aware
—— Virtual €louds
, :

4

Network/Content _ _
Aware Virtual Clouds

Sensors
Network

C;ntent/Service

Prosumer A

Content
Server 1

Content/Service
Prosumer B

Figure 3.3.FMIA Reference Model.
The roles of the macro-layers defined in the FMighétecture (or strata) are presented in
the following:
TheService/Network Infrastructure (SNI)
Executes content-aware operations in the netwodke$io
Deals with active content objects, and unstructibedtreams whose type is known;

Assures transport, congestion-control, policy, allymg and processing protocols in a
distributed manner;

Handles QoS and SLA;
Enables mobility of terminals services, users aortiability of content;

Achieves virtualisation and self-organisation/selinagement, as well as inter-domain
connectivity and interworking, Classic (FCAPS) ftiocality,

Monitors and controls network resources, secunty arivacy of the infrastructure;
Assures robustness, stability, and survivability;
Hides network complexity to the higher layers (edxsts information).

The Distributed Content/Services Aware Overlay (DCSAEntains the logical Content
Aware Network (CAN) Nodes (instantiated in core tewvg, edge routers, home gateways,
terminal devices). CAN nodes have means to recegai qualify the content. Part of this
information may be stored locally and/or reportedhe higher layer (Information Overlay).
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They can filter the content and Web services flewasDPI, or identify streaming sessions and
traffic via signalling. More specifically, DCSAO gvides:

Content (media and services) awareness (inspectiorgwling, recognition,
categorisation, indexing);

Content (media and services) adaptation and pdisatian; content caching and
“findability”;

Mechanisms for content (media and services) extractcombination, creation,
orchestration;

Name resolutiomoute by nameandroute by typecapabilities;

Mechanisms for accountability and billing of corttémedia and services);

Mechanisms for protection of content (including twegy DRM, lightweight management
of the content).

The Information Overlay (I0) containsintelligent nodes or servers knowing content/web-
service location/caching. It has NAA-capabilitiesfoi on network instantiation/conditions.
Logical node types range: ordinary P2P peers upeture corporate routers, or even data
centers in distributed carrier-grade cloud netwofltse 10 is aware of the content or services
location/caching and the network information. Hoerethe content may be actually stored or
cached at 10 level or lower. 10 decides on the tey content will be optimally retrieved and
delivered to the subscribers or inquiring usersasvices. The IO provides mechanisms for:

Controlling the content and service “findability”construction, orchestration,
representation and deployment;

Supervising where theontent or servicesind the network resources information are
located, cached or deployed;

Services, content, medwblishingor subscription, pushing accountability and billiofg
services, content and media;

Supporting networking tussleand new business models.
The Applications Layer (Al includes:

Applications which may use different services;

The information delivered by the IO;

The media/content themselves.

The ALICANTE architecture can be seen as a solution for ther&Wledia Internet [4]-
[125] directly deriving from the FMIA-TT referenerodel. TheALICANTE environments are
naturally mapped onto the strata presented in it.

The mapping betweeALICANTE architectural proposal and FMIA-TT reference model
strata is not exactly one-to-one sifdlel CANTE has not in its scope all functions cited above
but the correlations are the ones presented ireTal
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FMIA-TT ALICANTE

SNI Network Environment+Service Environment
DSCAO CAN Layer

10 HB Layer

AL User Environment + Service Environment

Table 3.1 FMIA and ALICANTE mapping.

Therefore, ALICANTE architecture, as a media oriented one, has besigngel inline
with the most recently proposed evolutionary asdtiiral reference models.

3.2.3. ALICANTE vs other existing/proposed Future Internet architectures

This section briefly overviews current and paseagsh efforts, which address (parts of)
the challenges for a Future Media Internet archirec

The FP6 projecMESCAL “Management of End-to-end Quality of Service Asrdbe
Internet at Large” project, [126]-[127] proposed awolutionary, scalable, incrementally
deployable architecture, enabling flexible deplogimend delivery of inter-domain QoS across
the Internet at large. The MESCAL business modébracare: Service Providers (SPs), IP
Network Providers (INPs), Physical Connectivity Wders (PCPs) and Customers. MESCAL
developed a generic, multi-domain, multi-servicenclional architecture, and a complex
management system mainly focused on resource maweageand traffic engineering (offline
and online) intra- and inter-domain. However, seaV8MESCAL limitations exist with respect
to ALICANTE : the End-Users cannot act as content providerss itocused mainly on
networking aspects and does not consider the seritidoes not have a multimedia orientation
as a main design direction. Content-aware netwgrkiP2P mode, HBs are missing. While
ALICANTE may use the MESCAL concepts of QoS classes (lesé&nded, meta-QC) in a
multi-domain environment, it brings additional feegs mentioned above.

The FP6 projecENTHRONE “End-to-End QoS through Integrated Management of
Content, Networks and Terminals” [128]. proposedeanlutionary complex architecture on
top of IP, to cover an entire Audio/Video (A/V) siee distribution chain, including content
generation and protection, distribution across @o&bled heterogeneous networks and
delivery of content at user terminals. ENTHRONEy&ed primarily multimedia distribution
services. Although it is focused on high-level Medbservices and also some networking
aspects, ENTHRONE User and Service Environment Hiawied capabilities in terms of
complex services management, composition and nybiGontent-aware networking, P2P
mode, HBs are missindLICANTE addresses such aspects.

The FP6 projecAGAVE “A liGhtweight Approach for Viable End-to-end IRxbed QoS
Services” [129], tries to solve the end-to-end Bioning of QoS-aware services over multi-
domain IP networks. The business model defineStrgice Provider (SP) and the IP Network
Provider (INP) business roles. The architecturdased on the novel concept of Network
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Planes, allowing multiple INPs to provide Paralleternets (Pl) tailored to E2E service
requirements. However, AGAVE lacks a complete chafircomplex services management:
definition, creation, offering, exploitation, congtion, etc. It also does not consider home
networking and content-aware aspe&isSICANTE will benefit from the AGAVE concepts of
Pls, by offering the VCAN as enhanced equivalentiefwork Planes, but in the framework of
a more complete architecture, of the proposed Medasystem.

The FP7 projecAWARD “Architecture and design for the future Interngt30], is a large
research project clearly oriented towards Fututeriret. It proposes new Architecture Concepts
and Principles (NewACP) based on a plurality andtimde of network architectures: the best
network for each task, each device, each custcanereach technology. Networks coexist and
complement each other, each of them addressingdigil requirements such as mobility, QoS,
security, resilience, wireless transport and enesggireness. The business players are: Physical
Infrastructure Provider (PIP), Virtual Network Prder (VNP) (assembling virtual resources
from one or multiple PIPs into a virtual topologwirtual Network Operator (VNO)
(installation/operation of a VNet over the virtuapology provided by the VNP for a tailored
connectivity service), Service Providers (SPs) (i virtual network as a support for their
services - these can be value-added services andhs act as application service providers, or
transport services and then SPs act as networicegkoviders). Full network virtualisation is
considered in 4WARD to solve the interoperabilitydas considered a main concept for a clean
slate FI approachALICANTE will benefit from the virtualisation aspects intigated in
AWARD. However, it will aim at an evolutionary, baeards-compatible approach rather than a
clean-slate one, in order to maximise adoptionipds®s and accelerate market penetration.

The FP7 projectPSIRP “Publish-Subscribe Internet Routing Paradigm” [tRB2],
claims to be a clean slate Future Internet apprdaeims to develop, implement and validate
an Internet working architecture based on publidbssribe paradigm, as a promising approach
to solve many of the biggest challenges of theenirinternet (alternative to the commonly
used Send-Receive paradigm). The business modeiriposed of: publishers, subscribers, and
a network of brokers. As a follow-on, the recent ERJ7 projecPURSUIT “Publish-Subscribe
Internet Technologies” [133], further explores agpand PSIRP’s vision, targeting a more
complete architecture and protocol suite, moregoeiihg and scalable. The PSIRP is revisited
to produce and evaluate alternative designs, dsawéb expand system dimension (hundreds of
nodes), dissemination and exploitation. PURSUIThiéecture maintains the PSIRP flat-label-
based information identification. Every informatidem in PURSUIT is associated with — at
least — one scope, and the information organizatwlows the same PSIRP principles.
ALICANTE , although it does not fully adopt the publish-sutige paradigm, will introduce
personalized media discovery (cf. section 5.3.3ahf distribution mechanisms beyond
traditional mechanisms.

To summarize, Table 3.1 presents a main featurespaoson between the aims of
ALICANTE and the projects presented above. This table doieaim at a direct competitive
comparison; instead, it lists all aspects relatedviedia Ecosystems deployment, which are
partially covered by the aforementioned projectsl areed to be fully fulfilled within
ALICANTE .
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Main Features MESCAL | ENTHRONE AGAVE AWARD PSIRP PURSUIT ALICANTE
Media (including
real-time) services No Yes Yes No No No Yes
oriented
Full high-level
services No Yes No Yes Yes Yes Yes
management
Multi-domain Yes Yes Yes Yes Yes Yes Yes
. Netvyork No No Yes Yes No No Yes
Virtualisation
CAN/NAA
concepts No No No No No No Yes
Network Resource Yes Yes Yes Yes No No Yes
Management
P2P capabilities No No No No No No Yes
Home-Box
concept and HB No No No NA NA NA Yes
virtual layer

Table 3.2. Comparison of ALICANTE with other Fl enited projects.
3.2.3.1. ALICANTE vs existing/proposed Networked Media delivery architectures

This section shortly presents architectures definibriented to media/content awareness,
thus having a larger overlap wigLICANTE main stream.

The FP7 projecC-CAST “Context CASTing” [71] aims to propose an evolvehite
multicasting to exploit the increasing integratimsinmobile in the everyday physical world and
environment. The objective is to provide an ené#nd- context-aware communication
framework specifically for intelligent multicastdmdcast services. C-CAST is based on two
main competence areas: the first one is the creaticcontext-awareness (detailed in section
2.2.4.6) and, the other is the multicasting tecbgiels. These two project facets are tied
together by service enablers and adaptation fumetid®Concerning the context-awareness
feature, the C-CAST project focuses on the usdefsituational context of the user in group
and service management. Howewslt) CANTE is more media delivery-oriented and the focus
is put on the management of dynamic user contexart ensuring to user better experience.
Further, our context-awareness framework allowsclogasoning (cf. Section 4.4) since our
context model uses ontology contrary to C-CAST theed its context model on ContextML
(an XML-based language).

The FP7 projecOCEAN “Open ContEnt Aware Networks” [134], designs a nepen
content delivery framework that optimizes the olle@oE to End-Users by caching content
closer to the user than traditional CDNs do andiégloying network-controlled, scalable and
adaptive content delivery technique. OCEAN aimfrd solutions to the imminent problem of
multimedia content traffic clogging up the futurggeegation networks, when the offering of
online video of high quality over the Open Intermentinues to increase. OCEAN builds
innovative self-learning caching algorithms thatetnthe specifics of the highly unpredictable
location and time-dependent consumption patternd dynamically adapt to the rising
popularity of future delivery services. Media-awangestion control mechanisms based on

76



Chapter 3. Architecture proposal for Future Media Networks

slight, but controlled quality degradation is sugjge rather than blocking of user requests.
ALICANTE goes beyond the CDN caching solutions propose@®EAN, by extending the
CDN with the Home-Box overlay caching capabilitiead designing an adaptive on-line
popularity-based caching strategy that will be dgetl in the HBs caches (cf. section 5.4).

The FP7 projedP2P-Next[135] aims to build a next generation Peer-to-FE&P) content
delivery platform. The objectives of P2P-Next ahe tdistribution of radio and television
programmes, movies, music, ring tones, games, andus data applications to the general
public via a variety of dedicated networks and sddend-User terminals. P2P-Next bases its
solution on the Bittorrent protocol to deliver SVénhcoded content to the End-Users.
Furthermore, P2P-Next provides adaptation at thientclside via layer switching at
Instantaneous Decoding Refresh (IDR) frames. THe @livery is one of the media delivery
schemes INALICANTE and collaboration with P2P-Next is planned to ukeirt P2P
connectivity engine for our HB overlay. However AhICANTE, the P2P overlay is formed by
the HB nodes which overcome many limits of the B2Reme (e.g. high peer churn, limited
heterogeneous caching capabilities, lack of contretwork unfriendliness) since the HB is a
stable and managed node. In addition, we also denghe design of adaptive popularity-based
video replication among the P2P overlay (cf. sect®4). Furthermore, the ALICANTE
approach not only offers adaptation (i.e., transwpdewriting) at the client side but also in the
network by dropping SVC layers on MANES (i.e. CANd¢s).

The FP7 projecCOMET “COntent Mediator architecture for content-awaEelrworks”
[136]-[137] defines a novel content-oriented arettitire that aims to provide a unified
interface for content access whatever the contbatacteristics are: temporal nature (pre-
recorded or live), physical location (centralised distributed), interactivity requirements
(elastic or real-time), or any other relevant feasu It also aims: (1) to apply the most
appropriate end-to-end transport strategy by mapftie content according to its requirements
and user preferences to the appropriate networkuress; (2) towards best quality of
experience for End-Users; (3) to support unicastcast and multicast. The CURLING
architecture [138] is proposed within the COMET jpotb. It entails a holistic approach,
supporting content publication, resolution and,teahdelivery and provides to both CPs and
customers high flexibility in expressing their Itioa preferences when publishing and
requesting content, respectively, througgopingandfiltering functions. The business entities
are: Content Consumers (CC), Content Providers,(C®MET-capable ISPs and carriers.
COMET aims to be a flexible framework to accommeds¢veral possible current or future
content-related business models. It is identifigcht t COMET and ALICANTE have
overlapping domains. However, the COMET businesslehds only partially sufficient for
ALICANTE needs; it does not consider fully the cooperabetween network overlay and
network resources but is focused mainly on mediatotivities. Also, there is no complete
chain in terms of complex services management dagtation.

Within the Content Oriented Networking (CON) apmioaa revolutionary solution,
Content-Centric Networking (CCNis proposed in [139]The idea stems from the fact that the
IP networks are increasingly used for content ilistton and retrieval, while networking
technology are still based of connections betwemsish CCN replaces the traditional “where”
paradigm used for IP routing with “what” — identifg the content by taking the content as a
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primitive — decoupling location from identity, seity and access, and retrieving content by
name, using new approaches to content naming amte-based routing. CCN used a
hierarchical naming and the unstructured routingwhich the advertisement is mainly
performed by flooding. Two research topics are tified for Content-Oriented Networking
[140]: the multisource dissemination and the inamek caching. The last one, also treated in
ALICANTE (cf. section 5), poses a real challengeCGON regarding routing scalability since
popular contents are usually placed in severatilmes. More routing information have then to
be advertized to enhance the network-wide cachémfppnance.

3.3. Conclusion

This chapter described the ALICANTE approach fonawel architecture aiming at the
deployment of Media Ecosystems within the contdxthe Future Internet. This approach is
seen to effectively address current identified titidns and weaknesses in the current media
delivery chain.

As mentioned previously, the presented contribgtionthis thesis focus on the upper part
of the ALICANTE architecture and more specificatip the User and Service Environment,
including the newly proposed HB layer. The new aiddalue proposals for these parts are (1) a
new context-aware framework (fully described intmec4) and (2) a new media delivery
solution that benefit from the caching capabilitidghe HB layer for scalability and consider
the context-aware feature for personalization asaptation (fully described in section 5). It
should be mentionned that the proposed solutioesnat dependent on a fully deployed
ALICANTE architecture but have been elaboratedexsegc as possible in order to be possibly
adopted by other NGN architectures (i.e. the pofiwthased caching and the server selection
algorithms are architecture- and protocol-indepatjdélhe HB design, for example, can be
fully mapped with an underlying IMS subsytem. Hoegwtheir evaluation have been logically
made in the context of the proposed ALICANTE armttitire
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Chapter 4

Framework enabling Context-
Awareness in Future Media Networks

4.1. Introduction

With the compelling proliferation of smart devicet)e rapid growth in wireless
networking technologies and the diversification sdrvices, ubiquitous computing [141]
becomes reality. The idea of ubiquitous computed¢pi put the software components and the
networked computing devices that implement theisesvinto the background towards focusing
on providing end users with high quality servicgtane, anywhere and through any device or
networking technology. Indeed, from the End-Usédnfpof view, only the service value counts,
not the networked device or software componentsitfiglement it.

One key aspect enabling ubiquitous services is &btwareness. The promise of
context-awareness is to provide computing framewoaitkat, thanks to different sensing
technologies, track the user context, understandiginon it and adapt applications behaviour
accordingly to provide the End-User with contenéspurces and services relevant to his current
situation without explicit intervention from him.oGtext could be a user location, preferences
and activity, device capabilities, network condigp environment information such as time,
light intensity, motion, sound noise level, etc.

The motivation for context-awareness is gainingangnce with the vision of future media
Internet that is foreseen to fully handle a widege of multimedia services (VoD, IPTV, VolP,
gaming applications, and many others to come).dddenultimedia services are known to be
very sensitive to diverse context information rethto different context entities. Constraints
induced by user, device, network and environmenitecd have a strong impact on the
efficiency and appropriateness of their provisigniMultimedia services, more than others,
need then to benefit from a context-aware framewbdt enables dynamic and automatic
service personalization and content adaptation ribveabetter End-User experience. However,
with the explosive demand experienced by Interngitimedia services and the wide context
diversification inducing huge processing capaketiitneeded in such a framework, it is obvious
that scalability is one of the most important regoients of the design of such a framework.
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This chapter presents our frameworks proposals dioiege context-awareness. As
mentioned in the state of the art of context madgli(cf. Section 2.2.2.7) two models are
suitable for representing context, the markup s@sebased models and ontology-based model.
The first ones are the mostly used in benefits fritta mature XML-based languages,
technologies and tools. The second ones are mgreessive and formal enabling advanced
functionalities such as reasoning. However this eomvith more complexity which results on
less responsiveness. The latter limits make thie tf models difficult to apply to multimedia
frameworks that are known to be time-constrained. Mive then proposed two context-aware
frameworks based on these tow models. In thedostribution, the context model is based on
XML and its dialects and the context managemeigsain XML related tools. Based then on
markup scheme models, this contribution aims tovide a context-aware multimedia
framework with high performance. In the second kbation, the context is modeled using
ontology and rules for a more expressiveness amolity. The aim was to prove the feasibility
of such models in the field of large-scale multimaeservices. Since the context model support
reasoning, this function is incorporated in the tegh management to ensure context
consistency checking, high-level context infereand context-aware decisions triggering.

4.2.  Context-awareness in the proposed ALICANTE architeture

As aforementioned in Chapter 3, the proposed (AWNTE) Internet Media architecture
aims to provide the context-awareness and the iassdcmedia content personalization and
adaptation features on top of the Home-Box equifginsenas to enable ubiquitous access to
context-adaptive multimedia services without endautige scalability and performance features.
Within this thesis, we do not consider the virt@AN layer of the architecture in our
contributions, as illustrated in the functionaltatecture of Figure 4.1.

S/CP Environment Home-Box End User Terminal
— .

&mm&semr High-level context

Svic Gariest ‘¢ Session
evice contex Managemen
- : QoE Evaluation
NRM ok context . Monitoring %}(}h ;
=
s g

Cablelobs

P & ~
fispan i
' IP Core @
= > @ 4 ?'H :‘H ]
sonalized Content @ - & & Adapted Content ),
ite

B M5 Forum HomeBox

Figure 4.1 ALICANTE Functional architecture regarding Contéxt-areness.

The HB is enhanced with the following functionagi(depicted in Figure 4.1):

Context managementthe HB layer is responsible for the context-awasengeature.
Context information acquired from different envinents (user, service and network
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environments) is then abstracted to be integratedformal (markup or ontology-based) model
permitting it to be shared between different uséesjces and services. As it will be detailed in
the next sections, situational context is also dedwr inferred depending on the used model to
dynamically supply services with accurate high-les@ntext information, when needed. The
distribution of context management among HBs haerséadvantages:

First, it relieves the resource-constrained devioethe task of context reasoning;

Scalability can be achieved by distributing the tesh management features among
Home-Boxes. Especially in the second contributiomvhich the context ontology ABox
(the context information instances) and the reamptask are distributed among the HBs
(the number of users that can be managed by a K& igmited);

The Home-Box is the central element in Home Netwsdkbesides managing context for
Internet services, it can also manage the homeaaqmels and services;

Being an intermediate equipment that can be essslghed from any of the User, Service
and Network Environments (identified in the arctitee) and implementing itself the
major context consumers processes (content persatiah, adaptation and service and
session management), the HB constitutes an idesdepto which the monitoring

information can converge while minimizing communica overhead.

Service personalization and content adaptatiorio overcome the high context
heterogeneity, adaptation seems to be an effeswhation. Multimedia contents should be
adapted to always meet the computing device catiehilthe access network conditions or the
supported format by the displaying applicationsueing thus a satisfying service quality. Some
adaptation actions, such as the selection of tte dontent format when it is available, can be
achieved at the Service/Content Provider S/CP dittevever, adaptation actions such as
resizing and transcoding can’t be performed neithher centralized way (at the CP side) nor at
the end-user terminal side due to the huge praugssipabilities that they require. Such actions
are performed at the HB equipment that will acaasntermediate node for its associated User
Environment. Another trend goes in the directiomoiitimedia service personalization towards
providing end-users with appropriate and enrichedtents that fit their preferences and
interestslIn the proposed framework, this feature is achigwecollaboration between the HB
that sets the parameters of the discovery requestdoon the user profile and the Service
registry SR that performs the matching of the regueth the service’ descriptions previously
published by Service Providers (SPs). The dedstaken within these processes could be
either invoked (Markup schemes) or directly deriviemm context by means of reasoning or a
result of some algorithms whose execution will figgered by events sent by the context-aware
feature (Ontology-based schemes).

Session Managemeng8ince the objective is to abstract as much as lples$ie dynamicity
of the context-based adaptive behaviour of theesydb the Service Environment for more
scalability, the HB is acting as a proxy for itéated devices for all the signalling process. The
User Environment context-driven adaptive manageraetions are hence performed locally.
An example of such actions can be the achievenfemutiiple device deployment by enabling
a seamless handover of the session from one ddwicanother when the user moves.
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To ensure high service quality and keep the systiader controlmonitoring software
runs in all the system nodes to collect computafi@nd connectivity context. The reporting
can be periodic or on-demand according to the sysieeds. The monitoring software is also
coupled with a subjective quality evaluator took2] at the end-user device side that
dynamically evaluates the quality perceived byuser.

The following sub-sections present the two propofesheworks to achieve context
awareness. We first present the markup scheme-iiem@eéwork and, second, the one using
ontology and rules.

4.3.  Markup scheme-based context framework

This contribution is built on the Markup schemedsh$anguages and tools [143]- [124].
The aim is to propose a context-aware framework Witjh responsiveness and performance in
order to ensure the real-time requirements of maitiia services. In the following, we present
the proposed context model (User Profile moded),nianagement and the context-awareness
middleware implemented and deployed in the Home-&mipments.

4.3.1. Markup scheme-based context model — The User Pradil

The first step of our work consisted in identifyitige pertinent context information that
will constitute the overall Markup scheme-based etpdamed User Profile. For this, we have
considered the wide adopted definition of a contgxén by Dey [16] that defines context as
any information that can be used to characterizedtuation of an entity. An entity is a person,
place, or object that is considered relevant toititeraction between a user and an application,
including the user and applications themselvéfe thus started by identifying the entities
considered to form the necessary parts of the gbn@ur entities have been identified as
relevant to the user profile design, namely tiser, Device, Servicand Contextentities. Each
entity is represented as a sub-profile. The fiis¢e¢ sub-profiles represent static data while the
last one considers dynamic information.

Since we want context to be shared in the UserrBnrient, each Home-Box will only
maintain one instance of User Profile, which inélsi@ll users, devices, services and dynamic
information within the Home Network.

Since much work have been done in XML-based contedeling, we have reused some
parts of profiles that we consider relevant to awdeling. Table 4.1 enumerate the used
standard with the associated prefix/namespacesvihatve included in our profile.

Prefix Namespace

xmins:mpeg7 urn:mpeg:mpeg7:schema:2004

xmins:dia urn:mpeg:mpeg21:2003:01-DIA-NS

xmins:upnpd urn:schemas-upnp-org:device-1-0

xmInsALICANTE http://www.ict ALICANTE .eu/schema/2011/userprofile

Table 4.1 Standardized profiles Prefix/Namespaces includetienJser Profile.
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alicante:User .

type | glicante:UserType A

alicante:Device .

type | alicante:DeviceType g

UserProfile [TI]—(—--—E—

alicante:Service .

type | alicante:ServiceType :

alicante:Context .

type | alicante:ContextType :

Figure 4.2High level User Profile structure.

The schema of each sub-profile is detailed in tllewing sub-sections. For clarity, only
the graphic representation (generated with XMLSgyhe User Profile Schema is shown.

4.3.1.1. User Sub-Profile

This sub-profile stores the basic identity inforimatof home users (name, age, gender,
address, phone number, profession, etc.) and tee preferences. The User Sub-Profile is
composed of one or more “User” elements, whosectstrel is detailed in Table 4.2. In
summary, each “User” element contains the uniqueflthe user, his general information as
described in a mpeg7:PersonType element, his wsetgéty and his static configuration, such
as preferences and favorite items.

The definition of the User element relies on sonendardized element types (e.g.
PersonType, SemanticBasicType) depicted in TalZle 4.

Element Name Cardin Element Type Comments
ality

UserID * 1 ID Unique Identifier for the user
(*: Attribute)

General 1 mpeg7:PersonType Including User’s naiffiéation,
citizenship,
Address, Electronic Address

Activity 0...0 | mpeg7:SemanticBasicType Usage history

Preference 0.0 | mpeg7:UserPreferenceType User preferences

Favorite 0...0c | mpeg7:SemanticBasicType List of favourite itenmsoks,
movies, web pages, etc.

GUIPreference 0...1 GUIPreferenceType List of favieugraphical
appearance details: font, colour,
background, etc.

Table 4.2 UserType Schema for User Sub-Profile.

The device sub-profile (Table 4.3) will be basedWPEG-21 DIA UED and UPnP Device
Descriptions. UPnP device schema is used to dessdine hardware information such as serial
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number and model description of the terminal dessicdMPEG-21 DIA provides tools to
describe terminal capability, including encoding dardecoding capabilities, device
characteristics such as power, storage, data i#plag and audio output capabilities.

Element Name Card Element Type Comments

DevicelD* 1 ID Unique ID of the terminal device

(*: Attribute)

DeviceDescription 1 upnpd: deviceType Device Typéreed by UPnP,
including manufacturer, model and
associated services.

Networkinterface 0.0 | NetworkinterfaceType This type is extended from
dia:NetworkType, it describes the
network interface(s) of the device:
MAC/IP address, interface class
(wired/wireless), max/min capacity,
error correction capability.

Terminal 0...1 dia: TerminalType The elements cargtaapability
information on the terminal device:
different capability definitions in dia
or mpeg7can be used

Terminal Capability Definitions that can be contrby Terminal element (dia:TerminalType)

SupportedFormat Oon | mpeg7:MediaFormatType The media formats supported by the
device, including information such a
file format, coding format, file size,
bit rate, etc.

|2}

DisplayCapability 0...1 dia:DisplayCapability Type modereen size, rendering format
etc.

AudioOutputCapability 0...1 dia:AudioOutputCapability TyFrequency, SNR, power, number of
pe channels, mode, etc.

PowerCharacteristics 0...1 dia:PowerCharacteristics Type/erage power consumption, batter
mode, battery remaining capacity arn
time.

Q_‘

StorageCharacteristics 0...1 dia:StorageCharactefigtics 1/0 transfer rate, size, writable or not.
e

Table 4.3DeviceType for Device Sub-Profile.

Here is a concrete example of a Terminal elemettt aifferent capability definition:

<ALI CANTE:UserProfile xmins:dia ="ur n: npeg: npeg21: 2003: 01- DI A- NS"
xsi:schemalLocation ="http://www.ict- AL| CANTE.eu/schema/2011/userprofile
http://www.ict- AL| CANTE.eu/schema/2011/userprofile”
xmins:xsi  ="http://www.w3.0rg/2001/XMLSchema-instance"
xmins: ALl CANTE="http://www.ict- ALI CANTE.eu/schema/2011/userprofile”
xmlns:mpeg7 ="urn:mpeg:mpeg7:schema:2001" >
<ALI| CANTE:Device >
<AL| CANTE:Terminal >
<dia:TerminalCapability xsi;type ="di a: Di spl aysType" >
<dia:Display >
<dia:DisplayCapability xsitype ="di a: Di spl ayCapabi lityType">
<dia:Mode >
<dia:Resolution horizontal ~ ="1920" vertical ="1080"/>
</ dia:Mode >
<dia:Mode >

<dia:Resolution horizontal ="800" vertical ="600"/>
</ dia:Mode >
<dia:ScreenSize horizontal ="1920" vertical ="1080"/>
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</ dia:DisplayCapability >
</ dia:Display >
</ dia:TerminalCapability >
<dia:TerminalCapability xsi:type ="di a: CodecCapabi |l i ti esType" >
<dia:Decoding xsi;type ="di a: Vi deoCapabi |l i ti esType" >
<dia:Format
href ="urn:mpeg:mpeg7:cs:VisualCodingFormatCS:2001:3.1.2 ">
<mpeg7:Name xmllang ="en">
MPEG-4 Visual Simp le Profile @ Level 1
</ mpeg7:Name>
</ dia:Format >
</ dia:Decoding >
</ dia:TerminalCapability >
</ ALI CANTE:Terminal >
</ ALI CANTE:Device >
</ ALI CANTE:UserProfile >

4.3.1.2. Service Sub-Profile

The service sub-profile (Table 4.4) is used to r@édhe information about services which
the EU subscribed to (name, version, related podgécand ports, etc.) and the contents that they
manipulate (multimedia contents, databases, fé&s). It also contains information that can
serve in the publishing, discovering, presenting laitling phases.

We import MPEG-7 schema and MPEG-21 DIA UED to déscservice-sub profile.
mpeg7ControlledTermUseTypand the corresponding Classification Scheme ard tesdefine
ServiceTypandServiceLevelThey provide a mechanism for defining vocabutafa specific
domains in an interoperable and extensible waylasgification Scheme defines a set of terms,
which are referenced in the controlled terms. Goletl terms are represented as elements of
type mpeg7ControlledTermUseType a Classification Scheme is represented as
mpeg7ClassificationSchemérhe mpeg7ClassificationSchemspecifies a domain, to which it
is applicable, and it associates a URI with eacin tié defines. The URI is then used by the
mpeg7:ControlledTermUseType reference that term.mpeg7:CreationinformationTypes
used to defineServiceDescriptiorand ContentMetaDatadialimitConstraintTypeis used to
define the child elements 8kerviceRequirements

Element Name Cardinality Element Type Comments
Serviceld 1 anyURI Unique identifier for the service
Servicelnformation O ServicelnformationType Complex type including infation

about the service (name, type, le
discovery location, version, perig
of validity and description)

Qo

ContentMetadata 0.1 mpeg7:CreationinformationType  |@exn type for describing the
service and its associated content
ServiceRequirementy  0..1 ServiceRequirementsType @antype including information

j—

about minimum network and E
display requirement for the servic
Other requirements specific for the
service can be added.

w

Table 4.4 Service Sub-profile schema.
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Figure 4.3 presents thfeerviceTypeslements and Figure 4.4 details the structurehef t
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_E“)E} _E mpeqgl:Header
mpegT HeaderTyp:

[ |
| |
| |
| |
'''''''''''''''''''''''''''' S |
|
|
|
|

ServiceType [
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Figure 4.3serviceType structure.
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Figure 4.4 ServicelnformationType structure.

4.3.1.3. Context Sub-Profile

The context sub-profile is the dynamic part of theer Profile, which is mainly composed
of volatile data that characterize the current Usavironment (time, date and indoor/ outdoor
location, running applications, etc.), the servilmyices (CPU charging, battery level, etc.) and
the actual serving networks conditions (availal@dadwidth, loss and error rate, etc.). The data
contained in this part of the profile are collectydmonitoring functions embedded at the user

terminals.

As presented in Figure 4.5, the conte

xt sub-pradileodeled in element Context within a

complex type ContextType which is composed of tleonents:
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The Session element that references four elemgniBREF attributes: théJserRef the
DeviceRefthe ServiceRe&ind theNetworkRefThese referenced elements are the entities
that the session implies (the user that initiates dession, the requested service, the
devices and network trough which the service i®s®ed) ;

The generic elemer@ontextParametewithin a complex type&ContextParameterTypis
characterized by Nam¥alueand Category. ALLontextParameteis associated to a given
session directly by referencing it by the IDREFihtite SessionRebr indirectly by
referencing an element already referenced by thsig® Indeed, context parameters can
be common to more than one session. For exampleradesessions can share the same
network, so the parametletworkinterfaceUtilisations associated with a given network
but it is common to all the sessions that shareribtwork.

All the monitored QoS/QoE parameters are modele@@gextParameteelements. For
example, session-related parameters will be modadesession data rate; QoS parameters as
packet loss; Terminal context as CPU load, bativgl, etc. Since the Context sub-profile is
composed of monitored data, eaClontextParameteiis valid for a period of time and its
expiration is specified in the attribut&piresAt

= alicante:Name
Liype [ string

alicante:Value

E anySimpleType

:

: | alicante:SessionType —|
ContextType =9
(Contextiype G-(~—FH | [Gewmes]

| = alicante: SessionState

_E)E'_ ype [ string

Figure 4.5ContextType structure.
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4.3.2. Context-Awareness middleware overview

Based on the context model and in collaboratior whie other service management and
adaptation components, the context-awareness maddde ensures a ubiquitous access to
services for the related home users. As illustrateFigure 4.6, the middleware consists of an
intermediate entity between the context providamd ¢he context consumers. Indeed, raw
context data is first acquired from multiple sogrdecated at the different User, Service and
Network Environments, then integrated to the cantesdel on which new high level context is
deduced thanks to intelligent queries and finallgvied in the right format to the Service
Environment that will take decisions on it and perfi some actions to adapt services and
contents to the user context. The functional aechitre of the middleware is described in the
following.

Context consumers

]

Home Box
High-level
Context

21uMI[PPI
SSaudIBME-IXIUO D

Context
Data

HB Monitoring
Service Manager Manager

Monitoring

Env. Sensors
" Q

. Context provider

Manager NRM

(Information
from MIBs)

Figure 4.6 The context management middleware architecture.

(Weather server,

Device & service env,
User Agenda, ete.) { e
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etwork RessourcT

‘ externe servers

The middleware presents two types APls for both Context Providers and Context
Consumers. A new Context Provider can hence essiigcribe to the middleware to provide it
with the context information. Context Consumers abo subscribe to be notified when some
context information change.

The Context Formatteris in charge of the translation of context inforroatfrom the
format given by the context provider to the forrdafined in the profile schema.

Query Management.In order to enable context awareness, each seshimeld be able to
easily access the profile data. This access is geghby the Query Management component.
The Query Management maintains XQuery models tRptess the context information to
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which context consumers have subscribed. It is edsponsible for the update of the profile
stored in the XML database.

The XML Databaseis responsible for the storage of the profile infation. Moreover, it
offers to other modules the possibility to trackportant profile parameters using XQuery
triggers and to propagate the important eventstiteracomponents. Both relational database
and native XML database can be used. However, fieceative XML databases provide better
XML support and flexibility [145], we have optedrfthis choice.

The Context Manageris the central component of the middleware. linischarge of
maintaining all the information concerning the GotProviders and Context Consumers. For
Context Consumers, it maintains the context infdionafor which they have subscribed, the
format (data structure and type) and the mode dgerion-demand) in which the latter should
be sent and the frequency of context provisionifighis process is done periodically. In
parallel, it maintains, for the context providetise set of information that they provide, the
format (if it does not correspond to the profildhama), the frequency and the related access
information.

4.3.3. Middleware Implementation

The context management middleware is implement&yihon. The profile is stored in the
native XML database Sedna XML [146] and is accesbealigh XQuery queries [147]. Sedna
XML database is an open source implementation ghogia full range of database services for
XML native data. Basic operations such as XQuesedarequest, update and triggers
configuration are supported by the Sedna API.

Concerning triggers configuration, the databasggén is a procedural code that is
automatically executed in response to some pregifgonditions. It is mostly used to log
events, prevent changes and keep the databasetinte§edna supports XQuery trigger, with
the following syntax:

CREATE TRIGGER trigger-name
( BEFORE | AFTER ) (INSERT | DELETE | REPLACE)

ON path
( FOR EACH NODE | FOR EACH STATEMENT )
DO {
Update-statement ( $NEW $OLD, $WHERE
Updaté-.s-tatement( $SNEW $OLD, $WHERE
XQuery-statement ( $NEW $OLD $WHERE
}

The XQuery trigger can be used to monitor valueQoE/QoS parameters. The following
trigger example raises an error when the MOSScaltgevs lower than 3:

CREATE TRIGGER "mos-alarm"

AFTER REPLACE

ON doc("userprofile.xml")/UserProfile/Context/Conte xtParameter/
FOR EACH NODE

DO {

if((BNEW/name = "MOSScore") and ($NEW/value < 3))

then error("Low MOS value detected.");

}
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The communication protocol between the middlewanel #he other component is
SOAP/XML. The soaplib v is used. Python 2.7 wetvises interfaces are integrated with the
sedna dababase, and soaplib 0.8.1 is used as SEAdP, and suds 0.4, as soap client.

The following SOAP message illustrates an examplenessage sent by QoE Monitor
located at the user terminal to the middleware:

<?xml version="1.0"?>
<soap:Envelope
xmins:soap="http://www.w3.0rg/2003/05/soap-envelope ">

<soap:Body xmIns:m="http://www.ict- ALI CANTE.eu/schema/2011/UPMngr">
<m:UpdateUserProfile>
<SessionID>uuid</SessionID>
<UserProfileParameters>
<l-- Parameters to be updated -->
</UserProfileParameters>
</m:UpdateUserProfile>
</soap:Body>
</soap:Envelope>

The SOAP message is received by the middlewareuthddtes the profile in the database
through XQuery Update query. The following XQuenpdate query updates the context
parameters for a given session.

UPDATE

replace

doc("userprofile.xml")/Context/ContextParameter[Ses sionID=uuid]
with NEW_CONTEXT_PARAMETERS

This contribution provides then a light weight XNbased context-aware framework for
multimedia services. However, the use of more formadels such as ontology and rules can
enrich significantly the context expressiveness tadframework flexibility, extensibility and
interoperability. In the following contribution aoitext-aware framework using ontology is
presented. With this contribution we have proveat tinlologies could be applied in the field of
multimedia services but with efficient distribution
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4.4.  Ontology-based context framework

In this contribution [199], we propose (1) an ootpl-based model characterizing a variety
of context information with explicit semantic repeatation and (2) a large-scale framework
that enables context-aware Internet multimediaisesy in which the context management and
adaptation features are distributed among Home-®oker this, we introduce a reasoning-
based middleware that is designed to support @differtasks involved in the context
management feature. The middleware acquires cofraxt different sources, integrates it to
the context knowledge database, reasons on itrigedsituational context needed to manage
services and, finally, supplies the Service Enviment with accurate context information
needed in the discovery, invocation and adaptdéatures.

4.4.1. Ontology-based Context Model

As a formal representation of context is a conditio process it by software agents, a well
designed context model is the fundament of anyexdreiware system. In the following, we first
introduce the languages that we have used in contegeling and then present the proposed
context model for Internet multimedia services.

4.4.1.1. Motivations for the use of ontology in context modéng

Developed first in Artificial Intelligence to fadhte knowledge sharing and reuse,
ontology, as mentioned in the state of the art $&fction 2.2.2.6), may play a major role in
context-awareness systems. An often cited defmitioontology by Tom Gruber [46] defines it
as a formal explicit specification of a shared conagpization of a domain of interest
Ontology provides means that allow a formal desicnipof the semantic of context information
in terms of concepts and roles. Context could therencoded in such a way that software
agents should not only process but also understagiddraw new conclusions on the user
situation through reasoning, as humans could do.afkahese reasons, we have studied the
possibility to base our context model on ontology.

Prominent ontology languages are the standards RDF-/Schema [33], OWL (Ontology
Web Language) [49]. Since OWL is much more expvesfian RDF or RDFS, is designed as a
standard and has the support of a well known agdrded standard organization (W3C), we
decided to rely our context model on it. For maneioperability, the service-related context is
also modeled using OWL-S [148] and the rules arelatenl in DL-safe SWRL [149]. These
languages are introduced in the following sub-sesti

A. Ontology Web Language

Ontology Web Language (OWL) [49] is a W3C recomnaiwh ontology language for the
Semantic Web. An OWL ontology may include descoiptof classes, instances of classes and
relationships between these instances. The basicepb in a domain is a class that is
represented bgwl:.Class It represents a group of individuals that beltogether because they
share a number of properties. Classes can be asghim a specialization hierarchy using
subClassQf
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Properties are binary relations that are useddetdacts about either a member of classes
or a specific individual. Properties are classifiath two types:dataTypePropertieshat are
used to describe members of a class abg@ctProportiesfor describing relations between
members of two classes. To enable reasoning pibssible to set characteristics on properties.
A property can be:

Transitive: P(x, y) and P(y, z) implies P(x, z) ;
Symetric: P(x, y) if P(y, X) ;

Functional: P(x, y) and P(x, z) impliesy =z;
Inverse: P1(x, y) if P2(y, X) ;

Inverse functional: P(y, x) and P(z, x) implies ¥ 5

Restrictions can also be set on how the propeatiesised or on cardinalities.

OWL provides also means for both constructing nésgses on existing classes such as
intersectionOf unionOf complementOf oneOf and disjointWith and for expressing either
equivalence on classesgjuivalentClasspropertiesequivalentPropertyand individualssameAs
or differences between individualgferentFrom, AllDifferent

OWL comes in several variants that are OWL-Full, OL, and OWL-Lite. Each variant
corresponds to a DL of different expressivity andcplexity.

There are many implemented OWL reasoners avaifablboth OWL-DL and OWL-Lite
that cover all major DL inferencing tasks. Eachtluése reasoners provides access to their
functionality either through proprietary APIs tlainform to their implementation language, or
support the standard DIG interface [150] for hangllDL elements in an XML format. OWL
reasoners include FaCT++ [151] and Pellet for OWL-[252] as part of the OWL-API,
Racer/RacerPro [RACER] for OWL-Lite and OWL-DL witlpproximations for nominals.
Another prominent framework for reasoning with OVite KAON1 and KAON2 [KAON]
with extension to the decidable DL-safe fragmerSW/RL.

B. OWL-S

OWL-S is an upper ontology used to describe theastins of services based on OWL and
is grounded in WSDL. OWL-S is expected to enableofmatic Web service discovery,
invocation, composition and interoperation. OWLsSbuilt on top of OWL and consists of
three main upper ontologies: the Profile, Processldl] and Grounding, as illustrated in Figure
4.7. These ontologies are presented briefly irfdhewing:

93



Ontology-based context framework.

ServiceProfile

ServiceGrounding
{ ServiceModel

Figure 4.7 The top level OWL-S Ontology

The Service Profileprovides a concise description of the services iy be used for
service discovery purpose. An OWL-S service proditcompasses functional parameters, i.e
Input and Output, and precondition and effect (IOR@As well as non-functional parameters

such asserviceNameserviceCategontextDescription and metadata about the different actors
(cf. Figure 4.8).
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Figure 4.8 0OWL-S Service Profile structure.

TheProcess Modetlescribes the composition of one or more servitgsovides then the
enactment of constituent processes with respectwemunication pattern. In OWL-S, this is

captured by a common subset of workflow featurks $plit, join, sequence, and choice (cf.
Figure 4.9).

As illustrated in Figure 4.9, a process in OWL-& b& atomic, simple, or composite. An
atomic process is a single black-box process daimmiwith exposed IOPEs. Simple processes
provide means for describing service or processatigons which have no specific binding to a
physical service, thus have to be realized by amiat process, e.g. through service discovery
and dynamic binding at runtime, or expanded intcomposite procesgin OWL-S process
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model of a composite service can also specifyiteadutput is equal to some output of one of
its sub-processes, whenever the composite proetssngtantiated. Moreover, for a composite
process with a Sequence control construct/forrhatputput of one sub-process can be defined
to be an input to another sub-process. Finally, G8Villows the specifications of conditional
outputs (inCondition).

disjointWith

- ObjectProperty
------ P DatatypeProperty
------- P SubClass/Property

components

o'. 't.
.

unlonOf

Figure 4.9The OWL-S Process Model

The Service Groundingof a given OWL-S service description provides agomatic
binding between the logic-based and XMLSchema-basedce definitions for the purpose of
facilitating service execution. Since the WSDL isvalely used existing Web service, the
grounding is exemplified for WSDL. In particulahet OWL-S process model of a service is
mapped to a WSDL description in which each atomacess is mapped to a WSDL operation,
and the OWL-S properties used to represent inpats autputs are grounded in terms of
respectively named XML data types of correspondtpgit and output messages. Unlike OWL-
S, WSDL cannot be used to express pre-conditioe$fects of executing services.

Examples of available software support of develgpsearching, and composing OWL-S
services are:

OWL-S IDE integrated development environment, th&/lGS 1.1 APl with the OWL-
DL reasoner Pellet and OWL-S editors for developmi&s2];

OWL-S service matchmakers OWLS-UDDI, OWLSM and OWWUX with test
collection OWLS-TC2 for discovery [153];

OWL-S service composition planners OWLS-XPlan [1&4]composition.
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C. Semantic Web Rule Language (SWRL)

The Semantic Web Rule Language (SWRL) [149] is mhination of the OWL sub-
languages (OWL-DL and OWL Lite) with the Unary/BigeDatalog RuleML sublanguages of
the Rule Markup Language. It extends the set of Gd%lbms to include Horn-like rules. It thus
enables Horn-like rules to be combined with an OMidbwledge base.

The proposed rules are of the form of an implicati@tween an antecedent (body) and
consequent (head). Both the antecedent (body) ensequent (head) consist of a conjunction
of atoms.

An abstract EBNF syntax, consistent with the OWldfication, is useful for defining
XML and RDF serializations. However, the relativetjormal "human readable” is often used.
In this syntax, a rule has the foramtecedents consequentvhere bothantecedent(bodyand
consequent(headare conjunctions of atoms. Variables are indicatsthg the standard
convention of prefixing them with a question maekg(, ?x). Using this syntax, a rule asserting
that the person that uses a device located at ri@ai4o located at room1 is written:

Person(?x)1 Device(?dev) uses(?x,?dev)ocatedIn(?dev,officel locatedIn(?x,office)

A problem that occurs when combining first-ordetabogies with rules from normal logic
programming is that the combination of decidabégfnents of both worlds can be undecidable.
Similarly, the combination of SHOIN(D) with funchefree Horn in the SemanticWeb rule
language SWRL is undecidable [155].

The syntactic DL-safety condition for rules avoitis problem [156]. It requires that each
variable occurring in a rule must occur in a pesithon-DL atom in the rule body, and may
therefore be bound only to constants, that are dgimet anonymous) individuals in the ABox
of the DL part of the combined knowledge base.

Prominent examples of implemented frameworks thappsrt SWRL are KAON2
reasonerthe FUB SWRL engine and Hoolet and the Jess rulgnerthat can be bridged to
Protégé SWRLTab.

4.4.1.2. The OWL-based context model

In this contribution, we have kept the same conigiirmation that we have identified as
relevant for multimedia services in the previoustdbution (cf. section 4.3.1). However, by
using ontology, beyond representing the structdéireoatext information, the model describes
semantic of context information and the relatioaseen them.

In our model, context data is also classified ascsand dynamic context. Dynamic context
is the one related to the session context and exmes frequent changes during the session
duration. Note that classifying context data in stetic context does not mean that it does not
change but only that it usually does not happecheinge during the service usage. The static
context is used in the service discovery and comtippphases for more personalized services
whereas dynamic context is used in the adaptatitase to keep the service quality at a
satisfactory threshold.
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As illustrated in Figure 4.10, we have considenedgeneric interrelated entities that we
have identified common to any domain, namely ther,udevice, network, service, environment
and session entities. As in the first contributithe context is classified as either static context
or dynamic context. The five first entities arerttobassified as static context entities and the las
one is the entity to which the dynamic context infation will be associated. Since in ontology,
not only hierarchical relations can be modeleddbeice entity is just related to the network
entity by the relatiomonnectedT@and does not incorporate it as in the XML-basedehdEach
of the latter entities is then described and extdnalith more additional concepts and relations
that are needed to provide personalized and dyméisnadaptive Internet multimedia services.

TheUserentity is described in different profiles:

The GeneralProfilethat contains general information about the usehss name, age,
etc.;

The SubscriptionProfilehat contains information on the different sersiéer which the
user have subscribed and the services that he coags

The ContactProfilethat contains the contact information of the umerh as his address,
phone number, SIP URI, etc;

The Affiliationprofile that contains information about the different migation to which
the user is affiliated;

The AuthenticationProfile that contains information that allows the user hie
authenticated;

The PreferenceProfilethat contains the user-defined preferences or dbduced
preferences from usage. The user preferences beulgneric and applied to any service
or situation or they could target a specific sesvic context entity and thus be applied
only when the latter is involved.

The Deviceentity is described in terms of (HardwarePlatformthat can be modeled in
hierarchical way since theomponentgan beatomicor compositeand (2)Softwareplatfornby
presenting the User and System softwares that #hecel runs. As a specialization of
application, the multimedia applications could ssaxiated with other software such as the
Codecs.

The description of théNetwork entity comprises information such as the namehef t
network and the theoretical parameters that chemaetit. Dynamic parameters are described
further in the Session entity.

The Environmententity is the union of different parameters. Facle of them, we define
its name and its value as well as its properties.

The Serviceentity represents the different services thatuber can access. The Internet
services provided by the Service Provider as wetha “home” services are represented within
this entity. The service entity is modeled in an B®/ Service Profile that models its IOPEs
parameters. The service may subscribe for eveatsill trigger some actions integrated in the

applications that implement the service.
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The Sessionentity is related to different session parametéis tmodel the dynamic
context, related to the different entities involvedhe session. Such parameters could be a user
location, a loss or error rate experienced by a@imabia session within a related network and
reported by monitoring modules, a dynamically eatdd user experience, etc.

In addition to the OWL property characteristicsttiemable reasoning, the model also
include SWRL rules that add more expressivity ®riodel and allow some content adaptation
and service personalization decisions triggeringréMidetails and examples are given in the
next section.

The personalization and adaptation processes uswld more context abstraction. These
processes commonly base the behavior changes ate@si high-level context (called also
situational context). The latter is derived frore tlaw-level using DL- and rule-based reasoning
context with the objective of triggering contextae decisions.

As illustrated in Figure 4.10, our context modethen composed on two ontologies: (1)
the upper layer ontology that contains these geregriities and their classification, and (2) the
multimedia-specific ontology that extends thesatiestwith concepts, relations and rules that
allow a better support of multimedia services. Howld also be mentioned that the model
represents the context information as well as tag w which it will be exploited.

4.4.2. Context-based service management and adaptation

The Service Environment advertises each categosgmices to Home-Boxes using OWL-
S service profile. The service parameters that béllgiven in the discovery and invocation
requests are inferred from the user context andt#iin using SWRL rules. Discovery and
composition tools such as OWLS-MX [153] and OWLSk¢P[154] that support OWL-S
could then be used to retrieve the appropriateiciand compose it to fit the user context. In
the cases where the service discovery process rdmesupport the web semantic tools, the
service description can then be grounded to WSBIZ]1

The following rule selects the category and the sizvideo parameters according to the
user preferences and location. The rule statesmhen Bob is at his office premises, he prefers
to get the match highlights of recently played badt matches when he requests for a VoD
service.

User(Bob) » Service(VoD) » Environment( ?env) »
hasPreferenceProfile(Bob, ?pp) *

encompasses(?pp, ?pref) »

hasPreferenceName(?pref, Video Category) »
hasPreferenceValue(?pref, Football) »

locatedIn(Bob,?env)  location(?env, Office) »
presents(VoD,?service_profile) »

hasinput(?service_profile, ? param) »
ServiceParameterName(?param, Video Category) >
sParameter(?param, Football highlights)

Rules can also serve to implement some adaptatiategies and/or generate events that
will trigger some adaptation processes. The dadivemultimedia content can then be
dynamically adapted to the context changes. Thieviolg rule example triggers a bitrate
adaptation of the streamed video content when éwark congestion results on a degradation
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of the service quality. The listener configuredtba top of the relatiorelatedTowill send the
event to the session manager within the requiretesb parameters in the adaptation process.

Service(VoD) » Session(?s) * Network(?net)

involves(?s, VoD) ” involves(?s,?net)

hasQoSLossParamThreshold(?serv, ?loss_threshold) »

hasSessionParam(?s, ?sparam)

SessionParameterName(?sparam, registeredLoss) »

SessionParameterValue(?sparam, ?loss) *

swrlb:greaterThan(?loss, ?loss_threshold) »

congested(?net, true) >

relatedTo (?s, AdaptationBrEvent )

The rules are maintained by both the Service Peovid express management and
adaptation policies and the user to set some mmetes that are related to consumption of the

subscribed services.

In addition to the management of the Internet sesjithe rules can also be used to manage
the home services such as the control of the hqplkaaces for more user comfort. The system
can then for example dim light when the user issoaning video services via their TV or acts
on the air-conditioner to prepare the home to #e¥si arrival according to their schedules.

4.4.3. Context-awareness middleware

Based on the context model and in collaboratiorn thie other service management and
adaptation components, the context-awareness miedde ensures a ubiquitous access to
services for the related home users. As illustratdeigure 4.11, the middleware consists in an
intermediate entity/node/agent between the conpegiiiders and the context consumers.
Indeed, raw context data is first acquired from tipld sources located at the different User,
Service and Network Environments, then integratethe context model on which new high
level context is inferred and finally provided hretright format to the Service Environment that
will take decisions on it and will perform someians to adapt services and contents to the user
context. The Context awareness middleware compitigefollowing functional components:

Similar to the first contribution, th€ontext Formatteris in charge of formatting the raw
context data, acquired from the different contexivlers, in order to integrate it in the context
model. Thanks to this, it permits to abstract thetogeneity of context data format to the rest
of the middleware components. In addition to thidesion of context information, the context
formatter is also in charge of the translationh# tiser and service policies to the correct DL-
Safe SWRL format to be integrated in the rule $¢th® system.

The Context Knowledgeencompasses the generic upper layer ontology lendgecific
one that allows the support of Internet multimeskavices. It also integrates the management
rules that will infer situational context.

The Context Manageris responsible for maintaining the context knowgkedit is also in
charge of the subscription/notification process supplies the Context Consumers with needed
context information. It thus maintains a set of r@gethat must be generated when the related
situations are satisfied and sends them to thecsbbd services along with accurate context
information needed in the processes triggered égdlevents. Following the same behaviour as
in the abovementioned context framework, the cdnt®anager is also responsible for
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maintaining the set of context providers that sypple context knowledge through sensing
information. For each of them, it maintains its e information, the set of provided context
information and its structure, the mode of contesdvisioning (periodic/on-demand) and its
period, if the periodic mode is applied.

The Inference enginereasons on the context knowledge to derive (1)hilgb level or
situational context that will trigger the servicadacontent adaptation actions and (2) the
context-aware service profile that will be incorpied to the services request to enable
personalized service discovery and compositione ififierence engine is based on DL- and
SWRL reasoning.
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Figure 4.11The context awareness middleware.
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4.4.4. Middleware Implementation overview

We have implemented a prototype of the proposetkegtawareness middieware in java
1.6. We have used Protégé-OWL APl and the SWRLT&) # manipulate the context
ontology and system rules as well to generate sugntonfiguring listeners and associating to
them the context information to be provided witk #vent. The rules execution is done by the
Jess rule engine that is bridged to SWRLTab. Thatest-aware middleware prototype is
deployed in the Home Box component with the follegviconfiguration: Intel (R) Core(TM)2
Duo processor with a frequency of 2.1 GHz and 4&GBemory.

The context ontology is stored as an OWL file @& Htome Box. The ontology comprises
the context of 5 users, 7devices and the desamipbb 3 multimedia services (Video on
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Demand, IPTV and telephony service). The OWL fdecomposed of 40 OWL classes, 91
properties, 327 individuals and 17 management rileshave estimated the loading time of the
context model to 903 ms and the inference timepfw@imately 350 ms. The results show that
the context reasoning runtime is acceptable fortimatiia services since the monitoring and
adaptation frameworks have commonly longer peridtie loading time is somewhat long but
the model is loaded once at the initiation phase.

Concerning the material resources capabilities eg&y the middleware, we have derived
the following conclusions. The inference proces$ighkt in memory since it only consumes
about 75MB of the system memory which is availahblall current material configurations.
However, it takes around 50% of CPU processing whitplies that the current Home gateway
has to be enhanced with greater CPU capabilitiém table to handle reasoning-based context-
awareness middleware and supply efficiently verytexi-sensitive services such as the
multimedia services.

4.5, Conclusion

This chapter have presented our solutions for mglda large-scale context-aware
framework for Internet multimedia services that aion provide end-users with ubiquitous
multimedia services that always meet their congext situation.

Two solutions have been presented.

The first one is based on the markup-scheme lamgu#itat are often used in such a
framework for their efficiency. Since XML only supps syntactic modelling, low-level
semantic was implemented in the XQuery queries.

The second solution is based on ontology and celEeguages and tools. For this, we
have proposed a context model using ontology aset af rules that bind the situational context
to services ensuring thus a context-based automsgedce retrieving, management and
adaptation. To demonstrate the feasibility of botmtext-awareness frameworks, we have
implemented prototypes of the context-awarenesslimihre which evaluation has shown that
it presents acceptable runtimes to ensure goodcsayuality. However it needs to be deployed
in rich-resource equipment.

The Markup scheme-based solution is a lightweigitition that is suitable and more
performance-effective for multimedia systems. Irdidn, this solution benefits from the
generalization use of XML to reuse some standaddimedels and related tools. However, it
only covers the syntactic level. Although somelligence and semantic are implemented in the
XQuery requests and the context management,at iofreach the semantic power of ontology.

The ontology-based solution is richer and allowsranexpressiveness, flexibility and
extensibility. On the other side, it suffers frolretcomplexity of ontology-based reasoning.
Such a solution is more resource-hungry. The dediggision of distributing the context-
awareness feature among the HBs, makes such #osadiedsible although its performance still
highly dependent on the HB resources. The invessneade by ISPs, in the deployment of
more powerful home gateway encourages the buildfirsgich middleware on top of it.
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Chapter 5

A VoD Content delivery solution over
IP-based media distribution systems

5.1. Introduction

The wide adoption of Internet in the everyday Bleng with the growing popularity of
multimedia services, that are known to be bothusssconsuming and performance sensitive,
places stringent requirement on current Interndétagtructure in term of scalability and
performance. In addition, as the broadband connsctbecomes more and more pervasive,
consumers’ expectations for personalization antebgtality experience in a disparate context
increase.

Caching and replication are widely adopted techesqto improve Internet services’
performance, scalability and reliability. Their aisnto store copies of contents at strategically
chosen locations at the edges of the Interneteclts end-users in anticipation of future
requests.

This chapter presents our contribution on the Videddemand (VoD) services
distribution. Our proposal takes advantage of the hiB-layer caching capabilities to improve
the services scalability, availability, reliabilighd access time, towards a better user experience.
For this, the solution includes a context-awareiest|redirection algorithm and mechanism that
allows end-users to always access the VoD serviom fthe best server that meets the
requirements from the End-Users, the Service Pessidnd the Network Providers as well as
an online popularity-based video placement andaogphent in HBs' caches that efficiently
spread the video contents over the HB overlay.

5.2. Caching and replication in today’s media distribution systems

Caching and replication are two different technggagemmonly used in Internet best effort
service distribution (cf. Section 2.3.2). Howevénegy share many similar concepts and
technologies. Caching copies of popular contensrategic edge locations closer to end-users
allows faster service access while saving netwaork server bandwidth. On the other hand,
replication maintains the distributed contents uride control of content/service providers.
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Caching can be classified in three categories dooprto the location of caches in the
network [158], namely: the browser cache, proxyheaand surrogate cache. Browser cache is
located in the client host as part of the browseexploit the temporal locality of the user’s
requests. This type of caching has the least/satatlenefit since the cache is usually quite
small and there is no sharing between end-usersodaie caches are located at the web server
side and are typically owned and operated by timeod provider. The aim is to accelerate the
server's performance. Concerning proxy caches, #éreylocated in nodes between the server
and the end-user, typically closer to end-usens thahe content provider servers. These nodes
are owned by network providers or by companies apey caching nodes connected to the
Internet. This type of caching reduces service sdene and permits to save bandwidth by
bringing contents closer to end-users. The distincbetween these three types of caching
techniques is useful from the deployment point iefw However, from research perspective,
these caches types share many research chall@iges.solutions developed for one type can
be directly applied to the others as it will bersé@gther in this chapter.

The benefits of caching and replication are nume{t&8]-[159]-[160]:

From the perspective of network infrastructuresséhtechniques decrease network traffic
and thus minimize network congestions and improeefgpmance. In addition, for
Content Providers that pay ISPs to transport ttraific, reduced traffic means lower
costs;

From the content providers point of view, cachimgl aeplication reduce workload of
their servers and service availability, reliabilégd responsiveness;

From the client point of view, caching reduces gigantly the service access latency for
both popular contents since they get them fromhyeaervers and unpopular contents
since the contents are faster retrieved due toctexiuof network congestion.

However, there are a number of potential problesteted to web caching and replication.
For example, cache misses (when the content ipresent in cache and has then to be retrieved
from the origin server) decrease the service actiess due to the cache processing. Users
might also consume stale/out-dated contents ifesahe not properly updated.

Maximizing the benefits of caching and replicatisnlutions requires a careful and
intelligent design. Some issues such as cache iaedeom and cooperation, cache placement,
decisions on the cachable contents, on when andevibeplace or replace contents and which
cache will provide a requested content from a gedigent, have then to be solved [58].

In this context, the following sections present @uoposals to request redirection and
content placement and replacement in the cachegssu
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5.3. A context-aware request redirection scheme based oan anycast
model

In this section, we present our proposal for arnciefit context-aware application-layer
anycast request redirection scheme. The innovaticthe proposed approach consists of an
adaptive request redirection algorithm that filtéhe multimedia services and contents for
selecting thebestserver to handle the request. This selection cersidoth user and servers
context, as well as the underlying network condgiolndeed, the proposed server selection
strategy permits a preliminary filtering based twe tlients’ contexts and provides accurate
network distance information, using not only thel-¢o-end delay metric but also the servers’
load one. This approach takes in consideratiorpéite capacity and permits to obtain the best
paths for offering End-Users the best QoE possiiiés may or may not correspond to the least
path in term of number of hops or delay. A tranepaSIP-redirection mechanism is proposed
to orchestrate the communication flow between tivelved entities. The following subsections
will present the features associated to the prapseskition, in a surrogate replication scheme as
well as in the HB-based replication scheme. Anuatadn of the solution is given for the two
schemes.

5.3.1. The Anycast approach

Anycast is one of the schemes that support theestqedirection (see 2.3.2.1-D). It was
originally defined at the IP level [161] as a seevthat allows a node to connect to one, and
maybe the “best” (according to the routing protomaltric), member of a group that serves the
anycast address. The group is formed of resoufradsoffer interchangeable services. It can
then consist of the surrogates, either servergatypcaches, which can deliver the requested
content.

Although IP-level anycasting was described sinamoat two decades ago, very few
practical networks have been built consideringThis is probably because of the technical
challenges inherent in efficiently locating the tbesrver. DNS [162] deployment and “6to4”
[163] router constitute the most widely publicizeses of unicast addressing scheme. Other
research works were made on network-layer anyaastirt64]-[165] focus on the scalability
issue, others such as [166]-[167] focus on thegdesf routing algorithms based on active
routers and papers such as [168] and [169] proppsexly-based infrastructures to address
network-layer anycast issues, like scalability@ssson-based services support.

However, this network-layer anycasting approaclsgmés some limitations such as (1) the
necessity for routers to support anycast and @)attocation of IP address space for anycast
address, making difficult its integration on theiséirng infrastructure. Furthermore, this
approach does not consider any user context optimither the stateless nature of IP nor a set
of metrics for choosing the most suitable server.

The network-layer anycasting limitations led thee@rchers to define the anycast paradigm
at the application layer. In [101]-[108] and [10&je authors define the anycasting paradigm at
the application layer as a service that maps ahgmasain names into one or more IP addresses
using anycast resolvers. The resolver decides vdeoler among the replicated ones is the best
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based on different metrics at network and sena. dror this purpose, the resolver maintains
the servers’ performance information. Applicatiayér anycasting consists of a good solution
for distributed Internet services provisioning, @splly when it requires no modification in the
existing infrastructure. Another motivation to umgplication-layer anycasting is its ability to
manage QoS and to define service requirementspen-service basis.

In the field of multimedia services distributionythors in [193] present an algorithm
theoretically related to an economical model withuguing theory based on the available free
buffer, the available bandwidth, the average akriete of requests and the call blocking
probability. In [170], three anycast-based multimedistribution architectures are proposed,
namely the identical, the heterogeneous and thelssierogeneous architectures, to identify the
best media server selection for different applaratiomains. From our best knowledge, except
in [170], all the above works have based theirctele strategies on the servers’ performance
and have considered neither the client context ther network conditions, which strongly
affects the quality of multimedia services deliveigditionally, the solution presented in [170]
is only designed and evaluated in small-scale enwnent.

5.3.2. The Context-Aware Anycast Model and System

The proposed application-layer anycast architectiras to provide clients with an
efficient and transparent multimedia provisioniegvéce. As described in chapter 3, we assume
that the Service Environment (SE) hosts a Serviegif®y (SR) node which will receive the
requests of its related clients. The SR has twamales: first, it plays the role of an anycast
resolver that is in charge of performing the magmhthe anycast address of the client request
to the unicast address of the most appropriateeseBecond, it will retrieve and maintain the
servers’ contexts and their contents descriptigvis.also assume that the set of SRs can also
collaboratively perform the server selection featwhen the latter fail at one of them.

At a first step of our proposal for request redimt we consider video content replication
at the SE side [194]-[195]. Video contents are theplicated among surrogate servers
distributed over the Internet. The infrastructuas,illustrated in Figure 5.1, is based on three
types of nodes: thelient’'s nodesin the User Environment, requesting the senticeserver’s
nodesproviding the service and ti&Rs nodeserving the anycast address, handling the client's
requests and performing the server selection giyatEigure 5.1 also depicts the engaged
dialogue between the different agents that runhan gystem nodes in order to establish the
media session. This process is more detailed ifotloaving sub-sections.

The agents that run in the different system nodescammunicating using SIP (Session
Initiation Protocol) [171], signalling protocol fdrandling multimedia session and its extension
for event state publication [172]. SIP is foresa®become the key signalling protocol for Next
Generation Networks (NGN) platforms. Even thougimicey from the Internet world, it has
already taken over the Telecommunication world.(€igpan, IMS, 3GPP [76]) and operators
place high expectations on it. Therefore, it appess the predominant candidate for Future
Internet signalling. Following this conjecture, tdesigned communication protocol has been
based on SIP as illustrated in the sequence diagf&iigure 5.2.
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Figure5.1. Anycast functional architecture.

The different processes involved in the requesireetion mechanism and the S
messages used to support the system nodes commmmicae detailed in the followin
sections.
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Figure 5.2SIP-based interaction flow.
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5.3.2.1. Service publishing

We consider in this work that the servers have rbgeneous contexts (output link
bandwidth, location, etc.) and provide clients wdifferent contents. Each node that wants to
act as a server should sen8I1& Publish requeshessage within the anycast service address, as
illustrated in Figure 5.2. The request containgdstext and the list of the contents that it will
deliver with their metadata. In the case of Videme&ming service, the metadata could
correspond to the video content reference, thelabtai coding formats, the resolution, the
bitrate, the language of the video, etc. The reuidisthen be directed to the nearest SR by the
underlying routing protocol. This SR caches thesnezd information and replies to the server
with a final 200 ok response.

5.3.2.2. Servers probing

To maintain the dynamic server’s information datsydghe SR must probe the servers. It
can do it in either a proactive or a reactive manHewever, a proactive or periodical probing
cannot ensure the accuracy of the retrieved infoamalmproving accuracy means decreasing
the probing period which in fact, leads to incregsine network and servers load. In addition,
one of the metrics used in our server selecti@atedyy is the server to client delay, for which we
need to transmit the client’s address to the sef@rthese reasons, we opted for the proactive
probing. When the SR receivesSE Invite requestrom a client, it selects from its database a
list of candidate servers and sends to each of én&h#® Option requestontaining the client
address and required bandwidth.

The server calculates its decision based on itd &val the path delay between it and the
client. Then, the server sends the result to ttegriogating SR in &P 200 ok respons&hanks
to this probing, the SR obtains the accurate inéiom about the servers and network
performance and can thus select the most suiteblersaccording to the retrieved information.
The comprehensive detail of the server selecti@tegy will be given in the next section.

5.3.2.3. SRs collaboration

The SRs are interconnected in a multicast schenmenvd SR receives a client request and
concludes, after processing it, that the contenhatibe delivered by its registered servers (or
that the required QoS cannot be ensured due toae.gverloaded situation), it multicasts the
request to its neighbour SRs. Each SR processesdh&ved request and selects, if possible, a
suitable server among its registered servers. Tihdre selection has led to a result, it responds
to the original SR of the request with280 OK response&ontaining the IP address of the
selected server and its evaluation of the seledtination. Otherwise, it responds wit4@4 not
foundresponse. The original SR then selects the mastbéel server (for example according to
network proximity) among the received responsesfandards the client request to it. In case
the SR receives onljot Foundresponses, the request fails and the client isieati
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5.3.2.4. Session establishment

The video session establishment process is pertbtimeugh the previous processes as
illustrated in the sequence diagram of Figure 8 explained in the following:

We assume that the servers have published thetemtsnas explained in the session
publishing sub-section (cf. section 5.3.2.1);

The client trying to access the anycast servidgates a session with a simp@ycast
Invite requestinto which the requested content is specifiedwal as the user context
provided by the context-aware feature (as desciibetapter 4);

The request is then routed to the nearest SR whiltlil) send to the client a temporary
SIP 183 respons€?2) retrieve the client context and requiremeand (3) try to select,
alone or in collaboration with the others SRs, thast suitable server among a set of
candidate servers. The result of the selectiomseth on one hand on the user context and
on the other hand on the information retrievechimpprobing stage, as it will be explained
in the next section (cf. section 5.3.3);

If the SR succeeds to select a server, it posjtivesponds to the client request.
Otherwise, it sends to the client an error respom&gform it that its request has failed,;

In the case where the selection succeeded, thetexlserver receives the clidmiite
request processes it, confirms the establishment of éssien with the SIP 200 response
and finally starts the streaming of the requestedant to the client.

5.3.3. Context-Aware Server Selection Algorithm

As explained previously, our proposed approachvideo distribution is mainly based on
the selection of théest serverffor each client request among an anycast grougenfers. By
best servehere, we mean the non-overloaded server thatsbéstboth the client environment
(connectivity and user & terminal characteristies)d the requirements of the underlying
network conditions — from the server to the clierfor finally improving the perceived QoE at
the client side. To this end, a two-level filteriteghnique has been conceived in order to ensure
the accuracy of the selection result: the firdtased on “policy-based filtering”, the second on
“metrics-based filtering”. The server selectionalthm relies on this 2-step filtering process as
follows.

5.3.3.1. Policy-based filtering

Each SR maintains at its side all the list of videatents published by the attached video
streaming servers. For each video, it maintaink boset of servers that deliver it and a set of
metadatas that describe it.

When requesting a service, the client specifiesdidition to the requested video reference,
its context (available bandwidth, terminal resalnti etc.) and preferences like the video
language by including them in ti&P Invite requesthat initiates the service. The user context
Is acquired from the Context-Aware function. Thgiseered services at the SR side are then
filtered by a set of predefined policies (cf. sewtb.3.3.1) in order to only keep the services that
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deliver contents matching the user context. Thecigsl define the mapping of, on one side, the
maintained servers’ contexts and related conteriGemation and on another side, the client
context and requirements. The mapping is highlyeddpnt on the model in which the user
context and the service and content metadata presented.

At the end of this step, the SR selects a listofers which provide contents that meet the
user context, in order to take advantage as muplssble of the context-aware feature.

5.3.3.2. Metrics-based filtering

The objective of this second phase is to selectsemer (the best) from the list constructed
in the previous step. This selection will be parfed based on a distance evaluated during the
selection process. The metrics to use and theilogation strategy directly depend on the
application and will therefore be selected accaigin

Since we address the video streaming service, whighown to be very sensitive to the
packet loss and delay metrics, the main requirertt&itwe have considered when designing
our server selection strategy is to avoid congestind this at different levels. At the policy-
based step, we have considered the congestiore atligmt level by taking into account the
client context and thus the client connectivity.

At this step (metrics-based), we consider the cstige at both the server and network
levels. Thus, the defined filter for this step iwe@ighted function that involves two metrics: the
server load and the server-to-client delay. The lipation of these two metrics permits to
avoid congestion (1) at the server side by avoidiegyer overloaded situation, and (2) at the
network side by considering the current client¢over delay. The evaluation of this function is
processed as follows:

F (A, Rbg)s
d,, =delayA ):

it ((z Rbr, +Rbrcj/br < 1J ther{
i=1

return d sc )

Jelse{

ﬂ’{a 0d,, D([z; Rbr +Rbrcj/brn;

}
}

Figure 5.3The server selection function algorithm.

The SR probes all the servers that constitute etrieved sub-list, from the policy-based
filtering, in order to evaluate for each of thene therver selection functiof described in .
BecauseF combines the server-to-client delay and the seloemt, the Figure 5.2the probing
SIP Option requesnust contain the client addre&sand the required video bitrabr.. On the
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other side, the server must also maintain its Idadeed, whenever the server accepts the
establishment of a multimedia session or ends bite ocurrent sessions, it must update its load.
The current load is calculated as follows:

load = Zn: Rbr, /br Q)
i=1
Where n is the number of currently active video sessiantha server sideRby is the
already required and allocated bitrate for the widessiori andbr is the bitrate of the output
link of the server.

The probed servers then evaluate the funcBarAs illustrated in Figure 5.3¢ is based
on the server-to-client delag, and the server load. While the server is not oagiéal, it only
takes into account the client-to-server delay. Bsitsoon as the server gets overloaded, the
function involves both the two metrics and the ptyois inversed. Thar parameter should be
fixed according to the network topology in ordegtee the server load metric the top priority.

After receiving the servers’ evaluations of theesgbn functiorfF , the SR selects the best
serverssuch as:

F.(A,Rbg) =min,....(F (A, Rb)) (2)

Where mis the number of the received responses. It shibelldoticed here thdt is not
necessarily equal to the number of probed ser#nseach client request, the SR sets a timer
and when this timer expires, if the SR had notrgeeived all the responses from the probed
servers, it selects the best server based ond¢beveel responses.

5.3.4. Performance Evaluation of the context-aware anycadtased server
selection

5.3.4.1. Simulation environment

This section highlights the evaluation of the asyaadeo distribution approach explained
in the two previous sections. The simulation wasedosing the Network Simulator NS2. The
network topology consists of 1000 clients, 500 eesv5 servers registry and 100 routers placed
in 5 Autonomous Systems (AS). The connectivity le&tmrouters is constant at 2 Gb/s. Servers
also have a constant connectivity of 20Mb/s. Clieahnectivity, however, varies between
512Kb/s and 100Mb/s.

The simulated video streaming service is providilents with 10 different video contents.
All the videos are present at all servers sidesrbdifferent resolutions and bitrates. Each video
can be provided in three resolutions: 352x288, BZ6xand 1408x1152 and for each resolution
in 3 different bitrates. The probability of the dshility of a video at a given server with the
first resolution is 1/5 and 2/5 for the two othdfsich client requests a service one time during
the simulation time. The client requests are gdadran a Poisson model during 250s and the
requests are uniformly distributed on the five A@& assume that all videos have a minimum
duration of 250s for keeping active all the 100@ed sessions simultaneously.
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5.3.4.2. Simulation metrics and results

For evaluating the effectiveness of our video digtion protocol, we compare it to the
random server selection scenario based on theromiflistribution that we simulated in the
same environment. In this paper, the comparisorddee according to different metric
parameters: the average servers’ overloads, thierdead variance, the average packet loss, the
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Figure 5.6.Sim 1 - Average path distance  Figure 5.7.Sim 1 - Mean packet loss at all

(delay & hops number) active session
Metric Anycast Random
Context matching 100% 33.7%
SIP overhead 74.59 KB 1.72 KB
Total service throughput 219.8 MB | 203.14 MB
Inter AS connections 0% 78.5%
Average service response tim¢ 1.05s 0.02s

Table 5.1 Additional simulation results
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average path distance (delay and hop number) am# samlditional results such as the
selection overhead, the service throughput, etc.

A. Overload

Figure 5.4 depicts the evolution of both the numtfeoverloaded servers and their mean
charge. As illustrated in the figure, no server wageriencing overload during all the
simulation time under our approach. By contrast, dhrerloaded servers’ percentage reaches
17.4% after initiating all the sessions under tiedom approach. The mean overload of these
servers varies between 120% and 150%, which induarggestion at the servers’ side.

B. Servers’ load variance

The server load variance metric reflects the ad@ment of load balancing. Figure 5.5
depicts this metric parameter versus time. In frst stage of the simulation [0s ,137s], the
random selection approach is experiencing a lessers® load variance than our approach,
reflecting the fact that, in our approach, sinoe $krvers are not overloaded the top priority is
given to the path delay when calculating the netwdistance. However, in the second stage
[137s, 250s], the variance in the random seleamrttinues to increase while it decreases in our
approach. This is the consequence of giving theriprito the servers’ load when calculating
the network distance in this stage. The curvestifde a more efficient spread of the clients’
requests in our approach.

C. Packet loss

Figure 5.7 depicts the average packet loss ohalirtitiated sessions versus time. We can
note that the packet loss under our approach isstlmone. It approaches 0.22% with 1000
active sessions. On the contrary, the selectionagie reaches a loss percentage greater than
35% during all the simulation time, and this evathiess traffic to manage (cf. Table 5.1). The
effectiveness of our approach is the result ofebetbngestion avoidance at all levels, especially
in the User Environment, where packet loss is kntwbe an essential aspect. Indeed|dke
mile is known to be the most common causes of packstdod consequently, the video service
degradation over the end-to-end path. The propeseder selection corrects/alleviates this
problem in its first stage, by selecting only thervices that cope with the user context.
Moreover, the packet loss is avoided at the sdexal by considering the servers’ load and at
the network level by getting context from nearbgvees.

D. Average path distance

Figure 5.6 represents the average path distanmessented in terms of path delay and path
hops number. We can clearly note that the mean giathnce is reduced with our solution for
both metrics. Indeed, under our approach, the rpatindelay varies in the interval [5Sms,14ms]
and the mean hops number is almost 2.5 while, uth@erandom scenario, the mean path delay
varies in the interval [71ms, 96ms] and the megoshwmber varies within [5.2, 7.06]. These
results reflect the consideration of the servectieat delay metric in our selection strategy.
Indeed, the SR always selects the nearest sernvamngathe non-overloaded candidate servers.
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Thus, we can conclude that our approach ensuresttar service delay but also a better
distribution of clients’ requests on servers arahsequently, a better congestion avoidance at
network level, as seen in Figure 5.7.

E. Some additional results

Table 5.1 summarizes some additional results sadhe delivered content matching the
client context, the percentage of inter AS sessidhe average SIP overhead, the service
throughput and the service response time. We cde tiat, thanks to the context-aware
selection, the delivered video content always m#atsclient context contrarily to the random
selection scenario where the percentage is 33.78«ca also note that although the SIP traffic
overhead (due to the exchanged messages in orgmrfiarm the server selection) is greater
under our approach, it is not significant compariogthe total service throughput. The
additional processes necessary to perform the teelestrategy also induce a longer service
response time (the duration between the requesiinghe service by the client and the
establishment of a media session between the dismhithe selected server), as seen in Table
5.1. Even though the service average responseutitier our approach lengths 1.05 s, it is still
far from reaching the 32 s fixed in [171] to cord#uthat the SIP session has expired.
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5.3.5. Anycast-based server selection applied to the HB-bad video delivery
infrastructure

In this section, we apply the context-aware anybased server selection explained in the
previous section to the proposed architecture [186]this step of our work, we consider
replication at the HB nodes. As explained in cha@ethe HB is enhanced with caching
capabilities. We assume that contents are pustwed @ontent provider servers to the HB
overlay. The way the contents are replicated dweHBs will be explained in the next section.

5.3.5.1. Video placement in HB caches

The goal of placing video contents in the Home Boxwerlay is to minimize the clients’
costs to access them. Indeed, the Home Box isddatthe User Environment which makes it
the closest equipment to end users that can be gadnay SPs. So, considering caching
solution on this equipment will significantly dease latency, save the server and network
bandwidth and accordingly, decrease packet loss.

The video contents placement in the HBs cachesrfepned as follows:

Considering N videos, classified in the order @itlpopularity from 1 to N, only the set of
most popular videodp are cashed in the HBs. Previous works such aslti3,[174]
demonstrated that video popularity fits the zigglidistribution with highly variable skew
factor. Relying on the zipf-like distribution, thobability of requesting the video content of
rankk is:

1/k“

Pv(K) = 05—~ @
i1 /e
Where,a is the skew of the distribution.

In our Model, the video popularity is also reflatia the frequency of the video at the HBs
overlay. The frequency of presence of the most jaopudeos is also evaluated based on the
video popularity with the same skew value. Accogtiinthe more the video is popular, the
more its frequency of presence in caches is bigheen, the probability of presence of a video
of rankk in the HB caches is:

Py (k)

Piup (k) = 5 ———
Zj=l PN(])

(3)

The videos are placed in HB caches in the ordehaif popularity. The most popular are
placed first. For simplicity, we assume that théea popularity is user location independent.
Thus, for each video, the set(d?|HB|(k) * IHBI) HBs that will cache it are selected uniformly
from the ((Z{-‘z‘f Pup (k) )|* HBl) available HBs, withk being the video popularity rank.
Consequently, the most popular videos are thenspesad.

5.3.5.2. Server selection strategy

Our selection is based on the context-aware anys=ser selection strategy explained
previously and relies on a two level filtering pess. Nevertheless, the selection was adapted to
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the new architecture that includes the HB virtaglel. Since the content can be accessed from
both HBs and CP servers in our model, the termvé&sérdesignates both of them in the
following sections.

As detailed in the pseudocode bellow , the SetMaaager selects the closest server, from
the resulting list of the policy-based filteringrieved from the SR, based on accurate metrics
retrieved thanks to an on-demand probing proceash probed server evaluates its load and
returns it to the Service Manager. Based on thd information retrieved from the servers
themselves and the server-to-requesting HB delaijeved from the Network Ressource
Manager (NRM), The Service manager evaluates ttarie (as explained in section 5.3.3.2)
for each server and proceeds to the selection ggodde result will be either the closest HB if
the responding HBs are not overloaded or otherthiselosest CP server.

I‘ * * * * * * *% *% *% *% *% *% * *kkkkkkkkkkkk
SMngr side pseudo code
kkkhkkkkkhkkkhkhkkhhkkkhkhkkkhhkkkhkhkkkhhkkkhkhkkhkhkkkkhkkkk ************/
inputs :
L; /llist of servers provided by the policy-bas ed step
A; /laddress of the local HB

br; //required bitrate for the media session

/lprobe servers to get accurate metrics values
function send_probe_req( L, A, br) {
foreach s 0L do{
send_req(br);

retrieve_delay(s, A) /*retrieve from cache if it exists
otherwise from NRM the delay from s
to the client */
arm timer t;
}

}

/I call the select function if the timer expires
function timet_expire(t) {
/lcheck if the selection hasn't been done
if (Iselected) {
selected = true ;
select();

}
}

[* update the servers context and call the select
function if all the servers have responsed */
function receive_probe_resp(resp, S) {
if (Iselected) {
L[s].load = resp.load;
nb_resp++;
if (nb_resp == L.size()) then{
selected = true ;
select();
}
} else
Ignore response;

}
}
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[*select the HB or the Content Server
that will respond the client */
function select() {
HBdelay = o ;
Sdelay = o ;
selecteHB = NULL;
selecteS = NULL;
foreach s 0L do{
if L[s].type == HB) {
if (L[s].load > 1) then{
L.erase(s);
lelse if (L[s].delay < HBdelay) {
HBdelay = L[s].delay;
selecteHB =s;

} else {
if (L[s].load > 1) then {
L[s].delay = o * L[s].delay * L[s].load ;

if (L[s].delay < Sdelay) then {
Sdelay = L[s].delay;
selectedS =s;
}
}

}

if (HBdelay < =) then {
return selecteHB;

} else {
return selecteHB;

}

[** * * * * *kkkkkkkkkkkkkkkhhhhhhhhhikix

server side pseudo code
kkkhkkkkhkkkhkhkkhkhkkkhkhkkkhkhkkhhkhkkhhkkkhkhkkhkhkkkkhkkkk

inputs :

sum_br; //sum of engaged media sessions bitrates

br; [lthe bitrate of the server uplink

/lprocess the probe request and reurns accurate met
function receive_probe_req(req) {
load = (sum_br + req.br) / br;
send_probe_resp(load); /* response SMngr whith
requested metrics val

5.3.5.3. Video delivery cost

*kkkkkkkkkkhkk

************/

ric values

the
ues*/

An important parameter to measure the video digioh efficiency is the distribution cost.

Since getting the video from neighbour HB is almalgtays less than getting it from a content
provider server, the aim is then to maximize the éiirlay hit ratio (the ratio of request

satisfied by the HB overlay from the total numbé&remuests). Then before deriving the system
cost, we will first derive the HB overlay hit ratigr).

AssumeC the number of clusters formed by the HBs &nithe request rate that represents
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system cost. But first, let us consider the hitordt, of HBs caches for th& concurrent
streamshy, is defined as the ratio of video requests satidfigthe HB caching solution.

As explained in the last section, the requestedoiids accessed from an HB cache only if
the video is present at one or more than one HBi®fsame cluster and the session can be
accepted without exceeding the upload capacityhisf tluster. For this, we assumethe
average number of videos that a HB can stream iallph The average number of supported
streamss; in a cluster for the videbis:

1
Si:E*PIHBl(i)*lHl*n 4)

The number of the preceding requests for the viddouldn't then exceesl — 1. We can
then derive the hit ratib; at thej-th request, as follows:
Vel

z Py () * Pyyp (D)

C if j<S;

i=1

h; = Vpl b ) p ) Si—1
* .
{z M * z Py(@)'* (1 — Py(i))"""t| otherwise
i=1 =0

J

5)

The hit ratio over th& requests is:

1 R
BB = 2> By (©)

j=1
The final expression of hit ratio is then:

R Vel

Si—1
1 Py() * P i .
bRy =2y Y [0 uni® C'”B'(l)*; PG (1 - RO ()

j=1 i=1

Considercy,;, the average cost to access the video from a HBhaq the average cost to
access the video from the closest CP. The totalafasir video delivery model is then:

cost = R* (h(R) * cpp + (1 —h(R)) *c5) (8)

Note that, this cost does not comprise the HBsheaanaintenance. This process is made
offline, in the time in which the traffic decreasésdeed, many works [173] have been carried
to study the user behavior in large scale VoD systand concluded that the user access
follows a clear daily pattern. Another importanhchlusion of this work is that the users’ arrival
rate varies significantly over the day time. Geltgréhe access pattern is subject to important
peaks during breaks, after work and during the waek It is why the maintenance of the HBs
caches is scheduled when the video traffic decsease in the early morning, according to the
study.

118



Chapter 5. A VoD content delivery solution for IP-based medistribution systems

5.3.5.4. Performance evaluation of the anycast server selésh combined with HB
caching

A. Simulation environment

This section presents the evaluation by simulatdnthe video streaming delivery
presented in the previous section. The simulatas lleen done under the Network Simulator
NS2. The network topology is derived from the Sumble Network Design Library (SNDIib)
[175] that count 22 IP backbone networks. We halecsed the FRANCE instance. We kept
the node placement and the link assignment. HowevemMmade our own assumptions on the
service demand and the links capacities have bged fo 2.5 Gbps. To each node, we have
attached 20 HBs with 70 Mbps downlink capacity 8a¥bps uplink capacity. To the HBs, we
have attached 1 to 4 clients with an average diekts per HB. The clients’ connectivity varies
from 0.5 to 100 Mbps. We have also attached fomterds servers, SR and Service Manager
nodes to the highest degree routers with 2.5 Glopsectivity. Figure 5.8 illustrates the
simulation topology.

HE
N12

NT7
()

] Router @ sr © cpPserver

Figure 5.8 Simulation topology.

Concerning the served video contents, we have derexi 500 videos. All videos are
present in each server. A video can be streamebrée resolutions 352x288, 720x576 and
1408x1152 and in three different bitrates for eadolution. The 100 most popular videos are
cached within the HB layer. Each HB can hold twaews. The video frequency at the HB layer
fits the zipf-like distribution. All the 100 videase uniformly distributed among the HBs of the
overall topology in the order of their popularity.

The video popularity is also zipf-like distributioBach client requests one video during the
entire simulation time. The clients’ requests aemagated in a poisson model during 250 s
which is also the video duration. All the videosydhe same duration. For each request, the
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probability to request the video in the three neohs presented above is respectively 1/5, 2/5,
2/5. The video bitrate is selected according tacttent connectivity.

The proposed delivery approach is evaluated indwemarios: the first one with the support
of the 50% of HBs and the second with the suppioallahe HBs (100% of HBs). To evaluate
the approach, we have also compared it to the iseelection without any HB support and the
widely studied Server Load based selection. All gsoenarios are simulated in the same
environment. However, since the server load selectioes not consider any context-aware
features, at most two videos can be served in gedmum resolution to the same HB in order
to avoid rapidly overloaded situations. We have jgarad the four scenarios according to
different metrics, namely: the average server |tlael, RTP path distance in terms of delay and
hops number, and finally the RTP packet loss.

Server load Figure 5.9 illustrates the evolution of the averagever load for the four
scenarios through the simulation time. We cangasitice that the more HBs support the video
delivery, the more the server load is saved. Thexame server charge is just 50% with 100%
HBs support and 60% with 50% HBs support while#ahes the 90% without HBs support and
85% with the server load selection. The system costignificantly reduced with the HB
support.

Packet lossFigure 5.10 clearly shows that our approach avimdses. It also shows that
the higher is the distribution, the less are thabpbilities for packet loss to occur. While the
packet loss reaches the 10% when having all thressesactives under the server load based
selection, it is reduced to 5%, 0.2% and 0.15% udrale server selection and this with
respectively 0%, 50% and 100% HBs support. The ¢taldss decreasing is the result of
avoiding congestion (1) at the user level by coeréidy the user context, (2) at server level by
considering the server load and (3) at networkllbyéringing the contents closer to the clients
and taking into account the delay metric to sefemnh which server the client will access the
content.

Path distance:Figure 5.11 and Figure 5.12 illustrate the patltadise in terms of delay
and number of hops metrics. We can notice thap#ta distance is significantly reduced for
both metrics under our selection approach. Theydelase to 110 ms under the server load
based approach, decreases to around 30, 20 and Gbdar our approach with respectively 0%,
50%, 100% HBs support. This result is due to aerang the delay metric in the metric-based
selection phase and to the HBs support for viddiwaedg. The contents are then closer to clients
and the delays are accordingly shorter. We canadiserve that the evolution of the path delay
is slow under our approach while it increases fgpichder the server load based selection
strategy.
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B. Simulation results
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5.4. A Popularity-based Video Caching Strategy

This solution [197]-[198] extends the latter onetwo ways: i) by considering a peering
CDN that extend the CDN capacity by introducing thHeme-Box (HB) equipment in the
service delivery chain and ii) the design of anpdisla popularity-based video contents caching
strategy. The HBs form then a managed P2P overdy to support CDN servers in the
delivery process. Video contents are dynamicallghed in HBs following users’ demands,
allowing their delivery to End-Users from optimalages. The idea is to leverage the
participating and already deployed Home-Boxes digkhing and uploading capabilities to
achieve service performance, scalability and réiftgbespecially in current context where the
broadband providers are heavily investing to batttheir high speed last mile networks.

Recently, some studies on peer-assisted CDNs hemre iroposed. The great advantage of
such solutions have been demonstrated analytifaig], by simulation [177], or with real
implementation and deployment at a large scale][XJ8r proposal differs from these works by
relying on the User Environment’s storage and cofiviey without directly involving clients’
nodes participation. The peer node, in our modekthe HB that, despite the fact that it is
located in the User’s Environment, it still actstlas always-connected “hub” between the User,
Network and Service Environments, respectively ¢paiapable of shared ownership between
the three actors (End-User, Service Provider, Ne&twRrovider). Therefore, the HB can be
easily managed and monitored by the respectiversacteature that cannot be possible with
End-User terminals. Our model is then a fully masthgodel and consequently overcomes the
issues induced by the P2P part in this kind of idybystem (e.g. free riding, reliability, peer
churn issues, etc.).

Enabling a distributed edge content hosting is iclemed as the next step in content
distribution paradigm [179]. Recent works have gy architectures that rely on boxes
deployed at the edges of the network, close to dJderminals, for live video streaming
services [180]-[181] or VoD services [182]-[183]owever in the latter, video contents are
placed offline, which involves an additional deliyeost. In our proposed solution, the videos
are placed during their consumptions by End-Usleraddition, an efficient spread of video
content copies among the HBs is also considered.HB clustering and cooperation that we
consider in our proposal will also reduce the figy of the video contents replacement in a
single HB cache.

5.4.1.1. Video frequency and spread

The designed caching strategy aims to make avaithiel video contents to the as possible
users’ demand while reducing delays and networkdwadth consumption. Towards this,
meeting the users’ demand is one of the main remugints of our replication strategy; therefore,
the video popularity is one of the most importaatameter considered in our design. The more
popular is the video, the bigger is its frequentyhie HB overlay. As explained previously, the
video popularity is periodically tracked by the Bee Manager. For our analysis, the video
popularity fits zipf-like distribution. Considering/ videos, ranked in the order of their
popularity from 1 taM, video 1 being the most popular, the probabilityo request the video

of ranki is:
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1/i“
it Yia
wherea represents the skew of the distribution. The nunafeHBs that will hold each
video in each cluster is then directly related be trequesting probability of this video.
AssumingN the number of participating HBs to the overlafy, the number of the most popular
videos considered in the caching strategy, the munibof HBs that will cache the viddg is:

A Pu(@®
N; = ceill| —/—* N *C 2)
@ﬁ%m )

whereM,, is assumed large enough so tMahever exceeds.

Py (i) = €Y)

It is important to replicate videos in the overlagcording to their popularity; however,
another important issue is how to better distridbiesn among the HBs. Towards an efficient
distribution, we have used the K-means algorithrddtermine the distance to respect between
any two HBs that will cache the same video cont&iven a set of point®, the k-means
clustering problem seeks to find a Ketf k centers, so thal,cp d(p, K)? is minimized. Thek-
means problem is NP-hard. However, there existeumation algorithms that can be used.

In our case, HBs sub-clusters are calculated foh eddeo following the order of their
popularity. If we consider the viddq, the parameters P arbf the K-means algorithm are
represented respectively by the set of HBs the¢ lemough place in their caches and by\the
HBs that should hold it. Once thé sub-clusters foW; are formed, the maximum distance
between the couples of nodes under each sub-clysigrcalculated and the average of these
distancesl; is assigned td;. d; represents the distance that will separate anpleaef HBs
that will cache the vide®;. At the end of this process, a set of distarfdgsd,, ...,de} are
then assigned to the set of thg, most popular videoS/l,VZ,...,VMp}. Since the HBs are
considered stable components, this process shatldappen frequently. It can be performed
offline when the percentage of HBs that have joimedeft the network exceeds a certain
threshold, identified as a potential threat fortegsperformance.

5.4.1.2. Video placement and replacement

In addition to the video caching frequency, anotiejor design decision is to determine
where and when the video has to be either cachezhmyved in order to be replaced by another
one. Some works [184]-[185] considered that theneaeplacement issue was less important
and the main presented argument is that the camfedarge enough to host most of the
requested contents. However, with the explosivevtirexperienced by multimedia contents,
that are known to require large storage and bartbdwesources, this argument cannot remain
valid and the cache size becomes again a limitiio lbucrative video streaming services. This
limit is all the more important with the adventldéer Generated Contents (UGCs) that bring an
unlimited choice of videos to the Service Providdémaries, since enabling millions of users to
be not only content consumers but also producers.

Before explaining our proposal to video placemert eeplacement issue, we would first
present briefly an overview of cache replacemerhrigues that complete the caching
techniques presented in section 2.3.2.1-C.
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A. Representative cache replacement strategies

Taxonomy on web cache replacement strategies engiv [186]. The latter presents the
following classes:

Recency-based strategiesplace from the cache the objects that have @en bequested
for the longest time. Most of them are extensiohghe well-known Least Recently Used
(LRU) strategy such as LRU-Min [187], PSS [188],WfRSC [189], etc. The latter exploits the
temporal locality of users’ requests as a critfaator for objects purge from the cache.

Randomized strategieare the simplest approach to implement. The aito i®duce the
complexity of replacement strategies without sawn§ quality too much.

Frequency based strategieare based on the frequency replacement factorserhe
strategies are direct extensions of the Least leratyuUsed (LFU) strategy. They exploit the
fact that objects have different popularities e reflected on the frequency of users’ requests
for these objects. The objects popularity can bentaimed for either all objects or only the
objects that are present in the cache.

Recency/Frequecy-based strategiaee more complex strategies that mix recency and
frequency to designate the object that will be remdofrom the cache. Example of such
strategies are SLRU [190], LRU* [191], LRU-Hot [1]92tc.

Function-based strategiesvaluate a specific function that combines diffiéfactors such
as recency, frequency, object size, cost of fetchine object, etc. Most of these factors are
weighted. The weights are commonly deduced fromyeis@aces.

B. Popularity-based video placement and replacemeategy

In this proposal, we aim to design an adaptive emaoperative popularity-based video
placement and replacement strategy. The decisigtatie or replace the video in the cache of
the requesting HB depends not only on the videasiwdre present in the cache of that HB but
also on the contents cached inside its neighbor. HBs set of neighbor HBs is determined
according to the distances calculated in the presvgection.

In order to make the model tractable, we have ntiaeléollowing assumptions:

All HBs have the same storage capacity and uploadectivity, respectively represented
by C andn (n is expressed in term of average simultaneous stqupstreams);

We assume stable the HBs connectivity during alréquests for which we formulate
the HB overlay hit ratio (percentage of requestisfsad by HBS);

The users’ requests are independent and fit a goissodel with a mean rate df
requests per time unit;

The videos length is represented by the mean duarafiT’ time units;

We consider that the HB overlay is already orgahipd. geographical clusters in which
the proposed video replication solution is congdeseparately.

Considering then thgth request for service/content consumption, theddBhes a video
V; if the following conditions are satisfied:

The HB is requesting the vidép, which is estimated by the probabil®y; (i);
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The closest HB that cachds is located at a distance greater thafrom it, which means
that, at request, V; has not yet been cached in the sub-clusteof the requesting HB at a
previous request tp

The HB has either sufficient available cache cdpdo storel/; or at least one of thé
cached videos at its side is less popular tham this case, the latter will be replacediby

More formally, assumingb.(i,j) is the mean probability thd&; had been cached at a
previous requestn to j and had not been replaced {ijl Pb.(i,j) can then be derived as
follows:

In both the initial phase where the HB cache isfabbt(j < C) and the case wherg; is
one of theC most popular videos € C), V; is cached if the following conditions are
satisfied:

V; is requested at (which is estimated bg,, (i)) ;

and V; has not been already cached in the clustef the requesting HB at a previous
request tan (which is estimated b;%— « (1 - P.(i,m));

Otherwise, we derive first the probability thaheitV; hasn’t been cached at any previous
request tgj or V; has been cached at a previous requesb j but has been replaced
beforej. In the first casel; either has not been reques(dd— PN(i)) or it has been
requested but has already been cached in one éfBedahat belongs to the clusigrof
the requesting H@%lm)) As well, the cache of the HB might also be folkaning that
the cache holdé more popular videos thdf before the request. This is estimated by:
(%*ﬁzggpc(z,m))c . In the second case, whéfes cached but replaced befgrghe HB at
request should have in its cach®& more popular videos thdn, which is estimated by
(e Ltyizinan)

To summarize Pb.(i,j) is then:

Jj-1
1 1
j—1§hﬁm*ﬁ@_5@m» if((i< O <0)
m=1 t
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The probability that the videlg is present ik HBs at requestis then:

j—k-1

Cl oy PG DF * (1= PG )
4 = @

P.(i,j, k) = .
Mo Gy PN+ (1= PG )))

inasmuch asV; * L is the maximum number of HBs that can h&}din the whole HB
overlay.
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5.4.2. Cost optimization

The efficiency of a replication strategy is a tradiebetween the service scalability and
quality from one side and the operating cost ofdytem from the other side. To be efficient,
our strategy thus needs to satisfy the maximum lsameous users’ requests by the HB overlay
while keeping quality at satisfying threshold faets. Indeed, making the videos reachable
from the HB overlay reduces considerably the pallayd saves network and server bandwidth
and consequently reduces packet loss. The gohkrstb maximize the HB overlay hit ratio.
Toward this goal, and considering on one hand itje tumber of video contents that constitute
the VoD catalogues (especially with the advent sélUGenerated Contents UGC), and on the
other hand, their extremely variant popularitigs,si important to model the relationship
between the number of the most popular videoswiihbe cached in the HB overlay and the
system cost which is directly related to the HB rtase hit ratio. The way to formulate such
equation thus constitutes a key modeling issue.

To this end, we have derived the HB overlay hitoror the case of finite HB overlay
capacityN and finite numbemR of requests. Considering the hit ratidHB, j) of the j-th
request (wherd < j < R), the request is satisfied by the HB overlay ifl amly if: i) the
requested vided; is present at the HB overlay and ii) the streantiagacity of the cluster for
V; has not been exceeded. Assuspe= N; * n the maximum parallel streams supported by the
HB overlay forV;, A; the average number of requestsifpperT time units in the cluster with
Ai = Py(i) * A+ T /L andM,, the number of the most popular videos that willcaehed in the
HB overlay, the hit rati@(HB, j) of j -th request can be derived as follows:

Assumem the number of requests @y in the lastT" time units/ the number of HBs that
hold V; , the HB overlay is able to serve another reqtasy; if the following conditions are
satisfied:

l is large enough to serve theprevious request fdf; which means thdt> ceil (mTH)

and because a HB can cache multiple videos, thedBs must have served at most
(I * n — 1) videosV; that they have already cached (with< Mp)) :

Note that the two previous conditions are for thsecthatn does not exceed the maximum
number of streams that can be supported by thewdBay. For the case whene exceeds this
value, the request cannot be satisfied by the HBlay since it would be saturated iGr

Then, in the particular case whejféas large enough thati : S; < j (note that ifS; < j then
N; < j), the hit ratioh(HB, j) is derived as follows:
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More generallyh(HB, j) can be derived for the three cases wigan respectively be part
of the three complementary following sets of vidabsequest:

MP1: if j < N/: the number of requests received by the systelesssthan the number
N/ of maximum HBs that can hol#; in the system (number of caches) then the
maximum number of caches gre 1;

MP2: if N/ < j < S :the number of requests received by the systegreister than the
numberV; of HBs that can hold; but less than the numbs&f of the parallel streams
supported by the HB overlay fot, then the maximum parallel active streams supgorte
by the HB overlay fob; isj — 1;

MP3: if S; > j: the number of requests received by the systegremter than the number
S;of the parallel streams supported by the systemVfawhich is the particular case
described previously.

h(HB,j) is then the sum of the three previous cased s$ireceequest are independents and
the cases are complementary :
Py (D) *
1-—

ceil(mTH)—l

h(HB,j) = z -1 Aim

V;€EMP1 et

|
Lo

(6)

ViEMP2 -1

\.
|
\khce%n;l)l)(i.jvl) * \S—Zl*:n k(Nl*s:Zi h(HB,t)) ))))

ViEMP3 Si—1 m=0
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The average hit ratio over tiRerequests is:
1 R
RCHB,R) == ) h(HB.))  (7)
j=1

Now that the hit ratio for the HB overlay is contely derived, let us consider the hit ratio
of the CDN server. Since video content are large,assume the CDN server has a limited
capacity of Cs videos withCs considerably larger thafi. When the video cannot be streamed
by the HB overlay, it is accessed from a CDN seilvitris part of the C; most popular videos
and it was accessed at least once in the prevampeests. The hit ratio of a CDN servés, j)
is then:

Cs
RSN =Y Pu@ (1= (1-P®) ) ®

We have defined the hits ratio of both the HB cagrdnd the CDN server. Now let's
consider the total cost of the system. Assumingibkan cost to access the video from a HB, a
CDN server and a CP being respectivetyz ctcpy andctcp, the total system cost of the
system for thek requests is then:

TCost = R * (h(HB,R) # ctyg + (1 — h(HB, R)) * (h(S,R) * ctepy + (1_A(S, R))ctcp)) )

ctyp is the lowest of the three costs. Therefore, thal system cost is maximized when
the HB overlay hit ratio is maximized. Since we pegticularly interesting on the relationship
between the system cost and the number of the pogpatlar videosVpthat will be cached in
the HB overlay, we gradually increadé, starting at the initial value ofV/C . For each value,
we calculate the total system c@&lost. The valueM, that optimizes the total system cost for
the R requests is obtained wh&@ost(M,) < TCost(M,, + 1).

5.4.3. Performance Evaluation

This section provides the performance evaluatiothefproposed on-line popularity-based
video content replication combined with the twodkwselection strategy explained and
simulated in the previous sections, within the iyl @DN-P2P content delivery platform.

5.4.3.1. Simulation environment

The simulation has been done under NS2. The hl@caicnetwork topology in which we
have simulated our cache strategy was generatdd Brite in the Waxman model. The
generated topology is fully conforming to the atetiure presented. It consists of 200 routers
with constant connectivity of 1Gb/s. The routers ptaced in 5 ASs. In average, 5 HBs are
attached to each router with a connectivity of MB/s. To simulate a real home network
system, 1 to 4 clients are attached to each HB aitionnectivity that varies from 0.5 to 100
Mb/s. We have placed, in each AS, a CDN serven wi2Gb/s connectivity and attached it to
the router with the highest degree (highest nunabeaouters linked to it). The topology also
comprises Service Registry and Service Managerstidd are also linked to the routers with
the highest degree.
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The video catalogue is composed of 10000 videogged in three different formats:
CIF for mobile terminals (352 x 288);
ACIF to provide TV-like quality (720 x 576);
and 16CIF to provide High Definition video conte(td08 x 1152).

The probability to request the video in each forisatespectively 1/5, 2/5 and 2/5. The
video popularity fits the zipf distribution withskew of 7.33.

Only the 1000 most popular videos are cached inHBeoverlay. The others are only
provided by CDN servers.

10000 requests are generated in a poison modeigd@0 min with an average of 400
requests per min, which implies situations of 2p@¢éallel streams. The video duration is set to
5 min. The clients linked to each HB request th®\4ystem 4 to 16 times with an average of
10 requests per HB.

All the HBs participate to the overlay and eachiheim can cache 5 videos and can provide
in average 5 parallel streams. At the beginninthefsimulation, all the caches of the HBs are
empty.

5.4.3.2. Simulation results

In order to evaluate the efficiency of the proposetlition, it is also compared to a pure
CDNs platform composed only with CDN server. The seenarios are simulated in the same
conditions with the same traffic model. The two m@ehes are compared according to the
following metrics: The average server load andddia path delay.
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Figure 5.13HB overlay hit ratio. Figure 5.14Sim3 - Average CDN servers
consumed bandwidth.
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Figure 5.15. Sim3 Average data path delay
A. Overlay hit ratio

The overlay hit ratio, presented in Figure 5.13iresents the ratio of requests that are
satisfied by HBs. As illustrated by the figure tie initial phase of the simulation, the hit ratio
is low. The reason is that the videos were notpfated in the HBs caches. In our cache
strategy, the videos are progressively placed énHBs' caches while they are requested and
consumed by End-Users. After almost three videatthurs (~900s), we can note that the hit
ratio increases continuously until the end of timeusation. Thus, the more the HBs’ caches get
filled with videos, the highest gets the HB overatyratio.

B. Server load

Figure 5.14 represents the average loads of CDxeserWe can note that our approach
saves approximately 70% of the servers’ load attiteof the simulation. In the initial phase of
the simulation, the two loads are almost the saiméevas the HB caches get filled with videos,
the difference between them increases. This resintline with the increase of the HB overlay
hit ratio and permits to show the benefit of outuson towards CDN servers’ load, high
impacting metric in investment strategies for SPs.

C. Path delay

Another system cost metric considered in the evi@naf our strategy is the path delay.
This metric represents the average delay of RT® platkets of all the engaged video sessions
in the system at a given moment. As expected &mtriited in Figure 5.15, the delay is always
lower under our approach. However, the differeneeomes even more significant as the
simulation time increases and the videos are modenaore distributed from the HBs’ caches.
This result is in line with the increase of the B\&erlay hit ratio and permits to show the benefit
of our solution towards the expected quality of theeo service, high impacting metric in
service adoption by End-Users.

We can also mention that our approach does not aeedlditional bandwidth for caching
the served videos in the HBs' caches, since thbkimggrocess is performed while consuming
the videos. Contrary to offline video placementragphes that require additional bandwidth for
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the placement of video contents in caches, thébatadwidth cost of our solution is exactly the
necessary bandwidth for the service/content consamp

5.5. Conclusion

In this chapter, we have proposed a context-awiden\delivery solution to be used within
the proposed Future Media Internet architecturgoManovations consist on the design of (1)
an enhanced service oriented architecture basad/otual Home-Box overlay able to assist the
video delivery infrastructure. The idea is to leage the User Environment capabilities, as well
as the Service/Content Provider features, in omeeach high-efficiency in delivering large-
scale and high quality VoD services. The foreseelntion benefits from the self-scaling
property of the P2P systems, while keeping therobrand quality guarantees of managed
infrastructures; (2) a popularity-based video igilon strategy over the HB overlay that allows
an efficient distribution of the video contents amgdhe HBs cache as well as an adaptive and
cooperative video content replacement strategy;a(Bgfficient server selection strategy that
copes with the video services requirements ancetiteuser experience. Indeed, the proposed
strategy combines multiple filters based on bothtext-aware policies and accurately measured
metrics for selecting the most suitable serveefmh client request.

The evaluation of our proposal through simulatiboves the gain of bandwidth, storage
and service quality induced by such solution. Ad,wee obtained results clearly highlight the
promising aspects of considering the Home-Box rindkbe video delivery chain.

Another advantage of the proposed video delivedyes® is its ability to be easily
integrated in the next generation networks plat®simce the HB is a component stemming
from already deployed home devices (home gateveaytpp boxes).

One issue in the deployment of the proposed infratre and associated solution relies in
its strong dependency to the last mile network uesegs. However, the progress deployment of
Fiber-To-The-Home (FTTH) and the investments magd3Ps in the deployment of more
powerful home gateways and devices encourage sscluon
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Chapter 6

Conclusion

A large-scale context-aware and efficient distidrutof multimedia services over Internet
constitutes a hot research topic. Indeed, the expal growth experienced by these services
along with the diversification of the computing text of End-Users and their higher
expectations for better experience, give rise tayrdemanding challenges.

The solutions presented in this thesis can beifis& two main proposals: (1) providing
large-scale context-aware framework that enablesopalized and context-adaptive multimedia
services and (2) enhancing the current multimedtiblution platforms to achieve scalability
while keeping a quality threshold at satisfyingdefor end users.

In more details, we have made the following comuititns:

- Introduction of a novel architecture for Future Néethternet (within the ALICANTE -
MediA Ecosystem Deployment through Ubiquitous Caot#ware Network
Environments — European project) that aims to ifatdl the deployment of an integrated
Media Ecosystem within Future Internet, where allolved actors (Service/Content
Creators and Providers, Network Operators/ProvidagsEnd-Users) collaborate for the
efficient distribution of rich Media Services, aaddressing the media distribution related
challenges. For the research work presented irthibgs, the focus is put on the User and
Service Environments to enable (1) high qualitwiseis and personalization towards a
better experience from the End Users point of viewd, (2) advanced media delivery
features (including scalability, reliability, conteawareness, low cost, etc.) from the
Service/Content Providers (S/CPs) perspectives.

- Based on the proposed architecture, we have hailtna the novel Home-Box virtual
layer a context-aware framework that supports a&wahge of multimedia services while
achieving scalability. The two main basis of cotd@wareness: context modelling and
context management were covered in two contribstibased on the two mainly used
models. Based then on markup schemes models réhedntribution aimed to provide a
light weight context-aware multimedia framework twihigh responsiveness. In the
second contribution, the context is modeled usingology and rules for more
expressiveness and formality. The aim was to ptbgdeasibility of such models in the
field of large-scale multimedia services. Since ¢batext model support reasoning, this
function is incorporated in the context managementensure context consistency
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checking, high-level context inference and contexire decisions triggering. In the two
contributions a prototype of the context-awaremaigklleware has been implemented.

- Concerning the multimedia delivery, our work hasredocused on the Video-on-
Demand services. The proposed solutions aimed ébleran efficient, scalable and
reliable context-aware VoD delivery. For this thielely used Content Delivery Network
has been enhanced with the caching and conneatajigibilities of the HB virtual layers.
The HB are the organized in a P2P overlay, ensutiug better service scalability,
availability, reliability and quality insurance. Taptimize the benefit of the proposed
platform, efficient anycast-based request redioectlgorithm and adaptive online video
caching and replacement based on the video pofulaave been proposed. The
promising obtained simulation results confirm tiffeaiveness of the proposed solutions.

The work achieved in this thesis constitutes onpag of a global solution for an efficient
Internets multimedia services provisioning overeinet. Several perspectives have then been
identified for ongoing and further work. For enhigcthe context-awareness framework, we
have identified the following directions:

The proposed context model proposed in this thesiedicated to multimedia services
and integrates a wide range of context informatéevant to the latter services as well as
the relations that can exist between them. Howevenjssing feature is our model is the
representation of the confidence of the contexdrmation sources. This feature can be
very important when determining the quality of axitinformation. Conflicts could also
be resolved using some probabilistic models basdtie information.

The realized context-awareness prototype develapddis thesis using ontology had
only the aim to prove the feasibility of such agie within the field of multimedia
services. Ongoing works will then be dedicateduity fimplement our solution and to
deploy it in the HB equipment in order to test ithin a useful and relevant scenario.

Concerning the multimedia services provisioningftiowing works have been planed:

In the video caching strategy proposed in this ithethe granule is the video. The
granularity can be affined, by exploiting the SbéaVideo Coding (SVC) technologies,
to a video layer. This will permit on one hand tsere more availability for basic layer
that are the most consumed and on the other haexptoit the multi-sourcing techniques
that will achieve more efficiency in the networkéé by distributing the load on different
network links. However, the request redirectionodthm and mechanism have to be
enhanced to support the latter distribution scheme.

Since the proposed solutions have only been ewaluby simulation, the next step
consists on implementing the proposed algorithmd emtegrating them in the HB
equipment in order to achieve their evaluationhia large-scale testbed platform of the
ALICANTE project. The latter is composed of a distited multi-domain networking
environment, divided in four autonomous (but coafiee) pilot islands, and based in
different Partner locations. Namely, tAeICANTE system pilot will be geographically
located at the PT Inovac&o headquarters in AvelPortugal; at the FTB headquarters in
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Beijing — China; at the UPB Campus in BucharestomBnia; and at CNRS-LaBRI
Campus in Bordeaux — France [124].

The proposed solutions focused on VoD servicesutfiré contribution is dedicated to
extend the proposed solution to other multimediaises and particularly the IPTV service
(live streaming).An SVC-based IPTV provisioning calso benefit from the connectivity
capabilities of the HB layer and the adaptationatéjties of the CAN virtual layer that is not
addressed in this thesis as well as from the coateareness feature designed in this thesis to
achieve an adaptive IPTV provisioning that aimertbance the user experience.
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Appendix A

Résume en francais de la these

A.l. Introduction

Internet fait partie intégrante de notre vie quetite et les usages que nous en faisons sont
multiples (recherche et échange d’informations, mente, apprentissage, réseau sociaux, etc.).
Un Cependant, cet usage et particulierement mayguBenthousiasme des utilisateurs pour les
services média (ex. Vidéo a la demande, IPTV, h&ée sur IP, etc.). Ces services ont connu
une véritable percée ces derniéres années. D'&ises VNI [1], le trafic vidéo constituera
91% du trafic IP global d’ici 2014. De plus, lemsommateurs sont de plus en plus exigeant sur
la qualité des services demandés. Toujours d'apigs0, 46% du trafic vidéo sur Internet va
étre en qualité HD/3D d’ici 2014.

De plus, avec la prolifération de terminaux mobi{esartphones, tablettes, etc.) et les
progrés rapides et importants que connaissentéssaux sans fils et mobiles, I'attente des
utilisateurs pour des services ambiants et de hguabté est de plus en plus grande. En effet,
d’'un point de vue utilisateur seule la valeur dwise importe, le terminal et le réseau utilisé
pour y accéder ne sont que des moyens pour y accéde

Si cette évolution dans l'usage de I'Internet senibds attrayante, elle impose également
de lourdes contraintes sur son infrastructure ende de montée a I'échelle, de fiabilité et de
performance. Il parait donc aujourd’hui évident dlrternet doit évoluer dans sa taille, ses
fonctionnalités et sa capacité afin de permette ardation et une distribution plus efficace de
services média riches et avanceés.

Dans ce cadre, nous proposons dans cette thesaounvelle architecture, offrant un
environnement collaboratif pour le partage et lasconmation de services média. Cette
architecture repose sur deux piliers : (1) un Emniement Service innovant incluant un nouvel
overlay formé par des passerelles résidentiellédedode nouvelles fonctionnalités ; et (2) un
Environnement Réseaux amélioré avec notamment ensibdité au contenu au moyen
d’overlay virtuel dédiés au transport des flux naédie design de cette architecture inclut
également un Environnement Utilisateur, collaboardc la Home-Box (HB), pour permettre
un acces ubiquitaire aux services. Dans le cadeetie these, nous nous somme intéressés aux
Environnements Service et Utilisateur et plus paligrement a la couche virtuelle, formée par
les HB, partagée entre ces environnements. Nogitams autour de cette couche virtuelle
portent sur : (1) un Framework sensible au contpeenettant de services personnalisés et
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adaptatifs a grande échelle; et (2) une platefopeenettant une distribution efficace et a
grande échelle des services média.

Dans le cadre de la premiére contribution portant la sensibilité au contexte, deux
approches ont été proposées pour la modélisatiangetstion des informations de contexte. La
premiére approche est basée sur les langagesidageaifin d’assurer une bonne responsivité
des services. L'autre approche consiste a modéleserontexte avec les ontologies afin
d’assurer plus d’expressivité et de formalité. Hdiut en traitant des ontologies est de prouver
la faisabilité de cette approche dans le cas de&es médias.

En ce qui concerne la distribution des servicesiaseda solution que nous proposons
introduit les HB dans la chaine de distributionidée est de tirer bénéfices des ressources
(connectivité et espace de stockage) déployéesldan$B pour assister les serveurs dans leur
tache de distribution de contenus et amélioreri &nsiontée a I'échelle, la disponibilité et la
fiabilité des services. Cette solution est accompagd’'une stratégie de mise en cache et de
remplacement des contenus vidéo et d'une stratikgiedirection de requéte pour choisir pour
chaque requéte la meilleure HB ou le meilleur sarpeur la traiter.

Le reste de ce résumé est organisé comme suit. Biousengons par présenter notre
proposition d’architecture pour faciliter le dé@oient de services média dans I'Internet du
futur dans la section A.2. Puis nous présenteransolution de sensibilité au contexte et
particuliérement notre approche basée sur les agigs dans la section A.3. Dans la section
A.4, nous présentons nos propositions pour laibligton de contenus média sur Internet. Nous
présentons ainsi une stratégie de mise en cacleeoel adaptative puis une stratégie de
sélection du meilleur serveur sensible au conteteasée sur le modéle anycast. Nous finirons
ce résumé par une conclusion.

A.2.  Architecture pour I'Internet du futur

Comme mentionné dans la section précédente, aémoldtion qu'a connu l'usage
d’'Internet ces derniéres années, met des contsdirgte strictes sur I'lnternet d’aujourd’hui. I
parait donc évident que ce dernier doit évoluex fbis dans ses fonctionnalités, sa capacité et
sa taille afin de répondre aux attentes des utisa finaux. En effet, différentes limites, liées
au passage a I'échelle, a I'utilisation efficacecdatexte des utilisateurs finaux, au support de
la qualité de service, a la sécurité et a bien tcegupropriétés et fonctionnalités, ont été
identifiées dans I'Internet d’aujourd’hui [3].

C’est dans ce cadre que nous proposons une noaveligecture pour I'internet média du
futur. Cette architecture a pour but de facilierdéploiement de services médias riches et de
qualité et de rendre leur distribution plus effieaet optimale a bien des niveaux. Une
description de I'architecture, de ses composante etes fonctionnalités, est présentée dans les
sections a suivre.

A.2.1. Présentation générale de I'architecture ALICANTE

Dans cette section nous présentons une vue gémsérdiarchitecture que nous proposons
pour I'Internet média du futur. Cette architecturetnmée ALICANTE, comprend plusieurs
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Figure A.1.Vue générale sur I'architecture ALICANTE.
environnements et couches comme illustré danguaefiA.1.

L'environnement Utilisateur offre aux utilisateurs finaux la possibilité densommer des
contenus et services médias personnalisés et Emnsib contexte mais aussi, de créer de
nouveaux contenus et services et de les distribtfaracement a d'autres utilisateurs. Ces
nouvelles fonctionnalités s’appuient sur un profilisateur composé de parametres statiques et
dynamiques caractérisant l'utilisateur et son enviement. La partie dynamique de ce profile
repose sur une évaluation continue de la QoE epdesmetres de QoS a différents niveaux.
Une interface graphique conviviale et multiplatefer est également prévue afin de faciliter
I'exploitation de ces nouvelles fonctionnalités gdas utilisateurs finaux. La plupart des
fonctionnalités de cet environnement sont déplogides les terminaux des utilisateurs qui sont
connectés a la passerelle résidentielle (Home-Box).

L’ environnement Serviceest I'entité architecturale du systeme permettanpallier aux
différentes limitations rencontrées par les foseiss de services/contenus. Il permet a ces
derniers d'offrir des services et contenus ricigseesonnalisés a travers :

- un cluster de serveurs médias (SP/CP servers);
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un registre (Service Registry) pour le maintiers deétas-datas sur tous les services
disponibles;

des fonctionnalités de composition, de gestionymmitoring et d’adaptation afin de
supporter toutes les étapes du cycle de vie dexesr

La couche virtuelle formée par l'interconnexion dd8 a la caractéristique d'étre
commune aux deux environnements, Utilisateur eti&emret facilite ainsi la collaboration entre
ces derniers. La HB peut étre vue comme une éwolutirientée média de la passerelle
résidentielle. Elle intéegre de nouvelles fonctidita telles que le caching, la gestion du
contexte, la gestion, I'adaptation et la distribotdes services est contenus et la gestion de la
mobilité et de la sécurité. Les HB sont organisgeoverlay offrant ainsi une infrastructure
flexible qui peut étre configurée pour une disttibm des contenus médias en mode
hiérarchique unicast ou multicast ou en mode ppaia

L’ environnement Réseaufournit au couches supérieures, un réseau viddaptable aux
besoins des fournisseurs de contenus medias. @etr@mement inclut :

La nouvelle couche virtuelle offrant, au-dessudid&astructure IP, des réseaux virtuels

sensibles aux contenus transportés (VCAN) sur uplosieurs domaines. Ces VCAN

permettent, par des moyens de classification etutia traitements appropriés

(monitoring, filtrage, routage, évaluation de la3Qadaptation dynamique, sécurité, etc.),
d’améliorer la distribution des contenus media.t€ebuche virtuelle est gérée par des
modules dédiés (CANMNgr). Afin de faciliter le dégment aisé et progressif de

I'architecture, un CANMNgr est déployé dans chadomaine.

L’infrastructure IP, sur laquelle sont instanciéss ICAN via son gestionnaire de
ressources réseaux IntraNRM a chaque requéte duMD@N Les fonctionnalités
avancées de l'architecture sont supportées auwniéseau par Les MANE, des routeurs

ameéliorés avec de nouvelles capacités matéridlmnetionnelles.

A.2.2. Conformité de I'architecture ALICANTE avec l'effort de standardisation
sur I'lnternet du futur

L’internet du futur est un domaine emergent etiplus travaux et études sont en cours.
Afin d’homogénéiser la recherche dans ce domaieeFMIA-TT (Future Media Internet
Architecture — Think Tank group) a définit comme date de référence une architecture
Internet de haut niveau orientée média [4]. Cettehitecture couvre la consommation,
I'adaptation/enrichissement et la distribution desvices et contenus médias dans l'internet du
futur. L’architecture est constituée de plusiewsahes :

Un overlay d’application :comprenant les applications qui peuvent utilisarsigurs
services et les contenus ;

Overlay d'informations (I0).comprenant des nceuds intelligents et des serveuiés d
d’'une connaissance sur les contenus et servicéshdés, la stratégie de distribution
(caching, location, etc.) et sur la maniere etedeclonditions d'instanciation des réseaux
de distribution ;
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Overlay sensible aux contenus et services distsilECSAOQO): contenant des nceuds
capables de plusieurs traitements sur les con&traeyvices ;

Infrastructure des fournisseurs de services etagsdSNI) représentant I'infrastructure
offerte par les ISP.

Une comparaison de l'architecture ALICANTE et dudake de référence du FMIA-TT est
présentée dans le tableau qui suit.

FMIA-TT ALICANTE

SNI Environnement Réseau+Environnement Service
DSCAO Couche virtuelle CAN

[@] Couche virtuelle composée par les HB

AL Environnement Utilisateur + Environnement Seevic

Tableau A.1La corrélation entre FMIA et ALICANTE.

En conclusion, I'architecture ALICANTE a été con@reparfait accord avec le modéle de
référence le plus récemment proposé pour les réseédias du futur. Pour plus de détail sur ce
modéle et sur d’autres propositions d’architect@iesi que leurs comparaison a I'architecture
ALICANTE, consultez la section 3.2 de ce manuscrit.

A.3. Framework sensibilité au contexte dédié au déploieamt service
média sur Internet

Un aspect clé de l'informatique ubiquitaire estsknsibilité au contexte. L'idée et de
récupérer les informations de contexte grace adpteurs, de les analyser, de les comprendre
et d’adapter en conséquence le comportement degkeserafin de satisfaire au mieux les
attentes des utilisateurs finaux. L'intérét portéaasensibilité au contexte est d’autant plus
important avec la popularité que connaissent legcgs médias sur Internet. Cependant, cette
popularité et les ressources importantes nécessaiteur adaptation induisent également des
contraintes de passage a I'échelle dont il faut temmpte lors du design d’'un Framework dédié
a ce type de services.

A.3.1. Etatde l'art
A.3.1.1. Définition et modélisation du contexte

Le contexte est uterme générique qui jusqu'a aujourd’hui, n'a pasoende définition
standard et claire. Cela dit, dans le cadre déofimatique ubiquitaire, plusieurs définitions ont
été données au contexte dans la littérature. Upeoelpe trés utilisée dans la définition du
contexte, est celle qui consiste a énumérer lesrirdtions qui peuvent y étre incluses [5]-[10].
Une autre approche consiste a définir le contexte se servant de synonymes tels
gu’environnement ou situation tel que dans [7]1df].[ Dans d’autres travaux le contexte est

défini de maniére plus formelle [12]-[14]. Mais tkfinition la plus générique, largement
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adoptée par la communauté de recherche, est ael@eg [15], [16] qui définit le contexte
comme toute information pouvant servir a caraatéria situation d’'une entité. Une entité
pouvant étre une personne, un lieu ou un objetidérés comme pertinent pour l'interaction
entre un utilisateur et une application, y compulisateur et les applications.

“Context is any information that can be used to reltéerize the situation of an entity. An
entity is a person, place, or object that is coasad relevant to the interaction between a user
and an application, including the user and applicas themselves[15] [16]

Dans [16], Dey dérive aussi la notion de situatota définit comme étant la description
des états d’'entités pertinentes. Cette notion wetgn a donc été reprise dans la plupart des
systemes sensibles au contexte.

Un des fondements de la sensibilité au contextéaasiodélisation du contexte. En effet,
afin de les traiter automatiquement, les informaiale contexte doivent étre décrites de
maniére formelle dans un modeéle de données.

Différents modeles on été utilisés dans la litiiata savoir :
les modeles attribut-valeur décrit dans [21-22] ;

les modéles basés sur les langages de balisageuel&UP [23-25], MPEG-7 [29] et
MPEG-21 [30], CC/PP [31] et bien d’autres encore ;

les modéles graphiques utilisés dans [37-39];
les modeéles orientés objet tel que 'UDC (User Ozdavergence) [40-43];
les modéles basés sur les régles utilisés dangqp4-

et enfin les modeéles basés sur les ontologies sbuasés sur OWL (Ontology Web
Language) [49]. On peut citer comme exemples : CAN&D], COBRA-ONT [51] et
SOUPA [52].

Des études comparatives entre les difféerents medatmtrent que les modéles basés sur
les ontologies sont ceux qui satisfont le mieuxebeigences liées a la modélisation du contexte.
Ce modéle est aussi intéressant de par son lienleaveeb sémantiques.

A.3.1.2. Systémes et Framework sensibles au contexte

La recherche sur sensibilité au contexte date dwtddes années 90 avec I'émergence
l'informatique mobile. Deux travaux pionniers daregsdomaine sont le systéme de badges actifs
[60] congu a Olivetti Research Lab et la cartevacti6l] de Xerox PARC. Depuis, une
multitude de systémes sensibles au contexte orrépbsés. Ces systémes sont souvent basés
sur une information de contexte importante qu’'estldcalisation tel que dans [62],[63].
Cependant, comme le contexte et beaucoup plus 'oierrhation de localisation, certain
travaux, tels que dans [17] et [64], I'ont combawec d’autres informations telles que la date et
I'heure, l'activité et les centres d'intérét detilisateur afin de concevoir des systémes plus
adaptatifs. Ces systémes sont souvent propriétidSpendent des applications pour lesquelles
ils sont congus.
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Pour plus de flexibilité et d’évolutivité, d’autrésavaux, tels que GUP [23], UDC [40],
Context Toolkit [69,15], SOCAM [70] and COBRA [5C}ECAST [71] se sont focalisés sur la
conception de Framework permettant un prototypdge m@pide et plus facile d’applications
sensibles au contexte.

Ces Framework offrent souvent les fonctionnalitésamtes :

la capture des informations de contexte par detegepphysiques, logiques ou virtuels ;

une API permettant de récupérer les informationsoiéexte de maniere transparente ;
la modélisation et le stockage des informationsalgexte ;

le traitement des informations de contexte qui dasen linterprétation des
informations bas niveau et dans certains systeiiméérénce de nouvelles informations
de plus haut niveau ;

et enfin, la distributions de ces informations datexte aux différentes applications afin
gu’elle adaptent leur comportement en conséquence.

A.3.2. La sensibité au contexte dans I'architecture ALIGNTE

Comme mentionné dans la section précédente, undodetionnalités essentielles de
I'architecture ALICANTE est la sensibilité au coxtie qui est a la base de la personnalisation et
de l'adaptation des services média. Cette fonctibitgnest principalement implémentée par
I'overlay des HB afin d'assurer la propriété degaag a I'échelle.

La HB est donc améliorée avec les fonctionnalitigastes :

le traitement et la gestion du contexte provenasg différents environnements de
I'architecture ;

la personnalisation et I'adaptation des servicesostenus média afin de pallier a la
grande hétérogénéité du contexte ;

la gestion des sessions des utilisateurs et afgstiaisi certaine tache de signalisation aux
serveurs du SE telle qu'assurer une mobilité deiaedransparente entre les différents
terminaux de I'utilisateur ;

et enfin, pour garder le systéme sous contrle, ptegrammes de monitoring sont
installés dans tous les noeuds du systeme.

Le déploiement de ces fonctionnalités de maniéstridiuée dans les HB a différents
avantages :

relever les terminaux légers de certaines tachesraignantes en ressources comme
l'inférence ;

assister les serveurs de I'Environnement Service ges fins de passage a I'échelle ;

intégrer les services média sur Internet aux sesvibmotiques déployés dans le réseau
domestique ;
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- la HB est un élément partagé et facilement attdignpar les différents environnements
de l'architecture. Elle consiste donc un élémeiaidvers lequel les informations de
contexte peuvent converger.

A.3.3. Framework basé sur les ontologies

Dans cette contribution, nous proposons (1) unelagie regroupant une grande variété
d’'informations de contexte et (2) un Frameworknpettant aux services média sur Internet de
bénéficier des fonctionnalités de sensibilité antexte et d’adaptation grace a un middleware
déployé dans les HB. Basé sur l'inférence, ce reiddre permet d’acquérir les informations de
contexte de différentes sources, de les intégl@base de connaissance hébergé dans la HB, de
raisonner sur cette base pour inférer des situmgdrenfin de fournir 'Environnement Service
avec les informations de contexte pertinentes qut @tre utilisées dans le phase de découverte,
d’'invocation et d’adaptation des services

A.3.3.1. Modéle de contexte basé sur les ontologies

La représentation du contexte dans un modele deédsnest nécessaire a son traitement
par des agents logiciels. Parmi les modéles deéseptation de contexte, les ontologies
devraient jouer un rbéle majeur dans le domaineadsehsibilité au contexte. La définition la
plus citée des ontologies, donnée par Tom Grubg}, @éfinie les ontologies comme une
spécification formelle et explicite d’'une concepigation partagée d’un domaine d’intérét. Les
ontologies offrent donc un moyen de représentenétiement la sémantique des informations
de contexte en termes de concepts et de rbles. lidéele avec les ontologies, les agents
logiciels ne font pas qu'interpréter ces informasionais peuvent également les comprendre et
en tirer des conclusions comme le ferait un humain.

Dans le modéle que nous proposons, les informatiensontexte sont classées comme
statiques ou dynamiques. Le contexte dynamiqueouggrles informations qui caractérisent la
session. Ces informations sont amenées a charggrefnment tout au long de la session. Les

informations de contexte statiques sont égalememnées a changer mais beaucoup mois
fréquemment.

Pour notre modéle, nous avons identifié six entgésériques que nous considérons
communes a tous les domaines. A savoir, I'utilisgatde terminal, le réseau, le service,
I'environnement et la session. Les cing premienscepts sont classés comme statique et le
dernier comme dynamique. Chacune de ces entitéenssiite décrite et étendue avec des
concepts et relations additionnels liés au domdige services média. L'entité utilisateur est
alors décrite avec plusieurs profiles décrivantidésmations d’ordre général sur l'utilisateur,
sa souscription au service, ses contacts, sornatffil, ses informations d’authentification, et
enfin ses préférences ; le terminal est décrit @escinformations caractérisant le matériel qui
le compose et les logiciels qui y sont installésiesi de suite.

L’'ontologie est donc a deux niveaux: une ontolpgie haut niveau, composée des
concepts générique et des relations entre eux ebatologie dédiée aux services média qui
étend la premiére pour un meilleur support de ceegde services par le Framework.
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Pour plus d’expressivité, le modéle inclut auss tigles. Ces derniéres permettent une
inférence qui débouche sur le déclenchement desidasi de personnalisation ou d’adaptation
des services. En effet, ces décisions reposertsunformations de contexte de haut niveau,
gui sont obtenues par un raisonnement basé sogitguke descriptive exprimée dans I'ontologie
et les régles.

Concernant le langage, notre proposition d’ont@ogist basée sur la recommandation du
W3C pour le web sémantique, a savoir OWL (Ontoldgsb Language)[49]. Pour des raisons
d’interopérabilité, nous nous sommes basés sur @W¥148] pour la modélisation de I'entité
service et de DL-safe SWRL [149] pour la repréd@mades régles.

A.3.3.2. Middleware pour la sensibilité au contexte

En se basant sur le modéle de contexte et en oddlin avec les autres composants en
charge de la gestion et de I'adaptation des sexvieemiddleware en charge de la sensibilité au
contexte permet un accés ubiquitaire aux servioes les utilisateurs du réseau domestique. I
constitue donc une entité intermédiaire ente ledymteurs du contexte pouvant étre situés dans
les différents environnements de [l'architecture le$ consommateurs du contexte. Le
middleware est composé de composants fonctionngiargs :

le Context Formatteren charge de la validation et de l'intégration déermations de
contexte dans I'ontologie, abstrayant ainsi I'hégénéité de leurs sources ;

la base des connaissances comprenant I'ontologiévdét le contexte et les régles ;

le Context Manageen charge de maintenance de la base de connaissaahe processus
de souscription/notification a base d’événementpguimet de fournir les consommateur
du contexte avec les information voulue.

et le moteur d’inférence qui raisonne sur la basecdnnaissance pour inférer de
nouvelles informations de contexte de haut nivadawaont déclencher des décision sur la
personnalisation et I'adaptation des services

A.3.4. Implémentation et evaluation du middleware

Un prototype du middleware précédent a été impléénen Java 1.6. Nous avons utilisé les
API| Protégé-OWL et SWRLTab pour I'interfacage etanipulation de I'ontologie modélisant
le contexte ainsi que pour générer des événemartsrdigurant detisteners L'inférence est
réalisée par le moteur d’inférence Jess qu'on l®NVRL Tab. Le middleware a été ensuite
déployé dans une HB avec un processeur Intel (R)(TM)2 Duo et 4GB de RAM.

Avec un ficher OWL, décrivant I'ontologie, compodé 40 classes, 91 propriétés, 327
instances et 17 regles. Nous avons estimé le telmpshargement de I'ontologie a environs
903ms et le temps nécessaire a I'inférence a 350ms.

Les résultats montrent que le temps nécessaiefé@rénce reste acceptable dans le cas de
services média vue que les processus de monit@ind’adaptation de ces services ont
habituellement des périodes plus longues. Le tetepshargement quant est plut6t long, mais
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comme ce processus est réalisé a la phase disatiah du systeme, il n'entrave pas la
réactivité de ces services.

A.4.  Solutions pour la distribution des contenus medias

Les plateformes de distribution de contenus médrialrternet peuvent étre classées en
deux catégories : (1) les plateformes gérée intéglas fonctionnalités permettant d’assurer la
QoS et (2) les plateformes non gérées dites befirt evec aucun contréle sur
I'approvisionnement en ressource et par consécuena QoS/QOE.

Dans la premiére catégorie, les solutions sontvesttu propriétaires malgré [I'effort
considérable de plusieurs groupes de standardisafi® que I''TU-T, 'ETSI TISPAN IPTV, le
3GPP MBMS, etc. En effet, la plupart des opératsorg aujourd’hui capables de fournir des
services triple-play (téléphonie, acces InternefPav), mais en s’appuyant sur des solutions
propriétaires fermées qui ne sont accessible gpeisléeurs propres réseaux. Un exemple de ce
type de plateformes est Microsoft Mediaroom IPT\atfrm [75], utilisé par plus de 40
opérateurs leadeur de par le monde. Cependantiafirermettre un déploiement plus facile et
une meilleure interopérabilité, plusieurs standgydur I'lPTV, tels que TISPAN IPTV [79]-
[80], ITU-T FG IPTV [81]-[82] ou la spécificationedOpen IPTV Forum [83] ont émergé. Le
but étant une intégration aisée de I'lPTV dansatekitectures de types NGN.

La deuxieme catégorie quant a elle inclut esséerieint les CDN et les réseaux pair-a-
pair. Ces deux plateformes ont I'objectif commun pissage a I'échelle. Cependant leurs
designs différent significativement ; et cette d@iéince se reflete directement sur la
performance, la charge, et la stratégie de réicat adopter.

Le caching et la réplication sont deux techniquesnmaunément utilisées dans les
plateformes de distribution de contenus de typst effort La mise en cache des contenus les
plus populaires & des nceuds stratégiques sur dafeodu réseau, prés des utilisateurs finaux,
permet un accés plus rapide tout en optimisanbte@mmation de bande passante au niveau
réseau et serveurs. D’'un autre coté, la réplicgt@met de maintenir les contenus distribués sur
ces différents nceuds sous le controle des fournissie services et contenus.

Les avantages de ces techniques sont donc multiples

D’un point de vue réseau, ces techniques permatterdduire le trafic et par conséquent,
d'éviter des situations de congestion et d’améliaiasi la performance des réseaux de
transport ;

D’un point de vue fournisseurs de services et carggeces techniques réduisent la charge
sur leurs serveurs et améliorent la disponibiligé fiabilité et la réactivité de leurs
services. Elles permettent également de réduirediess de distribution ;

Et enfin, d'un point de vue utilisateur, elles pettant un accés plus rapides aux services
et ainsi une meilleure expérience.

Cependant, l'optimisation des avantages de ces nitpobs entraine plusieurs
problématiques. A savoir, le placement des cadhesopération entre caches, quels contenus
doivent étre mis en cache, quand et dans quelssdes mettre, quand les remplacer, quel
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cache doit répondre a une requéte d'un utilisatetar, Dans cette these, nous nous sommes
particulierement intéressés a deux problématigleesedirection des requétes des utilisateurs
et I'élaboration d’une stratégie de mise en cache.

A.4.1. Modele de redirection de requétes sensible au corte basée sur I'anycast

Dans cette section nous présentons notre modéleditection de requétes. L'innovation
de notre approche consiste en un algorithme adlagéatedirection de requéte a deux niveau
considérant a la fois le contexte coté utilisatesgmveurs et réseaux de transport dans la
sélection du meilleur serveur pour traiter une éeguitilisateur. En effet, notre approche repose
sur un premier filtrage basé sur le contexte atiéisr puis un second basé sur distance réseau
qgui combine deux métriques : le délai de bout eut lsd la charge des serveurs. Le serveur
sélectionné n’est pas forcément le serveur le ptashe en termes de nombre de sauts ou de
délais. Par contre, c’est le serveur qui offrirankilleure QoE possible.

A.4.1.1. Anycast — état de l'art

L'anycast a été défini a I'origine au niveau résgil] comme un service qui permet a un
héte de se connecter & un membre, probablemeneileeun, d’un groupe d’hotes servant la
méme adresse anycast. Le groupe est formé de ressaifrant un méme service.

Des challenges techniques inhérents a la séledtioneilleur serveur ont fait que I'anycast
au niveau réseau ne fut jamais déployé. En efeetmodéle présentent plusieurs limitations,
telles que I'allocation d'une plage d’adresses pg@mycast, la nécéssité de routeurs supportant
I'anycast, la non possibilité de prise en comptefdimations de contexte et la nature sans états
d’IP, rendent son intégration, dans des infrastimest existantes, difficile. Cependant, quelques
recherches ont été basées sur ce modele. [16616&] e sont concentrés sur le design
d’algorithmes de routage se basant sur des routectits. [168] et [169] proposent des
infrastructures basées sur des proxys.

Les limitations de l'anycast tel gu'il est définu aniveau réseau ont poussé a définir
'anycast au niveau applicatif. Dans [101]-[108][£D2], les auteurs définissent I' anycast au
niveau applicatif comme un service permettant dppar un nom de domaine anycast a une ou
plusieurs adresses IP en se servant d’'un nceudnédaire. Ce genre d’approches supporte
bien la délivrance de services internet distribaésie requiere pas de changement dans les
infrastructures actuelles. Quelques papiers te¢s[A3] et [170] explorent ce sujet dans le
cadre de la distribution de services média.

A.4.1.2. Mécanisme de redirection de requétes

Notre mécanisme de redirection de requétes a padud bffrir aux utilisateurs finaux un
service de distribution de contenus vidéos effictceansparent. Ce mécanisme est basé sur le
modéle anycast. Le Service Manager SM et le SenRagistry SR hébergés par
I'Environnement Service collaborent pour mappediésse anycast affectée au service a
I'adresse du meilleur serveur pouvant répondreeérequéte utilisateur.
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La communication entre les différents acteurs iitsieserveur, SM et SR) se fait via SIP

(Session Initiation Protocol) [171], un protocole signalisation dédié au contréle de sessions
média. Le dialogue passe par différente phases :

Publication des services nous considérons dans notre travail que lesesesvpeuvent
avoir des contextes hétérogenes et fournir desepast avec des caractéristiques
différentes. Chaque serveur doit donc publier samtexte et la liste des contenus gu'il
peut fournir avec leurs caractéristiques via urguéee SIP Publish.Ces informations
sont maintenues au niveau du SR.

Sondage des serveurspour maintenir les informations de contexte dyitpes des
serveurs comme leurs charges, ces derniers peétrensondés de fagon proactive ou
réactive. Cependant, le sondage proactif n'assaee l@ validité de I'information au
moment de son utilisation & moins de minimiserdequle du sondage. Ce qui résulterait
en une charge plus importante sur le réseau eelegurs. De plus, une des métriques
utilisées dans notre cas est le délai entre leegeret le client. On a donc besoin de
transmettre au serveur l'adresse du client pouerdbtette métrique pour une requéte
donnée. Le Sondage des serveurs se fait via I&teglP Option

L'établissement d’'une session vidéo se fait comuie: s

Nous supposons que les serveurs auront préalatigmeétié leurs contenus selon le
processus de publication décrit ci-dessus aupr&Rdu

Le client essayant de d’accéder au service vididie inne session avec une requéte SIP
Invite & I'adresse anycast en spécifiant la vidémandé mais aussi ses informations de
contexte.

La requéte du client est alors routé au SM quidait envoyer une réponssIP
temporaire 183 ;

Le SM entre alors dans de processus de sélectiomadlleur serveur en faisant un
premier filtra

Ge en collaboration avec le SR qui sera basé sworigexte utilisateur puis le résultat est
filtré dans une seconde étape, en se basant surétnmgue réseau obtenue grace au
sondage des serveurs, afin de sélectionner leaueskerveur ;

La requéte de l'utilisateur est ensuite transférée serveur qui répond au client avec une
réponseSIP 200 OKafin de lui confirmer I'établissement de la sesséd commence le
streaming du contenu demandeé.

A.4.1.3. Algorithme de sélection du meilleur serveur

Comme expliqué auparavant notre approche de distiibde contenus média repose sur

la sélection dumeilleur serveurparmi un groupe anycast. Paeilleur serveur nous sous
entendons le serveur non surchargé qui répond auxnaux contraintes liées au contexte du
client ainsi qu'au réseau de transport, toujounssdan but d’offrir aux clients la meilleure
expérience possible. Afin de permettre ceci, l&d&@n du meilleur serveur passe par deux
phases : une premiére phase ou les serveurs #okg Bn se basant sur des régles, puis une
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seconde phase ou le meilleur serveur est séleétison la base d’'une métrique réseau. Ce
processus de sélection a deux niveaux est déastaaqui suit.

A.4.1.4. Filtrage base dur les régles

Le SR maintient la liste de tous les contenus vidierts par le service de VoD. Pour
chaque contenu, il maintient la liste des réplicas I'hébergent et les métas donnés le
décrivant.

Au moment ou le client demande un contenu, il elasis sa requéte ses informations de
contexte (la bande passante dont il dispose, lestégistiques de sa machine, etc.) ainsi que ses
préférences. Ces informations sont encapsuléesléaasps de la requéte SIP Invite qui initie
le service. A la réception de la requéte par le &8, informations sont envoyées au SR qui va
filtrer les contenus qu’il maintient, a base deleggrédéfinies, pour n'en garder que ceux qui
répondent bien au contexte de I'utilisateur. Demngpdes de couple d’informations pouvant étre
mappées sont : la résolution de I'écran du termitiéisateur et la résolution de la vidéo, la
bande passante dont dispose l'utilisateur et lathitde la vidéo, etc. La liste des serveurs
hébergeant ces contenus est alors retournée au SM.

A la fin de cette étape la liste des serveurs fhy&agt des contenus qui correspondent bien
au contexte de l'utilisateur est alors sélectionnée

A.4.1.5. Filtrage basé sur des métriques réseaux

L’objectif de cette étape est de sélectionner pdantiste des serveurs construite a I'étape
précédente le serveur (le meilleur) qui traiteradgquéte de l'utilisateur. Cette sélection est
basée sur I'évaluation d’'une distance combinant métriques réseaux. Le choix de ces
métriques est dépendant du service traité etdadfté de ce choix a des conséquences fortes
sur la qualité ressentie au niveau utilisateur.

Comme le service traité dans ce travail est leisere VoD, connu pour étre trés sensible
aux pertes et au délai, I'objectif premier de ngtr@cessus de sélection est d'éviter la
congestion et ce a tous les niveaux. Dans la phr@sgdente nous avons traité le probléme de
congestion au niveau du client en considérantrdesmations de contexte. Dans cette phase,
nous traiterons de la congestion au niveau se®feau niveau réseau. Par conséquent, le filtre
définie dans cette phase est basé sur une fonptiadérée impliguant deux parametre : la
charge au niveau du serveur et le délai entre mkewseet le client. La combinaison de ces deux
métrique permet d’éviter la congestion (1) au aiveserveur en évitant la surcharge des
serveurs, et (2) au niveau réseau en essayantril@igg@r le délai courant entre le serveur et le
client. L’évaluation de cette fonction se fait comsuit au niveau de chaque serveur :

F(A.Rb),
d,, =delayA,).

it ([Zn: Rbr, +Rbrcj/br <1J then {

d

return st
lelse {
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return _(a Od,, D((z Rbr, +Rbrcj/brn;
i=1

Les serveur de la liste résultant de I'étape préctadsont alors sondés afin de récupérer
pour chacun d’eux I'évaluation de la fonctidh. Afin de pouvoir effectuer cette évaluation les
parametres de la fonctidp, A; représentant I'adresse du clientRdir, représentant le bitrate
demandé par ce dernier, sont fournis aux servemdés dans la requésP Option D’'un autre
coté chaque serveur doit également réévaluer sgecldachaque initiation ou terminaison de
session. La charge courante du serveur est évedndme suit :

joad =Y’ Rbr, /br 1)

Ou n est le nombre de sessions actives auxquellegticipe, Rby est le bitrate de la
session andpr est le bitrate du lien montant du serveur.

Nous remarquerons que tant que le serveur n’estyprabarge, seule la métrique dedij
est considérée dans I'évaluation de la fonctforafin de toujours sélectionner le serveur le
plus proche,mais dés que le serveur est en situation de sgehkar priorité données aux deux
meétrique est alors inversée afin d’éviter les senrvsurchargés.

Aprés réception des distances évaluées par legwersondés, le meilleur serveur est
sélectionné comme suit :

F,(A, Rbg) =min,...(F (A.,Rbp)) (2)

Ou mest le nombre des réponses recues. On notera™guéest pas nécessairement égal
au nombre de serveurs sondés. Si le timer limlatemps du processus de sondage expire, le
meilleur serveur est sélectionné parmi ceux quré@pondu.

A.4.1.6. Evaluation de la stratégie de sélection

Dans le but d'évaluer l'efficacité de notre strigégle mise en cache nous l'avons
comparée a la sélection aléatoire. Les deux s@masit été simulés dans le méme
environnement sous NS2 avec la méme topologie que avons généré avec le générateur de
topologie Brite. A cette topologie nous avons &tfa&00 serveurs. Nous avons également
utilisé le méme modele de trafic et le méme cataagpnstitué de 10 vidéos de 5min chacune.
Les vidéos peuvent avoir des caractéristiquesrdiftés d’'un serveur a un autre. Nous les avons
particulierement différenciées selon trois criterkesrésolution, le bitrate et la langue.

Les deux scénarios ont ensuite été comparés séfénedte métriques comme indiqué
dans ce qui suit.
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Figure A. 3.Variance de la charge des Figure A.2.Perte moyenne sur toutes les
Serveurs. sessions actives.
Métriques Anycast Aléatoire
Correspondance au contexte 100% 33.7%
utilisateur
Charge supplémentaire duela 74.59 KB 1.72 KB
la signalisation
Rendement du service 219.8 MB 203.14 MB
Connexion inter-AS 0% 78.5%
Temps de réponse moyen 1.05s 0.02s

Tableau A.2Quelques résultats additionnels.

Comme illustré dans la figure A.2, aucune situatilensurcharge n’est enregistrée avec
notre stratégie de sélection contrairement & kasténario ou 17% de surcharge en moyenne
sont enregistrés au moment ou toutes les sessiohadives.

C’est important d’éviter des situations de surchargis c’est tout aussi important de bien
répartir la charge sur les différents serveurs.figare A.3 reflete bien la maniére dont la
répartition est effectuée dans notre processugldetmn. On remarque bien gu’il y a deux
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phases dans la simulation. Dans un premier tengss dn intervalle [0s ,137s], la sélection

aléatoire connait une variance moins importantedguns notre sélection. Cela s’explique par le
fait que dans notre sélection nous donnons laifgiarla métrique délai tant que les serveurs ne
sont pas proches d’une situation de surcharge. dauis un deuxieme temps [137s, 250s], la
variance continue a augmenter avec la sélectioatauté alors qu’elle diminue sous notre

sélection. Ceci est le résultat de l'inversement pdierité prévue dans notre sélection a

I'approche d’'une situation de surcharge.

Une métrique, trés importante également dans ledeaservices VoD, est le niveau de
perte. Nous remarquons (cf. Figure A.5) que lesepesont presque nulles sous notre sélection
Durant toute la durée de simulation. Contrairendelat sélection aléatoire qui approche les 35%
durant presque toute la durée de simulation. Icaffité de notre approche est le résultat de la
prise en conte de la congestion & tous les niveAuxniveau du client en considérant son
contexte dans la premiére phase de sélection,vaauidu serveur, en prenant comme une des
métriques de sélection la charge des serveurs fat an niveau réseau, en sélectionnant
toujours le serveur le plus proche tant que celui‘est pas surchargé. On peut dailleurs
remarquer (cf. Figure A.4) que les serveurs chaisig ceux qui correspondent aux chemins les
plus court. En effet, on peut remarque une difféeesignificative a la fois en terme de délai
gu’en nombre de sauts entre les deux scénarios.

Les résultats de simulation montrent bien l'effitdode notre approche. Nous avons
également évalué la stratégie de sélection dueneiierveur que nous proposons dans un cadre
d’infrastructure hybride ou les serveurs et lesddBaborent pour distribuer des contenus vidéo
et en la comparant a une stratégie se basant stiralge des serveurs (la stratégie la plus
utilisée dans les papier de recherche) et lestedésudn confirmés ceux décrit dans cette section
(cf. Section 5.3.5).

A.4.2. Stratégie de mise en cache basée sur la popularité

Dans ce travail, nous nous sommes placés, comi@mEtédemment, sur une plateforme
hybride. Un overlay formé de HB en mode pair & pént assister les serveurs d’'un CDN
traditionnel dans la fonction de distribution dentemus vidéo a la demande. Ce type de
plateformes est considéré comme la prochaine é&tape le paradigme de la distribution de
contenus [179]. Quelques travaux récents ont égaleproposé des solutions reposant sur des
passerelles déployées sur la bordure du réseaulgdive streaming [180]-[181] ou la VoD
[182]-[183]. Cependant ces travaux proposent digigns de mise en cache offline nécessitant
un colt supplémentaire pour la distribution degeogisur les caches. Dans I'approche que nous
présentons ici, la stratégie de mise en cacheoesier évolutive et réactive. Les contenus vidéo
sont donc mis de maniere dynamique dans les cacinda base de leur popularité et seuls les
contenus les plus populaires sont sujets a la eiseache dans I'overlay. Le détail de la
stratégie est donné dans les sections qui suivent.

A.4.2.1. La fréquence des vidéos dans les caches.

Le but premier de cette stratégie est d’assurendatée a I'échelle du service VoD. La
popularité des contenus vidéo est donc un paranmep@rtant dans le design de notre stratégie.
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Plus la popularité d’'un contenu vidéo est grandies pa fréquence dans I'overlay des HB est
grande. La popularité, dans notre cas, est évalugeniveau global par ervice Mngr.

Il a été prouvé dans plusieurs travaux de rechegcieela popularité des vidéos suit une
distribution zipf. Classées dans l'ordre de leupydarité de 1 a M, la vidéo 1 étant la plus
populaire, la probabilité de demande de la vidéde rang est évaluée a :

1/i‘1
kM=1 1/ka
Avec a une constante évaluée 0.733. Le nombre de HB opi kébergei; est donc
directement proportionnel a cette probabilité. Epposant que le nombre de HB formant
I'overlay estN, le nombre de vidéos les plus populaires, cong@gpar la stratégie de cache,
estM,, la capacité d'un cache &set le nombreV; de HB qui hébergeroit est évalué comme

suit :

Py (i) = €y

. Py (D)
N; = ceil | —————*N = C (2)
ijpl PM(])

Avec M, supposé assez grand pour diy@e dépasse jamais
A.4.2.2. La répartition des vidéos sur les HB de I'overlay

La prise en compte de la popularité des vidéos taweslcul de leurs fréquences est un
facteur déterminant pour l'efficacité de la stragéde mise en cache. Cependant, si toutes les
copies d’'une vidéo se retrouvent sur des HB vossite stratégie perd de son efficacité. Une
distribution efficace sur I'ensemble des HB de éday est donc tout aussi importante.

Dans ce travail, nous utilisons I'algorithme k-mgaour déterminer la distance a respecter
entre chaque couple de HB hébergeant des copiee diéme vidéo. Pour chaque vidéo
I'overlay des HB est donc partitionné éf clusters. Pour chaque cluster ainsi formé, orutalc
la distance maximale entre tous les nceuds deuxnd da moyenne de ces distances, qu'on
nommerad;, est assignée a la vidép. Toutes les HB qui hébergeroitseront donc a une
distance supérieure ou égaleda Ce processus est reiteré pour Mg vidéos les plus
populaires, dans I'ordre de leurs popularités.

A.4.2.3. Placement et remplacement des vidéos

En plus du calcul de la fréquence et de la répartides vidéos, un autre aspect majeur
dans le design d’'une stratégie de caching estida pge décision sur le placement d’'une vidéo
dans le cache d’'une HB ou de sa suppression pawmplacer par une autre vidéo. Dans ce
travail, le placement des vidéos se fait comme:suit

En considérant I£™ requéte, la HB générant cette requéte mets la¥iddans son cache
si les conditions suivantes sont satisfaites :

La vidéo demandée dans la requéte esthiere qui estimé &, (i) (la stratégie de mise
en cache est une stratégie on-line) ;

La HB la plus proche hébergedfitest a une distance supérieure ou égale a
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La HB a suffisamment de place dans son cache pquacerV; ou au moins une des
vidéo de son cache est moins populaire gueDans ce dernier cas cette vidéo est
remplacée par;.

Plus formellement, nous avons estimé la probabilééprésence de la vidép dans le
cachePb, (i,j). Ce qui impliquerait qué&; ait été mise en cache a une demande antérieare a |
requétg et gu’elle n’ait pas été remplacée entre tempsaiparautre vidéo.

Et grace a cette probabilité nous avons pu estimdiit ratio de I'overlay des Hb(cf.
Section 5.4.).

A.4.2.4. Optimisation du colt

L'efficacité d’une stratégie de réplication estaompromis entre d’'une part, sa montée a
I'échelle et la qualité des contenus distribuéd’atitre part, le colt de cette distribution. Pour
étre efficace, la stratégie de réplication, pré&seriti, doit donc satisfaire le maximum de
requétes simultanées par I'overlay des HB tout amtenant la qualité des contenus distribués
a un seuil satisfaisant pour les utilisateurs. &msilérant donc, d’une part, le nombre de plus
en plus grand des vidéos dans les catalogue, tadicyiérement avec l'avénement des
contenus UGC, et d'autre part, la capacité finiesggtéme en connectivité et en stockage, il est
important de modéliser la relation entre le nondeevidéos les plus populaire a stocker dans
I'overlay et le colt de distribution du systéme gsii directement lié au hit ratio de 'overlay des
HB. La valeur optimale dé/,, est donc obtenu en 'augmentant graduellementadealeur
initiale deN/C et de calculer ainsi pour chaque valeur le coldisieibution du systéme jusqu’a
I'obtention de la valeur minimale de ce dernier.

A.4.3. Evaluation de la stratégie de mise en cache

Dans le but dévaluer l'efficacité de notre stra@égle mise en cache, nous l'avons
comparée a un modéle de CDN traditionnel. Les deéxarios ont été simulés dans le méme
environnement sous NS2 avec la méme topologienque avons géenéré avec le générateur de
topologie Brite, le méme modéle de trafic et le rmé&atalogue constitué de 10000 vidéos de
5min chacune. Nous les avons ensuite comparé déférente métriques comme indiqué dans
ce qui suit. Les figures A.6, A.7 et A.8 présententrésultats des simulations.

Comme illustré dans la figure A.6, le hit ratio ltmverlay des HB est bas dans la phase
initiale de la simulation. Ce qui est di au faiedes vidéos ne sont pas encore placées dans les
caches des HB, vue que dans notre stratégie de emseache les vidéos sont mise
progressivement dans les cache au moment ou eleéslemandées. Apres approximativement
trois fois la durée d’une vidéo (~900s), le httadaugmente de maniére continue jusqu’a la fin
de la simulation. On peut donc conclure que plasHB hébergent des vidéos plus le hit ratio
de l'overlay augmente.
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Figure A.5.Délai moyen des chemins empruntés par les vidéos.

Figure A.7 représente la charge moyenne des sendurCDN en connectivité. Nous
pouvons remarquer que notre stratégie permet degarder jusqu’a 70% de la bande passante
des serveurs en fin de simulation. Les deux clsasgat presque équivalentes dans la phase
initiale de la simulation mais plus les cachesldBsse remplissent avec les vidéos dans notre
stratégies, la différence entre les deux chargegemnle plus significative. Ce résultat est
cohérent avec le résultat précédent concernaiit fatio de I'overlay.

Une autre métrique considérée est le délai moysncemins empruntés par les vidéos.
Cette métrique correspond au délai moyen des padRiEP des sessions actives a un moment
donné de la simulation. Comme illustré dans larBgh.8, le délai est toujours plus bas dans
notre stratégie. Cependant, la différence entredksx scénarios devient de plus en plus
significative en avancant dans la simulation.

Nous noterons également que notre approche ne érequas de bande passante
supplémentaire pour la mise en cache des vidéossaau des HB vue qu’elles sont placées au
moment ou elles sont demandées par les utilisafieansx.

L’évaluation de notre approche montre donc clairgnes aspects prometteurs résultant de
la considération de la HB dans la chaine de digiob des vidéos.
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Un autre avantage considérable de notre modeéléstitéddtion est sa facilité d'intégration
dans les plateformes de nouvelle génération, vedagiHB sont des composants déja déployés
(passerelle résidentielle, set-top box).

Nous pouvons tout de méme relever un probléme dansléploiement de notre
infrastructure et des solutions associées. C'eslégndance aux performances des réseaux
d’accés. Cependant, avec le progrés que connaiepgiement de la fibre optique et les
investissements des ISP pour rendre les passeréfigentielles de plus en plus performantes
nous encouragent dans nos choix.

A.5. Conclusion

La diversification du contexte des utilisateursafir et la grande popularité qu’ont connue
les services médias, ces dernieres années, oné daissance a de nombreuses problématiques
de recherche. Dans cette these nous nous somntezllgagement intéressés a deux de ces
problématiques. A savoir, la sensibilité au cotgele consommation des services médias ; et le
passage a I'échelle de leur distribution sur leeaésinternet tout en garantissant une qualité
d’expérience satisfaisante aux utilisateurs finaux.

La premiére contribution de cette these a été dpgzer une nouvelle architecture pour les
réseaux média du futur. Cette derniere a pour butdiliter le déploiement d’'un écosysteme,
dans lequel les différents acteurs (fournisseursedeces et/ou de contenus, opérateurs réseaux
et utilisateurs finaux) collaborent pour une dsition efficace de services médias riches,
personnalisés et adaptatifs sur I'lnternet du fub@s travaux de recherche menés dans cette
these se fondent sur cette architecture et plugcplégrement, sur les couches hautes de cette
derniere. Cependant, concues de maniere générigsiesolutions proposées ne sont pas
dépendantes du déploiement complet de cette artiviéeproposée et peuvent tout aussi bien
étre déployées sur d’autres architectures NGN.

Afin de prendre en compte la sensibilité au comtedans la distribution des services
média, nous avons proposé un Framework autour ceulehe virtuelle formée par les HB. Les
deux fondements de cette propriété, a savoir laéiisadion du contexte et sa gestion, ont été
traités dans deux contributions. Dans un premierpge nous nous sommes basés sur les
langages de balisage afin de proposer un FramelMgek offrant une réactivité indispensable
dans le cas des services média. Puis, nous nouse®imtéressés aux modeles basés sur les
ontologies et les systemes de régles pour pluspoéssivité et de formalité. Dans les deux
contributions, un modéle de contexte a été propbsé@ prototype du middleware supportant la
gestion du contexte a été développé.

Les réseaux de distribution des services médiasnseimet ont également été améliorés
pour permettre une distribution efficace et quisgaa I'échelle. Ces réseaux ont donc été
augmentés avec les capacités de cache et de doitéeafferte par la couche virtuelle formée
par I'interconnexion des HB. Afin d’optimiser I'lifation de ces nouvelles ressources, nous
avons proposé, d'une part, un schéma efficace lporedirection des requétes des utilisateurs
finaux, qu’'on a basé sur le modéle le I'anycastieafif ; et d’autre part, une stratégie réactive
de mise en cache et de remplacement dans les cqalms a basé sur la popularité des
contenus média demandeés.
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Appendix B

List of acronyms

ADTF Adaptation Decision Taking Framework
API Application Programming Interface

ATM Asynchronous Transfer Mode

CAN Content-Aware Network

CBIM Common Baseline Information Model
CC/PP Composite Capabilities/Preference Profiles
C-CAST Context CASTing

CCN Content-Centric Networking

CDN Content Delivery Networks

CoBrA Context Broker Architecture

CONON CONtext Ontology

DDL Description Definition Language

DIA Item Adaptation

ETSI European Telecommunications Standards Imestitu
EU End User

FI Future Internet

FMIA Future Media Internet Architecture

FMIA-TT Future Media Internet Architecture — Thifllank group
FTTH Fiber-To-The-Home

GPS Global Positioning System

GSLB Global Server Load Balancing

GSM Global System for Mobile Communications
GUP Generic User Profile

GUP Generic User Profile

HB Home-Boxe

HLR Home Location Register

HSS Home Subscriber Server
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IGMP
IMS
IPTV
KB
LFU
LRU
MANE
MPEG
MPLS
NASS
NE
NGN
NRM
ORM
OWL
OWL-DL

Internet Group Management Protocol
IP Multimedia Subsystem

Internet Protocol based Television
Knowledge Base

Least Frequently Used

Least Recently Used

Media-Aware Network Element
Moving Picture Experts Group
Multiprotocol Label Switching
Network Attachment Subsystem
Network Environment
Next-Generation Networks

Network Ressource Manager

Object Role Modeling

Ontology Web Language

Ontology Web Language Description Logic

OWL-S Semantic Markup for Web Services

P2P
QoE
QoS
RACS
RDFS
RTP
S/ICP
SE

SIP
SLA
SNDIib
SOCAM
SOUPA
SvC
SWRL
TISPAN
UAProf
ubC
UDR
UE
UGC

Peer-to-Peer
Quality-of-Experience
Quality of Service
Resource Admission and Control Subsystem
Resource Description Framework Schema
Real-time Transfert Protocol
Service/Content Provider
Service Environment
Session Initiation Protocol
Service Level Agreements
Survivable Network Design Library ()
Service-oriented Context Aware Middleware
Standard Ontology for Ubiquitous and Penagipplication
Scalable Video Coding
Semantic Web Rule Language
Telecoms Internet converged Services Prégédoo Advanced Networks
User Agent Profile
User Data Convergence
User Data Repository
User Environment

User Generated Contents
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UML
URL
VCAN
VoD
W3C
XML

Unified Modeling Language
Uniform Resource Locator
Virtual Content-Aware Network
Video-on-Demand

World Wide Web Consortium
Extensible Markup Language
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Appendix C

Publications

C.1. Published papers in international conferences and erkshops

S. Ait Chellouche D. Négru, E. Borcoci, E. LeBARSContext-Aware Distributed Multimedia
Provisioning based on Anycast Model towards FutMiedia Internet, in Proc. of 8th IEEE
Consumer Communications and Networking Confere@¢aNC), Las Vegas, NV, 2011.

S. Ait Chellouche D. Négru, Y. Chen, Mome-Boxes Support for an Efficient Video-on-
Demand Distributioty Proc. the IEEE International Conference on Mud#dia and Expo
(ICME’11), Barcelona, Spain, 2011.

S. Ait Chellouche D. Négru, E. Borcoci, E. LeBARSAhycast-based Context-Aware Server
Selection Strategy for VoD Servitds Proc. of IEEE GLOBECOM Workshops (GC Wkshps),
Miami, Florida, 2010.

S. Ait Chellouche J. Arnaud, D. Négru,Fiexible User Profile Management for Context-
Aware Ubiquitous Environmeritsin Proc. of 7th IEEE Consumer Communications and
Networking Conference (CCNC), Las Vegas, NV, 2010.

C.2. Papers under submission in International Conference

S. Ait Chellouche D. Négru, Y. Chen,Mome-Box-assisted Content Distribution Network for
Internet Video-on-Demand Servitesubmitted to IEEE Symposium on Computers and
Communications (ISCC2012), Cappadocia, Turkey, 2012

S. Ait Chellouche D. Négru, Context-aware multimedia services provisioning iruffe
Internet using ontology and rufgssubmitted to the Tenth International Confererme
Pervasive Computing (PERVASIVE 2012), Newcastle, Q812.

C.3. Reports

Y. Chen, S. Ait Chellouche et al.,/D 3.1.1: ALICANTE User Profile — Intermediate
ALICANTE deliverable, 2011.

S. Ait Chellouche D. Négru, Y. Chen,Mome-Box-assisted Content Distribution Network for
Internet Video-on-Demand Servite§echnical report, 2012.
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