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Naturally formed patterns have been a source of fascination for scientists and nonscientists

during centuries. Examples of patterns can be found everywhere in Nature. The importance and the

applications of surface structuration in Nature and in technology are widespread. Simple patterns, such

as surface waves, are indispensable in some natural processes and may have direct application to

technological innovations. For example, in Nature, self–cleaning of leaves are based on random

patterns of microscopic wax crystals. Periodic arrays might lead to colorful optical properties;

butterflies used their colored wings in courtship or to warn birds or other predators. In technology,

structured films are often used in sensors, self-cleaning surfaces, memory storage devices, among

many other examples.

Conventional methods used to create micrometer scale structures such as optical lithography,

which have been used for a hundred of years, are reaching its inherent limitations determined by the

wavelength of light. This has led scientists to look for original patterning methods. Surface patterning

is known to impact optical, adhesive, and wetting properties of materials, particularly soft materials.

Carefully controlling each of these properties is important for technological applications such as

biomaterials, microfluidics or coatings. For example, in designing devices for biological applications it

is important to tune the adherence properties. In microfluidic devices, surface topography influences

the hydrophobicity of a surface. The appearance of coated materials is dictated by the light reflection

properties of the coating, which is strongly influenced by the surface topography. The immense area of

technological applications and the great deal of research and understanding that needs to be conducted

to achieve technical control of surface structure and functionality at nanoscale level inspire new

developments and enthusiasm.

This thesis deals with patterning of polymer surfaces. Two distinctive techniques based on the

same physical principle are described. In the first part of this study, I describe a significant variation of

a method that has been amply documented for structuration of polymer films: the use of externally

applied electric fields. Most of the methods reported in the literature for structuring glassy polymer

films involve pattern formation at elevated temperatures followed by quenching the structured sample

at room temperature. We show that even at room temperature is possible to structure glassy

polystyrene films under the application of an electric field. Besides simplifying the operational

conditions of the process, this method allows a more expedite production of shorter wavelengths.

These results confirm the presence of a layer of enhanced mobility at the surface of glassy polystyrene

films, which can be restructured under external stimuli. The characteristic wavelength and resulting

morphology of the pattern can be controlled by varying the applied field. This method is described in

Chapter III.

The second and most important part of this study is also focused on methods of structuring

glassy hydrophobic polymers films at room temperature. We developed a novel way to induce and

control submicron structures on hydrophobic substrates by a single, simple treatment step based on

treating the substrate with degassed aqueous solution. This nanostructuration is the result of close

adsorption of charged species on the hydrophobic polymeric surface building a high electric field,
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which, combined with the mobility of the polymer surface, induces the deformation of the polymer

substrate. I describe in Chapter IV how this process depends on parameters such as pH, temperature,

polymer nature, molecular weight, supporting substrate, amount of gas dissolved in aqueous and ions

presents in solution.

The technique of electrostatic pressure induced nanostructuration presented here is

straightforward and does not need any specialized equipment or chemicals. In a laboratory or

technological application, this method of structuration can be easily achieved just by controlling with

precisely the degassing process. This water induced self-assembly of hydrophobic polymer surfaces is

an indirect validation of three controversial subjects i) the presence of a low density layer at the

interface between a hydrophobic surface water, ii) the adsorbtion certain ions at the surface of

hydrophobic surfaces iii) the presence of a zone of enhanced mobility at the outermost surface of a

glassy polymer film. In addition, I believe that the phenomena are relevant for the interface between

water and any hydrophobic object, and should be considered in the description of processes a diverse

as protein folding, surfactant aggregation, friction or adhesion. This process may find applications in

many different scientific and technological fields like nanolithography, microfluidics or flexible

electronics.

The third section of this work focuses on the description of interfacial dynamics of thin

polymer films using this novel patterning technique. The formation and relaxation of the patterns were

thoroughly studied. The process of formation of self-assembled nanostructure reveals a number of

surprising features. By using different substrates, it is shown that the developing of bumps in the first

few nanometer of the surface is affected by the substrate, and this effect can propagate as far as film

thickness of the order of the size of the polymer molecules. This study is presented in Chapter V.

In the final section of this study we used the nano surface bumps formation and relaxation

technique to investigate the near free surface dynamics of PS films. It is shown that the near free

surface region of PS films has enhanced molecular mobilities. We study the influence of temperature

and polymer molecular weight on this enhanced dynamics. These results are presented in Chapter VI.
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This thesis deals with structuration strategies of hydrophobic polymer surfaces: causes and

implications. In this introductory Chapter I briefly outline some concepts that will help the

understanding of the results described in following chapters. Some notions of polymers and polymer

physics will be presented. Then the glass transition will be introduced, focused on polymer films.

Later, the stability of polymer films and some structuration strategies will be discussed. Finally,

previous work on the behavior of hydrophobic polymer surfaces in contact with water will be

reviewed. This last topic is highly relevant for the structuration strategy that constitutes the main body

of this thesis.

A. Polymer generalities.
A.1. Polymers
Polymer are molecules composed of many repeating units (sometimes hundreds of thousands

of them) called monomers, which link together with covalent bonds and form long molecular chains.

The term “polymer” is the combination of the Greek roots “poly” (many) and “meros” (part). Figure

I.1 shows the chemical structure of some common polymers polyethylene (PE), polystyrene (PS), and

poly(methylmethacrylate) (PMMA).

Figure I.1: Chemical structures of some common polymers

A large variety of natural and synthetic materials are polymers. They are almost everywhere in

our daily life. Natural polymers such as proteins, nucleic acids and cellulose serve us as food,

medicine and many other useful materials. In 1909 the first wholly synthetic polymer, Bakelite, was

invented by Dr. Leo Baekeland [1]. Ever since, a huge variety of synthetic polymers has been

manufactured, finding applications in almost every area of modern life. Synthetic macromolecules

serve to make various fibers, our clothes, and numerous materials we use for housing or traveling

equipments. Despite the importance of polymers, details of their molecular structure remained a

mystery until 1922, when Hermann Staudinger proposed the correct structural model of polymer

molecules [2]. He was awarded the Nobel Prize for this discovery. Since then, polymer science has

experienced a rapid development and six Nobel prizes have been awarded in this area.
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A.2. Molecular weight of polymer molecules
The number of chemical repeat units of a polymer molecule is called degree of

polymerization, N. The molar mass M of a polymer molecule is therefore equal to the degree of

polymerization N times the molar mass Mmonomer of its chemical repeat unit (monomer). If all

molecular chains of a polymer sample have the same molecular weight, the sample is monodisperse.

Strict monodispersity can be found in some biopolymers, where molecular chains are copies of a

template. In most cases not all molecular chains are of the same length. Synthetic polymers usually

contain a mixture of chains of different lengths (different molecular weights) as a result of the process

of polymerization. Two variables are commonly used to characterize the size/weight of a polymer:

number average molecular weight Mn and weight-average molecular weight MW [3], which are defined

as: M = ∫ p(m)mdm (1.1)M = ∫ ( )∫ ( ) = ∫ ( ) (1.2)

In the above equations, p(m) is the probability distribution function of polymer chains with

molecular weight m. MW is always larger than Mn. An useful parameter used to describe the width of

the molecular weight distribution of a polymer is the polydispersity index.= (1.3)

rPDI is unity if all polymer chains have a uniform molecular length, but for most synthesized polymers

rPDI > 1.

A.3. Homochain polymers and heterochain polymers
In the case of polyethylene the backbones of the molecular chains are built up by carbon (C)

atoms. However, this isn't always the case. In some polymers the backbones are constructed by atoms

of another element, or even by atoms of several elements.

Figure I.2: polydimethylsiloxane

For example, Polydimethylsiloxane (PDMS) contains silicon Si and oxygen O atoms besides

carbon (C). If the backbone is formed by atoms of one single element, the polymer is called

Homochain polymer. On the contrary, if the backbone is formed by atoms of two or more elements,

the polymer is called Heterochain polymer [3]. In the present work mostly polymers with just carbon

atoms in the backbone were studied.
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A.4. Homopolymers and heteropolymers
Homopolymers are polymers built up of one type of monomers, while Co-polymers are those

containing two or more types of monomers. Copolymers can be alternating, random, block or graft

depending on the sequence in which their monomers are bonded together, as shown in Figure I.3.

Polymers containing two blocks are called diblock copolymers. Polymers with three blocks are called

triblock copolymers, and with many alternating blocks multiblock copolymers.

Figure I.3: Types of copolymers

Homopolymers are often classified by tacticity. Consider for example polystyrene. As

illustrated in Figure I.4, the pendant phenyl groups may appear at one or the other side of the

molecular chain. The detailed structure is determined by the coupling of the monomers. If they are

coupled in such a way that the side groups are always on the same position relative to the backbone,

the polymer is called isotactic. If monomers are coupled in an irregular way, the polymer is said to be

atactic. Syndiotacticity describes coupling of monomers which is non-unique but varies in a regular

way.

Figure I.4: Schematic representation of three isomers of polystyrene.
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A.5. Architecture/microstructure of polymeric chain molecules
Another important feature of polymeric systems is their architecture. Many important

polymers have some side groups attaching to the macromolecular backbone. In some polymers, there

are also some short chains attached to the main chain backbone. Based on the chemical architecture,

polymers can be classified as (Figure I.5):

Linear polymer— without side chains (but there might be side groups);

Branched polymer— with side chains attached to the main chain backbone;

Network polymer— polymer chains interconnected with each other by chemical or physical

crosslinking

Figure I.5: Schematic architectures of different polymers.

The architecture and microstructure of a polymer is fixed after the process of polymerization.

To change them it is necessary to break and reform covalent bonds in the macromolecule. In many

studies of polymer systems there is no chemical reaction involved, and only physical treatments - such

as changing of temperature, volume, pressure, or exposing to electric fields - are applied.

A.6. Thermoplastics and thermosetting plastics
Based on their behavior when exposed to heat, polymers can be classified into two categories,

thermoplastics and thermosetting plastics. Thermoplastics, such as polyethylene, nylon and

polystyrene are mixture of molecules that can be heated up to liquid state and remolded.

Thermosetting plastics such as vulcanized rubber and epoxy resin have highly cross-linked molecular

structures: the molecules are chemically bonded together to form a percolating network. If

thermosetting plastics are heated up they will decompose before becoming liquids. In this thesis only

thermoplastics were studied.

A.7. Size of the polymers
Some concepts to be discussed in the present work are related to the size and weight of

polymer molecules. Polymer chains consist of atoms that are connected by covalent bonds. These

covalent bonds are usually capable of adopting a large number of conformations. It is, therefore,

difficult to define the shape of a polymer chain. Several concepts to describe the size of the polymer

molecule are currently used.
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A.7.1 Contour length
For a linear polymer chain, the maximum end-to-end distance is named contour length. The

contour length of a polymer chain is equal to the sum of the lengths of all monomer segments. Figure

I.6 shows the contour length of a polyethylene molecule.

Figure I.6: Contour and the persistence lengths of a short polyethylene molecule.

A.7.2. Persistence length
The persistence length quantifies the stiffness of polymer molecular chains: large persistence

length values indicate rigid molecular chains. For example, the persistence length of a double-helical

DNA molecule is about 50 nm, which is quite large and makes the double-helical chain very stiff. On

the contrary the persistence length of polyethylene is only 0.65 nm (Figure I.6) [4]; this molecule is

very flexible. The persistence length of a polymer molecule depends on temperature.

A.7.3. End-to-End distance
The end-to-end distance, REE, is the distance that connects the two terminal atoms of the

polymer chain. If the chain forms a tight ball, which is the case in a poor solvent, the REE will be small.

On the contrary REE will be larger in a good solvent, as the polymer ball is inflated and the terminal

groups are widely separated. In dilute solutions of ideal (Gaussian) chains or in polymer melts the

molecular chain can be described by the model of “random walk”. Using this model REE can be

evaluated as √ , where n represents the number of covalent bonds along the backbone of the chain

and l represents the length of each covalent bond. REE is a function of molecular weight, and increases

with increasing molecular weight [5].

A.7.4. Gyration radius
The end-to-end distance is difficult to measure. Instead, the radius of gyration, Rg, is often

used since this quantity can be measured by light scattering techniques. Rg is the average distance from

the center of gravity to the chain segments.

Rg is defined as [3,5]:
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= ∑ ( − ) (1.4)

where N is the number of the repeating units of a molecule, rk is the position of a given unit, and

= ∑ (1.5)

Rg is also defined by: = ∑ −, (1.6)

The above two definitions are equivalent. Figure I.7 schematically shows a linear polymer molecule

chain and its gyration radius.

Figure I.7: A linear polymer molecule chain that is randomly distributed in space. The black arrow
shows its gyration radius.

The mean-square value of Rg can be related to the mean-square value of REE by:〈 〉 = 〈 〉 (1.7)

For ideal chains, Rg of a polymer in a poor solvent is smaller than in a good solvent. The

radius of gyrations for the same polymer with and without branching is different even for the same

molecular weight. To evaluate the degree of branching, the g-factor is defined as:.= 〈 〉( )〈 〉( ) (1.8)

A.7.5. Stokes radius
The Stokes radius of a polymer molecule is defined as the radius of a hypothetical hard sphere

that diffuses at the same rate as the polymer molecule.
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A.8. Types of polymeric substances

A.8.1. Polymeric liquids
There are two types of polymeric liquids: polymer melts and polymer solutions. Polymer

solutions can be obtained by dissolving a polymer in a solvent. Examples of polymeric liquids are

wood protectants and floor shines. Polymer solutions are classified depending on the polymer mass

concentration (c) (Figure I.8), the ratio of total mass of polymer dissolved in a solution and the

volume of the solution. An alternative measure of concentration is the volume fraction , the ratio of

occupied volume by the polymer molecules and the volume of the solution. These two quantities are

related through the polymer density ρ. = = (1.9)

A typical monomer volume vmon≈100 Å3 and the corresponding monomer molar volume is

vmonNAv ≈60 cm3.

The pervaded volume V is the volume of solution spanned by the polymer chain.≈ (1.10)

where R is the size of the chain.

Figure I.8: Solution regimes of flexible polymers.

In the absence of a solvent, macromolecules can form a bulk liquid state, called polymer melt.

Polymers melts are neat polymeric liquids above their glass transition and melting temperature. A

macroscopic piece of a polymer melt remembers its shape and has elasticity on short time scales, but

exhibits liquid flow (with a high viscosity) at long times. Such time-dependent mechanical response is

called viscoelastic because it combines viscous flow at long times and elastic response at short times.

A.8.2. Polymer solids
There are several different types of polymeric solids. If a polymer melt is cooled, it can either be

transformed into a semicristaline solid below its melting temperature Tm or into a glass below its glass

transition temperature Tg. Semicristalline solids consist of crystalline regions, called lamellae, in which

sections of chains are packed parallel to each other, and of amorphous regions between these lamellae.
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Macromolecules with more random configuration, such as atactic homopolymers or random

copolymers, tend to transform upon cooling into transparent yet brittle glassy state (e.g.

polymethylmethacrilate and polystyrene). This transition will be extensively discussed later.

A.9. Viscoelastic properties of polymers
If one applies a stress to deform a perfect elastic material within a suitable range, the work

done on it is stored as the energy of deformation. The energy will be completely released when the

applied stress is removed. This mechanism can be well described by Hooke’s law of elasticity≡ (1.11)

where σ denotes the stress, ε denotes the strain and c denotes the modulus, for example the tensile or

shear modulus, conventionally represented by E and G respectively.

On the other hand, if one applies a stress to a perfect viscous liquid, the work done on it is

dissipated as heat due to the friction between molecules and there is no tendency for the liquid to

recover its original state. This mechanism can be described by Newton’s law of viscosity= η (1.12)

where η is the viscosity of the liquid. However, for polymers, within an intermediate range of

temperatures or frequencies (e.g. in a dynamic measurement, where an oscillating field is applied to

the sample), a complex combination of elastic and viscous properties is usually observed. That is to

say, polymers behave neither like perfect elastic nor like viscous materials, but rather somewhere in

between. This phenomenon is called viscoelasticity [3]. If the applied strain or rate of strain to the

polymers is very small, the resulting stress will be linearly dependent on ε. This behavior is called

linear viscoelasticity. From the previous section, we have already seen that long chain polymer

molecules have very complex structures and they can adopt a large number of conformation states. To

change a polymer from one state to another, for example by thermal or mechanical treatments, there

are many kinds of rotational and translational motions involved. Different molecular motions and

complex structures of polymers are at the origin of the phenomena of viscoelasticity.
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Figure I.9: Schematic representation of viscoelasticity phenomenon

Figure I.9 shows a schematic representation of viscoelasticity. If one applies a small stress at

time 0, then a viscoelastic polymer will have an instantaneous elastic response strain ε1, shown as the

vertical green line in Figure I.9; some energy is then stored in the material. With time elapses, the

response strain ε2 of this material develops gradually, shown as the upper blue curve; in this process,

called retarded elasticity, there is also some energy stored, which is recoverable. The third mechanism

involved is related to the viscous flow behavior, shown as ε3, in which a small amount of energy is

dissipated as heat; for crosslinked polymers (often called viscoelastic solids) the amount of dissipated

energy due to viscous flow is very small and can be neglected, but for uncrosslinked polymers (often

called viscoelastic liquids) there is an amount of energy dissipated. If the applied stress is removed at a

specific moment, then the previous stored energy in the elastic and retarded elastic processes will be

released and the viscoelastic material partially recover its original shape.

The viscoelastic properties can be modeled by the well-known Maxwell and Kelvin (or Voigt)

models [5], in which the combination of elastic springs and viscous dashpots is considered, or

different combinations of both models. In the Maxwell model a spring and a dashpot are in series; in

the Kelvin model, the two components are in parallel. Schematic representations for the two models

are shown in Figure I.10.

Figure I.10: Schematic representations for two common models of viscoelastic materials.
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Using eqs. (1.11) and (1.12), the Maxwell model predicts

= exp − = exp(− ) (1.13)

where τ =η/c is the characteristic relaxation time. Similarly, the Kelvin model predicts= 1 − exp(− ) (1.14)

From Eq. (1.13) and Eq. (1.14), we see that in both models σ and ε follow exponential laws.

A.10. Superposition principles for viscoelastic polymers
Most experimental set-ups are only useful for limited ranges of frequency or time, making it

difficult to investigate effects occurring at widely different scales with the same instrument. One

method commonly used to overcome this limitation is the Time-Temperature Superposition (TTS)

method [6]. TTS states that for viscoelastic material time and temperature are essentially equivalent.

That is, one can determine long time behavior of a variable of interest (e.g. relaxation modulus,

storage or loss moduli or creep compliance) by performing the experiment at higher temperature and

viceversa. When using TTS one assumes that if the entire experiment were performed at a single

temperature, the resulting curve would be the same as the curve composed of the superposition of

many experiments performed at different temperatures. TTS assumes that the viscoelastic behavior at

one temperature can be related to another temperature by a simple change in time scale. A material for

which TTS is found to be valid is called rheologically simple.

Figure I.11-(a) shows a particularly elegant set of experimental data [7] in which the storage

compliance of poly(n-octyl methacrylate) is plotted against log frequency at a number of temperatures.

Figure I.11: (a) Poly(n-octyl methacrylate): dynamic storage compilance J’ at the temperatures shown
(°C). Data from Ferry [7]. (b) Time–temperature reduction of the data from (a) to 30°C.
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To unifying the data, a given temperature is chosen as the reference temperature and then all

other curves are shifted by a factor aT, along the t or  axes, respectively, in order to get the

superposition of the curves, as demonstrated in Figure I.11-(b). Here the reference temperature was

chosen as 30°C. The quantity aT is therefore called the shift factor. The curve obtained after the shifts

have been applied is a master curve. The important thing about this curve is that it effectively gives

the response of the polymer over a much wider range of time/frequencies than a single apparatus is

able to provide.

Figure I.12: Temperature dependence of the shift factors used in Figure I.11. The solid curve is a fit of
the VF equation.

The master curve presented in Figure I.11-(b) was constructed from a finite set of

experimental curves. Thus, a set of shift factors exist for the temperatures of the experiments. If the

shift factors were parameterized as a continuous temperature function then dynamic data over the

entire time/frequency region at any temperature could be inferred. Time–temperature superposition is

intimately associated with the temperature behavior of a central relaxation time, τ0. Relaxation times in

general are associated with rate processes and, as such, suggest a temperature dependence appropriate

to an activated process. A frequency shift factor from temperature T to the reference temperature T0 is

defined as log aT = log f (T ) − log f (T0). In Figure I.12, −log aT is plotted versus 1/T for the data of

Figure I.11. In this representation a straight-line suggest a simple Arrhenius-like thermally activated

process: the slope would then be proportional to the activation energy. However, it is apparent that the

plot is not a straight line and distinct curvature is observed. The slope magnitude increases as 1/T

increases (or T decreases). This non-Arrhenius behavior is characteristic of processes connected with

the glass transition region in amorphous polymers, and in fact for vitrifying liquids in general.

An Arrhenius plot for a generic rate constant is based on a functional relationship of the form
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= ∆ ∗⁄ (1.15)= − −∆ ∗⁄ (1.16)

where E∗ is an activation energy and Af is a frequency factor.

A relaxation time behaves as the inverse of a rate constant, τ ≡ 1/krate, so that if Arrhenius

behavior prevailed, the appropriate function form would be:− = − / (1.17)

where A, B are constants typically obtained by data fitting. It has been found that a simple empirical

modification of eq. (1.17) allows data to be fitted quite well, as those in Figure I.11. Specifically, the

functional form is, − = − (1.18)

where T∞ is an additional parameter. This form is often called the Vogel–Fulcher (VF) or Vogel–

Fulcher–VanTammen equation [8].

The shift factors in Figure I.12 were calculated with 30°C as the base temperature. In the

context of time–temperature superposition it is useful to parameterizes the shift factor not in terms of

T∞ but in terms of the base temperature (T0). Thus if− = − (1.19)

and at T = T0, the reference temperature, where the shift factor aT0 = 1, then0 = − (1.20)

Subtraction of the above two relations and rearrangement gives− = − + (1.21)

= ( )( ) = ( )( ) (1.22)

where c1 = B/(T0 − T∞) and c2 = T0 − T∞. This formulation is known as the Williams–Landel–Ferry or

WLF equation [9,10].

The WLF equation is typically used to describe the time/temperature behavior of polymers in

the glass transition region. The equation is based on the assumption that above the glass transition

temperature, the fractional free volume increases linearly with respect to temperature [10]. The model

also assumes that as the free volume of the material increases, its viscosity rapidly decreases [11].
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B. Glass transition
Simply stated, the glass transition describes the transition from a liquid to a glassy or

amorphous solid as a material is cooled. Almost all materials on earth can undergo glass transition if

we cool them fast enough from the liquid state [12]. Materials will change from the liquid or rubbery

state (in the case of a polymer) with low viscosity, e.g., on the order of 10-3 Pa·s for a typical liquid, to

the glassy state with much higher viscosity (of the order of 1013 Pa·s) without major structural

changes. Glasses are amorphous solids with liquid-like structures. Conventionally, the glass transition

temperature is defined as the temperature where the viscosity of glass forming materials reaches 1013

Pa·s or the temperature where the molecular relaxation of the sample materials is approximately 100

seconds.

Many important physical properties change drastically at the glass transition temperature. The

variation of these properties with temperature is a convenient method for determining Tg. Some of the

test methods include the temperature variation of specific volume (dilatometry), refractive index

(refractometry), or specific heat (calorimetry, DSC or DTA). Others methods include temperature-

induced changes in vibrational energy levels (infrared spectroscopy), proton environment (nuclear

magnetic resonance or NMR), dipole moment (dielectric constant and loss), elastic modulus (creep or

stress relaxation), and mechanical energy absorption (dynamic mechanical analysis, DMA).

As mentioned before, a convenient method to determine Tg is to measure the volume or heat

capacity as a function of temperature (Figure I.13). Typically, one observes an abrupt change in the

slope of the temperature dependence of the volume at a certain temperature, which is identified as Tg.

It is usually found that the Tg measured in such an experiment depends on the cooling or heating rate

(Figure I.13), as well as on the thermal history of the sample. For example, the green curve in Figure

I.13 represents a measurement performed at a lower cooling rate compared with the upper blue curve.

Higher cooling rates usually result in higher Tgs. A sample which is cooled faster falls out of

equilibrium at a higher temperature, resulting in a Tg value that is higher than the one observed at

slower cooling rates.

Because of the dependence of Tg on time or history, the glass transition is not a true

thermodynamic phase transition, but it is rather a kinetic transition in which the motion of the

molecules is slowed so dramatically upon cooling that, at sufficiently low temperatures, no

appreciable molecular motion can occur.

The slowing of the dynamics upon cooling can be observed directly by a dramatic increase in

the viscosity of the liquid [13]. For example, the viscosity of o-terphenyl, a simple glass-former,

increases by nine orders of magnitude in the 30°C temperature range above Tg [3,5]. Unlike the large

structural changes observed during the formation of a crystal upon cooling, only very subtle structural

changes are observed during the formation of a glass, with the structure of the high temperature liquid

effectively frozen with rapid cooling.
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Figure I.13: Volume V versus temperature T for a glass-forming material for two different cooling
rates. The slope change in the υ=f(T) curve is common used to define Tg.

We can understand the frequency (or time) dependence of the measured Tg values if we

consider structural relaxation of the material near Tg. If we consider a simplified material that has a

single characteristic relaxation time τ at a given temperature, then for short times (or correspondingly

high frequencies), no significant structural relaxation can occur during the experiment so that the

material appears to be solid-like [6]. For times that are much longer than τ (or correspondingly low

frequencies), the material fully relaxes during the experiment so that it appears to be liquid-like. If τ

increases strongly with decreasing temperature, then below a certain temperature, relaxation for that

mode is effectively frozen. For a glass-forming material, physical quantities such as volume or index

of refraction will relax in response to a change in an experimental parameter such as temperature. At a

given temperature, the relaxation function Φ(t) can be described by a so-called stretched exponential

(Kohlrausch-Williams-Watt or KWW) function [14]:( )~ −( / ) (1.23)

The relaxation function is shown schematically as a plot of Φ versus t/τ in Figure I.14 for two

different values of β. For β = 1, the decay is a single exponential; for β < 1, which is typical for glass-

forming materials, the decay is nonexponential and is “stretched” in time compared with the

exponential decay. The nonexponential behavior has two possible explanations: either the sample is

homogeneous, with each molecule obeying the same nonexponential relaxation; or the sample is

dynamically heterogeneous, consisting of regions with different dynamics, each one obeying nearly

exponential relaxation, with different regions having significantly different relaxation times. In recent

work, experimental results seem to support dynamic heterogeneity.
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Figure I.14: Relaxation function ф versus t/τ for an idealized glass-forming material characterized by a
single relaxation time τ (dashed line, β = 1) and stretched exponential (solid line β = 0.5)

The fundamental nature of the glass transition is still unclear. It is a complex process that

involves equilibrium, thermodynamic and kinetic factors. Despite impressive efforts, no complete

theory of the glass transition exists today. However, there are few models that have been useful in

trying to explain the dramatic reduction in molecular mobility with decreasing temperature. The

thermodynamic approach is based on entropy considerations of the glassy state, while the kinetic

theory of the glass transition considers the relaxation phenomena associated with it. Each approach

gives only a partial explanation to the observed behavior of polymers. We now briefly discuss these

theories along with the free volume theory, a phenomenological approach.

B.1. Glass transition theories

B.1.1. Kinetic theory
The kinetic concept of glass transition considers the glass transition as a dynamic phenomenon

since the position of the Tg depends on the rate of heating or cooling [15,16]. It predicts that the value

of Tg measured depends on the time scale of the experiment in relation to that of the molecular motions

arising from the perturbation of the polymer system by temperature changes. A number of models

have been proposed. One approach considers the process of vitrification (glassification) as a reaction

involving the movement of chain segments (kinetic units) between energy states. For the movement of

a chain segment from one energy state to another to occur, a critical “hole” or empty space must be

available. To create this hole, sufficient energy must be available to overcome both the cohesive forces

of the surrounding molecules and the potential energy barrier associated with the rearrangement. The
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temperature at which the number of holes of sufficient size is great enough to permit flow is

considered as Tg. This theory permits a description of the approach to thermodynamic equilibrium.

When a polymeric material above Tg is cooled, there is sufficient molecular motion for equilibrium to

be achieved. However, the rate of approach to equilibrium, and hence Tg, depends on the cooling rate

employed.

B.1.2. Equilibrium theory
In 1965, Adam and Gibbs [17] developed a molecular kinetic theory based on describing the

temperature dependence of time relaxation behavior of glass forming liquids in terms of the variation

of the configurational entropy of cooperatively rearranging regions (CRR).

This equilibrium concept treats the ideal glass transition as a true second-order thermodynamic

transition, which has equilibrium properties. However, the ideal state cannot be obtained

experimentally since its realization would require an infinite time. According to the theory of Gibbs

and DiMarzio [18], the glass transition process is a consequence of the changes in conformational

entropy with changes in temperature. The reduced level in molecular reorganization observed near the

transition temperature is attributed to the reduction in the number of available conformations as the

temperature is lowered. The equilibrium conformational entropy becomes zero when a thermodynamic

second-order transition is ultimately reached. In this condition the conformations are essentially

“frozen in” since the time required for conformational changes becomes virtually infinite. The glass

transition temperature, Tg, therefore approaches true transition temperature as the time scale of

experiment becomes longer. Based on this reasoning and using a statistical thermodynamics treatment

that utilizes a quasi-lattice theory, Gibbs and DiMarzio developed quantitative predictions of the

second-order phase transition that are in agreement with experiment [18].

B.1.3. Free Volume theory
A most useful and popular theory of glass transition is the free volume model of Fox and Ferry

and, later, of Williams, Landell, and Ferry [19,20,21]. Free volume theory is one of the first theories

that successfully explained some aspects of glass formation such as the dramatic slowdown of the

dynamics near the glass transition. This theory is also attractive because it provides an intuitive

representation of glass transition that can be really useful in understanding different phenomena.

Normally, there is some free space between polymer monomers even in melt. In general, one can

distinguish between the total volume and the occupied volume. This theory considers the free volume

of a substance as the difference between its specific volume, V, and the space actually occupied by the

molecules, V0, where V0 is expressed as: = + (1.24)

where V’is the extrapolated volume of glass at absolute zero and αg is the thermal expansion

coefficient of the glass.
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The amount of the free volume changes with temperature, so this model further defines the free

volume fraction, f, at temperature T as = + ( − ) (1.25)= − = (1.26)

where fg is the free volume fraction at Tg, α1 the thermal expansion coefficient above Tg, and αg the

thermal expansion coefficient below Tg. For most amorphous polymers, the free volume fraction at the

glass transition temperature is found to be constant, with a value of 0.025 [22]. Amorphous polymers,

when cooled, are therefore supposed to become glassy when the free volume fraction attains this

value.

Various techniques, including electro-chromic and photo-chromic florescent probes, nuclear

magnetic resonance, small-angle X-ray scattering, density measurement and positron annihilation

spectroscopy, have been applied for the measurement of free volume in polymers [23,24,25].The mean

volume of a single hole has been reported to be about 0.02-0.07 nm3.

A simple approach to the concept of free volume, which is popular in explaining the dynamic

mechanical properties, is the crankshaft mechanism [26]. The crankshaft model treats the molecule as

a collection of mobile segments that have some degree of free movement. As the free volume of the

chain segment increases, its ability to move in various directions also increases. This increased

mobility results in a greater compliance (lower modulus) of the molecule. These movements have

been studied and Heijboer [27] classified α‚ and βtransitions by their type of motions.

Figure I.15: Schematic representation of the effect of temperature on the modulus E of an amorphous
polymer and the corresponding chain conformations (numbers 1-6) associated with each transition

region. The sub-Tg βand γ transitions occur at Tβ and Tγ.



Chapter I. Generalities and context

20

Taking advantage of this model, it is possible to simply describe the various transitions seen in

polymers. When the free volume accessible to the movement of atoms is small (T<Tg), segments of the

main chain or side group elements can rotate or stretch around their axes without changes in the bond

angle or can bend with small changes in the bond angles. When the free volume is largely increased

(TTg), segments of one main chain can move in a coordinated fashion while segments of another

main chain or whole polymer chains can slip past one another.

When a polymer is heated up, the free volume of the chain segment increases and the ability of the

chain segments to move in various directions also increases. This increased mobility in either side

chains or small groups of adjacent backbone atoms results in various transitions, affecting several

properties of the polymer, e.g. mechanical and dielectric properties. Figure I.15 schematically shows

the effect of these transitions on the modulus E as a function of temperature and the chain

conformations associated with each transition according to the crankshaft model. From very low

temperature, as the polymer heats up and expands, the free volume increases so that localized bond

movements (rotating, bending and stretching) and side chain movements can occur. This is the gamma

transition at TγAs the temperature and the free volume continue to increase, the whole side chains and

localized groups of 4-8 backbone atoms begin to have enough space to move and the material starts to

develop some toughness. This transition is called the beta transition Tβ.Often it is the Tg of a

secondary component in a blend or a specific block in a block copolymer.

Region 4 indicates the glass state. In this region polymer is glassy and frequently brittle.

Typical examples at room temperature include polystyrene and poly(methyl methacrylate). It has been

found that for a wide range of polymers the Young's modulus remains constant throughout this

temperature range, with value of several GPa. Local vibrations and short-range rotational motions

prevail in molecular motions in this state. Some studies [28,29] have reported that coordinated

molecular motions involves typically less than 4 main chain atoms. As the free volume continues to

increase with increasing temperature, the glass transition Tg occurs when large segments of the chains

start moving. The third region is the glass transition region. The Young's modulus decreases by a

factor of 1000 in a 20° to 30°C range. In this region long-range, coordinated molecular motions

become significant.

The next region is called rubbery plateau region, where the modulus becomes almost constant.

A typical value of the modulus is 106 Pa. At this region the mechanical dynamics is different for

different polymers. Linear amorphous polymers exhibit rubber elasticity and the plateau slowly drops

off as temperature increases. For cross-linked polymers, the modulus follows the green discontinued

line. For crystalline materials there would not be Tg, and for semi-crystalline polymers the modulus

follows the black dashed line.

On continued heating, the melting point, Tm, is reached. The melting point is where the free

volume has increased up to a point that the chains can slide past each other and the material flows.

This is also called the terminal region. In the molten state, the ability to flow depends on the molecular
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weight of the polymer. In the region between rubbery the plateau and the terminal region (area),

polymers exhibit a viscoelastic behavior. In short-time scale polymers are predominantly elastic

materials, because the molecular chains have not enough time to rearrange themselves. In long-time

scale, polymers behave more like viscous materials, because the molecular chains have sufficient time

to move around. There is no such region for cross-linked polymers.

B.2. Glass transition, dynamics and structure studies in thin polymers

films.
As already mentioned in the previous sections, our understanding of the glass transition is still

limited and the nature of such phenomenon remains a challenge in the field of condensed matter

physics. Polymers are good candidates for studying the glass transition. Polymers are easily available

products since nowadays, chemists can produce polymers by routine polymerization methods and

there is a great variety of different polymers available. In addition, due to the high viscosity of

polymers, one can make polymer glasses in a variety of dimensions from several micrometers to a few

nanometers using some conventional methods, such as polymer solution dipping or spin-coating. The

studies of polymers on the mesoscopic scale, where finite size and/or chain confinement effects may

dominate, make it possible to investigate the local dynamics and some characteristic correlation length

scales involved in the glass transition. In addition a good deal of effort has involved the study of

ultrathin polymer films due to their increasing technological importance, sensors, dielectric layers,

lubricants and bio-compatible materials.

B.3. Glass transition in thin polymer films

B.3.1. Supported films
The first study of the glass transition of thin polymer films was conducted by Beaucage,

Composto and Stein [30] in 1993. In this study the authors monitored the glass transition temperature

for polystyrene films ~300nm thick on silicon wafers using a novel technique at that time,

ellipsometry. In this technique the refractive index and thickness of polymer films can be measured as

a function of temperature and specific cooling or heating procedures. In a later work, Keddie, Jones

and Cory [31], found that in films thinner than 40nm the Tg was significantly reduced below the bulk

value. The authors proposed an empirical relation for the behavior of Tg as a function of film thickness

h ( ) = (∞) 1 − ( / ) (1.27)

in which Tg(∞) is the glass transition temperature of bulk polystyrene ( h → ∞) and the constant A (=

3.2 nm) is related to a length scale of a near free surface region with enhanced molecular mobility due

to the relaxation of constraints to molecular motions. They found that A has no molecular weight

dependence. This was the first time that the existence of a near free surface mobile region with a role
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in the on-average enhanced dynamics in ultra-thin polymer films was suggested. The idea that there

can be a mobile layer at the free surface of a polymer has since fascinated numerous researchers who

have devised some most ingenious experiments to verify its existence [32,33,34,35,36,37,38,39,

40,41].

Figure I.16: Glass transition temperature Tg as a function of film thickness h measured for polystyrene
(PS) of different molecular weights MW supported on a variety of substrates using six different

techniques: ellipsometry [31,43,44,45], dielectric relaxation [46,47], X-ray reflectivity [48], positron
annihilation lifetime spectroscopy (PALS) [49], fluorescence intensity [50], and local thermal analysis

[51], (Graph from [42]).

A compilation of results obtained for Tg studies on PS films on a variety of substrates using

numerous experimental techniques is shown in Figure I.16. Results obtained by ellipsometry

[31,43,44,45], dielectric spectroscopy [46,47], X-ray reflectivity [48], positron annihilation lifetime

spectroscopy (PALS) [49], local thermal analysis [50] and probe fluorescence intensity [51,52] are

reunited. From this figure we can see that all measurements observe a film thickness dependence of Tg

(negative Tg shifts) in particular for films thinner than ~40 nm. Since similar results are obtained for

PS films on different substrates, one could conclude that the PS films interact only weakly with the

underlying substrates. But this is not always the case. The importance of the effect of the polymer-

substrate interaction on the measured Tg value was first observed for the case of poly (methyl

methacrylate) (PMMA) films on Au surfaces and the native silicon oxide layer of silicon wafers. It

was observed that Tg decreased with decreasing film thickness for PMMA films on Au; the opposite is

true for films on silicon oxide [53]. Later, evidence for a strong attractive interaction between poly-

(2)-vinylpyridine and silicon oxide layer was observed in x-ray reflectivity measurements, which

correlates with an increase in Tg with decreasing thickness [54].
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In summary, from the above studies we see that when polymer films are thinner than a few

tens of nanometers Tg changes from the bulk value. As the film thickness decreases the contribution of

the free surface region to the overall dynamical properties of the whole film is more important. In the

case of systems with a vacuum(air)-polymer interface and a weak substrate-polymer interaction, the

average dynamics is enhanced compared with the bulk and the glass transition temperature is reduced.

The opposite may be true if there is a strong polymer-substrate interaction.

As can be seen from the data presented in Figure I.16, there are different experimental

techniques that have been used to measure Tg in supported thin polymer films. Most of these

techniques probe the material properties averaged across the thickness of the film, yielding an average

Tg value. However, it is important to determine whether each of these techniques measures the same

physical quantity, e.g. is the Tg value measured by ellipsometry and dielectric relaxation (DR) the same

physical quantity?

To exclude doubts concerning technical particularities it has been recently suggested that

attention should be focused on measurements of the distribution of Tg values across the thickness of

the film, rather than measurements of the average Tg value [55]. In response to this suggestion, Ellison

and Torkelson applied a probe fluorescence technique [51] to multilayer films incorporating thin

layers which contained small quantities of fluorescent probes (either probe molecules or probe-labeled

polymer molecules) [52]. By using the multilayer geometry and varying the position of the

fluorescently-tagged layer within the film, the authors were able to obtain the distribution of Tg values

across the thickness of the film. They found a decrease in Tg near a free surface which extends several

tens of nanometers into the film.

Several other studies have focused on measuring the distribution of α-relaxation times in thin

polymer films, using the techniques of second harmonic generation (SHG) [56] and dielectric

relaxation (DR) spectroscopy [45,46,47]. These studies have allowed a detailed determination of the τ-

relaxation time distribution in the films. The SHG experiments, performed on a copolymer of isobutyl

methacrylate and dye-functionalized methacrylate monomer, revealed no change in the average α-

relaxation time with decreasing film thickness (the interaction between the large amounts of dye labels

and the substrate may have caused the invariance of the average α-relaxation time with film

thickness). On the contrary, in studies of PS, poly(vinyl acetate) and atactic PMMA using DR

spectroscopy [57] the average α-relaxation temperature Tα was observed to decrease with decreasing

film thickness, but only below a threshold film thickness that was small compared with values for

which Tg reductions were observed using other techniques.

B.3.2. Freely-standing films
The experimental data obtained for polymer films supported on substrates indicate that the

presence of the free surface tends to decrease Tg, whereas the presence of the underlying substrate can

increase Tg. The Tg value measured for a particular polymer-substrate combination will depend on

which interface dominates. To clarify the role of the free surface on the measured Tg, the underlying
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substrate was removed and freely-standing polymer films, with air-polymer interfaces on both sides of

the film, have been studied [43,58,59,60,61]. A very detailed review of studies of freely standing

polystyrene films has been reported by Forrest et al. [62]. Here I just briefly outline the major

observations of such studies. Figure I.17 shows the combination of the measured glass transition

temperatures of freely standing polystyrene films within a wide molecular weight range. One may

readily notice that the magnitude of the shift in Tg(h) is about twice as large as that found in supported

PS films (Figure I.16). These results provide additional evidence to support the theory postulated by

Keddie et al [31].

Figure I.17: Glass transition temperature Tg as a function of film thickness h for freely-standing
polystyrene films of different molecular weights. High Mw data, measured using ellipsometry, are

displayed using a different symbol for each Mw value [51], and data for Mw < 350 kDa, measured using
Brillouin light scattering, are indicated by the thick solid line [50]. The dashed lines for h < 60 nm
represent the spread and uncertainty in the Tg data for supported PS films (Figure I.16). The small

circle indicates the common intersection point (h*, Tg* ) of the straight line fits to the Tg data for the
high Mw films. The plot is taken from reference [42]

Some studies on free-standing films reported some contradictory results, which suggests that

the mechanism underlying this phenomenon is probably more complex [60,58,61,60,36]. In Keddie's

study of supported films [31], it was found that the molecular weight has no effect on the thickness

dependence of Tg; they concluded that the confinement is not the at the origin of Tg reduction. This

was confirmed by Ellison et al. who studied supported PS films in a broad MW range (5K-3000K

g/mol). However, further studies on free-standing PS films [60,58,61,60,36] revealed that if there is no

molecular weight dependence of Tg reduction when Mn < 514 K, this was no longer true for larger

molecular weights. This is illustrated in Figure I.17. We can observe that for MW > 514 K, the

molecular weights have a strong effect on the thickness dependence of Tg. Further quantitative analysis

shows that the threshold film thickness at which Tg reductions start to occur is roughly equal to REE,
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which increases with increasing molecular weight, as discussed in section A.7. This strongly suggests

that for the samples with larger molecular weights, the chain confinement becomes the dominant

origin of the thickness dependence of Tg in free standing films.

This dependence of Tg on h can be interpreted as the interplay between two types of mobility:

the bulk mechanism, which dominates for sufficiently thick films, and a new mode of mobility which

becomes more efficient than the bulk mechanism for sufficiently thin films, resulting in reduced Tg

values. Several models which attempt to describe this behavior will be discussed later [63].

B.3.3. The role of the substrate
The first study of Tg of PS thin films [31], in which the vacuum (air)-polymer interfacial

effects were supposed to be the cause of the Tg deviations from the bulk materials, motivated more

research on the role played by interfaces in the overall dynamics of thin polymer films.

[44,64,65,66,67,68,69,70]. As mentioned before, it has been found that when the interaction between

polymers and substrates is very strong, a positive Tg shift in thin polymer films can be observed; in

contrast, negative Tg shifts were often measured in polystyrene films, which have a weak interaction

with the substrates. Positive Tg shifts measured in poly(methyl methacrylate) (PMMA) [65,66,68,71]

and tetramethylbisphenol-A polycarbonate (TMPC) [64] films suggest that the substrate-polymer

effects overwhelm the vacuum (air)-polymer effects and the overall dynamics is slower than in the

bulk materials.

Figure I.18: Compiled results of Tg deviations from the bulk value for PS and PMMA films of three
thicknesses as a function of polymer-substrate interaction energies, Graph from [66].

Fryer and co-workers [68], studied the Tg of thin films of PS and PMMA as a function of

substrate-polymer interaction energy. The substrates used were silicon wafers coated with thermally

stable self-assembled films of octadecyltrichlorosilane (OTS). In Figure I.18, it can be observed: (1)
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For both PS and PMMA films, the measured Tg deviations are almost a linear function of polymer-

substrate interaction energy (for a constant film thickness). (2) The Tg deviations can be negative or

positive depending on the strength of the polymer-substrate interaction energy. (3) The Tg deviations

are a function of film thickness: For thinner films, the Tg deviations are larger. These results show that

the measured Tgs are a combining results of both substrate-polymer and (vacuum/air)-polymer

interface effects.

Tsui and co-workers [44] studied the glass temperature of thin PS films by modifying the

substrate interactions. They used ~3 nm thick (PS-r-MMA) brushes anchored on silicon wafers. The

homopolyer/copolymer interactions are modified by changing the styrene fraction. When the styrene

fraction of the copolymer brushes was larger than 0.75, the measured Tg should have a linear

dependence on the homopolyer/copolymer interaction in agreement with [66]. Tsui and co-workers

noticed that the sole substrate interaction energy is not sufficient to describe the observed Tg deviations

and instead proposed a model incorporating the chain density variations in the interfacial regions.

According to this model, a small variation in chain segment density in the interfacial regions (<1.4%)

can result in Tg shifts of ~20 °C.

In the foregoing sections we have seen that there seems to be an experimental consensus about

film thickness dependence of Tg in thin polymer film. There is strong evidence that this is related to

enhanced dynamics in the near free surface region. Since the interfacial effects may play a key role for

such observations, a variety of studies focusing on investigating the effects of both the vacuum (air)-

polymer and substrate-polymer interfaces on the Tg of thin polymer films have been conducted. In

order to study the length scale over which the interfacial effects can influence the dynamics of thin

polymer films, the glass transition temperature distributions in thin polymer films have been measured

and a length scale of several tens of nanometers is often observed. However, the glass transition

temperature is an indirect measure of the dynamics in nanometer confined glass forming materials. In

addition, several mechanisms are coupled to the Tg in different glass forming systems; even for a

single glass forming materials there might be different mechanisms contributing to some dynamical or

mechanical variable in different temperature windows. Therefore, local dynamic studies are necessary

to improve our understanding of the glass transition mechanism in confined glass forming materials.

The importance of such measurements was highlighted by de Gennes [63] who noted that “Future

experiments should not aim at the determination of a single Tg, but at distribution of Tg’s”. As

mentioned before, and as I will discuss in greater detail in Chapter VI, reports of such measurements

have recently begun to appear.
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B.4. Models addressing Tg anomalies in thin polymer films
One general observation in the past 15 years of dynamics studies of thin polymer films is that

the measured Tg deviate from the bulk values, which indirectly means that the dynamic in polymers

confined at the nanometer scale is different from the one of the bulk materials. The sign of Tg

deviation can be negative for thin polymer film systems with weak polymer-substrate interactions, or

positive for systems with strong polymer-substrate interactions. Some theoretical models have been

proposed to interpret such observations. Three of those models (which are not system or polymer

specific) are outlined below.

B.4.1. Layer model
The simple layer model can successfully explain some aspects of the Tg reduction in thin

polymer films. The basic idea behind it is that a length scale of cooperative motion exists, and that a

layer of similar thickness near the free surface has enhanced mobility [31]. Therefore, it is reasonable

to consider that the interface mobility plays a key role for the Tg deviation phenomena observed in

polymer systems on the nanometer scale. Keddie, Jones and Cory [31] were the first to suggest the

existence of a liquid-like layer at the free polymer surface; the model was further developed by Forrest

and Mattsson [72], by incorporating the idea of cooperative dynamics to describe the length scale of

the interfaces with molecular mobility different from that of the bulk. The dynamics of the polymer

films are then heterogeneous on average: the interface may have different dynamics compared with

the rest of the system, but the whole system might be described by one averaged Tg. For nanometer

scale polymer systems, the dynamics of the near free surface region (with enhanced molecular

mobility) play a key role in determining the experimentally measured average dynamical properties.

The major success of the layer model is that it incorporates the dynamically different interface

layer with a temperature-dependent length scale, and it can quantitatively estimate the average Tg of

thin polymer films. However, this model does not specify the physical origin of the temperature

dependence of the interface length scale. In addition, it is applicable only if Mw ≤ 378 k for

polystyrene.

B.4.2. Sliding chain model
de Gennes [63] proposed a sliding mechanism to explain the reduced glass transition

temperature in thin polymer films, which also explains the linear dependence of Tg reduction in freely-

standing films. The model considers the sliding motion of loops of polymer chains along their own

contour. Only those loops with the two end points in contact with the polymer-air interface considered,

so that the barrier to the motion at the end points could be ignored, as shown in Figure I.19. By

arguing that is those loops that are long enough to reach the mid-plane of the film that have the most

influence on the Tg of the film, he predicted at a glass transition temperature, Tg(slide), that is linear in

h. The glass transition temperature of the film would be determined by the sliding motion if Tg(slide) <

Tg(). This condition occurs when the film thickness is smaller than a threshold value that is of the
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order of the end-to-end distance, REE, of the polymer. The model provides a good description for the

experimental result of the high-MW freely-standing films (Figure I.17). However, it does not predict a

MW - dependence in the slope of Tg(h) as observed in experiment nor predicts a crossover from a high-

MW to low-MW behavior (Figure I.17). This suggests there could be an additional mechanism for the

enhanced molecular mobility that competes with the sliding chain mechanism.

Figure I.19: Illustration of polymer loops with various loop lengths, s, sliding about the polymer-air
surface. Only those loops with s~ g ~ (h/a)2 and thus extend to the mid-plane of the film can have an

impact on the Tg of the film. Figure was reproduced from ref. [63]

B.4.3. Percolation model
Long and Lequeux proposed a density fluctuation model to explain Tg reduction in thin films

[73]. In this model thermally induced density fluctuations are assumed to be responsible in producing

dynamical heterogeneity with zones of different mobility. The glass transition appears when a

percolation happens between more rigid areas. The Tg reduction in thin films is explained by a

transition from a three-dimensional percolation to a two-dimensional percolation. The model predicts

a universal exponent equal to δ = 1.5. This model cannot predict why the Tg reduction in free standing

films starts at a larger thickness compared to supported films, or why a profile of Tg’s is observed in

multi-layer films: the model completely ignores the fact that heterogeneity exists normal to the plane

of the film, which does not vanish if averaged over time. For example, the free standing films are

stable at temperatures above their Tg and start dewetting only at temperatures above bulk Tg. If the film

were uniform, one would expect it to dewet once the temperature is increased above their measured Tg.



Chapter I. Generalities and context

29

B.5. Methods Probing Polymer Motions and Transitions

B.5.1. Bulk Methods
There are many experimental methods for probing motions, relaxations and transitions in

polymers which can be broadly classified in two approaches. The response of some thermodynamic or

physical propriety can be measured as function of temperature, or one can look at a resonance

response to externally applied oscillations, be they mechanical, electrical, or other. We will briefly

describe several widely used methods.

B.5.1.1. Differential scanning calorimetry (DSC)
Differential scanning calorimetry consists in measuring the heat take up (endothermic) or

given off (exothermic) by a polymer sample as a function of temperature. The glass transition

temperature is manifested as a change in the slope of the heat capacity vs. temperature curve. Side

chain and order of relaxation phenomena in polymers are very difficult to detect by this technique.

Efremov et al. [74,75] used nano-calorimetry to measure the glass transition of PS, poly(2-vinyl

pyridine) (PVP) and PMMA thin films supported on platinum substrates. In order to get a reasonable

signal, different cooling/heating rates were used. The measured Tg of films with different thicknesses

(PS) (100–4 nm) and polymethylmethacrylate (PMMA) (400–10 nm) was determined to be the same,

within the experimental error (± 5 K). Huth et al. [76] used differential and AC calorimetry to measure

the Tg of thin PS films at different cooling rates/frequencies. The fact that the cooling rate is inversely

proportional to the relaxation time was used to produce the Arrhenius plot of the relaxation for PS

films in the frequency range of 0.6 to 1280 Hz.

B.5.1.2. Dynamic Mechanical Analysis (DMA)
DMA is a technique used for studying the viscoelastic behavior of polymers. It measures

elastic modulus (or storage modulus, E'), viscous modulus (or loss modulus, G') and damping

coefficient (tan - the ratio of loss to the storage moduli) as a function of temperature, frequency or

time. Results are typically provided as plots of E', G', and tan  versus temperature. Different

transitions in materials can be identified as changes in the E' or tan  curves. Those include not only

the glass transition and the melting, but also other transitions that occur in the glassy or rubbery

plateau. DMA measure subtle changes in the material and can recognize small transition regions that

are beyond the resolution of DSC.

Values of dynamic moduli for polymers range from 0.1 MPa to 100 GPa depending upon the

type of polymer, temperature, and frequency. Typically the Young’s modulus of an amorphous

polymer in its glassy state is of the order of few GPa. Mechanical relaxation is characterized by large

modulus change that are best represented on a logarithmic scale.
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B.5.1.3. X-ray and visible light scattering measurements

The relaxation time of a polymer film can be determined from the exponential decay of the

intensity autocorrelation of the X-ray beam that is totally externally reflected from the film surface.

Using this technique, Kim et al. [77,78] measured the dynamic response of the top 10 nm of

polystyrene films from the free surface. The authors found viscosity inhomogeneities close to surface

region for different film thickness, and reduction of Tg was attributed to the existence of a thin liquid-

like surface where segments of the polymer chains bear higher mobility than those in the bulk.

Erichsen and coworkers used XPCS to measure the Tg of thin films [79]. Tg reduction was

observed in thin films, but they concluded that this effect cannot be due to the free surface and XPS

technique can be used only to measure glass transition in the bulk of thin films.

Forrest and Svanberg [80] used dynamic light scattering to measure the relaxation time of very

thin PS free standing films of high molecular weight. They reported a reduction of Tg and a complete

relaxation at temperatures above T = 297K (about 80 degrees below the bulk Tg value of PS).

B.5.1.4. Dielectric Relaxation Spectroscopy (DRS) measurements
Dielectric spectroscopy (sometimes called impedance spectroscopy), measures the dielectric

proprieties of the medium as function of frequency or temperature. This technique has been used in a

large fraction of the dynamical measurements of polymer films, and produced some of the most

elaborate data for τ(T). DRS measurements provide more details about the relaxation properties over a

wider range of relaxation times and temperatures above bulk Tg, compared with X-ray and visible light

photon correlation measurements.

In this technique, the τ(T) of a film is typically obtained by measuring the dielectric loss peak

from a frequency (temperature) scan at different temperatures (frequencies). For PS films, it was found

that when the film thickness decreases, the dielectric loss peak is broadened and at the same time

shifted to higher frequencies or lower temperatures. Fukao and coworkers [81,82,83,84] used

dielectric relaxation and thermal expansion spectroscopy to study the behavior of PS films (3,6 × 103 <

Mw < 1.8 × 106). They observed that dynamics in the films become more heterogeneous and chains

become more mobile on average with decreasing film thickness. The Tg of the films estimated as the

temperature at which the relaxation time is equal to 100 seconds: it seemed to be molecular weight

dependent, a result which is not observed in any other dielectric relaxation studies or other

measurements using different techniques. However, for dielectric measurements, it is necessary to

sandwich a polymer between metal electrodes, making it difficult to study the effect of free surface on

the molecular of the polymer films. To make these films, the upper electrode is deposited onto the

polymer by thermal evaporation. The effect of evaporated metals on the properties of thin films has

been studied by Sharp and Forrest [85]. They observed that covering a thin film of polystyrene with an

evaporated Au layer eliminates the Tg reduction as expected if the free surface is the cause of Tg

reductions in thin films. However, covering it with an evaporated Al layer did not change the
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measured Tg of the film. They dissolved the polymer films and looked at the metal-polymer interface

using contact mode AFM and observed qualitative differences between the interfaces produced by the

two different types of metals. The interface of Al-PS seemed to be sharper, while the gold layer had

penetrated about 4 nm into the polymer film, and also showed large clusters. This observation shows

clearly that understanding the results of the dielectric measurements needs a comprehensive

understanding of the metal-polymer interactions. A novel procedure avoiding evaporation of metals

was reported by Sharp and Forrest [85]. Instead of evaporating Al on the PS film they made one h

thick film by fusing two h/2 thick supported films. Contrary to previous dielectric measurements, they

found that the Tg reduction effect disappeared, thus confirming the importance of the existence of the

free surface.

The experiments described above measures changes in a physical property of the material as

the surface to volume ratio is increases, Tg. For the case of PS, these techniques strongly suggest a

reduced surface Tg value. To determine the cause of Tg reduction, we need to perform more detailed

studies. Considering the reported works [86,87,90 88,89,90] which provide strong evidences about the

important role of the free surface in Tg reduction, it seems reasonable to study the surface directly and

try to define its dynamics in a way that is minimally affected by the bulk of the film.

B.5.2. Polymer Surface Dynamics
Only a handful of techniques are available for study motions and relaxations of polymer

molecules in vicinity of the surfaces or interface. In this section I will describe some of them.

B.5.2.1. Atomic Force Microscopy
Dynamical studies employing AFM techniques generally probe the surface of the polymer

samples. AFM-based experiments involve monitoring the response of the material to a surface

perturbation. This perturbations can be oscillatory, as in the case of AFM surface rheology

experiments [91,92], or it can be applied and then allowed to relax over time [93,94,95]. Because of

the large number of factors that can influence the measurements, the conclusion can often depend on

the interpretation adopted for the data, which may explain contradictory AFM results reported by

different groups.

AFM studies of polymer films started in 1992 when Meyers et al. tried to answer the question,

“Is the Molecular Surface of Polystyrene Really Glassy?” [96]. It was observed that if the surface of a

glassy PS film is measured using contact mode atomic force microscopy (AFM), the motion of the

AFM tip produced morphology changes on the surface uncompatible with a glassy material that

depends on the molecular weight of the sample.

By using forced modulation microscopy (FMM) and lateral force microscopic (LFM)

measurements of monodisperse polystyrene (PS), Kajiyama and Tanaka [97,98] showed that the

surface of PS is already in a viscoelastic state even at room temperature. In monodispersed PS with

MW = 40kDa, Hammerschmidt et al. [91] also observed a modest reduction in the surface Tg (< 10 K)
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by friction force microscopy (FFM), which is consistent with Kajiyama’s observations. On the other

hand, Ge and coworkers [92] measured no change or a slight increase in the Tg of monodispersed

supported PS with 3k ≤ MW ≤ 6.7 MDa and freely-standing PS films with MW = 697K Da and 32 ≤ h

≤ 140 nm by using shear modulation force microscopy (SMFM).

The conflicting results may be due to the fact that for all these experiments it is necessary to

introduce a surface perturbation, causing a stress. Likewise, in many experiments involving AFM tips

are in contact with the sample, subjecting it to a very large stress. This stress should be as small as

possible and should certainly be smaller than the yield stress of PS (~3 × 107 Pa).

To reduce the stress on the polymer surface, Forrest and coworkers proposed the use of

embedding nanoparticules. Gold nanoparticles are usually used as nano-indentors to study the

properties of polymer surfaces. In such cases, embedding of the gold on the surface can be

problematic, because it partially covers the free surface, and it is not exactly clear how this can affect

the dynamics. There is also a difference between the embedding of evaporated gold and colloidal gold,

which makes it more complicated to interpret the results [99,100,101,102,103].

AFM experiment and embedding experiments has been successful in showing the existence of

enhanced dynamics near the surface, but defining the exact shape of relaxation function and its

temperature dependence in the vicinity of the surface is nearly impossible. The viscoelastic nature of

the polymer surface and the fact that at different depths the relaxation times could be different makes

it hard to separate different modes of motion.

B.5.2.2. Surface roughness experiments
One way to measure surface relaxations is to introduce a perturbation on the surface and

monitor the relaxation of the perturbed surface at different temperatures. An example of such

experiment is the work of Kerle et al. [104]. In their study, artificial roughness on Si substrate was

produced using CaF2 salt. The salt surface was covered with a thin layer of Aluminum. A polystyrene

film with a thickness of 10 microns was placed on top of this rough surface. The film was reversed and

the salt and Aluminum were removed using HCl. The initial roughness (RMS) obtained by this

method is about 4.5 nm at room temperature. The films were then annealed at temperatures between

65 to 105 °C. The temperature dependent relaxation process derived by Laplace pressure was followed

using AFM. At T ≥ Tg a full relaxation of the asperities were observed and the aspect ratio of the final

roughness to the initial roughness decayed to zero. But at T < Tg, only a partial relaxation of surface

roughness was observed and the aspect ratio was larger than zero. At 70 °C the final aspect was about

0.4.

Surface roughness measurements are also useful for showing the existence of enhanced

dynamics near the surface, but to define the exact shape of relaxation function and its temperature

dependence in the vicinity of the surface some important details should be taken into account. The

relaxation times of the motions driven by surface tension are inversely proportional to the radius of

curvature. In a rough surface, curvatures of many length scales exist, which could have relaxation
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times much longer than the time scale of the experiment. So it is important to perform experiments

where surface perturbations have a constant length scale, which makes possible the correct estimation

of relaxation.

The work of Papaleo et al. is an example of such experiments [105,106,107]. High energy ion

bombardment was used to produce deformations on the surface. In the point of ion contact there is a

plastic deformation due to high temperature of the impact point. Away from this point, the shock

waves of the impact produce bumps at the surface, with a size that depends on the molecular weight of

the polymer. These bumps can be annealed at different temperatures above and below bulk Tg. The

relaxation of these structures at different temperatures showed that above T = 67°C (Tg (bulk) =

116°C) the relaxation looked like a stretched exponential with β=0.4. Below this temperature,

annealing still happens, but the relaxation looks like a single exponential relaxation with an Arrhenius

temperature dependence of the characteristic relaxation times. These results show that not only the

dynamics of the surface is enhanced compared to the bulk, but the behavior of the system is changed.

It should be noted that the nano-deformations were produced by a very high-energy process. The

bombardment could produce high local stress, radiation-induced cross-links, or chemical changes.

Unfortunately, it is not clear how this will affect the results. Clearly more work is needed to confirm

these results.

An extended set of experiments was performed by Fakhraai and Forrest [108]. To make nano-

deformations (holes) with constant depth and radius of curvature, gold spheres (approximately 20 nm

in diameter) were put on the surface of spin-cast PS films (thickness 100 nm, MW = 641 K Da) and

were embedded above Tg (105°C) for different periods of times to get different embedding depths. The

embedding times were selected to produce average embedding values of ~2 to 4 nm. The temperature

of the samples was then brought back to room temperature and the gold spheres were dissolved using

mercury. To probe the surface dynamics, they measured the time-dependent relaxation of these surface

deformations (holes) as a function of temperature from 4 to 96 °C. Surface relaxation was observed at

all temperatures, providing strong direct evidence for enhanced surface mobility. The deviation from

bulk α relaxation became more pronounced as the temperature was decreased below the bulk glass

transition temperature.

In summary, the studies of the polymer dynamics in local nanometer confined regions are

relatively new and require various experiments to confirm the temperature and/or chain size

dependence in the near free surface regions of thin polymer films. More theoretical considerations for

such dynamical features in nanometer scale confined polymer systems are also necessary. An

important part of the work of this thesis is devoted to this aspect.
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C. Structuration of liquid polymer films by capillary

instability
Thin polymer films are being increasingly used in a wide variety of technological applications

ranging from barrier layers in microelectronics to protective coatings and adhesives. In the continual

push toward miniaturization of devices and minimization of material costs, the thickness of the films

used in these applications has been, and will continue to be, reduced. It is important to understand the

physical properties of the polymer molecules confined to very thin films and, in particular, to

determine if they differ from those in bulk. A particularly important property is the stability of the thin

films. To be useful in technological applications, polymer films should have a morphology that either

remains stable within an acceptable range of temperatures, or undergoes a transformation in

morphology that is desirable, controllable and predictable. It has been found that large changes in the

films can be produced by relatively weak external stimuli such as the application of an external field

or a change in temperature. For example, modest temperature changes near room temperature can

produce dramatic changes in the mechanical properties and the self-assembly of polymers. Some of

these aspects will be briefly described in this section.

C.1. Stability of thin films
Considerable experimental and theoretical efforts have been devoted to understand the

stability of thin films supported by solid substrates. This topics have been addressed by many authors

[109,110,111,112,113,114] who tried to explain the different rupture mechanisms, as well as the large

number of factors that influence this process. A strong motivation for this type of experiments is the

large number of different patterns that are generated by the break–up mechanism [115]. This opens a

door for many application based on surface patterning. However, it is first necessary to understand the

processes governing the dynamics of thin films at a fundamental level. Thin polymer films have

proven to be ideal model systems for these studies due to their low vapor pressure and their high

viscosity that facilitates the study of their dynamic behavior. The generic experimental system is

represented in Figure I.20. A thin polymer film is deposited onto a substrate and liquefied by heating

above its glass transition temperature Tg. Liquid surfaces are never completely flat: the molecular

motion of the liquid at finite temperatures causes a spectrum of capillary waves at the liquid surface.

Perturbations of the free interface which generate flow in the film can be described using a

hydrodynamic approach [110,111] based on the Navier–Stokes equation, which balances the

macroscopic forces at the interface.
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Figure I.20: The generic experiment used to study the influence of external factors on the stability of
thin liquid polymer films. The z-position of the interface is described by the function h(x, t) with the

lateral coordinate x and time t.

The stability of the film is determined by the transient behavior of the capillary waves, which

can be observed using sensitive scattering techniques (e.g. light scattering). Although the capillary

waves are created by a spontaneous process caused by thermal motion, their relaxation is described by

macroscopic laws, if their wavelength is larger than molecular dimensions. If additional forces are

present, undulations might either be suppressed or amplified. Examples of such forces are gravity,

surface-tension forces, van-der-Waals forces, forces due to external fields (e.g. electric or magnetic),

radiation pressures, or temperature variations of material properties resulting in stresses at the

interface. Since the basic equations describing to the problem are generic for many experimental

conditions, a complete derivation of them is helpful in order to understand the physical mechanisms

behind the instabilities covered in the following chapters.

C.2. Pattern formation by capillary instability
A destabilizing interfacial pressure can be generated at the surface of liquid film, e.g. with the

help of electric fields or temperature gradients. If the external pressure overcomes the stabilizing effect

of the surface tension, it drives the film towards dewetting. The external field can be applied by

placing the polymer film between two electrodes in a capacitor geometry, including also an air gap.

The developing morphology can be controlled by laterally varying the applied field with the help of a

structured electrode.

To theoretically describe the behavior of capillary waves one can model them as sinusoidal

perturbation of a flat interface [116].( , ) = + exp( + ) (1.28)

where ζ is the amplitude of the capillary wave and hp is the position of the planar surface (ζ = 0). For

negative values of τq, the mode with wave vector q is damped. For positive τq values the surface is

destabilized by the exponential growth of this mode.
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Figure I.21: (a) Schematic representation of the device used to study capillary surface instabilities. A
polymer air bilayer of thicknesses hp and ha, respectively, is formed betwen two planar silicon wafer
held at a separation d. A capillary instability with wavelength λ = 2π/q is observed upon applying a
voltage U or a temperature difference ΔT. (b) Dispersion relation (prediction of Eq. 1.33). While all
modes are damped (τ < 0) in the absence of an interfacial pressure, the application of an interfacial

force gradient may lead to the amplification of a range of λ-values, with λm the fastest growing mode.

The formation of a surface wave (Figure I.21-a) requires the lateral displacement of matter.

Assuming a non-slip boundary condition at the substrate surface (lateral velocity v(z=0) = 0), and in

the absence of normal stresses at the liquid surface a parabolic velocity profile (half-Poiseuille profile)

in the film will be developed ( , ) = ( − 2 ) (1.29)

where η is the viscosity of the liquid and ∂i represents the partial derivative with respect to i . ∂x p is the

lateral pressure gradient that drives the liquid flow in the film. In the one dimensional case considered

here, the lateral flow causes an averaged flux j = hv through the film cross section h, given by= − (1.30)

The third necessary ingredient for the model is the continuity equation for the non-volatile polymer

melt + = 0 (1.31)

Inserting Eq. (1.29) into Eq. (1.30) yields the equation of motion= ( ) (1.32)

Eq. (1.31) describes the response of a liquid film to an applied pressure p together with the Eq.

(1.32). The resulting differential equation is usually solved in the limit of small amplitudes ζ << h ≈ hp

and only terms linear in ζ are kept (“linear stability analysis”). This greatly simplifies the differential

equation. The pressure inside the film p = pL + pex consists of the Laplace pressure pL=−γ∂xxh,

minimizing the surface area of the film, and an applied destabilizing pressure pex, which does not have

to be specified at this point. This leads to the dispersion relation
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= ( + ) (1.33)

The predictions of Eq. (1.33) are schematically shown in Figure I.21-b. For pex = 0, τ < 0 for

all values of q. This confirms that films are stable in the absence of a destabilizing pressure. If a

(possibly externally imposed) force is switched on, so that ∂h pex < 0, τ > 0 if q is smaller than a critical

value qc and has a maximum for 0 < qm < qc. Qualitatively, modes with a large wave vector q

(corresponding to surface undulations with short wavelengths λ = 2π/q) are suppressed (τ < 0), since

the amplification of such waves involves a large increase in liquid-air surface area. On the opposite

end of the spectrum, long wavelength (small q) modes, while allowed, amplify slowly due to the large

lateral transport of material involved in this process. As a consequence, the mode with the highest

positive value of τm is maximally amplified:= = 2 − (1.34)

= (1.35)

Eq. 1.34 is a generic equation describing film instabilities in the presence of an applied pressure. It

describes the film instabilities driven by van der Waals forces, or forces caused by electrostatic or

temperature gradient, as discussed below. Eq. (1.34) also illustrates that film instabilities are

determined by the forces that cause them. The systematic study of film instabilities can therefore be

used to quantitatively measure surface forces.

C.2.1. Van der Waals forces
The case pex = 0 is purely academic, since van der Waals interactions are omnipresent and are

known to affect the stability of thin films. In the non-retarded case, the van der Waals disjoining

pressure can be described as [110,117]: = (1.36)

where A is the effective Hamaker constant for the liquid film sandwiched between the substrate and a

third medium (usually air). Depending on the sign of A, pvdW can have either a stabilizing (A < 0) or a

destabilizing (A > 0) effect. Eqs. (1.34) and (1.36) yield the well-known dewetting equations [118]

= 4 (1.37)

Dewetting driven by van-der-Waals forces has been observed by many workers [119,120]. It is

characterized by a wave pattern, as opposed to heterogeneously nucleated film break-up caused by

imperfections in the film, leading to the formation of isolated holes that cause the dewetting.
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Figure I.22: Electrohydrodynamic instability of a polymer film. Applying a voltage at the capacitor in
Fig. 1.21a results in the amplification of a surface undulation with a characteristic wavelength λ (a).

This leads to the formation of hexagonally ordered columns (b). The origin of the destabilizing
pressure pel is schematically shown in (c): the electric field causes the energetically unfavorable build-

up of displacement charges at the dielectric interface. (d) The alignment of the dielectric interface
parallel to the electric field lines lowers the electrostatic energy. Adapted from [126].

C.2.2. Electrostatic forces
Films can be also destabilized by applying an electric field perpendicular to surface. The

physical basis for the deformation of a liquid surface by an electric field has been known for more than

a century. In 1879 Rayleigh [121] observed that a liquid jet breaks-up as a consequence of a capillary

instability that is characterized by a wavelength larger than the jet’s circumference. Later, in 1894,

Bassett [122] showed how electric charges destabilize liquid cylinders and drops. Until the 1960s most

of the work was focused on study the behavior of different varieties of liquids under electric field.

Good conductors (e.g. mercury) and perfect dielectrics (e.g. apolar liquids such as benzene) have been

studied [123,124]. Later studies were more focused on poorly conducting liquids and leaky dielectrics.

Particular attention has been paid to the structuring effect at an externally applied electric field on

polymer systems [125,[126]. At the base of these experiments is a very simple concept related to the

fact that at the interface between two media a density gradient is always present, which corresponds to

a gradient in the dielectric constant at the interface. When a voltage is applied between two planar

electrodes the gradient in the dielectric constant translates into a gradient in the electric field across the

interface. Any field gradient, translates into a corresponding pressure. This electrostatic pressure

serves to amplify fluctuations at the interface.

This process was first called lithographically-induced self-assembly (LISA), but in more

recent publications it has been named more generally as electric-field-induced pattern formation and is

called electrohydrodynamic (EHD) patterning. In EHD patterning, schematized in Figure I.22, a glassy

polymer, often poly(methyl methacrylate) (PMMA) or polystyrene (PS), is spin-coated on to a
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electrode known as the substrate. This thin polymer film is allowed to dry flat, forming a glassy

polymer film. Then, another electrode mask is placed at a small distance above the top of the film,

leaving a gap which can be filled with air or another liquid. The system is then heated above the glass

transition temperature (Tg) of the polymer, allowing it to flow. The mask and the substrate are then

electrically connected and a constant electrostatic potential is applied between them. As the electric

field is applied, the interface of the polymer film destabilizes, first forming cone-shaped undulations

which eventually grow in amplitude across the entire domain until the polymer film hits the upper

electrode, producing columns with characteristic separation distances and diameters. After the pillars

reach a steady-state configuration, the temperature is quickly lowered to lock the polymer into a glassy

state and the mask is removed, leaving the desired pattern of pillars on the polymer film.

The destabilizing effect arises from the fact that the electrostatic energy of the capacitor device

is lowered for a liquid conformation that spans the two electrodes (Figure I.22-d) compared to a

layered conformation (Figure I.22-c). The corresponding electrostatic pressure pel is obtained by the

minimization of the energy stored in the capacitor (constant voltage boundary condition) Fel = QU =

1/2 CU2, with the capacitor charge Q and the applied voltage U. The capacitance C is given in terms of

a series of two capacitances. This leads to a destabilizing pressure= − ( − ) (1.38)

with ε1 and ε2 the dielectric constants of the two media and the corresponding electric fields= ( , = 1,2; ≠ ) (1.39)

ε0 is the permittivity of the vacuum. Making use of Eq. (1.34), we obtain [125]= 2 √( ) ( ) = 2 ( )( ) (1.40)

For a double layer consisting of a polymer layer (ε2 = εp) with film thickness h2 = hp and an air gap

(ε1=1), we obtain: = 2 (1.41)

C.2.2.1. Previous studies and research
The formation of periodic arrays of pillars from a thin, uniform polymer film was first

observed in 1999 by Chou, Zhuang and co-workers [127,128], who postulated that internal charges

created an internal electric field in the film which served as the driving force for pillar creation.

Almost simultaneously, Schaffer and co-workers found that the application of an external electric field

enhances the instability, leading to the formation of well-defined arrays of smaller pillars [129].

In the experiments of Chou and coworkers, pillars with diameters of 1 μm were generated.

Replicated patterns of Schaffer were nearly perfect [130], and smaller feature sizes were also

achieved, with pillar diameters nearing 100 nm. After these seminal works, researchers have focused

on controlling the patterns and decreasing their size using externally applied electric fields and

patterned mask.
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Lin et al. decrease the interfacial tension and the Laplace pressure by replacing the air layer

with a liquid, leading to a substantial reduction in feature size. Nearly 50 times faster growing of the

pillars in comparison to the polymer/air case was observed [131,132]. In 2008, Bae and coworkers

[133] present a new method of making smaller features. Their strategy consisted in increasing the

electrostatic stress at the interface by enhancement the dielectric contrast between bottom and top

layers. Polystyrene-capped gold nanoparticles were incorporated into a polystyrene film, increasing

the effective dielectric constant from 2.6 (for the pristine polymer) to ∼3.2, which resulted in ∼20%

reduction of the spacing between pillars. Additional shapes, such as arrays of holes [132], 100 nm

periodic gratings [134], rosettes [129], and concentric rings [135] have also been reported. In

experimental and theoretical work Morariu and coworkers (2003), Bandyopadhyay and Sharma (2007,

2009) have extended these results to a trilayer geometry, which has led to even more complicated

novel structures such as hollow pillars [136,137,138].

Over the past 10 years, electric-field-induced pattern formation has been extensively studied

both experimentally and through modeling. A recent review article by Wu and Russel 2009 nicely

summarizes much of experimental research work in patterning of thin films by using electrodynamic

instabilities and proposes some challenges and future directions in pattern formation by the electric

field [139].

Besides the experimental work, many researchers have sought to understand the above

phenomena through mathematical modeling. In the 1960s, G. I. Taylor introduced the leaky dielectric

model to explain the behavior of droplets deformed by a constant electric field [140,141]. Melcher

adopted this model in a study of planar interfaces [142]. In the Taylor-Melcher model, a fluid is

assumed to be weakly conducting (leaky) to the extent that a bulk charge density does not exist, but a

surface charge density can develop at the interfaces [143]. From these first theories on the rupture of

liquid films by an externally electric field two qualitatively different cases can be distinguished. Film

instabilities can be caused (i) by free charges at a liquid/air or liquid/liquid interface, or (ii) by

polarization charges in the liquid. The first is achieved, for instance by exposing a thermoplastic

surface to a discharge or by the accumulation of charges at the interface (leaky dielectrics).

The theoretical treatment of thin film pattern formation using the leaky dielectric model was

first considered by Pease and Russel in 2002 [144]. They utilized standard linear stability techniques

under the lubrication approximation to analyze the effect of conductivity and surface properties on the

size of formed patterns. They found that the growth rates and wavenumbers calculated using the leaky

dielectric model were significantly larger than for perfect dielectrics and those obtained

experimentally data by Schaffer et al [130] and Lin et al [131]. To improve previous analyses, which

used the lubrication approximation, Pease and Russel in 2003 presented a generalized linear stability

analysis that relaxed this approximation [145]. They showed that as surface tension decreased and the

electric field is increased, the wavelength of the pillars (surface structure) decreased. Additionally,

Shankar and Sharma in 2004 [146] studied the effect of an external applied electric field on the

stability of the interface between two thin leaky dielectric fluid films using a linear stability analysis in
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the long-wave limit. They used asymptotic expansions to derive the coupled nonlinear evolution

equations of the position of the interface between the fluids and the interfacial free charge distribution.

They found two parameters to be important: the thickness ratio and the viscosity ratio. Larger

thickness ratios lead to larger scale structures while viscosity ratio has a significant effect on the

fastest growing wavelength. A reduction in the viscosity ratio by a factor of 100 can decrease the

wavelength by a factor of 5. They also found that the feature size scales as , where β the ratio of

the thicknesses of the two fluid layers and α depends only on the ratio of the conductivities. Further

investigation into the dynamics of pattern formation induced by electrostatic field has been conducted

by 3D nonlinear simulation by Verma, Sharma et al. in 2005 [147]. They studied the morphology of

the final pattern features, along with the evolution of those features, for both homogeneous and

heterogeneous electric fields in a perfect dielectric fluid. Wu and co-workers [148,149] used a

combination of weakly and fully nonlinear evolution equations to investigate how nonlinear effects

govern the growth of the instability and determine the final patterns. Through Fourier expansions, they

showed that second- and third-order nonlinearities favor the growth of hexagonal patterns in

agreement with experimental findings. Additionally, the effect of patterned masks was investigated,

showing that the geometry of the self-assembled patterns conform to the mask patterns.

The majority of theoretical studies presented above have only considered the flow of

Newtonian fluids, while in the experiments is typically are used the polymer polystyrene or poly

(methyl methacrylate) are typically used. It is well established that polymer melts that are above their

Tg exhibit strong non-Newtonian behavior, often viscoelastic.

Instabilities in the flows of viscoelastic fluids has been widely studied in other configurations,

as nicely summarized in a review article by Larson [150]. A majority of these studies were for bulk

flows without free interfaces, with the exception of a section on gravity-driven viscoelastic flows

down inclined planes. Chen [151] and Balmforth [152] also reviewed some of the literature on

interfacial instabilities of viscoelastic fluids in shear flows.

Non-Newtonian models have also been used to study electric-field-induced pattern formation.

Wu and Chou [153] was the first to attempt this by modeling the liquid layer as a leaky dielectric fluid

utilizing the Oldroyd-B viscoelastic constitutive equation, finding that the addition of elasticity further

destabilized the interface. This elasticity could also couple with the dynamics of the free charge,

creating a resonance that produced a bi-modal growth rate curve with two most-unstable

wavenumbers. The model used in this study, however, ignored the effect of inertia, which led to

curious singularities in the growth rate curves. Tomar [154] later included inertia in the formulation

using the Maxwell model, showing that the singularity described by Wu and Chou [153] was an

artifact of their neglect of inertia. Alternatively, inertia could be ignored if a solvent viscosity was

included instead by using the Jeffreys model.

More recently Shankar and Sharma 2010 presented a general unified theory of field (van der

Waals, electric, etc.)-induced surface instabilities in thin viscoelastic films. Their theory covers the

instability and its different regimes in films ranging from elastic to viscous, from adhesive (confined)
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to wetting (free surface), and from short- to long-wave instabilities. They found that critical conditions

for the onset of instability strongly dependent on elastic properties, such as the shear modulus of the

film, but the dominant wavelengths are strikingly independent of the film rheology. Different regimes

based on a nondimensional parameter (γ/μh) are uncovered, where γ is the surface energy, μ is the

elastic shear modulus, and h is the film thickness. A short-wave, elastic like response with wavelength

λ≈2.96h was obtained for γ/μh<0.1 (elastic limit), whereas for γ/μh > 1 (viscous limit)a long waves

that depend nonlinearly on the field strength and surface energy were obtained [155].

Elastic solids under the effect of electric fields have also been studied, beginning with the

work of Yang and Song [156]. This approach considered the mechanics of the solid using

contributions of surface energy, elastic energy, and electrostatic energy to the overall chemical

potential of the interface. They showed that for elastic solids there is a critical electric field strength

above which the interface will destabilize with a characteristic wavelength. Sarkar et al. [157] later

used a more rigorous model for the elastic solid, which extended the analysis to include the glassy and

transition regimes of the polymer behavior. They reported, primarily using 2-D nonlinear simulations,

that the pattern length scale depends only on the initial film thickness, regardless of the rheological

properties of the material. Experiments were conducted by Arun et al. [158] to specifically study the

effect that viscosity and elasticity have on pillar formation. They reported two distinct regimes of

behavior, one that behaves much like a liquid, displaying long wavelengths that are governed by the

electric field and material properties, and a second that behaves like a solid, where the length scale is

relatively unaffected by the material properties. The transition region between these two regimes is

very narrow and depends on the storage modulus.

A more detailed theoretical description of electric field induced instability in soft liquid, solid

and visco-elastic thin films will be presented in Chapter III.
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D. Contact between water and hydrophobic polymer films.

(How water meets a hydrophobic polymer surface)
Water is one of the most important and ubiquitous chemicals on earth. It surrounds and

permeates our lives; making up over 60% by volume of our bodies, and covering over 70% of the

earth’s surface. Still for all its importance, water is not well understood, and exhibits many anomalous

behaviors when compared to other fluids. For example water has a much higher surface tension and

heat capacity than comparable liquids. The origins of many of the unusual aspects of water are due to

its unique liquid structure. In its liquid form, water consists of an ever-changing three-dimensional

network of hydrogen bonds.

Water presents an even more puzzling behavior near hydrophobic surfaces. Loosely speaking,

one can define hydrophobicity as the tendency to of a substance to repel water. Usually hydrophobic

surfaces do not form hydrogen bonds. When water is placed in contact with a hydrophobic surface, its

hydrogen-bonding network must be disrupted. This drives the minimization of the area of contact

between water and hydrophobic substances. For this reason, a drop of water placed on a hydrophobic

surface will ball up instead of spreading out. The angle made between the solid and the liquid surface

at the point of contact is a good measure of the hydrophobicity of the solid. This angle is called the

contact angle (θ). Water placed on a hydrophobic surface will form a drop with θ larger than 90°.

However, what happens when water is forced into contact with a hydrophobic surface? Some

researchers have argued that an ultra-thin low-density region forms near the surface [159,160,161,

162,163]. However the microscopic details of how water meets a hydrophobic surface is still highly

debated in literature. There is not general consensus as to whether or not such a depleted region exists.

An overview of the experimental work performed on water-vapor and water-solid interfaces can be

found in the review article of Verdauger et al. [85].

The existence of sub-microscopic gas bubbles on solid surfaces immersed in water was first

proposed to account for the unexpected long-ranged attractive force between hydrophobic surfaces in

water.[164,165] Since then, results collected from different techniques has been presented in support

their existence at the water/hydrophobe interface, [166,167,168,169,170,171,172;173,174,175,

176,177,178,179,180,181] including direct imaging of nanobubbles by tapping mode atomic force

microscopy (AFM) [167,168,169,170,171,173], ellipsometry [179,180,181], neutron and X-ray

reflectivity [174,175,176,177,178]. Thermoreflectance measurements across solid-water interfaces

were performed by Ge et al. [182]. They found a significantly reduced heat conductance at

hydrophobic substrates compared to hydrophilic samples. Assuming that the thermal conductance of

an interfacial depletion layer is similar to water-vapor, an upper limit of 2.5Å for the size of the

interfacial gap was estimated. Other than these experiments on single solid-water system, other

techniques as the surface forces-apparatus (SFA) [183,184,185,186], colloidal stability [166], and

infrared spectroscopy measurements (ATR-FTIR) on the aggregation of hydrophobic particles [187]

have been used to study the interaction of hydrophobic objects in water.
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Theoretical efforts have also been developed on this topic. In 1973, Stillinger presented a

theory to qualitatively explain what happens to water near hydrophobic objects [188]. Based on

calculations from scaled particle that explicitly include “the strong and directional hydrogen-bonding

forces in water”, he suggested that large hydrophobic objects will be surrounded by a “thin film of

water vapor”. He predicted that the water in direct contact with the object would have a density that is

50,000 times less than that of bulk water. Furthermore, if the external pressure is close to the saturated

vapor pressure for the given temperature, the film could be thick on the molecular scale because there

is “essentially no driving force to eliminate the vapor film”[188]. Lum, Chandler and Weeks have

developed a theory of hydrophobicity that predicts the existence of a gas-like layer between two

extended hydrophobic planar surfaces in water [189]. Many computer simulations have been

performed to try to uncover the causes of the different hydrophobic effects, as gas and dewetting

behavior between two hydrophobic planar surfaces and even in a two-domain protein immersed in

water [190,191,192].

The experimental results are still disputed. Part of continuous debate is focused on whether the

gas at the liquid/solid interface is in the form of bubbles or as a continuous gas layer. Two major

difficulties argue against the presence of nanobubles. First, thermodynamics indicates that the bubbles

cannot be in equilibrium because their internal pressure would be too high. The internal gas pressure

of a 10 nm bubble would be 140 atm, according to the Laplace equation. Such a high pressure should

force the nanobubbles to quickly dissolve. The lifetime of those nanobubbles predicted by

conventional thermodynamics ranges from several picoseconds to hundreds of microseconds [193],

which is too short to be experimentally detectable (e.g. AFM). The second objection is that the AFM

techniques used to image these bubbles may in fact be nucleating the bubbles or breaking up a

continuous vapor layer. In a neutron reflectivity study, Doshi et al. pointed out that the density

reduction of water at the hydrophobic silane-water interface depended on the dissolved gases in water,

whereas pre-existing nanobubbles were excluded [178]. As can be observed in Figure I.23, a reduced

density layer adjacent to a hydrophobic OTS surface is present, with thickness determined by the

gasses dissolved in water. Ambient water produced an 11 Å depletion layer, while the OTS surface

with degassed water bubbled with argon had a 2 Å depletion layer.
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Figure I.23: Neutron scattering experiments at the OTS–water (D2O) interface (compilation from
Doshi et al. [178]). (a) Neutron reflectivity R normalized by the Fresnel reflectivity RF together with

calculated curves (solid lines) from the parameter refinement of a slab model versus the vertical
momentum transfer qz. Doshi et al. found a strong dependence on the gas content in the water

(naturally, green; degassed, red; argon, blue). (b) Scattering length density (SLD) profiles obtained
from the neutron reflection pattern. The extracted structure depends highly on the water preparation.

Some years ago, Attard and Tyrrell [170,194] suggested that long-range hydrophobic

attraction is caused by the presence of nanobubbles and reported some images obtained using tapping

mode Atomic Force Microscopy (AFM). The size of the observed bubbles was 20-30 nm; the surface

coverage is so high that it is hard to see the bare substrate. They observed that the size of the

nanobubbles is comparable to the distance at which the hydrophobic surfaces jump into contact. In a

more recent study Attard et al [194] insisted that nanobubbles were responsible for the long-range

attractive force measured by AFM between hydrophobic surfaces immersed in water. In their view, as

two hydrophobic surfaces approach one another the nanobubbles can bridge the distance and the

bridging meniscus then pulls the surfaces together. Figure I.22 shows AFM measurements performed

by Tyrrell et al. [170] and a more recent study by Simonsen et al. [173].

Figure I.24: Compilation of taping-mode AFM measurements on hydrophobic solid substrates
immersed in water. (a) Hydrophobic glass surface in water taken from Tyrrell et al. [170] (heigh

image, peak-to-valley scale: 30 nm). (b) AFM phase image of the polystyrene-water interface taken
from Simonsen et al. [173].
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Recent X-ray reflectivity measurements seem to show that the depletion layer between the

water and a hydrophobic surface cannot be explained by nanobubbles [195]. On the other hand, Zhang

et al. have reported that the gas nanobubbles [175,196] and gas pancakes [197] can be formed with

high reproducibility by the solvent exchange method.

Despite of the long list of seemingly contradictory results around the nature depletion of the

layer between the water and a hydrophobic surface, consensus is slowly emerging around the idea that

a boundary layer of reduced density is indeed present. This is not the only unexpected effect related to

the contact between water and hydrophobic surfaces [198]. In many areas of biological,

environmental, or technological interests the aqueous phase is not pure water, but comprises a number

of ions including those associated with the acidity or alkalinity of the solution. For this reason

exploring the behavior of aqueous solution of salts, acids and bases in contact with hydrophobic

surfaces and understanding the behavior of different ions is a topic of interests.

Since hydrophobic surfaces are by definition “water hating”, one might assume that solvated

ions would avoid a hydrophobic surface. Simple electrostatic considerations suggest that solvated ions

would rather be located in the high dielectric constant environment of bulk water that at the interface

with low dielectric medium. Yet experiments reveal that solid hydrophobic polymers, hydrophobic

assembled structures, and even gas bubbles are usually negatively charged in contact with water at

neutral or basic pH [199,200,201,202,203,204] and become positively charged in acidic solutions

[205,206]. Most hydrophobic polymers do not have reactive surface groups or a strong affinity for

ions (inert surfaces), but often exhibit electrokinetic potentials of the same order of charged

hydrophilic surfaces (such as glass), and have similar pH dependence. In neutral solutions this inert

surfaces show a negative surface charge and isoelectric point (IEP) close to pH = 4 (Figure I.25).

Figure I.25: Zeta potential of non-oxidized cellulose, polystyrene, and Teflon® AF thin films in
dependence of the solution pH in KCl solution (1 mM). Figure was reproduced from ref. [206]
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An IEP of about 4 has been reported for many hydrophobic surfaces [206]. As represented in

Figure I.25, the zeta potential, ζ is negative above the IEP and decreases with increasing pH, while

positive zeta potentials are observed at pH<IEP. Polymer surfaces of different hydrophobicities have

different ζ, the magnitude of ζ is similar for polystyrene and Teflon® AF films within the probed pH

range (contact angle of Teflon and PS is 121° and 93°), while ζ values of non-oxidized cellulose films

(contact angle is 35°) were considerably lower. This measurements show that water ions preferentially

adsorb at the highly hydrophobic polymer surfaces: detailed analysis of the pH dependence led to

attribute the surface charges to hydroxide (OH-) and hydronium (H+) ions [205,206]. Moreover, since

hydroniums dominate only at low pH, it was concluded that they have a lower hydrophobic surface

affinity than hydroxides [205]. The presence of water ions at hydrophobic interfaces is further

supported by spectroscopic studies in highly concentrated solutions, which show that the O−H

stretching modes in the vicinity of the liquid−vapor interface are affected by both OH- and H+ ions,

albeit more substantially by the latter.

The origin of charge at water hydrophobe interfaces is debated. The mechanisms and driving

forces that charge interfaces in the absence of dissociative processes are not well understood.

Disagreement comes from the fact that majority of experiments suggest a preferential adsorption of

hydroxide ions [199,205,206,204,203,207,208,209,210,211,212]. An opposite picture has emerged

from experiments analyzing molecular structures and MD simulations [213,214,215,216,217,218];

which concluded that the concentration of hydronium ions, but not hydroxide ions, is enhanced at the

gas/water interface. Moreover, MD simulations have even suggested a weak depletion of hydroxide

ions in the topmost water layer in 1.2 M NaOH solution [218]. These divergent results are currently a

subject of discussion in the scientific community and require further clarification. According to ref.

[101] two reasons are at the origin of contradictory results. One possibility is related to fundamental

differences in experimental design and data interpretation. Electrokinetic and surface force

measurements provide integral information, and continuum models have been used to derive the

molecular structure of the interface. In contrast, surface-sensitive spectroscopic techniques and MD

simulations explore interfacial structures and properties at the molecular level. Another reason of the

incompatible results can be the different concentration levels used for the experiments. In MD

simulations, ion concentrations of 0.1 M or higher are typically used, which restricts the studies to

either very high or very low pH values. In contrast, the majority of the experiments are performed at

intermediate pH values (pH = 2–11) in solutions of ionic strength lower than 0.1 M.

In the literature we find different explanations for the surface charge at polymer-water

interfaces. But before discussing the origins of charges at water-hydrophobic polymer interfaces, I will

present a brief summary of the physical processes at the origin of surface charge in general.
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D.1. Origins of surface charge
Interfaces can be charged by a variety of different processes. At solid surfaces, charges are

often caused by ionization of functional groups, (e.g. carboxylic acid or amino groups), preferential

adsorption of ions or desorption or substitution of lattice ions.

D.1.1. Ionization of surface groups
Many surfaces behave as weak acids or basis in aqueous solutions, owing to reactivities of

surface groups, e.g., amines, carboxylic acids, or oxides. Glass is a particularly well-studied example

of such a system. In glass substrates, surface silanol groups can be deprotonated in aqueous

environment leaving a negative surface charge:⇔ +
The pKa for this reaction is approximately 4.7 [219]. In cases like this where protonation/deprotonation

of surface groups is the origin of charge, the charge-determining ions are H+ and OH-, and the

electrokinetic properties of the system are a strong function of pH [220].

D.1.2. Differences in affinity for ions between the solid and liquid phases
Differences in affinity between the liquid phase and the solid phase for particular ions lead to

charge separation by (i) preferential adsorption of ions from an electrolyte solution onto the surface

and/or (ii) preferential solution of ions from the crystal lattice of an ionic salt [221]. Many Nernstian

surfaces exhibit mechanism (ii), leading to a surface potential that is well defined as a function of the

salt concentration. Silver halides, such as AgI, are examples of Nernstian surfaces. Their surface

potential, ζ, as a function of the silver ion concentration, [Ag+], is defined by [220]= [ ][ ] (1.42)

where kB is the Boltzmann constant, T is the temperature, z is the valence of the ion (z = 1 for AgI), e

is the elementary charge, and pzc refers to the point of zero charge. Equation (1.42) assumes that as

the bulk activity of Ag+ ions is altered, the activity of surface Ag+ ions remains constant. Nernstian

surfaces can be useful in studying electrokinetics, since their surface electrical potential boundary

conditions are well-defined.

D.1.3. The electrical double layer
The net charge density at fluid-solid interfaces causes an electrical potential and ion

distribution structure within the fluid, known as the electrical double layer (EDL). The surface charge

generates an electric field, which pulls oppositely charged ions (counterions) toward the surface, and

pushes like charges (co-ions) away from it. Counterions preferentially concentrate near the surface,

effectively shielding the bulk solution from the surface charge. The shielding layer is often referred to

as the Debye layer. A schematic diagram of the EDL is shown in Fig. 1.
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Figure I.26: Scheme of the electrical double layer.

More detailed descriptions of the internal structure of the EDL and electrokinetic phenomena

will be described in Chapter II.

D.2. The origin of charge at water hydrophobe interface
As was already mentioned, the origin of surface charge in common hydrophobic surfaces is

not well-understood, still debated and difficult to measure. Most hydrophobic materials are considered

chemically inert, and are not expected to have reactive charge-forming surface groups or a strong

affinity for ions. Nevertheless, different hydrophobic materials, including PDMS, PS, PE, Zeonor, and

PTFE have been shown to have significant surface charge [220]. The hypothesis regarding the

source(s) of charge include: (i) surface impurities present owing to the manufacturing process, which

undergo charge-forming chemical reactions when in contact with water; (ii) anions are specifically

adsorbed, owing to differences in affinity or hydration energy; and (iii) water ions are specifically

adsorbed, owing to water orientation at a hydrophobic interface.

D.2.1. Impurities
Some researchers attribute the origin of electrical charge at polymer water interfaces to

residual plasticizers, cross-linkers, and initiators from the manufacturing/polymerization process

which are capable of getting charged by chemical reactions such as acid-base dissociation

[222,223,224]. The prevalence of trade secrets in the polymer industry often leads to uncertainty as to

the makeup and concentration of these impurities. It is possible that impurities may affect the

electrokinetic performance of some hydrophobic materials used in microsystems, but they cannot

explain the majority of the observed data. More than this, many hydrophobic materials show

consistent electrokinetic properties independent of the manufacturing process [225]. In fact, there is

little, if any, support for the postulate that impurities are a primary source of charge in any polymeric

microfluidic system. However few experiments have been conducted to detect the role of impurities.
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D.2.2. Specific adsorption of (salt) ions
Is known that specific adsorption of ions may affect many surfaces; for example, divalent

cations, if present at high concentrations, have been shown to change the sign of the electrokinetic

potential on glass surfaces at high pH. While adsorption is critical for large surfactant molecules and

large ions, for small salt ions things are more complicated. For an ion to be able to adsorb to a surface,

water molecules must be removed, so less-hydrated ions tend to preferentially adsorb as compared to

more hydrated ions. A number of spectroscopic and molecular dynamics (MD) studies have provided

direct evidence for the adsorption of electrolyte ions at liquid-gas interfaces [226,227,228,229], which

serve as model hydrophobic interfaces. Sum frequency generation (SFG) measurements of air-water

systems indicate enhanced anion concentration at the interface at high (0.1 M) salt concentrations

[226]. Recent XPS experiments performed at water-vapor interfaces with very high salt concentrations

demonstrated similar behavior [229]. Second harmonic generation (SHG) data for these interfaces

across a range of salt concentrations (1 mM - 1 M) showed that ion adsorption follows Langmuir

adsorption kinetics [227]. On the contrary electrokinetic experiments involving hydrophobic surfaces

and lower salt concentrations (0.1 - 1 mM) does not conclusively support ionic adsorption

[230,231,232]. Measurements of electrophoretic mobility as a function of the counterion concentration

have been described by Gouy-Chapman-type double layer shielding effects and are in general

independent of the particular buffer ions used for a variety of hydrophobic substrates [230,231]. The

electrophoretic mobility of oil droplets was also found to be buffer-independent, and to behave

consistently with double layer shielding [232]. The divergence between the spectroscopic

measurements and the electrokinetic measurements may come from the fact that spectroscopic

measurements has been performed at high salt concentrations while electrokinetic tests are usually

conducted at low concentrations of salt. However, the data in [227], which covers a concentration

range between those studied in microfluidics and other spectroscopic measurements (1mM–1M),

shows that the degree of interfacial salt adsorption decreases rapidly as the salt concentration

decreases. This suggests that at low concentrations anion adsorption is less important, and may be very

difficult to observe in the presence of other chemical processes (e.g., surface reactions or hydroxyl or

hydronium adsorption).

D.2.3. Specific adsorption of water ions
The specific adsorption of hydroxyl ions onto hydrophobic interfaces has also been proposed

as the origin of surface charge in hydrophobic polymer materials [204,205,206]. Even though

hydroxyl ions tend to be more hydrated as compared to hydronium or salt ions [233], they are believed

to preferentially adsorb onto aqueous-hydrophobic interfaces resulting in a net negative surface charge

density [199]. This interfacial charging mechanism is consistent with experimental data for most

hydrophobic surfaces, which have pH-dependent electrokinetic potentials that become increasingly

negative with increasing pH [231]. However, as was mentioned before, these results differ from MD
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simulations; moreover; simple models based solely on hydroxyl ion adsorption fail to explain positive

charges on hydrophobic polymer surfaces [230] at low pH conditions.

Other authors [234,235] attribute the phenomenon of water-ions adsorption to specific

properties of the ions and not to the characteristics of the interface. Kudin and Car [235] concluded

that both water ions behave like amphiphilic surfactants that adsorb to a hydrophobic hydrocarbon

surface with their hydrophobic side. It was suggested that this behavior originates from the asymmetry

of the molecular charge distribution, resulting in a strongly hydrophobic and a hydrophilic surface side

of the ions [235].
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In this chapter the sample preparation techniques and main characterization methods are

presented. The chapter starts with a description of the materials studied, substrate preparation and

surface modification, followed by the description of the different sample preparation techniques. In the

second half of the chapter the main characterization techniques used are presented, with discussions

involving the physical principles behind the technique and its operational details.

2.1 Materials
The materials used in the studies of this thesis are linear homopolymers with a narrow

molecular weight distribution (polydispersity Pd = MW/Mn). The polymer used in most of the

experiments described in this thesis is isotactic polystyrene (PS), but in some particular experiments

polymers as polymethylmetacrylate (PMMA), polyethylene (PE) and polydimethylsiloxane (PDMS)

were used. Their characteristics are summarized in Table II.1.

Table II.1: Polymers used in this work. Mw - weight-averaged molecular weight, Pd - polydispersity, γ
- surface tension at 20°C, Tg - glass transition temperature, ε - dielectric constant and n - refractive

index at room temperature.

Polymer Repeating unit MW (kg/mol) Pd γ (mN/m) Tg (°C) ε n

PS †‡‼

PMMA†

PE†

C8H8

C5H8O2

C2H4

7, 59, 160, 250, 500

120

125

<1.04

2

1.32

40.7

41

35.7

90-105

105

-20

2.5

3.6

2.3

1.59

1.49

1.54

†PS of 59 and 500 kg/mol were obtained from Sigma-Aldrich

‡ PS 250 kg/mol was purchased from ACROS Organics

‼160 and 7 kg/mol were generous gifts from Dr. Eric Drockenmuller and Dr. Antoine Bosquet.

2.1.1. Polystyrene
Polystyrene (PS) is an inexpensive hard plastic which belongs to the group of standard

thermoplastics, which also includes polyethylene, polypropylene and poly(vinyl chloride). A selection

of PS properties relevant to the work developed in this thesis is presented in Table II.2. Polystyrene

combines different properties that make it suitable for different applications. As its vapor pressure is

extremely low material losses due to evaporation is not a problem. It is soluble in volatile easy to

handle solvents. Typical applications take advantage of its glassy character at room temperature.

Polystyrene is second only to polyethylene in our everyday life.

Polystyrene is a vinyl polymer. Structurally, it consists of a carbon backbone saturated with

hydrogen, with one hydrogen in each monomer unit replaced by an aromatic ring (phenyl group)

(Figure II.1). Polystyrene is usually produced by free radical vinyl polymerization, from the monomer

styrene.
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Figure II.1: Chemical structure of polystyrene.

As mentioned in previous chapter, PS exists in atactic, syndiotactic, and isotactic varieties. If

all of the aromatic rings are on the same side of the chain, we say that the polymer is isotactic. In the

syndiotactic variety of groups on the polymer chain are attached to alternating sides of the polymer

backbone. "Normal" or atactic polystyrene has no preferential order regarding the side of the chain on

which the phenyl groups are attached. Atactic PS forms a clear, amorphous structure while the regular

periodicity of the syndiotactic and isotactic varieties allows them to form discrete crystalline domains

from the melt, creating a semicrystalline microstructure.

Atactic polystyrene was chosen for most of the studies presented in this thesis because of its

relatively simply morphology and its widespread use in polymer physics studies. The absence of a

crystalline phase, make it easier to use for studies of surface mobility, instabilities in thin polymer

films and structure formation.

Table II.2. Properties of polystyrene

Physical Properties

Density 1.04-1.07 g/cm3

Mechanical Properties

Hardness, Rockwell M

Hardness, Rockwell R

Ultimate Tensile Strength

Yield Tensile Strength

Elongation at Break

Elongation at Yield

Elastic Modulus

Poisson’s Ratio

70-74

104-120

17.9-70 MPa

25-69 MPa

1-45%

1.5-2.2%

3200 MPa

0.325-0.33

Thermal Properties

Thermal Conductivity 0.12-0.193 W/m-K
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Glass Transition Temperature 83-105°C

Optical Properties

Visible Light Transmission 80-90%

2.2. Preparation Techniques

2.2.2. Substrate preparation
This thesis deals with structuration of supported polymer films. As will be described later, the

choice of substrate is one of the factors that determine the quality of polymer films. In general, smooth

and clean substrates must be used to produce good-quality films. In this work we used two different

substrates: silicon wafers and freshly cleaved muscovite mica.

2.2.2.1. Silicon Wafers
We used highly polished silicon (Si) wafers (surface roughness below 5 nm) (Wafer World,

Palm Beach County, Florida) with (100) lattice plane doped with boron (p–type) and resistivity 1-

50Ωcm.

For our experiments, we cut pieces of 1X1 cm2, and cleaned them with Piranha solution to

remove dust and organic contaminants. Piranha solution1, also known as piranha etch, is a mixture of

concentrated sulfuric acid (H2SO4) and hydrogen peroxide (H2O2) (70 % conc. H2SO4 and 30% H2O2).

Si wafers samples were immersed in them hot Piranha solution (100 to 110°C) for 1-1:30 hours. Then,

samples were extensively rinsed with Millipore water and gently dried with N2 gas. Because the

piranha mixture is a strong oxidizer, it removes most organic matter, and hydroxylates the Si surfaces

(adding OH groups), making them extremely hydrophilic. The oxide layer on top of the silicon

substrates was approximately 2 nm thick after piranha treatment.

2.2.2.2. Mica
Mica is a phyllosilicate mineral of aluminium and potassium with chemical formula

KAl2Si3AlO10(OH)2. Clay minerals are formed by two building blocks [1]: tetrahedrons of oxygen

with Si4+ ions in their centers and octahedrons of oxygen with Al3+ or Mg2+ in their centers.

The tetrahedrons share oxygens and form hexagonal rings. Some oxygen atoms form

hydroxyls, in particular when the clay is filled with Ca2+. This pattern can be repeated at infinitum to

form flat tetrahedral sheets. Similarly, the octahedrons are linked to form octahedral layers. The

1Piranha solution is VERY DANGEROUS!, being both a strongly acid and a strong oxidizer.
Do not attempt to use and/or mix piranha solutions without prior training and lab manager instructions. The handling of piranha solutions
should be done under fume hood deck, only in glass containers (preferably Pyrex) and wearing protection equipment that includes:
laboratory clothing (lab coat), gloves, protective eye wear, and leather shoes.
When preparing the piranha solution, always add drop by drop the peroxide to the acid. The added H2O2 immediately produces an
exothermic reaction with gas (pressure) release. If the H2O2 concentration is at 50% or greater, an explosion could occur. Hot piranha should
neither be stored in a closed container and nor mixed with organic compounds it may cause an explosion.
Piranha solution should be handled with extreme caution. the container must be very clearly labeled with the words “Piranha Solution”.
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tetrahedral and octahedral sheets can be stacked on top of each other in various forms to build the

different kinds of clays. In mica, each sheet is composed of three layers (Figure II.2). The top and

bottom layers are formed by hexagons filled with Si4+. The intermediate layer is octahedral and each

octahedron is filled with Al3+ or Mg2+. The sheets are held together by cations. Since this binding is

relatively weak, mica can be easily cleaved. After cleaving a clean, atomically smooth surface (R.M.S.

roughness smaller than 0.5 angstroms) over large areas can be obtained. For this reason mica is a very

commode substrate for coatings, microscopy, atomic force microscopy and surface forces

measurements.

Figure II.2: Molecular structure of muscovite mica (KAl2Si3AlO10(OH)2)(a), thick mica sheets (b)

When immersed in liquids of high dielectric constant mica often gets charged by the dissolution of

cations (K+) in the liquid, leaving a negatively charged mineral behind (with one charge every 48 Ǻ2).

[2,3]. In water, this charge depends somehow on the pH.

2.2.3. Sample preparation

2.2.3.1. Spin-Coating
This thesis deals with the properties of thin polymer films. They can be deposited onto a

surface using various techniques, such as dip coating, capillary coating, spray coating, flow coating,

chemical coating and other.

A procedure widely used to apply uniform thin polymer films is spin coating. This technique

was used in all the experiments that described in this thesis (Figure II.3). A typical spin coating

process starts by deposit an excess amount of a given polymer solution on top of a substrate held in

place by a vacuum chuck. To obtain a smooth and defect-free film, a filtered solution (NALGENE

filters pore size of 200 nm) must be used. The substrate is then rotated at high angular speeds (spin

speed 1000–10 000 rotations per minute) in order to thin the film by centrifugal force. Rotation is
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continued for some time (spinning time); the volatile solvent evaporate leaving behind a

homogenously flat film [4].

Figure II.3: G3 series Spin Coater (Specialty Coating Systems, SCS) and representation of the spin-
coating technique for the deposition of a polymer film.

Resulting film thickness, homogeneity, roughness and reproducibility (one of the most

important factors in spin coating of polymer films) depend on many factors such as spin speed,

polymer concentration, acceleration, spin time, viscosity, annealing time, etc. Subtle variations in the

parameters that define the spin process can result in drastic variations in the quality of the coated film.

For example, dispersing an insufficient amount of polymer solution results in uncoated areas (Figure

II.4a). Low polymer concentrations particles on the substrate or high speed or accelerations produce

streams and flares (Figure II.4b). On the contrary, if the speed or acceleration is too low or if the

solvent is too volatile, non-uniform films are produced (Figure II.4c and d) [5].

Figure II.4: Spin coated films illustrating some typical complications found in this technique.

A good balance between the  choice of parameters mentioned above, and a “good” solvent (PS

e.g. in toluene) permit to achieve very homogeneous films (Figure II.4e), with controlled thickness

from tens of nanometers up to a few micrometers and R.M.S. roughness less than 0.5 nm (Figure II.5)

the thickness of polymer films made by the spin-coating technique is a function of spin-coating speed,

solution concentration/viscosity and polymer molecular weight. Quantitatively, the polymer film

thickness h follows the empiric formula



Chapter II. Materials, Methods and Experimental Techniques

68

h= kη0
βΩα,

where k and β are material specific constants, η0 is the initial polymer solution viscosity, Ω is the spin-

coating angular velocity and α is a constant with a value of around - 0.5 for most polymers.

Figure II.5: (a) angular velocity dependence of the film thickness at different concentrations of 7 kDa
polystyrene (PS) in toluene solution; (b) optical micrographs and (c) taping mode AFM micrograph (3

µm X 3µm) (c) of a resulting 438 nm thick coated film.

2.2.4. Surface modification
Surface chemical and physical proprieties are of primary importance in many applications,

such as catalysis, drug delivery, coatings, paints, adhesives, wetting, etc. For example, it is well known

that substrate surface conditions (e.g. wettability) have a direct influence on the adhesion, stability and

homogeneity of thin polymer films.

For some of the experiments represented in this thesis, mica surfaces were coated with a

monolayer of 10 nm diameter ceria nanoparticles and silicon wafers were hydrophobized by coating

with a silane layer, in order to modify the adhesion of the polymer film on the substrates and to avoid

the penetration of water between the film and the substrates.

2.2.4.1. Ceria deposition on mica by dip coating
Mica surfaces were modified by dip coating deposition of cerium oxide CeO2 nanoparticles

[6]. A 20 wt% dispersion of CeO2 nanoparticles in water (pH  1.5) provided by RHODIA was diluted

with nitric acid (HNO3, pH = 1.5) to 0.1 wt %. The solution was further modified by addition of 0.1 M

sodium nitrate (NaNO3). Addition of salt does not destabilize the solution and does not change the

dispersability of the nanoparticules but facilitates deposition of the particles from the solution onto the

surface of the substrate. Mica samples were treated by immersion in the dispersion for 1-2 hours. Prior

dipping, top and bottom dirty superficial layers of mica surfaces were removed by cleaving (using a

sharp needle), or peeled off using scotch tape. After coating the plaques were removed from the

solution and immersed in a nitric acid solution at pH = 1.5 for 1-5 min, rinsed twice with distilled

water and gently dried with N2 gas. The presence and quality of coating monolayers of 10 nm diameter

ceria nanoparticles was verified using atomic force microscopy (AFM), Figure II.6.
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Figure II.6: Atomic force microscopy micrographs (height images) of (a) mica surface and (b) mica
coated with cerium oxide nanoparticles. The presence of nanoparticles with high surface coverage is

clearly evident in the height image (b). The mean diameter of the particles is 10 nm.

2.2.4.2. Molecular Self-Assembly of OTS on silicon wafers
Surface energy modification of silicon wafers was performed by coating samples with

physisorbed self-assembled monolayers (SAM) of a silicon based compound with a long alkyl chain

(octadecyltrichlorosilane, OTS). OTS forms covalent bonds with the oxygen groups on a (native)

silicon oxide surface and self-assembles into a highly-ordered monolayer [7,8,9,10]. Direct

silanization from solution was originally reported by Bigelow, Pickett and Zisman [11,12]. Later Sagiv

[8] describe the application to silicon wafer surfaces.

Before silanization, the silicon surface (prepared as describe before) were cleaned with ethanol

and dried with N2 gas before and after an ultrasonic bath with double distilled water (to remove silicon

flakes) and finally irradiated for 20 - 30 minutes in an UV-ozone cleaner (to activate the surface).

Direct silanization was performed by immersing during 2 hours the freshly cleaned silicon wafers in a

glass beaker containing solution 2 wt% of OTS in anhydrous toluene. During this time, the OTS

molecules bond covalently to the silicon dioxide substrate. Then the substrates were taken out of the

silane solution and rinsed with toluene, dried with dry nitrogen gas and annealed for 2-5 hours at

95°C. After annealing, the quality of the hydrophobic coating was verified by measurements of

advancing and receding water contact angle. The difference of the two values gives the contact angle

hysteresis, as described below. For a good hydrophobic coating, the contact angle hysteresis should be

as small as possible. The roughness of the coated samples was examined by AFM. The thickness of

OTS layers was measured by ellipsometry. Typical results of these measurements are summarized in

Table II.3.
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Table II.3: Properties of Si wafer before and after OTS coating: θA – advancing contact angle; θR –
receding contact angle; Δθ – hysteresis; d – thickness

Sample d [nm] θA [°] θR [°] Δθ [°] RMS roughness [nm]

Plane Si (native oxide)

SAM-OTS

1.6

2.3

<10

88

<10

81

-

7

0.21

0.22

In SAM method molecules adopt a define arrangement without guidance from an outside source. On

the contrary, controlled grafting density of (OTS) on silicon wafers and different degrees of

hydrophobicity of the surfaces can be achieved by using the Langmuir-Blodgett method of coating.

2.2.4.3. Langmuir–Blodgett (LB)
The LB trough is an apparatus which has two purposes [13].

First, it can be used to deposit one or more monolayers of specific amphiphiles onto solid substrates,

as described below. Second, it can be used as an experimental device to test interfacial properties such

as the surface pressure of a given system.

Figure II.7: Schematic illustration of a Langmuir film balance with a Wilhelmy plate electrobalance
measuring the surface pressure, and barriers for reducing the available surface area.

Langmuir troughs (Figure II.7) are usually made of Teflon to prevent any leakage of the

subphase over the edges. A monolayer of molecules on the subphase (usually water) is formed when a

solution of a water insoluble (or sparingly soluble) amphiphile is placed on a water surface with a

microsyringe; the solution then spreads rapidly to cover the available area. After solvent evaporation,

movable barriers are approached to compress the monolayer at the interface. The barriers are made of

Delrin, hydrophilic material, and heavy enough to prevent any leakage of the monolayer below the

barriers. At the beginning of the compression amphiphilic molecules are well-separated and do not

interact with each other. During compression, the barriers reduce the area available for a single
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molecule increasing the intermolecular interactions. The formation of the monolayer at the aqueous

surface decreases the surface tension at the air-water interface.

An experimental indicator of the properties of the surface layer is obtained by measuring the

surface pressure as a function of the area available to each molecule.

Surface pressure (Π) is the difference between the surface tension of the clean subphase (γ0) and of the

surface tension at the interface covered by the monolayer (γ):

  0 (2.1)

An isotherm is usually recorded by compressing the film (reducing the area with the barriers)

at a constant rate while continuously monitoring the surface pressure. The surface pressure in the

system is measured by the Wilhelmy plate-method. In this method the force due to surface tension on

a suspended plate that it is partially immersed in the subphase is measured (Figure II.7). This force is

then converted into surface tension (mN/m) with the help of the dimensions of the plate. The plate is

often very thin and made of platinum, but even plates made of glass, quartz, mica and filter paper can

be used [13]. The total force in the plate is given by:

gVtgmF plppp   )cos()(2)( (2.2)

where mp - mass of the plate, g - gravitational acceleration, tP - thickness of the plate, ωp - width of the

plate, γ - surface tension of the liquid, θ - contact angle of the liquid on the plate, ρl - density of the

liquid, and Vp - volume of the portion of the plate immersed in the liquid.

If the plate is completely wetted by the liquid (cosθ = 1) the surface pressure is then obtained

by

ppp

F
t

F



2)(20






 if  ωp>> tp. (2.3)

A schema of a typical Π/A-isotherm is shown in Figure II.8. We can distinguish different

regions or phases [14]. Initially, large monolayers exist in the gaseous state (G), under continuous

compression a phase transition to the liquid-expanded state appears (L1). Upon further compression,

the L1 phase undergoes a transition to the liquid-condensed state (L2), and at even higher densities the

monolayer finally reaches the solid state (S). If the monolayer is further compressed after reaching the

S state the monolayer will collapse into three-dimensional structures. The collapse is generally seen as

a rapid decrease in the surface pressure or as a horizontal break in the isotherm if the monolayer is in

the liquid state.

The transfer of a monolayer from the water-air interface to a substrate is a delicate process that

depends on many factors. These include the direction and speed of the substrate, surface pressure,

composition, temperature, and pH of the subphase. Deposition is achieved by passing a substrate

through the monolayer while simultaneously keeping the surface pressure controlled. This is achieved

by using a computer controlled feedback system between the electrobalance measuring the surface

pressure and the barrier moving mechanism. Consequently, the floating monolayer is adsorbed to the
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solid substrate and is called Langmuir-Blodgett film. The quantity and the quality of the deposited

monolayer on a solid support is measured by the transfer ratio (t.r.) defined as the ration between the

decrease in the monolayer area during deposition and the area of the coated substrate.

Figure II.8: Schematic Π/A-isotherm and orientation of the molecules in different phases [14].

The advantages of this coating technique are:

 precise control of the molecular density

 homogeneous deposition of the monolayer over large areas

 possibility to make multilayer structures with varying layer composition by successive

depositions.

2.3. Characterization Techniques
In this thesis, various characterization techniques were used to study polymer thin films. In the

present section, a description of the basis of the different techniques and its operation are presented.

2.3.1 Optical Microscopy of thin polymer films
A microscope is an instrument which uses visible light and a system of lenses to produce

magnified images of small samples. Since his invention, the microscope has become an important

research tool in many sciences such as physics, materials sciences, life sciences and biology to image

objects that are too small to be seen with the naked eye [15].

We used a reflected light microscopy (Olympus Optical Microscope BX51) (Figure II.9) to

qualitatively analyze the homogeneity of polymer films of thickness between 10-6m and 10-3m. These

films appear colored due to interference of reflected white light at the polymer–air and at the polymer

–substrate interface. The color of the film is then a function of its thickness, refractive index, the

supporting substrate and the atmosphere. It can be used as an indication of its thickness and

uniformity, as shown in Figure II.9.
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Figure II.9: Olympus BX51 microscope, equipped with several objectives (a). Interference colors from
a polystyrene film on a silicon wafer (b) [16]. The film thickness changes from right to left: 20 nm
(light brown), 70 nm (dark brown), 100 nm (dark blue), 140 nm (light blue) 200 nm (yellow), 250 -

280 nm (purple), 290 nm (blue), 310 nm (turquoise), 330 nm (green), 350 nm (yellow), 400 nm (light
purple), 420 nm (green), 460 nm (yellow), 520 nm (pink) alternating light green and pink up to

approximately 1.5 μm until it changes to a transparent gray.

2.3.2. Ellipsometry
Ellipsometry is a non-destructive optical technique used to determine the optical constants and

thickness of thin films.

An ellipsometer measures the change in the polarization state of a beam of light after it is reflected

from a sample. This reflection is determined by:

 Layer thickness

 Optical constants (refractive index and extinction coefficient)

 Composition

 Surface roughness

2.3.2.1. Polarization
Light, as any other electromagnetic radiation, has two components: an oscillating electric field and

a magnetic field. In the direction of light propagation, both fields are sinusoidal in shape. Their field

vectors are directed perpendicular with respect to each other and to the direction of propagation

(Figure II.10). In any reference frame, the electric field can be split into two vectors, one along the x-

axis and one along the y-axis.

),(),(),( tzEtzEtzE yx  (2.4)
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In particular, when light is reflected by a given surface, the electric field can be describe in

terms of components that are parallel Ep and perpendicular Es to the plane of incidence (plane

perpendicular to the surface defined by the incident and reflected light beams) indicated by Ep and Es,

respectively.

Figure II.10: Polarization state of light linearly, circularly, and elliptically [17]

The time dependent behaviour of a vector field at a fixed point in space is called polarization.

Depending on the amplitude of the electric field vectors and the phase difference between them, the

light is either linearly (a), circularly (b) or elliptically (c) polarized (Figure II.10). Thus, the most

general polarization of (monochromatic) light is elliptical (this is the reason of the name

"ellipsometry").

2.3.2.2. Ellipsometer
As we mentioned before, ellipsometry is an optical technique to characterize thin film

properties such as film thickness, index of refraction and film growth. In this thesis I have used

ellipsometry to measure the thickness of thin polymer films. By probing the change of the polarization

state of light reflected or transmitted through film samples, the ellipsometer can be used to accurately

measure film thicknesses ranging from several angstroms to several micrometers. An ellipsometer is

equipped with a light source, some optical components used to modify the polarization and a detector

[18]. The optical elements are classified into polarizer (analyzer), compensator (retarder), and

depolarizer. The polarizer is employed to extract linearly polarized light from unpolarized light, while

a compensator is used to convert linear polarization to circular polarization. The depolarizer is utilized

when polarized light is changed to unpolarized light.
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Figure II.11 illustrates how an ellipsometer works. If linearly polarized light with components

p and s in phase is shone onto the film sample with an incidence angle θi, the reflected beam will have

in general different amplitude and phase of both components. The two components, oscillating

perpendicularly with each other with a non-zero phase difference will produce a resultant vector

elliptically polarized. As shown in Figure II.11, the reflected beam is an elliptically polarized light

with the resultant electric field vector Er. In a typical self-nulling ellipsometer as the one used in this

work, the system will automatically adjust the polarization state of the incident light to a specific

condition where the p and s components have amplitudes and phase differences such that the reflected

beam is just linearly polarized. Conventionally, an ellipsometer uses a combination of a polarizer and

a quarter wave plate to adjust the polarization state of the incidence light, and the linearly polarized

light can be detected using another polarizer called analyzer. When the direction of the oscillating

electric field of the reflected light is perpendicular with the transmission axis of the analyzer, there

will be no light reaching the optical detector, which is called the null condition.

Figure II.11: Schematic geometry of the reflection ellipsometry. (Graph from [19])

From basic optics, the Fresnel reflection coefficients are given by:
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In Eq.[2.5]-Eq.[2.6], rp and rs are reflection coefficients of p and s component respectively,

subscripts 1 and 2 represent medium 1 and 2, and iknn ~ is the complex index of refraction (n is

related to the velocity and k related to the attenuation of light waves in the medium). The goal of the

ellipsometric measurement is to determine the two ellipsometric parameters (relative amplitude ψ, and

relative phase retardation Δ) related to the total sample reflection coefficients rp and rs according to

[18,20,21]
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s - plane
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 i
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P e
r
r tan (2.7)

and to extract the thickness and refractive index of the films by comparing the measured parameters to

a particular model, as described below. In ellipsometry one actually measures the ratio of reflection of

the p and s components (to apply eq. 2.7). Therefore, it is insensitive to the absolute values of the light

beam intensity and accordingly to light intensity fluctuations. This makes ellipsometry a robust and

accurate technique.

2.3.2.3. The Nanofilm imaging ellipsometer
.We used an auto-nulling imaging ellipsometer Nanofilm EP3 to characterize polymer films.

All nulling ellipsometers are based on the same principle, used in the first ellipsometers 100 years ago.

The operator observed the light beam reflected from the sample through an eyepiece; during

observation, the polarizers and retarders were rotated by hand until the effect of the polarization was

inverted and no light passed through the instrument. This is called the nulling technique. Modern

nulling ellipsometers use computers to control the position of the different elements and to

automatically calculate the ellipsometry signal very quickly. They use a light source, a rotating

Polariser, a Compensator plate, a Sample, a rotating Analyser, and a detector (PCSA configuration) as

shown in (Figure II.12). In the conventional self-nulling ellipsometer, the directly measured variables

are angles of the polarizer (P), analyzer (A) and compensator (C) with fixed angle of quarter-wave-

plate.

The most commonly used method is the so-called ”fixed compensator nulling scheme” which

means that the compensator is fixed at a certain angle and P and A are rotated to carry out the Null

condition [18]. There are four different values of P, and for each of these values the corresponding A

angle which leads to a zero intensity in the detector is given by,
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
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
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In the special case where C = ±π/4 which is the angle of the quarter wave plate usually used in

conventional ellipsometers, one can greatly simplify eq. 2.8,

(C = −π/4) P = − , A = ψ;P = + , A = −ψ; (2.9)

(C = +π/4) P = − Δ2 − π4 , A = ψ;P = − Δ2 + π4 , A = −ψ;
Accurate measurements can be performed by averaging these values (four-zone averaging). P and A

are the variables measured by a nulling ellipsometer. If the measured sample is isotropic, then the
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measurements in different zones will not lead to any extra information about the sample, but they are

useful in eliminating systematical alignment errors in the ellipsometer. From these values, one can

calculate the real and imaginary part of the ratio of the reflection coefficients.

Figure II.12: (a) Standard setup of a PCSA nulling ellipsometer implemented in the Nanofilm EP3,(b)
Change to the polarization of the light during its path through the ellipsometer: Top line for non-

nulling condition, bottom line for perfect nulling condition. Light polarisation is shown after polarizer
(A), compensator (B), sample (C) and analyzer (D).

To determine the properties of the sampel form the measured Δ and Ψ, an optical model

consisting of a layered medium needs to be built, adjusting the individual layer thickness or index of

refraction. An iterative computing procedure allows finding the reflective medium that matches best

the experimentally measured results, as described below.



Chapter II. Materials, Methods and Experimental Techniques

78

The ellipsometer Nanofilm EP3has a variable angle of incidence (AOI) of 38°< φ< 90°with a

continuous wave diode-pumped solid state laser with 3 wavelengths: 532nm, 635nm and 835nm.

If the measurements are done in “1-zone configuration”, Δ is measured with an accuracy Δ±1° and

Ψ±0.5°. The measurement takes around 20 seconds. The accuracy of determination of Δ and Ψ is

increased by factor of 10 in the “four-zone configuration”, but the determination requires around 1

minute [17,22].

2.3.2.4. Ellipsometric data analysis
The ellipsometric angles Δ, Ψ do not provide enough information to extract physical quantities

such as film thickness. In general, it is not possible to calculate such quantities directly from the

ellipsometric angles. The formulas that describe the reflection matrix R (Jones matrix used to describe

mathematically the ellipsometric measurement) as a function of these parameters are too complicated

and cannot be inverted. Therefore, in order to find the optical properties of a multilayer structure we

need to build an optical model and fit the output of the model until fitted values match the measured

values of Δ and Ψ. Simply speaking, for the case of polymer film thickness measurements we impose

known values of n and k for the coating polymer, and then we change the film thickness in the model

until the resulting values of Δ and Ψ are similar to the measured ellipsometric angles. A good

procedure for analyzing ellipsometric data is represented in (Figure II.13).

Figure II.13: Ellipsometric modeling procedure

2.3.2.5. Imaging ellipsometry
Imaging ellipsometry is a technique that combines nulling ellipsometry with optical

microscopy. In imaging ellipsometry, the limitation of classical ellipsometers are overcame by the
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determination of film thickness and optical properties of polymer surfaces in a two dimensional plane

with a lateral resolution about at 1 µm. In this instrument a collimated parallel beam illuminates a

sample and the reflected light intensity is measured by a CCD camera. Areas that have different

optical properties cause different signal in the camera and will appear with different colors in the

resulting image (Figure II.14). This allows building a two dimensional map of thickness and refractive

index of the sample [17].

Figure II.14: imaging ellipsometry of polymer films on silicon wafers. Upper images show step or
wavy structure of polystyrene films. From the left image a thickness variation from 222 to 240.1 nm is

clearly visible. Lower raw, left image: the roughness of coated film was estimated; right image:
patterning of the film (with lateral resolution of around 5µm) can be observed.

2.3.3. Contact angle
The contact angle θC is the angle at which the interface between two in miscible fluids meets a

solid surface. It is a macroscopic quantity, commonly used to characterize the wetting properties of a

surface. It can be related to physical and chemical proprieties of the material. The contact angle results

from the interactions between the three coexisting phases that are present at the contact point: the

solid, and the two fluids. It measures the competition between the cohesive forces in the liquid, which

push to minimize the liquid surface area rounding the drop, and the adhesive force between the liquid

and the solid, pushing the drop to spread. This competition can be described by a simple expression

reflecting the mechanical equilibrium of different forces acting at the line of contact of the 3 phases

(Figure II.15) known as the Young equation:
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)cos(0 CSLLVSV   (2.10)

So the contact angle θC of a liquid on a flat surface will be given by:
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(2.11)

From Eq. (2.11) it is evident that several cases are possible. If
SL

LVSV


  is close to or larger than 1, the

contact angle approaches zero, meaning that the liquid wets the substrate completely. In the opposite

case the angle tends to 180°, corresponding to the situation where the droplet sits as a sphere on the

surface. Materials which have a water contact angle θC < 90° are called hydrophilic; on the contrary, if

θC > 90° they are called hydrophobic.

Figure II.15: Contact angle of a liquid drop on a smooth solid surface

Young’s equation assumes a perfectly flat surface. However, it is well established that surface

roughness may influence the wetting properties [23].Wetting of rough surfaces is more complex than

the description of Young’s equation. The factor of surface roughness is often embodied in the Wenzel

relation. The apparent contact angle θC for rough surfaces is approximated by [24]:

)cos()cos( CC R   (2.12)

where R is a factor of roughness. R > 1 mean that roughness will enhance hydrophilicity as well as

hydrophobicity.

 for hydrophilic solids (θ < 90°), we will have θ < θ

 for θ > 90°, we will find θ > θ

(remark: on certain cases (e.g. θ ≈ 85°) is also possible to get a higher contact angle for rough

surfaces, so the theoretical limit of 90° has to be handled with caution).
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Contact angle hysteresis: very often the contact angle is not a unique value. It depends on the

measurement technique and the history of the sample. Surface roughness heterogeneity or adsorption

processes may influence the measured value. In particular, the value measured while increasing the

volume of the drop (advancing contact angle) is often different from the value measured while

reducing it, the receding contact angle The physical reason for this difference is the pinning of the

contact line by defects due to roughness or chemical heterogeneity. For more details see the review

articles of de Gennes [25] and Quéré [24], where this phenomena is described in great detail. From the

advancing and receding contact angle two important parameters are derived [26]. The average contact

angle (effective water contact angle) is defined as:

2
)cos( 0 RA

C





 (2.13)

and the contact angle hysteresis Δθ, which is provided by the difference between the maximum

(advancing) and minimum (receding) contact angle values

RA   (2.14)

Contact angle hysteresis helps to characterize surface heterogeneity, and roughness. For surfaces

which are not homogeneous there will exist domains on the surface which present barriers to the

motion of the contact line. In the case of chemical heterogeneity these domains represent areas with

different contact angles. For example, when wetting with water, hydrophilic domains will pin the

motion of the contact line as the liquid advances, thus increasing the contact angles. When the water

recedes the hydrophilic domains will hold back the draining motion of the contact line thus decreasing

the contact angle.

Two different approaches are regularly used to measure contact angles of solids: optical

tensiometry (goniometry) and force tensiometry. Optical tensiometry involves the observation of a

sessile or moving drop of test liquid on a solid substrate. Force tensiometry involves measuring the

forces of interaction as a solid is contacted with a test liquid. In this thesis we have used optical

tensiometry. The basic elements of the optical tensiometer used (TECLIS) (also called contact angle

meter) include a light source, a sample stage and a CCD camera (Figure II.16).
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Figure II.16: Schematic illustration of TECLIS contact angle meter

The working principle of contact angle measurements is very simple: first, using a syringe, a

drop of fluid is loaded on the solid sample. After this a single snap shot or a series of shots leading to a

movie of image of a liquid drop is recorded with a high resolution camera At the end gray scale drop

image/images are analyzed with a profile fitting method in order to determine the contact angle as a

function of time. This is done by fitting the shape of the drop to the Young-Laplace equation (Figure

II.17b). We measured Δθ by allowing the drop to evaporate, which naturally reduces its volume. The

maximum angle is the advancing angle and the smallest measured angle is considered the receding

angle. The difference between the advancing and receding angle gives the contact angle hysteresis

(Figure II.17b).

Figure II.17: (a) Static contact angle of water on a polystyrene film on silicon wafer θ = 90°. (b)
Contact angle as a function of time for silanized silicon wafer with 0.3 coverage density of OTS; θA=

58°, receding angle θR = 39°;hysteresis Δθ = 19°.
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2.3.4. X-ray Photoelectron Spectroscopy (XPS)
X-ray Photoelectron Spectroscopy (XPS) is a powerful technique used to determine

quantitative atomic composition and chemistry of surfaces. Also known as Electron Spectroscopy for

Chemical Analysis (ESCA), it provides a total elementary analysis on the top 50-70 Angstroms of any

surface.

The basic principle of XPS is the photoelectric effect, first outlined by Einstein in the early

1900s. This effect refers to the ejection of electrons from a surface due to photon impingement. It

wasn’t until the 1960s that this phenomenon began to be exploited for surface analysis [27]. XPS has

been extensively used in the study of polymer surfaces, including surface modification, chemical

reaction, contamination, degradation, polymer chain mobility, adhesion failure, and

biocompatibility.[28,29,30,31]. XPS involves placing the sample in a high vacuum (< 10-8torr)

chamber and irradiating it with a monochromatic or quasi-monochromatic X-ray source (generally

aluminum
aKAl of 1486 eV and line width 0.85 eV or magnesium

aKMg of 1253.6 eV and line width

0.7 eV). X-ray photons interact with the atomic and molecular orbital electrons in the sample. This

interaction causes a complete transfer of the photon energy to the electron (Figure II.18), which may

acquire enough energy to leave the atom and escape from the surface of the sample, being

subsequently collected at the analyzer. The analyzer measures the number of electrons of different

kinetic energies; the information is processed to produce a spectrum of photoelectron intensity as a

function of binding energy (Figure II.18 spectrum of PS). The kinetic energy Ek is related to the

binding energy Eb according to

Ek = hν – Eb – ψ (2.15)

where hν is the quantum energy of the X-rays (h is Planck’s constant and ν is the X-ray frequency) and

ψ is the work function.

Figure II.18: Representation of the monochromatic XPS system [32] and XPS spectra of 300 nm film
of polystyrene.
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The binding energy of a particular shell of an atom is unique for each element which allows its

identification. For example Figure II.18 shows a scan spectrum of a polystyrene film sample. Only one

major feature is present – the C – 1s line at about 284.6 eV. If there are several signals, the relative

proportion of different species is determined from the area under each peak. The simplest approach to

rough quantification is to simply divide the peak area by the Scofild factor (also called photoionization

cross section). The normalized values are then used to calculate atomic ratios or percentages [27].

2.3.5. Zeta potential
The zeta potential ζ, also known as the electrokinetic potential, is a descriptive parameter of

the charge distribution at the interface between a solid surface and a surrounding liquid [33,34].

The, zeta potential is the electric potential in the interfacial double layer (DL) at the location of the

slipping plane versus a point in the bulk fluid far away from the interface.

2.3.5.1. Double Layer (DL)
As mentioned in previous chapter, when a solid is in contact with a liquid it may acquire some

immobilized charge on its surface by dissociation, complexation or adsorption. The immobile charge

on the surface attracts an exact number of excess ions from the liquid in order to make the interface

electro neutral; they form the so-called electrical double layer. The first layer is the plane of charge.

The second is a spaced distribution of charges (held) near the solid by the balance between

electrostatic forces and diffusion. One consequence of this charge distribution is a position-dependent

electrical potential, which varies from zero far from the surface and reaches a maximum near the

surface.

In 1879, Helmholtz [35] was the first to introduce a theoretical model of the electrical double

layer. He described it as a simple capacitor, based on a physical model in which a single layer of ions

is adsorbed at the surface. However, this simple model was not appropriate to explain observed

electrokinetic effects. Later, Louis Georges Gouy [36] in 1910 and David Chapman in 1913 [37] made

a significant improvement by introducing the model of the electrical DL, which considered it as a

diffuse layer of counter ions whose concentration decreased with the distance from the surface. This

model is also imperfect, as unrealistically high concentrations of counter ions are predicted close to the

surface. The model of DL most often used combines the ideas of the above models, and is the result of

research carried out by Stern [38] in 1924. In the Gouy-Stern model, the electrical double layer is

viewed as consisting of two distinct regions: the excess charges in the electrolyte are distributed

between a layer of counter ions situated at the shortest possible distance from the charged surface (the

rigid layer), and a diffuse layer. From (Figure II.19) we can see that the double layer thus defined has a

certain structure. The Inner Helmholtz Plane (IHP) is the plane cutting through the center of the

adsorbed species. The Outer Helmholtz plane (OHP) is the plane cutting through the counter ions at
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their position of closest approach (stern layer). There also exists a diffuse layer, which is extended

from OHP into the bulk solution. The diffuse layer is ruled by Boltzmann statistics.

Several potentials can then be designed: a) the surface potential,ψ0; b) the potential at the inner

Helmholtz plane, IHP, ψβ c) the potential at the OHP, ψd; and d) the electrokinetic or zeta potential at

the shear plane, ζ. All these potentials are defined with respect to the potential at an infinite distance

from the surface. Although the surface potential is an important parameter, the potential at the OHP is

practically even more important since it represents the actual potential influencing the behavior of the

charged species. However, as this potential cannot be measured directly, the zeta potential is often

considered as an adequate substitute [33].

Figure II.19: Schematic representation of the decrease in potential across a double layer as a function
of the distance from the surface.

Zeta potential is the charge that develops at the interface between a solid surface and its liquid

medium. This potential, which is measured in MilliVolts, may arise by any of several mechanisms.

Among these are the dissociation of ionogenic groups in the sample surface and the differential

adsorption of solution ions into the surface region (Figure II.20-b).

Usually the, zeta potential is measured indirectly using one of three means:

 by measuring electroosmotic mobility,

 by measuring the response of a small spherical particle to an applied E-field,

 by measuring the streaming current or the streaming potential generated by pressure-

driven flow through a conduit or across a channel formed by two plates.

2.3.5.2. Streaming Potential
Instead of applying an electric field to force a liquid to move through a capillary or porous plug we

can force an electrolyte solution to move through a capillary, porous plug or across a channel formed

by two plates by applying a pressure gradient. The excess charges near the wall are carried along

channel by the liquid and their accumulation downstream causes an electric field to build-up,

generating a potential difference. This potential opposes the mechanical transfer of charges, causing

back-conduction by ion diffusion and electro-osmotic flow (due to the potential difference). The
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transfer of charges due to these two processes is called the leak current. When equilibrium condition is

attained the streaming current cancels the leak current the potential difference across the channel is

called the streaming potential, denoted by E [34] (Figure II.20).

Figure II.20: Schematic representation of the streaming potential measurement. An electrical charge
distribution is generated at a solid/liquid interface. The liquid flow initiates a charge separation, which

leads to the formation of a potential difference, the streaming potential.

The zeta potential of a macroscopic solid surface is calculated from the slope of the linear

dependence of streaming current (or streaming potential) on the differential pressure P using the

classical Helmholtz-Smoluchovski formula [39],

P
E

  where (2.16)

ε - permittivity

η – viscosity of solution

λ - conductivity

Figure II.21. (a) ZetaCAD-DC instrument, (b) linear dependence of the potential difference on the
differential pressure for a polystyrene film on silicon wafer, in 10-3M tetramethylammonium iodide
((CH3)4N(I)) aqueous solution. From the slope of this line and the measured conductivity the zeta

potential can be calculated by using Eq(2.16).
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In this thesis, measurements of streaming potential were performed using a ZetaCAD-DC

instrument (Figure II.21a). It measures the electrical conductivity of the solution, the temperature and

the streaming potential over a sequence of increasing pressures, in order to determine the slope dU/dP

or dI/dP. When the relationship between these two variables is linear (Figure II.21b) the slope dU/dP

is proportional to the zeta potential. In the measurements, the flow is made in both directions to

remove the effect of any asymmetry through the cell from reservoir 1 to reservoir 2. The choice of the

measuring cell for mounting the solid samples depends on the sample shape and size. Fibres and

coarse powder samples are measured with the Cylindrical Cell. The experimental results discussed in

this thesis were obtained with the cells represented in (Figure II.22.a-b). Polymer coated samples

(rectangular pieces of 25mm×10mm Figure II.22.c) were mounted in the cell and the measurements

were performed in the presence of different aqueous electrolyte solutions and at different pH values.

Figure II.22. (a) ZetaCAD cell with constant gap, (b) CRPP made cell with adjustable gap and (c)
polystyrene coated silicon wafer sample (25mm×10mm) mounted on a cell component.

2.3.5.3. The Grahame equation
After having measured the surface potential, we might want to estimate the number of charged

groups on a surface. The question is: how are surface charge σ and surface potential ψ0related?

In 1947 Grahame derived an equation between σ and ψ0 based on the Gouy–Chapman theory.

This equation can be deduced from electroneutrality conditions. This condition imposes that the total

charge (surface charge plus the charge of the ions) in the whole double layer must be equal to zero.

The total charge in the double layer is 


0
dxe . We get [40]





0

dxe
(2.17)

Using the one-dimensional Poisson equation and the fact that at large distances the potential

and its gradient, are zero )0/( 
z

dxd we get
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We get the Grahame equation:
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For low potentials we can expand sin(h) into a series (sin(h) = x + x3 / 3 !+…..) we get a simple

relationship
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where the Debye length λD=k-1 is given by 
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For a monovalent salt in water at 25°C, the Debye length is given by [23]:
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with the concentration c0in mol/L. For monovalent so-called 1:1 salts.

2.3.6. Atomic Force Microscope
Atomic force microscopy (AFM) is a method of measuring surface properties on a scale from

angstroms to 100 microns. AFM [41] is based on Scanning Tunneling Microscopy (STM) [42],

developed by Binnig and Rohrer, who were awarded the Nobel Prize in Physics in 1986. In STM, a

conductive sample is investigated by measuring the tunneling of electrons from the surface atoms to

the tip of an ultra sharp electrode [42]. To overcome the restrictions of STM, Binnig, Quate and

Gerber [41] develop the atomic force microscope (AFM). The basic AFM mode involves measuring

the topography of the sample by the use of a tip with a radius of 10-20 nm. The tip is held in contact or

several nanometers away from the surface by using a feedback controlled mechanism that measures

surface–tip interactions. Variations in tip position are recorded while the tip is scanned repeatedly

across the sample, producing a topographic image of the surface.
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In addition to basic AFM, modern instruments are capable of producing images in a number of

other modes, including tapping, magnetic force, electrical force, and pulsed force. Magnetic force

mode imaging utilizes a magnetic tip to enable the visualization of magnetic domains on the sample.

In electrical force mode imaging a charged tip is used to locate and record variations in surface charge.

In pulsed force mode, the sample is oscillated beneath the tip, and a series of force-distance curves are

generated. This permits the separation of sample topography, stiffness, and adhesion simultaneously

producing three independent images, or three individual sets of data.

The key element in an AFM is the microscopic force sensor, a cantilever with a sharp tip that

is mounted on its end, used to sense the force between the sample and the tip. The first AFM used a

diamond tip attached to a gold-foil cantilever [43]. In our days both are made using microfabrication

techniques. Cantilevers are usually made from beams of silicon or silicon nitride that are 100 to

500μm long and about 0.5 to 5μm thick. Tips are usually conical or pyramidal; the radius of their apex

can be as small as 1-10 nm. Besides the cantilever and the tip, AFM comprises a cantilever holder, a

piezo scanner, a deflection detection system and a feedback loop. The principle of the operation of an

AFM using these principal components is schematically shown in (Figure II.23).The experiment starts

by placing a sample on a piezoelectric scanner tube to precisely move it in the 3 dimensions. Then the

tip is brought near the surface. In order to measure the up and down movements of the tip an optical

method is typically used. First, a laser beam is focused on the back of the cantilever. From there the

laser beam is reflected towards a photodetector. If the cantilever is deformed due to the interaction

force between the tip and the surface, the position of the reflected beam also changes. With the help of

the photodetector this change is converted into an electrical signal. An electronic feedback control

keeps the cantilever deflection constant by adjusting the z position of the sample. This height

information of the sample is finally plotted in the xy-plane and a force map or topographic picture of

the sample surface is obtained.

The deflection of the cantilever reflects the forces of interaction between tip and the surface,

according to Hooke’s law

F = k·z (2.23)

Here, k is the elastic constant of the cantilever and z is the vertical deflection of the end of the

cantilever.

Atomic Force Microscopy has become a widely used high resolution imaging tool in different

fields. True atomic resolution has been obtained on a wide range of inorganic surfaces including

metals, semiconductors and insulators [44,45,46,47]. AFM has been used to image several organic

surfaces, organic crystals and organic thin films deposited via Langmuir–Blodgett or self-assembly

process [48,49,50].The AFM is an unique tool for the in situ investigation of biological surfaces [51],

biomolecules, cell structures, or even viruses [52] due to its sensitivity to small forces and its ability to

operate in liquids. AFM has opened up new possibilities of investigation of colloidal systems [53,54],
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and it is contributing significantly to our understanding of the surface structure of polymers, both on a

microscale and at the molecular level.

Figure II.23: Schematic setup of an atomic force microscope (AFM).

2.3.6.1. Imaging of polymer surfaces
Atomic Force Microscopy was first applied to polymer surfaces in 1988, shortly after its

invention [55]. Today, these studies range from relatively simple morphology visualization to more

advanced examination of polymer structures and properties at the nanometer scale. Several scanning

modes can be employed to probe a sample of a polymer surface.

2.3.6.1. Contact Mode
In the so-called contact mode, also known as repulsive mode, the tip is brought in hard

contact with the surface at all times. The tip is attached to the end of a cantilever with a spring

constant between 0.001 to 100 N/m, lower than the effective spring constant holding the atoms of the

sample together. As the scanner gently slides the tip across the sample surface (or the sample under the

tip), a feedback mechanism is utilized to keep the deflection, of the cantilever constant (and hence

force). As the cantilever is deflected the z-height (the position of the sample or the cantilever) is

altered to cause a return to the original deflection or set point. The change in z-position is monitored

and this information is used to create a topographical image of the sample surface as a function of the

x,y position.
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Contact mode is often the mode of choice when imaging a hard and relatively flat surface due

to its simplicity of operation. However, there are several inconvenience of this mode. The tip is

permanently in contact with the surface while scanning; hence, a considerable shear force is generated,

causing damage to the surface, and contaminating the tip from material removed from the surface.

Because the measurement of a static signal is predisposed to noise and drift, low stiffness (≈ 0.1 N/m)

cantilevers usually are used to improve the quality of the deflection signal. Image contrast in contact

mode depends on the applied force between the tip and the sample, with typically ranges from 10-11 to

10-7 N.

2.3.6.2. Taping Mode
The mode most often used in the analysis of the polymer structures in this thesis is called

tapping or intermittent contact mode. In this mode, the cantilever is oscillated just below its

resonance frequency (150-300 kHz) with amplitude of a few tens of nm. When the oscillations occur

close to a sample surface, the probe will repeatedly engage and disengage with the surface, restricting

the amplitude of the oscillation. As the surface is scanned, the oscillatory amplitude of the cantilever

will change as it encounters a changing topography. By using a feedback mechanism to alter the z-

height of the sample constant oscillation amplitude is maintained; an image of the surface topography

may be obtained as in contact mode imaging.

In contrast to the contact mode, the tip only briefly hits, or "taps" the sample surface, thereby

reducing the damage done to the sample surface during scanning. In proximity to the surface, the

forces on the tip influence the frequency, the amplitude and the phase of the oscillation which are

determined by the adhesion and stiffness of the contact. In addition to topographic information, the

interaction of the tapping tip and the surface provides information on the mechanical properties of the

surface material.
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Figure II.24: (a)Atomic force microscope (Multi Mode-IIIa) from Digital Instruments, (b) Veeco’s
Icon P–Series AFM and (c) lower heater and cooler system components; ceramic dimension

heater/cooler tip holder, heater/cooler element, Thermal Applications Controller (TAC) which set and
control the sample temperature, fluid cooling system witch cools the reservoir inside the Dimension

Heater/Cooler base.

A Multi Mode IIIa Digital Instruments (Figure II.24. a) was used in some of our experiments.

The Multi-Mode is designed for imaging small samples (approx. 1.5 cm in size). It is equipped with

the J-type scanner which has a maximum scan area of 125X125 μm2 and Z – limit of 5 μm. The Multi-

Mode is attached to an optical microscope for precise location of a desired area on a sample. For

samples larger than 1.5 cm in diameter and for high temperature imaging we used Veeco’s Icon P–

Series AFM, with X-Y scan range 90μm X 90μm and 10μm Z range (Figure II.24. b) . Veeco’s Icon

P–Series AFM is equipped with heating and cooling systems. The primary components of this system

include a heated probe holder, a heating element and/or a heating-cooling element and a Thermal

Applications Controller (TAC) (Figure II.24). These components allow to investigate samples at

temperatures up to 250°C and down to -35°C with precise control, while stepping or cycling through

thermal ranges. The software controls the temperature of tip, and sample.
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Figure II.25: (a) AFM image of a 300 nm polystyrene film exposed to degassed sodium hydroxide
(NaOH) aqueous solution of pH=11.5. The presence of bumps with mean height h=3nm and mean

diameter d=30nm can be observed; (b) AFM image of a 200 nm thick polystyrene film exposed to an
electric field at room temperature; the cross-section show structures with an average height 7,8 nm and

inter- spacing of λ= 1,55μm

AFM control and data analysis of the results presented in this thesis were done with the

Nanoscope software v5.12r3 and Nanoscope software 8.00. We used these programs to characterize

the morphology of polymer surface, their roughness and to characterize the patterned polymer films

(Figure II.25), as will be discussed later in more detail

2.3.7. Surface Forces Apparatus (SFA)
A whole range of phenomena in interfacial science revolve around the effects of surface

forces. For this reason scientists have devoted considerable effort to the understanding of surface

forces and exploring pathways to influence them.
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The first direct surface force measurements were made between two polished glass bodies

[56]. One body was fixed, and the other was mounted on a spring. The distance between the two

surfaces and the deflection of the spring were measured; the product of the spring deflection by the

spring constant gave the force between the surfaces. Using of these simple early devices made it

possible to verify the theoretically predicted van der Waals force for glass interacting with glass across

a gaseous medium [57,58].Later, Derjaguin, Rabinovich, and Churaev measured the force between

two thin metal wires, to determine the van der Waals force between metals [59]. In these early

measurements several problems became obvious. The minimal distance accessible (≈ 100 nm) was

rather limited; in addition experiments could not be performed in liquid environments. The

development of the Surface Forces Apparatus (SFA) [60,61] was a big step forward; it is the first

experimental technique used to successfully measure forces between surfaces as a function of their

separation (force law) for distances below 100 nm. The SFA allows measurement of forces between

surfaces (with accuracy of 10-7 N) in liquids and vapors, and of surface separation (by interferometry)

with accuracy of ± 1 Å [62]. Several modified SFA models have been developed by Klein [63],

Parker, [64] Israelachvili and McGuiggan [65] and Granick and coworkers [66,67] in order to improve

the accuracy and simplicity of the technique. Furthermore, Tonck et al. [68] have extended the SFA

method to opaque materials, replacing the optical technique for measuring distances by a capacitance

method.

Figure II.26: The Surfaces Forces Apparatus (design by Israelachvili). Mica surfaces are supported on
two hemicylindrical lenses perpendicularly oriented, and are attached to the friction sensing device
and the piezoelectric bimorph slider. The samples with reflecting silver mirrors in their back-sides
form a Fabry-Perot interferometer. White light passed through the surfaces generates a series of

interference fringes (when it is spectrally resolved). The curvature of the fringes corresponds to the
curvature of the contact region between the samples.

In the SFA instrument, the samples of interest are typically supported, coated or a adsorbed on

the surfaces of very thin, atomically flat ~1–5µm thick mica sheets that are fixed to the surfaces of two
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crossed hemicylindrical, silica lenses (Figure II.26). The radii of the polished hemicylinder lenses is

1–2 cm [69,62]. The cylindrical shaped of the silica disks and the placement of the disks with their

axes perpendicular to each other is very important. It makes relatively easy to find an unique contact

spot between the surfaces (avoiding edge effects), and to investigate different contact spots on the

same pair of surfaces: in case of contamination of the surfaces during the experiment, a fresh contact

zone can be readily found by laterally displacing the crossed cylinders. The accurate and absolute

measurement of the distance between the surfaces, D, is central to the SFA technique. In

interferometric SFAs, it is realized through an optical method called multiple beam interferometry

(MBI), which has been described by Samuel Tolansky [70].

The back side of the mica surfaces is coated with reflective 40-50 nm silver films, so that the

region between the silver mirrors forms the resonant cavity of a Fabry-Perot interferometer. When

white light (with a continuous spread of wavelengths) is transmitted thought the stratified media

between the mirrors, only the discrete wavelengths of constructive interference pass through the

multilayer system. Light transmitted by the interferometer can be spectrally decomposed in a series of

interference fringes of equal chromatic order (FECO) (Figure II.26), whose wavelengths are

determined by the thicknesses and refractive indices of the various layers between the two silver

mirrors.[71,70]. The transmitted wavelengths change continuously with changes in the surface

separation D [71]. The fringes shift to longer (shorter) wavelengths with increasing (decreasing)

separation.

By measuring wavelength shifts of the FECO, the thickness of the sandwiched film and its

refractive index can be determined with an accuracy of 0.1 nm and 0.01 respectively. Israelachvili

developed simple explicit expressions to perform these calculations [71].

Figure II.27: Schematic representation of polymer films contained in the resonant cavity of SFA
forming a 5 – layer interferometer. The five layers are mica, samples on mica surface, and air or water.
The thicknesses of the layers are Y, Z and respectively D. The corresponding refractive indices are µ1,

µ2, and µ3.

In force measurements between coated polymer layers interacting across an air/aqueous gap,

the interferometer contains five layers (Figure II.27): two mica sheets, two polymers films (samples),

and the air/aqueous gap between them, with thicknesses Y, Z, and D, and refractive indices µ1, µ2, and
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µ3. From the calculated reflection and transmission coefficients of the interferometer, it was shown

that for this five-layer interferometer (Figure II.27), [71] the wavelength shifts ∆λn (the shift in

wavelength λ of the nth order fringe from the position D = 0) are related to changes in the separation

∆D by
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These analytical expressions are valid for small Z and D, and when the interferometer is

symmetric (when two mica sheets and polymer films have exactly the same thickness). The problem

of calculating surface separations from a given FECO pattern for asymmetric multi-layer

interferometers which is more complex has been solved by applying the multilayer matrix method [72]

by Clarkson [73]. Later, useful analytical expressions for asymmetric interferometers were derived by

Horn et al [74].

Equation (2.24) shows that changes in the odd order fringes only depend on the known

refractive index of the mica µ1. In contrast, changes in the even order fringes depend on the refractive

indices: of mica, polymer layer, and air/water (Equation 2.25). As the refractive indices of the mica

and air/water are known, the refractive index or thickness of polymer films be determined from the

wavelength shifts measured on even and odd order fringes using simultaneously equations (2.24) and

(2.25).

Figure II.28: Example of distortion in interference fringes resulting from surface deformation
(flattening). The elastically deformed contact region appears as flattened region in the shapes of the

fringes in graph (a). The distance from –y to +y is the diameter of contact area and is measured
directly from the interference fringes. Once the surfaces are separated to the distance D the fringes are
smoothly curved (b).The wavelength shifts are measured to calculate D and the refractive index n of

the medium between the surfaces [75].
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Another advantage of the interferometric technique used in the SFA is having direct access to

the contact shape. Not only the surface separation can be measured precisely, but also the precise

shape of the contact region can be determined. The fringes will be smooth curves when there is a gap

between surfaces, as shown in (Figure II.28.b), and top-flatten when the contact zone becomes flat

under load (Figure II.28.b) or under the effect of adhesion. Theories of contact mechanics (e.g.,

theories of Hertz or Johnson, Kendall and Roberts, JKR) can then be assessed [76,77].

The measurement of surface forces out-of-plane (normal to the surfaces) is the original

purpose of the SFA technique. Given the facility for moving the surfaces toward or away from each

other and independently measuring their separation, (each with sensitivity or resolution of about 0.1

nm) the force measurements become straightforward. Normal forces between the surfaces are

measured by displacing the distal end of the double-cantilever with respect to the opposite surface a

known amount by using a differential micrometer, motor-driven fine micrometer and/or piezo

elements, and then measuring optically how much the separation between the two surfaces have

actually changed. Any difference between the two values indicates a deformation of the double

cantilever spring it gives the force difference between the initial and final positions when multiplied

by the stiffness of the force-measuring spring. Thus, if the surfaces are initially at Z > 0 where the

force between them is F(D0), and the piezoelectric crystal is expanded by ΔDP so that the surface

separation changes by ΔDS to D, the force at D is related to the force at D0 by

KDDDFDF SP )()()( 0  (2.26)

where K is the stiffness of the force-measuring spring. Thus, if ΔDP = ΔDS we have F(D) = F(D0), so

that if the force is zero at D0, it is also zero at D. However, if ΔDP > ΔDS we have F(D) > F(D0) and the

force at D is repulsive, whereas if ΔDP < ΔDS we have F(D) < F(D0) and the force at D is attractive. In

this way, by starting at some large separation where there is no detectable force and working

systematically towards smaller separations both repulsive and attractive forces can be measured with a

sensitivity of about 10-7 N and the full force-law can be obtained over any distance regime.
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Figure II.29: Typical force law or force distance profile F(D) showing the instabilities that occur  at
the positions shown, manifested by jump in on approach and jump out on separation. Jump instability

take place if the spring constant k is lower than the slope of the F(D) curve [78].

2.3.7.1. Adhesion Energy
Adhesion forces are measured from the force that it takes to separate surfaces (pull-off force)

from adhesive contact by measuring the distance that they jump apart from contact, ΔDjump (Figure

II.29), and then using the following equation:

Fpulloff = k × ΔD jump (2.27)

where k is the spring constant. In investigations of adhesion, a key parameter is the work required to

separate two surfaces, or the adhesion energy per area. Adhesion energy per unit area EA between

equivalent flat plates in the case of SFA cylindrically curved surfaces is directly proportional to the

normalized pull-off force between the two surfaces normalized by their radius Fpo/R. Exact

relationship depends on the extent the surfaces deform when in contact. For large deformations under

the influence of the intersurface forces or the external load, the Johnson-Kendall-Roberts theory

relates the pull-off force to the adhesion energy per unit area by:

EA = 2Fpo/3πR [79] (2.28)

On the contrary, if deformations are small, the adhesion energy is better described by the

Derjaguin-Müller-Toporov theory, in which

EA = Fpo/2πR [23] (2.29)

2.3.7.2. Measuring shear (friction and lubrication) forces
To measure the friction between surfaces one has to laterally drive one of the surfaces and

simultaneously measure the force induced by this motion [80].
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In our setup, inspired in the design of Israelachvili, lateral movement of the lower surface is

driven by a BIMORPH-SLIDER (Figure II.30), which produces lateral motion when a constant slope

voltage ramp is applied between the two electrodes of sectored piezoelectric bimorphs

(electromechanical transducers). Sinusoidal, saw-tooth, square and other types of displacement

functions can be fed to the slider, with amplitudes in the range of 0.1-40V (producing a lateral

displacement of 1μm to 20μm) and a frequency range from 0.001 to 2Hz. The upper surface is itself

attached to a vertical double cantilever spring, whose deflection is monitored using semiconductor

strain gauges connected to form the arms of a Wheatstone bridge. This assembly is called the

FRICTION DEVICE. If the displacement of the lower surface induces a viscous or friction force on

the upper surface, the vertical spring will deflect. From the deflection of this spring of known spring

constant K, the friction force between the surfaces F can be calculated, simply by using Hooke’s law

of elasticity.

Figure II.30: (a) Bimorph, (b) Friction Device of SFA.

2.3.7.3. Experimental procedure
One very crucial factor for a successful SFA experiment is absolute cleanliness of the device

and work space. Experiment usually starts with the preparation of thin mica sheets. This is a delicate

process that requires some experience and often takes 1–2 days. Mica cleaving is carried out in a dust

free laminar flow cabinet. Powder free gloves should be worn in order to prevent contamination of the

mica surfaces.
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Figure II.31: Stages in preparation of mica sheets: (a)-(b) cleaving, (c) cutting, (d) placing cut sheets
on baking sheet, (e) silvering, (f) gluing (placing) silvered mica sheets on silica disks.

In our experiments natural Ruby Muscovite mica was used. Muscovite mica was selected

because of its high quality, hardness and excellent cleavage properties permitting it to be split into the

thinnest sheets without the risk of cracking. Cleaving mica involves insertion of a sharp needle into an

edge or corner of the mica sheet and strike off against the van der Waals forces between the layers.

First, a large and thick mica sheet is selected and its edges are trimmed with scissors. Top and bottom

dirty superficial layers should be removed by cleaving with a sharp needle. It is inserted into the edge

of the thick sheets (Figure II.31.b) and moved along the cracking gap; two pieces of mica are obtained.

One of the sheets is chosen as “backing sheet”. The other is kept for further cleaving of much thinner

and smaller sheets to be used as substrate surfaces for experiments. The procedure of cleaving thin

mica sheets from a thick sheet should be done in as stress-free way possible, and usually is achieved

by slowly peeling a thin sheet from a thicker one. The procedure of pealing is repeated until thin

regions of 1-5 micrometres thick, step-free and several square centimetres in area are obtained. The

uniform area should be at least 2 cm2 in order to cut two rectangular pieces from it with a hot platinum

wire. Subsequently, the newly cleaved film is placed across two clean metal blocks (Figure II.31.c),

and held by two smaller metal blocks over its edges. A platinum wire of diameter 0.1 mm which is

mounted between two parallel conducting rods and heated above the melting point of mica is used to

cut the mica film into rectangular shape pieces of approximately (1 × 1) cm2. Finally, the pieces are

placed onto the backing sheet, which serves as a holder for the subsequent thermal evaporation of the

silver mirrors. When several pairs of mica sheet are attached onto the backing sheet, it is ready to

deposit silver on the uncovered surfaces (Figure II.31.e). We use an Edwards Auto 306 Vacuum

coating system for the silver deposition. This was performed at high vacuum with a pressures below
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10-6torr. The silver thickness deposited on the mica film is measured with a QCM sensor. A thickness

of 400 Å deposited at 1 Å/s is advised.

The next step in SFA experiment is gluing mica onto silica disks. The silica disks act as optical

windows and support for mica films. Each disk has two polished surfaces with diameter of about 10

mm. One of the two surfaces is optical flat and the other is cylindrically curved, with a radius of about

2 cm. EPON RESIN 1004 was used to glue mica on the silica disks for measurements in aqueous

solutions; for experiments in organic solvent such as toluene, a mixture 50%/50% of glucose and

galactose was used. Before gluing the mica films the silica disks (conserved in chloroform to remove

glue from previous experiments) are cleaned with chloroform, washed with ethanol, dried with dry

nitrogen gas and finally irradiated for 20–30 minutes in an UV-ozone cleaner. After cleaning, the

silica disks are placed on a small electrically heated hot plate (around 150°C). A tiny amount of glue

in powder form (EPON RESIN or sugars) is then placed on the top cylindrically curved surfaces of the

disks. As the glue melted, curved tweezers are used to spread it in uniform layers over the curved

surfaces, and a small mica sheet was peeled off from the back sheet with sharp tweezers and placed on

the top of the glue layer with silver coating facing down. The disk was then removed from the hot

plate. The mica surface is ready for experiment, coating or further modifications. When surfaces are

ready, silica disks are mounted into the disk holders of the SFA. First, the lower disk is placed into the

disk holder of the Bimorph Slider with the polymer film facing up.  The other silica disk is mounted in

the disk holder on the Friction Device with the surface facing down. Once the silica disks are fixed by

tightening the set screws, the devices are placed in the SFA chamber (Figure II.32).

Figure II.32: SFA chamber

The SFA chamber is manufactured from stainless steel with a wall thickness of 10 mm,

equipped with two glass windows (thickness: 150 μm) which allow optical measurements in

transmission, and two compartments. The first one is used to place the surfaces and bathing solutions

(around 350mL), in case of experiments in liquid. The second one is a special cavity where a container

with drying an agent (typically phosphorus pentoxide P2O5) can be placed to maintain anhydrous

experimental conditions.
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Figure II.33: (a) Assembled Surface Forces Apparatus device, (b) SFA placed on a vibration-free table
inside a temperature control box.

An assembled SFA (Figure II.33.a), is placed on a vibration-free table inside a (temperature

controlled box) (Figure II.33.b).

During SFA experiments, the surface separation is controlled by a coarse manual micrometer,

afine manual differential micrometer and piezoelectric positioned (Physik Instruments). As already

mentioned, measurements of the thickness and refractive index of polymer films are realized by MBI.

The light transmitted through the sample is decomposed by a fully automated spectrometer TRIAX-

550 and recorded with a digital CCD camera (EURECA, LSD-5000T1-8EPP). A spectral calibration

mercury lamp with lines at λ1 = 546.075 nm, λ2 = 576.96 nm and λ2 = 579.066 nm is used to calibrate

the spectrometer. All major components of the SFA device are computer controlled via home written

Labwindows programs.
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This chapter starts with a brief introduction about previous studies related to the patterning of

thin films of dielectric materials by an applied electric field. It is followed by the description of the

experimental setup used to investigate the electric-field-induced EFI patterns on polystyrene films at

temperatures below its glass transition temperature. In the second half of the chapter experimental

results concerning generation of spontaneous EFI instability are presented. Further, the morphology of

the films at short and long times of exposure to electric field is described. These results support the

idea of substantial mobility of polymer molecules at the surface of thin films of glassy polymer films.

This mobility can be used to create self-organized patterns on polystyrene films, as will be described

in this and later chapters.

3.1. Introduction
As was described in Chapter I, there is a large body of work, both theoretical [1,2,3,4,5,6] and

experimental [7,8,9,10,11,12,13] related to the study of the effect of electric fields on thin films, in

particular related to their controlled destabilization and patterning. Studying these self-assembly

methods of patterning (self-assembly because the ordered structures are formed spontaneously through

the application of an external driving force; the patterns are not manipulated individually) is

interesting not only from the viewpoint of pattern formation but also for the potential applications in

the coatings industry, where creating uniform films is extremely important. It is particularly difficult to

create ultrathin films less than 100 nanometers  thick due to the destabilizing van der Waals

interactions [14]. Surface patterning is known to impact optical, adhesive, and wetting properties of

materials, particularly in soft materials. Carefully controlling these properties is important for

technological applications such as biomaterials, microfluidics, coatings, and polyelectrolyte multilayer

films. Many of the polymer patterns produced by the EHD instability are on the order of microns, the

right length scale for biological applications. For example, an array of polystyrene micron-sized pillars

was used to study the effect of three dimensional topologies on cells shape and migration [15].

Biological materials such as proteins and cells often adhere to other biological surfaces. In designing

devices for biological applications it is important to improve the adherence properties [16]. In

microfluidic devices, surface topography influences the hydrophobicity of a surface [17]. The

appearance of coated materials is dictated by the light reflection properties of the coating [18] which is

strongly influenced by the surface topography.

Most of the reported experimental work on electric-field induced polymer patterning have

used polystyrene or poly(methyl methacrylate), because:

 They are easy to process. PS and PMMA practically do not have a vapor pressure

above the entanglement limit. Material loss due to evaporation is therefore not a

problem and dissolution of polymers in volatile solvents enables easy processing.
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 Their glassy character. The experiment can be performed at elevated temperatures

above the glass transition in the liquid state, while the analysis can take place at room

temperature where any structure will be frozen in the glassy state.

 Finally, due to the entanglements, the viscosities of polymers are normally rather large

resulting in long relaxation times

From the theoretical point of view, EHD instabilities of these polymers are also easy to

characterize because at temperatures above the glass transition temperature Tg they can be described as

incompressible viscous fluids.

There is still much to learn about these materials and how they interact with their

surroundings. In particular, some recent studies support the idea of a heterogeneous dynamic of thin

glassy polymer films [19]. The existence of a mobile layer several nanometers thick on top of

polystyrene and PMMA polymer films at temperatures well below the glass transition temperature is

gaining general acceptance in the polymer physics community [20]. There are some open questions

which deserve to be further investigated:

 Can glassy films be easily deformed at room temperature under external electric field?

 Can EFI self-organized patterns be created on glassy polymer films due to interface

mobility? If so, which are the parameters that control the surface structuration?

In this chapter I will discuss an experimental study related to these questions.

3.2. Theoretical aspects
The theoretical description of the behavior of thin films subjected to the effect of an external

electric field can be very involved; a number of parameters have to be considered. First, the

viscoelastic properties of the film need to be characterized: as I will describe below, liquid and solid

films show very different responses to an applied field. The electrical parameters of the film also have

to be specified. Currents and charge accumulation will be different in perfect conducting, perfect

insulators (dielectric) or leaky dielectrics (i.e. poorly conducting) films, determining the effect of an

externally applied field on the film. The possibility of dielectric breakdown of the film may need to be

considered at sufficiently high field strengths. The intensity and nature of the field may also play a

role. In general, DC and AC fields may produce different effects: the frequency of the applied field

also needs to be considered. I will briefly outline some relevant theoretical results related to some of

the cases mentioned.

3.2.1. Perfect dielectric liquid films
As described in Chapter I, the instability length scale in a purely viscous liquid film has a

long-wave character governed by a competition between the destabilizing field strength and surface

tension [21,22,23,24,25,26,27,28,29,30].

For thin liquid films the overall pressure distribution at constant temperature at the film

surface can be expressed as [31]:
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= − + ( ) + ( ) (3.1)

with p0 being the atmospheric pressure. The second term, the Laplace pressure, stems from the surface

tension γand the fourth term, the disjoining pressure pdis, arises from dispersive Van der Waals

interactions. The electrostatic pressure for a given electric field in the polymer film according to

Landau and Lifshitz is given by [32]: = − − 1 (3.2)

As mentioned before, for large enough values of Ep, only the Laplace and electrostatic terms need to

be considered. In a stability analysis, a small sinusoidal perturbation of the interface with wave

number q, growth rate t -1, and amplitude u is considered:( , ) = + ⁄ (3.3)

The modulation of Z gives rise to a lateral pressure gradient inside the film, inducing a Poiseulle flow j= − (3.4)

where is the viscosity of the liquid. The continuity equation enforces mass conservation of the

incompressible liquid: + = 0 (3.5)

Equations (3.3), (3.4), and (3.5) define a differential equation that describes the dynamic response of

the interface to the perturbation. In a linear approximation (to order O(u)), a dispersion relation is

obtained: = − ( + ) (3.6)

As opposed to the inviscid, gravity-limited case (t -1 q), the viscous stresses lead to a q2-dependence

of in the long-wavelength limit, typical for dissipative systems. Fluctuations are amplified if > 0.

Since < 0 (3.7)

all modes with < − (3.8)

are unstable. With time, the fastest growing mode will eventually dominate, corresponding to the

maximum in Eq (3.6) = 2 (3.9)

To compare the results of the dispersion relation to the experimental data, it is useful to introduce

reduced variables: = (3.10)

and
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= (3.11)

Equation (3.9) leads to = 2 (3.12)

0 is a characteristic length scale which is connected to the relative strength of the electrostatic and

Laplace pressures. In addition, Eq. (3.6) gives a relation for the time constant of the instability:= (3.13)

3.2.2. Perfect dielectric solid and viscoelastic films
Electric field induced mesopatterning can also be achieved directly in soft solid elastic films,

but the underlying physics that governs the structure length scale and morphology is quite distinct

from that of a liquid film [33,34,35,36,37,38,[39]. In a purely elastic solid, theory predicts a short-

wave character with its length scale depending linearly on the film thickness, regardless of the field

strength or elastic modulus. The elastic contact instability is understood to arise from a competition

between the destabilizing forces (e.g. electrostatic pressure) and the stabilizing restoring elastic forces

in the film. As will be described below, the wavelength of this instability is predicted to be about three

times the film thickness in the limit of high applied fields, and is essentially independent of all other

factors such as the interfacial interactions and the mechanical properties. For the submicron films

surface tension also becomes important.

The behavior of viscoelastic films under electric field have been less studied compared with

liquid and solid elastic films. However, there are some recent theoretical studies on electric-field-

induced instabilities in liquid like viscoelastic films [40,41] and solid films [42]. Recently, Jayati

Sarkar and Ashutosh Sharma [43] reported a unified theory of the stability of soft viscoelastic thin

films that covers the different regimes of instability in systems of nanoscopic to microscopic

thickness. They developed a general linear stability analysis of the film morphology, which gives the

following dispersion relation for a visco-elastic thin film with constant viscous and elastic moduli:= [− + ( / ) ](2 ( )) − 1) (3.14)

where = , ( ) = ((1 + ) + 4 )(−1 + − 4 ) and = =1 − ( + ) where ω is the growth coefficient of instability, k is its wave number, γ

is the surface tension, µ the elastic modulus, η the viscosity, d the air gap, h the film thickness, π the

excess electric pressure at the interface, ε0 the dielectric permittivity of the free space, εp the dielectric

constant of the film and V the applied voltage.

The electric field driven surface instability of viscoelastic films was shown to have two

distinct regimes: (1) Liquid-like films display long wavelengths governed by applied voltage and

surface tension, independent of its rheological properties, and (2) solid-like films require to overcome

a threshold voltage for the instability to develop. The characteristic wavelength is proportional to the
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film thickness, h, but does not depend of its surface tension, γ, applied voltage (as long as it is higher

than the threshold) or rheological properties. They shown that the critical wavenumber of viscoelastic

perfect dielectric films, both in wetting and adhesive configurations, have two asymptotic limits of

short waves and long waves that are determined only by the parameter γ/μh, where μ is the storage

modulus. The solid-like limited is expected at values γ/μh<10-2. In this limit, the critical wavelength

remains roughly constant (λ = 2.96h). In the other limit, where γ/μh >1, the wavelength is close to the

long-wave regime of viscous wetting films. As shown in Figure III.1, the transition between short and

long waves can be achieved, e.g., by varying the elastic modulus [34,38,42].

Figure III.1: Characteristic wavelength of field-induced patterns on PDMS thin films. The viscoelastic
properties of PDMS films where tuned by varying the cross-linker CL concentration. (a) Liquid-like

layers The line represents the viscous film theory (b) solid-like viscoelastic films, the slope of the line
is 4.1. (c) Transition between the liquid like and the solid like regimes. Results from [42].

From the above relation, the liquid-like scaling is obtained when the parameter (γ/hμ) is large, whereas

the solid-like scaling λ ≈ 3h is recovered for small (γ/hμ). Interestingly, the wavelength in all cases is

independent of viscosity, which only determines the time necessary for the instability to develop.

Further, in both the liquid-like and the solid-like regimes, it also becomes independent of the elastic

modulus, which remains important only in the transition regime. Basically, in the liquid-like regime,

surface tension is the dominant stabilizing mechanism, whereas in the solid-like regime, the elastic

strain dominates. The transition is thus governed both by surface tension and elasticity in the form of

the parameter, (γ/hμ).

3.2.3. Leaky dielectric films
To describe the behavior of poorly conducting films the possibility of charge movement and

accumulation needs to be considered. This case is much more complicated than the discussed above

because one needs to consider the field generated by a non-uniform distribution of charges. In

addition, the charges-induced field has a shear stress component (not present in the case of conductors

or perfect dielectrics) which complicates further the theoretical description. It has been shown that

when a leaky dielectric film is subjected to an external field, charges move to the interface resulting in

electrically induced stresses substantially larger than for perfect dielectrics: both free and polarization

charges are present at the dielectric surface. Even a small surface charge density decreases

significantly the voltage necessary to destabilize an interface. [1,2,14]. Therefore, even a poor
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conductivity significantly decreases the patterns wavelength (and increases growth rates) of a film

destabilized by an electric field compared with the case of perfect dielectrics. This can be inferred

from the expressions derived by Pease and Russel to describe leaky-dielectrics. However, to make a

quantitative assessment of the lengthy expressions derived in refs. [1,2] requires the knowledge of

parameters that are not easily accessible experimentally (surface charge density or potential). For this

reason we did not pursue this path in this thesis.

3.2.4. AC vs DC fields
So far I have discussed how DC electrostatic fields can be used to modify the topography of thin films

creating patters of controlled . It may also of interest to explore the possibilities of applying AC

fields for film structuration; it has been theoretically predicted that AC fields could be used to better

control the instabilities induced by the field, and to create instabilities not observed with DC fields.

[44]. For leaky dielectrics, the frequency of the applied field may have an effect on the charge

accumulation, so it could be used to tune the wavelength and growth rate of the instability.

3.3. Experimental setup
We used a modified version of the surfaces forces apparatus (SFA) Figure III.2 (see Chapter

II) for our experimental investigation of EFI on polystyrene PS films.

Figure III.2: Experiment setup for applying an electrical field in the SFA [45].
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The electric field was applied between two polymer coated conducting (electrode) surfaces in

two ways. The first method (method A) involved spin coating PS film from toluene solution on

atomically smooth 1 - 4 μm thick sheets of back-silvered muscovite mica. Before spin coating, the

mica sheets were glued on cylindrical silica disks (radius R=2 cm) with a small L shaped stainless

steel connector 0.1 mm thick. (Figure III.3 a). The back-silvered 400 Å thick silver layer in contact

with the connector is used as the reflecting layer for the interferometry measurements and also as

electrode. In the second procedure (method B), pristine mica sheet were glued on silica disks very

close to the thin metallic connector (Figure III.3 b). Then a silver layer of 400 Å thick was deposited

by thermal evaporation on top of the mica and the connector. The evaporation was followed by spin

coating of a polymer film on top of the silver layer. In both cases the PS film thickness was controlled

by varying the concentration of polymer solution and the coating rotation speed (1,000 to 10,000 rpm).

The films were then annealed at 95°C for 12 h. Two polymer coated surfaces were then mounted into

the disk holders of the Bimorph Slider and Friction Device of the SFA with the axis of the cylinders

perpendicularly oriented to each other. As mentioned before, this geometry locally corresponds to a

sphere of radius R on a flat surface or two spheres of radius 2R. It was important to arrange the disks

such as the protruding conducting L shaped connectors did not touch the opposite surfaces during

experiments. Shielded wires were used to connect the electrodes to a controlled voltage generator

Agilent 3320A, as shown in Figure III.3.

Figure III.3: Procedure to apply an external electrical field in the SFA setup.

The two surfaces were then brought to the desired starting separation or into contact, and

different voltages (2-12V) were applied across the opposing silver films to generate the required

electric field. For the typical surface radii of R=2 cm used in SFA experiments and at surface

separations D, where R >> D, the electric field in the central region of radius ≈3,5 mm can be

approximated by the uniform field between two plane parallel plates, with a discrepancy of less than

5% (Supporting Information of reference [45]). FECO were used to determine the thickness and
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uniformity of the films (± 1Å) and the surface contact diameter (±3 µm) as described in Chapter II.

When white light is passed normally through the surfaces (Figure II.25) only certain wavelengths pass

through (see Chapter II). The emerging light beam consists of discrete wavelengths λn (n = 1, 2, 3, ...).

In the first method of applying the electric field described before (two polymer films coated on two

back-silvered mica pieces separated by a gap distance D) the interferometer contains five layers

(Figure III.4). For “symmetric” systems (i.e., when the two polymer layers and two mica films have

the same thickness Z, and Y), the gap distance D and refractive index μ3 of medium can be determined

independently by simultaneous measurements the wavelengths of several of FECO, and solving the

equation [45,46]:

tan(k )=(1- ) sin2k( Z+ Y)-2 sin(2kμ Z) +r sin 2k(μ Z − μ Y) [2 {1 − 2 cos(2 ) + } − (1 + ){ 2 ( + ) −2 cos(2 ) + 2 ( − )}] (3.15)

where = ( − )/( + ) , = ( − )/( + ) and = 2 / .

In the case D = 0 the two polymer films are in contact, the five-layer system becomes a three-layer

system consisting of two mica sheets of thickness Y and one central layer interferometer of thickness

2Z, and Eq(3.1) reduces to the appropriate three-layer formula:tan( 2 ) = ( ) ( )( ) ( ) (3.16)

where = ( − /( + ). This is the general equation for a symmetrical three-layer

interferometer which can be used to calculate the thickness Z and the refractive index µ3 of the

polymer film. The case where Y=0 represent the second method of applying electric field described

above, where the polymer is coated directly on the silver films. D=0 (surfaces are in contact)

corresponds to the case of a one-layer interferometer of thickness 2Z; the left hand side of Eq(3.2). is

zero and the equation is satisfied by2 2 = or 2 = n=1,2,3… (3.17)1 = ( − ) (3.18)

n is the order of interference or fringe order. By measuring the wavelengths of any two adjacent

fringes λn-1 and λn, the thickness of the polymer film Z can be determined using the expression:= ( ) (3.19)

Now if the polymer films are separated to a distance D, the wavelength of a particular fringe will be

shifted by Δλn to a longer wavelength λn. We can rewrite Eq.3.2 which corresponds to three layer

interferometer in the more useful form:tan( ) = ( ) ( ∆ )± ( ) ( ∆ ) (3.20)
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where the sign + refers to n odd, and the – sigh to n even. For small gaps between polymer films we

can consider that sin( ∆ ) = ∆ , cos( ∆ ) = 1 and tan( ) = , and

from Eq.3.6 we obtain: = Δ 2 for odd-order fringes (n odd) (3.21)

= Δ 2 for even-order fringes (n even). (3.22)

Eqs. (3.5)-(3.8) allow the simultaneous determination of D and µ3 from the measured wavelengths of

two consecutive fringes and their wavelength shifts.

Figure III.4: Schematic representation of five layer interferometer in SFA experiment. The layered system is
equivalent to a series of capacitors, as indicated.

A precise measurement of mica thickness, Y, polymer thickness, Z, and air gap, D, between

the surfaces allows a precise calculation of the electric field in the polymer Ep and in the air gap. They

are determined by 4 or 6 parameters: voltage U, spacing between polymer films D, film thickness Z,

and dielectric constant of the polymer εp (method A) and thickness and dielectric constant of mica Y,

εmica (method B). The experimental setup Figure III.3 can be regarded as a three/five capacitors that are

stacked in series, as shown in Figure III.4. One capacitor corresponds to the air gap, two correspond to

the polymer films and two to the of mica sheets. The capacitance of a dielectric is = ,

where ε0 is the vacuum permittivity, εi the dielectric constant of dielectric i, A the s surface and di the

layer thickness. The capacitance of the stack, C, is given by:
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= + + + +
= + + + + (3.23)

The applied voltage across the plates is the sum of the voltage drop within each layer= + + + + (3.24)

Making the assumption that we are dealing with perfect dielectrics, the dielectric displacement d of the

system, shown in Figure III.4 caused by an electric field is constant: = = =
. = + + (3.25)

The induced electric field EP in the polymer film is obtained by rewriting Eq.(3.11) using == (3.26)

In this study the applied voltage was between 1 and 12 V; therefore EP was typically in the range of

105–107 V/m.

3.4. Experimental results
In general, we observed that by applying an external electric field (EF) to a smooth glassy PS

film (Figure III.5-a) a regular structure (Figure III.5-b) appeared on its surface, even though all the

experiments were conducted at room temperature. The formation of these long-lasting patterns on the

surface evidence the mobility of the polymer molecules close to the surface of the films. An example

of EFI modification of polymer film is presented in Figure III.5. AFM (described in Chapter 2.2.5)

was used to characterize the assembled structure. In particular, the distance between the peaks

(wavelength) ant their height were determined. For instance, the height cross-profile shown in Figure

III.5-c measured along the white line in b) allows to measure peaks 7.0±0.3 nm high, 1.91± 0.01 μm

apart. In general, we observe a Gaussian distribution of the measured height and wavelengths. In most

cases the size distribution was automatically determined by the AFM software, but in some cases due

to edge effects, dirt particles that affect the quality of AFM image, coalescence or only small areas of

certain morphology, automatic determination produced inadequate results. In such cases, I measured

manually the characteristic pattern sizes, excluding nucleation and coalescence effects. Typically, the

averaging included ≈ 10-15 experimental data points.

Results presented in Figure III.5 and Figure III.6 show clearly that it is possible to generate a

structure on glassy polystyrene films at room temperature, well below the glass transition temperature

of PS. As described before, the appearance of the patterned structures on the PS surface is due to the

competition between the destabilizing electrostatic pressure and the combination of capillary pressure

at the polymer/air interface and elastic strain on the film, opposing the growth. When the electrostatic

pressure overcomes the stabilizing forces, patterns or cells of specific wavelengths and arrangements

are generated. The specific morphology obtained depends on the experimental conditions. I will

discuss more about the surface morphology later in this chapter.
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Figure III.5: AFM height images of PS films (a) typical morphology of freshly coated PS film, (b) polymer film
destabilized by applying an electric field. The average wavelength λ of the instability and the average peak

height h are determined by measuring the distances in (c). The cross-sections correspond to the white lines on the
images.

Figure III.6: AFM height micrographs of typical experimentally obtained morphologies of EFI in PS films.
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3.4.1. Characteristic Wavelength
As mentioned before, I determined the characteristic wavelength λ by measuring the average

distances between peaks from AFM images. Mica (Z) and polystyrene thickness (Y) and surface

spacing (D) were determined by interferometry in the SFA. These data allowed us to precisely

calculate the applied electric field in the film Ep by using equation (3.13). Figure III.7 summarizes the

results of the different experiments performed. It shows the variation of the characteristic wavelength λ

of the surface pattern with the applied electric field Ep. It contains results for different PS film

thickness, applied voltages, and experiments with DC and AC field (500 kHz). Several important

aspects can be observed. First, it is clear that progressively smaller wavelengths are induced as the

electric field is augmented: the characteristic size of the pattern can be easily controlled with this

method, as have been shown before. Second, AC and DC data seems to follow the same curve: we did

not detect an important effect of the frequency of the applied field. This seems to indicate that only

polarization effects are responsible for the instability, and there is no accumulation of charges at the

interface in case of DC experiments. I will discuss this point again later. Third, it appears that at high

Ep an asymptotic  limit of the order of 600 nm is achieved, which is rather independent of PS film

thickness. Finally, we did not observe the existence of a threshold for surface structuration, but a

rather progressive increase of  accompanied by a continuous decrease of the amplitude of the EFI

patterns.

Figure III.7: Variation of the characteristic wavelength λ with the amplitude of the applied electric field EP. The
stars indicate data points corresponding to AFM images presented in Figures 8, 12 and 13. The red line is a guide

to the eyes.
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Figure III.8: AFM micrographs representing the evolution of induced patterns of PS films with electric field. By
increasing the Ep, the patterns evolve into more disordered morphologies.

As can be observed in the corresponding AFM micrographs presented in Figure III.8, patterns

of regular square or hexagonal ordering were typically observed at large and intermediate  values,

corresponding to the weaker applied fields. On the contrary, in the regime of small  values (higher

Ep) an increasingly disordered pattern is observed.

Attempts to describe the experimental data based on perfect dielectric models were fruitless.

The assumption of a fluid film leaded to much larger characteristic wavelengths that the ones observed

experimentally (cf. Figure III.9, left panel), even though in both cases (experimental results or

theoretical prediction for liquid-like behavior) a substantial decreasing of  with increasing Ep is

observed. Similarly, the predictions of eq. 3.14 assuming small γ/hμ values (solid-like film) were not

matched by experimental results. Even so, in both cases (experiments and solid-like predictions) an

asymptotic  value independent of Ep is found, and the order of magnitude of the observed wavelength

is comparable. It is interesting that the observed  value at high Ep (around 600 nm) does not seem to

depend of the thickness of PS in the range of thickness investigated 200-800 nm. This could be

interpreted as a soft-solid film 150-200 nm thick present on top of all the films studied at high Ep.

However, this two-layer model would not explain the longer  values observed at weaker applied

fields. The assumption of a perfect-elastic solid seems also incompatible with the long relaxation time

of the patterns on the film (of the order of weeks at room temperature) similarly to the scenario I will

described in Chapter VI.

It is probably more adequate to describe PS films using the viscoelastic model. Attempts to

model the experimental results using Sharma’s theory for perfect dielectric were not successful, as can

be observed in Figure III.10. The measured wavelength is substantially smaller than the ones that

could be calculated for reasonable Ep values (below the dielectrical breakdown of PS, 108 V/m). We

tried to simulate the measured data by assuming a 200 nm thick soft PS film (=104 Pa, much lower

than the few GPa expected for glassy PS) for all the samples studied. Although the asymptotic limit at

high fields matches the experimental data, Ep values 50 times larger than the applied experimentally

are required to obtain a similar behavior to the experimentally observed (blue dashed lines). Weaker

fields are required to predict  values of the order of magnitude of the measured data if a thinner liquid

film is considered (10 nm). In this case Ep values 5 times larger than the ones observed experimentally

are necessary to reproduce the observed  values (green dashed line in the Figure III.10).
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However, in this case no asymptotic finite limit at high Ep is predicted for the liquid-like limit. We

can think of several reasons for these discrepancies. First, a description considering the possibility of

non-zero conductivity of the film (leaky dielectric) may be necessary. As described before, the

accumulation of charges at the interface would induce an additional destabilizing force that would

bring closer theoretical prediction and experimental results. Indeed, we observed the formation of

black spots on the film surfaces (Figure III.11) at the highest voltages investigated (12V; Ep 6 MV/m),

evidencing the degradation of the film, even though the intensity of the field was still well below the

dielectric breakdown strength of polystyrene, which is of the order of 108 V/m. Leaky dielectrics are

more susceptible to breakdown that perfect dielectrics, for a given potential. Nevertheless, we did not

observe substantial differences between films structured under the influence of DC or AC fields of

similar intensity, which seems to argue against this interpretation. Clearly, more tests need to be

performed to clarify this point. A second difficulty to model the experimental results is related to the

nature of the PS films. We are attempting to describe it as a uniform isotropic material with regular

viscoelastic and dielectric properties. However, as discussed in chapter I, a number of research groups

have been reporting results of different experiments that suggest that PS films display are typically

non-equilibrium with rather heterogeneous properties. Hence, a more complex multilayer description

may be necessary. Efforts to model our data following these two paths are in progress. Finally, the fact

that PS films are being structured in both surfaces may play an additional role. The structuration of the

films induces a modulation of the dielectric constant between the electrodes, introducing a modulation

of the electric field on the films.

Figure III.9: Left: red line and data points represent results obtained in our experiments. Line and points in blue
correspond to expected values for a liquid film at same experimental conditions (eq. 3.12).Right: Line and data

points in green correspond to results expected for a solid film (eq. 3.14 at the limit of small for small γ/hμ
values).
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Figure III.10. Left panel: Experimentally measured and calculated  using eqs.3.14. Blue dashed line: T=200nm,
 10kPa; green dashed line: T 10 nm; = 0 Pa; Right: Ep of theoretical estimations were divided by a factor of 40

(soft solid; blue dashed line), and by a factor of 5 (liquid; green dashed line) to facilitate comparison of the
different data sets

Figure III.11: Optical micrograph displaying zones few tens of micrometers size where EF induced degradation
of PS was observed (black areas)

3.4.2. EFI patterns: initial morphology
As mentioned in previous section, we observed a regular morphological evolution of the EFI

pattern formed with the strength of the applied field (Figure III.8). At relatively low Ep, (larger ) a

very ordered hexagonal (Figure III.8a) array was generally observed. Upon further increase of the

electric field, a morphological transition to a square pattern, above a certain value of the field was

observed (Figure III.8b). Sometimes a rectangular symmetry could be detected between the regularly

hexagonal and perfectly square arrangements (Figure III.8c). Upon further increase of the applied film,

a second transition to a stripes-like morphology was regularly observed ((Figure III.8d). Finally, at

even larger applied Ep, a seemingly disordered pattern was observed (Figure III.8e) with the smallest

induced . I did not attempt to complete a quantitative characterization of the morphological

transformations from our limited set of data. However, in Figure III.12 the boundaries between the

different morphologies observed are loosely represented.
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Figure III.12: Variation of the characteristic wavelength λ with the amplitude of the applied electric field EP.
Same data as Figure III.7, indicating the different morphologies observed.

The crossed-cylinders geometry used in our experiment implies a slow variation of the

distance between the electrodes, which regularly increases from the point of closest approach (PCA)

situated at the center of the sphere-on-a-plate equivalent geometry. Hence, the effect of a

continuously varying Ep can be investigated in a single experiment by exploring areas located at

different distances from the PCA; larger electric fields are applied at smaller D values, implying a

larger destabilizing force. This is illustrated in Figure III.13, which shows the evolution of

morphology of induced patterns with the changing Ep in a particular experiment. The region 2

correspond to a region of closest approach of the curved surfaces were we have largest destabilizing

force, while in region 1 correspond to a lateral shifted position where D is larger and the applied

electric field is weaker. As can observed from experimental obtained morphology on PS film with

thickness 227 nm in region 1 we have a column like structures with a square periodic arrangement.

Moving in the direction of increasing Ep (towards region 2) we observe that the structure get distorted,

columns merge and the morphology changes into stripes-like.

As mentioned before, a more disordered structure is observed in the case of high applied Ep

Figure III.14. This evolution has also been observed before in studies of EHI, and has been attributed

to the broadening of the dispersion curve. By increasing the applied field, the  range of wavelengths

that are susceptible to be stable increases (i.e. positive  values in equation 3.14) so it is more difficult

for the system to select a characteristic wavelength. As a consequence, the time necessary to reach

steady-state morphology increases and the pattern gets less organized.

The morphological evolution observed by us has been partially described in different studies

of EHI of liquid films. Pease and Russel [47] described the transitions hexagonal-stripes-disordered in

a review of different studies of EHI. They also discussed the possibility of transition square-hexagonal
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based on the analysis of a model not restricted to the lubrication approximation. Elastic solid films are

also prone to similar morphological transformations. In a theoretical study of the surface instability

induced by an external electric field in a soft elastic thin film [48], Sarkar, Shenoy and Sharma have

shown that the precise pattern morphology depends strongly on the field parameters and can be

classified into three broad morphological phases: columns, stripes, and cavities. They showed that by

increasing the electric field the transition from columns to stripes can be induced as presented in their

morphological phase diagram (Figure III.15).

Similar morphological transitions (hexagonal-square-stripes) have been extensively

documented in the literature in theoretical and experimental studies of ferrofluids subjected to

magnetic fields. [49,50]. The role of the magnetic field in these works experiments is equivalent to the

destabilizing role of the electric field in the experiments described here.

Figure III.13: AFM height micrograph representing the evolution of the patterns induced patterns on PS surface.
Starting from the upper part (region 1) with columns in a well-ordered square-like arrangement, the pattern

evolves into a more disordered stripe- like morphology (region 2).

Figure III.14: AFM micrographs representing induced patterns of PS films at high electric fields. A disordered
morphology is observed. Ep 5000kV/m
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Figure III.15: Schematic morphological phase diagram of the film contactor system in an

electric field [48].

3.4.3. EFI patterns: long time evolution and nucleation
In SFA experiment, crossed-cylinders geometry is used, so that the distance between the silver

mirrors becomes a slowly evolving function of the lateral position. As we applied a constant voltage

between the silver electrodes, changing the distance between the electrodes imply changing the

applied Ep (Eq. 3.12). A larger electric field is applied at smaller D values, implying a larger

destabilizing force. In addition, as the time constant of instability changes as the 6th power on the

electric field (Eq. 3.13), even small variations in Ep can amplify perturbations on a much faster time

scale. All this leads to a flow of the polymer material towards the nucleated maximum. In our

experiments, the maximum of EF corresponds to the PCA of the curved surfaces, or the contact region

if surfaces are in contact (D = 0). Due to mass conservation, this flow depletes its surroundings and

triggers a wave propagating outward from the nucleation position. Figure III.16 shows few examples

of nucleation. Waves were nucleated in the PCA between two films out of contact (a) or at the rim of

contact region (b) and propagated outwards. The wavelength of the nucleate instability was found to

correspond to a value r = 2λ, with an amplitude that decays from the PCA. The observed nucleation

wavelength agrees with observations of nucleation instability of Schaeffer et al. [51].
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Figure III.16: AFM images of nucleated patterns formed in an electric field for two configurations of SFA
surfaces, (a) in close proximity (D=130 nm) and (b) in contact (D=0). R is the radius of curvature of surface, a is

the contact radius.

3.4.4. Evolution of Nucleation Instability
Depending on the value of Ep and the exposing time to electric field, different stages of the

nucleated instability are observed. Initially, in the absence of an electric field (Figure III.17-a), the

film is smooth and stable. Once sufficiently large voltage is applied to the assembly, surface waves

with small amplitude, and a characteristic wavelength λ and arrangement begin to develop, as

described before (Figure III.17-b). Later, due to the lateral variation of the imposed electric field due
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to the curvature of surfaces, the material starts to flow in the direction of the highest electric field,

which in our experiments corresponds to the PCA or the contact region. The characteristic time scale

for the development of the nucleated structure is longer than the spontaneous EFI instability. Figure

III.17- c shows the formation of elliptical waves (ridges) around the elliptical shape of the contact

region, where the electrode spacing is lower than in the surroundings. Eventually secondary order

waves are formed from primary annular elevation, and the same process repeats outwards (Figure

III.17-c). The average distance r between two crests is found to be r = 2λ, with a height that decreases

with the distance from the contact region. In the central region of the contact the wavelength of EHD

instability remains intact because in this region the distance between the plates is constant and the

electric field is homogenous. Finally the amplitude of the waves increases sufficiently to span the air

gap between polystyrene films (Figure III.17-d) and eventually made the contact with the opposite

surface to form polymer columns with intercolumn distance close to λ.
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Figure III.17: AFM micrographs of polystyrene (PS) films exposed to EF. (a) The surface of a 227 nm thick PS
film is represented as deposited; before exposure to the field the film is very smooth. (b) Spontaneous instability

with a characteristic wavelength λ begins to develop. T = 25°C. Applied voltage U = 5 V. (c) Since there is a
lateral variation of electric field imposed by the curvature of surfaces, nucleation appears at the edge of the

contact region, as illustrated by the cross-sections. (d) Undulations have grown and completely span the distance
between the two surfaces. For illustration purposes surface deformation are represented only in the lower surface

of the accompanying cartoons. In reality both polymer films are equally modified

Obviously, the nucleation instability may appear even with the surfaces out of contact, as

illustrated in Figure III.18. The evolution of the instabilities critically depends on all experimental

parameters, in particular on the gap between the surfaces and the time of exposition to EF. As can be

observed in the figure, the extension of the nucleation instability critically depends on the exposure

time. The initial pattern formed irregular strips that could be described as a sinusoidal surface

perturbation, as shown in Figure III.18-a. Then, the pattern evolves as a function of exposure time.

Two different exposure times are presented in Figure III.18. It is clear that the nucleated instability is

much more developed for the case of the surfaces subjected to the field for longer times. Further
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increasing the exposure time induced the formation of columns bridging the surfaces along the rim of

previous wave pattern.

Figure III.18: Spatiotemporal evolution of a 697 nm thick PS film on SFA curved surfaces. Film spacing D =
130 nm. The exposed time to electric was (a) 20 min and (b) 60 min

I did not pursue further the study of film morphology evolution, which has been the subject of

numerous studies in the literature. A thorough understanding of how the different parameters (time, D,

R, a, film thickness, T, field strength) influence the physics of the nucleation process was beyond the

scope of this work. Nevertheless, it is well worthy emphasizing the fact that all the test presented in

this chapter were performed at room temperature, evidencing once again the possibility of structuring

glassy polymer films without the need of heating above the glass transition. In addition, this technique

allows the formation of pattern of smaller wavelengths that the ones typically obtained in liquid films.

I will extensively describe in next chapter how the mobility of the topmost layer can be exploited to

structure PS films using a completely different technique, which will constitute the central part of the

work reported in this thesis.
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3.5 Conclusions
The results presented in this chapter described a method to induce and control the structure

formation in thin polystyrene films by using an external electric field. Unlikely all the studies of EFI

structuration of PS films previously published in the literature, I have shown it is possible to generate a

controlled structure on glassy polystyrene films at room temperature under application of electric field.

The characteristic size of the EFI patterns, , which can be controlled by the strength of the applied Ep,

is substantially reduced by this method. The morphology of the induced pattern changes from

hexagonal to square to stripes order, to finally acquire a disordered conformation at the highest Ep

investigated. The small  values observed and the fact that a non-zero limit was observed at high Ep

argue against a liquid-like description of the films. However, the spatial and temporal evolution of the

morphology and the absence of a threshold Ep for the appearance of the instability suggest the

opposite. A description involving a leaky dielectric viscoelastic film will certainly be necessary to

completely describe our experimental results.

Finally, the appearance of the patterned structures on the PS surface is possible due to the

presence of a layer of enchased mobility at the outmost surface of glassy polystyrene films, which can

be restructured under external stimuli. The results presented in this chapter show that there are still

many interesting aspects to discover regarding the EPI instabilities in thin films, and should pave the

way for further studies on the use of electric fields in surface patterning.
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4.1. Introduction
When water is in contact with air, in standard conditions, oxygen and nitrogen are dissolved in

concentrations of 0.2 mM and 0.5 mM. It has been shown in the past that reducing the concentration

of the dissolved gases may affect several interfacial properties. Despite of the fact that oil and water do

not mix, spontaneous emulsification of hydrocarbons occurs after water degassing [1,2,3]. Colloids

stability [4], the range of the hydrophobic interaction [5], the conductivity of salt solutions [6], the

efficiency of flotation process [7] and the slippage boundary conditions in flowing water are all

affected by the amount of gas in solution.

As was described in Chapter I, there is a large body of theoretical and experimental studies

suggesting that a region of reduced density is present at the interface between water and hydrophobic

surfaces. A number of scanning probe microscopy studies reporting the presence of soft nanometric

objects near hydrophobic surfaces in water have been published [8,9,10,11,12,13] after its existence

was suggested 15 years ago [14]. Indeed, some reports of the nucleation of micrometric-size bubbles

on surfaces were published long before [15]. However, no explanation for the existence of long-lasting

nanobubbles that considers the large Laplace pressure inside them has been advanced. Some workers

have even suggested that the observed nanobubbles in scanning probe experiments are a consequence

of confinement effects or tip-substrate interaction [16,17]. On the contrary, a detailed X-ray

reflectivity study on hydrophobic substrates, while supporting the existence of a depleted water layer

by the interface, argued against the existence of micro or nanobubbles [18]. Independent reflectivity

experiments have also evidenced the presence of a layer of reduced water density near hydrophobic

surfaces with an extension determined by the concentration of dissolved gases [18,19,20,21].

However, some ellipsometric and neutron reflectivity studies failed to observed the existence of a

water depletion gap [22,23]. Despite of the long list of seemingly contradictory results, consensus is

slowly emerging around the idea that a boundary layer of reduced density is indeed present when

water is nearby a hydrophobic surface, although its nature is yet to be firmly established [24,25].

In this chapter we explore the effect of dissolved gases in the interface between water

solutions and several hydrophobic polymers. We observed that this interface is modified by the

degassing of the aqueous phase, showing the influence of dissolved gases and ions present in the water

on the interaction between water and a hydrophobic surface. Previously published results have

evidenced how the morphology of hydrophobic surfaces can be severely modified in the presence of

nanobubbles. We show here how this effect depends strongly on the amount of gas dissolved in the

aqueous phase, and more importantly on the nature of the ions dissolved in the water. In addition, the

results described in this Chapter clearly evidence the presence of a layer of enhanced mobility at the

outermost surface of glassy polystyrene films, in agreement with results presented in Chapter III. This

layer makes it possible surface reconstruction at temperatures well below the glass transition

temperature, Tg.
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4.2. Experimental section
Materials:

Polystyrene (PS) of five different molecular weights (7, 59, 160, 250 and 500 kDa) were

investigated.  PS of 500 kg/mol (Tg 103°C) and 59 kg/mol (Tg 102°C) were obtained from Sigma-

Aldrich. PS of 250 kg/mol (Tg 103°C) was obtained from ACROS Organics. Crosslinkable [26] PS of

160 kg/mol (poly[styrene-co-(4-azidomethylstyrene)) was a generous gift of Dr. Eric Drockenmuller.

PS of 7 kg/mol (Tg 90°C) synthesized by ATRP, was a gracious gift from Dr. Antoine Bousquet. PS

latex (suspension of PS spheres of radius 400 nm) was obtained from Polyscience.

Film preparation:

Thin PS films were prepared by spin-coating polystyrene solutions in toluene onto small

(1×1cm2) pieces on silicon wafers or mica. As mentioned in Chapter II, the PS film thickness is a

function of spin-coating speed, solution concentration and polymer molecular weight. By adjusting

these parameters, we prepared PS smooth films of thickness of ≈300 nm for all four MW’s. After spin-

coating the PS films were annealed at 95°C for 12 h to remove the residual solvent and release any

mechanical stress built up during the spin coating process. Similar results were obtained with films

annealed at 150 C for 6 hours. After this treatment the samples were ready for investigations.

To increase the adhesion of the polymer film on the substrates and to avoid the penetration of

water between the film and the substrates, in some cases the silicon wafers were coated with a silane

layer by exposure to a solution of octadecyltrimethoxysilane (OTS, abcr Specialty Chemicals) in

toluene during 2 hours. Identical results were obtained in absence of this primer silane layer.

Films of cross-linkable PS were prepared by spin coating a solution of the polymer in toluene

0.4% w/w. Cross-linking of the PS film was performed by irradiating the film with ultraviolet (UV)

light (300-360 nm) during 1 hour, as described in reference [26].

Film characterization: The thickness of the films was determined by ellipsometry

(Nanofilm); roughness and morphology were assessed by Atomic Force Microscopy in tapping mode

(multimode and Icon, Veeco). The films were also characterized by water contact angle (IDC

Concept) and streaming potential measurements (CAD). XPS was performed with 220i-XL

ESCALAB, VG, as described in Chapter II,

Water degassing and film treatment: Millipore water with a conductivity of 18 Mcm-1 was

used for solution preparation. The pH of the aqueous phase was adjusted by adding small amounts of

NaOH (Prolabo) or nitric acid (Aldrich) as necessary. Similar results were obtained by using HCl

(Aldrich) or KOH (Aldrich). Carefully cleaned Teflon bar stirrers were introduced in the solutions to

be degassed to induce the nucleation of gas bubbles. The solutions were subjected to agitation under a

pressure of 0.2mbar during two hours. The appearance of macroscopic bubbles in the aqueous phase

was observed only during the first 30 minutes of degassing. After the degassing was finished, the air

pressure on the flask was gently increased back to atmospheric pressure. The degassed solutions were



Chapter IV. Intimate contact between polymer surface and water: Electrostatic pressure
induced nanostructuration

139

put right away in contact with the polymer surfaces for few minutes after stopping the pumping, unless

otherwise indicated. The PS films were then dried with a gentle flow of nitrogen gas.

4.3. Contact between water and hydrophobic polystyrene

films
As mentioned in the introductory part of this chapter, I will present some experimental results

related to the effect of dissolved gases on the interface between water solutions and several

hydrophobic polymers. In particular, I will present how the morphology of the surface of some

hydrophobic polymer films is modified by degassing of the aqueous phase, showing the influence of

dissolved gases and ions present in the water on the interaction between water and a hydrophobic

surface. In this section, I present results from experiments aimed to investigate the interface of water

with surfaces of different hydrophobicities.

A Nanoscope III MultiMode atomic force microscope (AFM) was used in tapping and contact

mode to image the air-solid and the water-solid interfaces. Smooth freshly cleaved mica and

polystyrene (PS) film prepared by spin-coating were investigated. Water has contact angle on freshly

cleaved mica of ≈5° with water, which indicates that mica surfaces are strongly hydrophilic. On the

contrary, a homogenous PS surface gives a contact angle value of ~90° with water, which indicates

that a PS surface is hydrophobic in nature.

Figure IV.1-a show the taping-mode AFM height image of a mica surface in air. The surface is

very smooth and reveals no spatial structure. To characterize the surface roughness, we will use the

root-mean square roughness (RRMS also noted Rq) [27]. Rq is given by the standard deviation of the z-

values for the sample area, as given by equation= ∑ ∑ ( )
(4.1)

Z is the height deviation taken from the mean image data plane; N is the number of data points in one

scan direction. For the image in Figure IV.1-a, Rq = 0.03 nm.

Figure IV.1-b shows the contact-mode AFM deflection image of the same mica sample

immersed in water. The image remains featureless. Rq is again 0.03 nm, which is very similar to the

value obtained in air. Thus, the surface topography of a clean mica surface remains unchanged in

water.
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Figure IV.1: Results from AFM study of homogenous PS and mica surfaces: (a) contact-mode AFM
height image of mica surface in air, (b) contact-mode AFM deflection image of mica surface in water,
(c) taping-mode AFM height image of PS surface in air, (d) contact-mode AFM height image of PS

surface in water.
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Figure IV.1-c shows the taping-mode AFM height image of a PS surface in air. The image is

featureless without any discernable spatial structure, with Rq = 0.27 nm. The cross-sectional view

along the line is drawn in Figure IV.1-c. The height profile shows small amplitude oscillations (less

than one nanometer). Figure IV.1-d show the contact-mode AFM height image of the same sample in

water. This image is markedly different of the one measured in air, in contrast to what was observed

with mica. We observe a very compact layer of randomly-distributed spherical objects, in both the

deflection and height images. The height and width of these objects are ≈1.5 nm and 40 nm,

respectively. These ‘soft’ objects can be deformed and displaced with the AFM tip (Figure IV.2). The

roughness values for the height image in this case are Rq = 0.58 nm, much higher than the values

measured in air.

Figure IV.2: Contact-mode AFM deflection images of PS in water (a) initial image, (b) after first
scanning the surface once at a increase setpoint voltage (corresponding to a higher force), (c) after

scanning the surface once at even higher force, (d) a zoom-out on the same location after a pause of a
few minutes.
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We also observed a significant effect of the force applied with the AFM tip on the morphology

of these objects (Figure IV.2). Figure IV.2-a shows a contact-mode AFM deflection image taken with

a very low deflection set point (this set point determines how much force is applied while imaging).

Uniformly distributed nanobubbles can be observed. The sample was then scanned with a higher

deflection setpoint (higher force) followed by scanning again with a low setpoint voltage. Figure IV.2-

b shows the image obtained in this second scanning. The image is markedly different from Figure

IV.2-a, and shows that larger objects are now present on the surface. These larger features are formed,

in our opinion, due to coalescence of smaller bubbles after being displaced from their original

location. Scanning again at an even higher set point, produces a featureless image (Figure IV.2-c)

suggesting that, upon much harder pressing with the tip, bubbles can be completely removed from the

surface. At this point, the tip was disengaged, and scanning was stopped. After a few minutes, the tip

was re-engaged. Figure IV.2-d shows an image of a larger area including the previous spot on the

surface. The area which was scanned earlier still remains featureless while the region around the

periphery of the scanned area shows features similar to those observed in Figure IV.2-b. From these

results we can conclude that the features observed for PS immersed in water are soft air-filled

nanobubbles that can be easily manipulated by the AFM tip, and no polymeric contaminants as

speculated in a recent study. After the experiment under water, the polystyrene surface was imaged

again with AFM in taping mode in air to check for surface topography changes due to the contact with

water. As we can observe from Figure IV.3 the morphology is not changed, and the film is as smooth

as at the beginning of the experiment.

Figure IV.3: Tapping mode height-AFM images of PS coated silicon wafer in air (a) before adding
water, (b) after water was removed from the surface.

We did not explore in more detail the properties of these bubbles; we were interested just to

verify their presence. Even if the origin of these bubbles is unclear and some debate remains in the

literature about their existence [14,28], they have recently been invoked as a possible origin of a

number of phenomena, including the long-range attraction between hydrophobic surfaces immersed in
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water [29], the stability of an emulsion without a surfactant [30], microboiling behavior [31] and the

rupture of wetting films [32]. Nanobubbles on surfaces can also have significant consequences on the

motion of particles in liquids or on the flow of liquids adjacent to surfaces or in capillaries. It has also

been argued that nanobubbles lead to the frequency-dependent and shear-rate dependent fluid-slip that

has been recently observed at partially wetting fluid-solid surfaces [33,34], and which gives rise to

considerable reduction in friction of fluid flow past solids. Nanobubbles offer an effective mechanism

for drag reduction in micro/nanofluidic applications, in which interfacial properties are expected to

dominate the dynamics due to the large surface to volume ratio [35]. In ref. [35] Wang and Bhushan,

studied boundary slip and nanobubles in micro/nanofluidic. They also presented a complete review

about the properties of nanobubbles on hydrophobic surfaces, including nanobubbles imaging,

nanobubles-substate interaction, tip-nanobubles interaction and presented some results showing how

the morphology of hydrophobic surfaces can be severely modified in the presence of nanobubbles

[36,37].

The aim of our study is not to exploit the properties and dependence of nanobubble formation

on hydrophobic interfaces, but to explore the effect of dissolved gases in the interface between water

solutions and several hydrophobic polymers. In particular, we investigated how this interface is

modified by the degassing of the aqueous phase, showing the influence of dissolved gases and ions

present in the water on the interaction between water and a hydrophobic surface. To the best of our

knowledge, this is the first experimental study concerning the nanostructuration of hydrophobic

polymer surfaces in contact with water solution [38].

4.4. Nanostructuration of hydrophobic polymer surfaces by

intimate contact with water.
As described above and in Chapter I, a layer of low water density is formed when water meets

a hydrophobic interface (polystyrene). How is this interface modified if gases are removed from

water? In this section I describe how under certain conditions this procedure can induce a strong

morphology change of the polymer surface. As a first example, let’s consider smooth polystyrene thin

films (thickness > 200 nm) produced by spin coating from a PS (250Kg/mol)/toluene solution (5%/w)

onto surfaces of freshly cleaved mica, glass or silicon wafer, as the one represented in Figure IV.4-a.

The smoothness of every film (11 µm2) was checked using AFM. Then the films were immersed in

different aqueous solutions with pH ranging from 1.5 (acidified with nitric acid HNO3) to 12 (by using

sodium hydroxide NaOH). Different surfaces were left in contact with the solutions between 5 min to

24 hours, and dried with N2 gas. AFM pictures were then taken in air on dry surfaces. As represented

in Figure IV.4-b,c, the aqueous treatment did not change the texture (morphology)/roughness of the PS

surfaces compared with the original sample, and the films conserved their original smoothness.
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Figure IV.4: 1µm  1µm height tapping mode AFM micrographs taken in air of 300 nm thick 250 kDa
polystyrene films as prepared (spin-coated) (a); after exposure to a non degassed (b) and degassed (c)

solution of nitric acid in double distilled water at pH = 1.5 and room temperature. A typical height
profile for each condition is presented. The presence of asperities of regular nanometric size is clearly

observed on the surface exposed to the degassed solution for 5 minutes. On the contrary, no
modification was detected when an identical film was exposed to the same solution under identical

conditions (or much longer times) before removing the dissolved gases.

We observed that the results critically changed if the same smooth PS film was exposed to

previously degassed solutions. As can be observed in Figure IV.4-d,e, a characteristic nanostructure

with a defined wavelength is now clearly seen at high and low pH. These findings show that avoiding

the formation of the air interfacial layer by degassing the aqueous phase before it gets in contact with

the surface has remarkable implications for the interaction between the two phases. The enhanced

proximity between a hydrophobic polymer film and an aqueous solution induces a long lasting self-

assembled nanostructure on the solid surface. As will be extensively discussed later, this water
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induced self-assembly of hydrophobic polymer surfaces is an indirect validation of three controversial

issues: i) the presence of a low density layer at the interface between a hydrophobic surface water, ii)

the preferential adsorbtion of hydroxyl and /or hydronium ions at the surface of an hydrophobic

surface iii) the presence of a zone of enhanced mobility at the outermost surface of a glassy polymer

film. In addition, this approach can be easily tuned to pattern any ‘’mobile’’ polymeric substrate at the

nanometric level, opening pathways for producing controlled patterns at the nanoscale in a single

simple step.

Since this simple process of nanostructuration of polymer films present scientific and

industrial interest and very little work had previously done in this area, we have spent a great deal of

effort verifying it and investigating the different variables involved in the process. To this aim, we

have explored more than 1500 different films and characterized the behavior of polymers of different

nature and molecular weight. We investigated the effect on films and pellets of different polymers, at

temperatures above and below the glass transition and molecular weights above and below the

entanglement length. We have observed the structuring effect of acidic/basic water on poly(methyl

methacrylate) (PMMA), polydimethylsiloxane (PDMS) while crosslinking, films of polystyrene of 5

different molecular weights, PS in the form of colloidal spheres and bulk, and semi crystalline films of

polyethylene. We have also looked into the influence of pH, film thickness and film-substrate

interaction (Chapter V), temperature of formation and aging (Chapter VI), different salts, acid and

bases and degassing, immersion and re-gassing times.

4.4.1. Surface Chemical Analysis: XPS
The first observation of this structuration process was rather surprising; the first hypothesis

that came in our mind was that the bumps on the PS surface were due to some form of contamination.

Degassing and water exposure could induce the adsorption of impurities. However, after eliminating

all possible sources of contamination and thoroughly cleaning our experimental environment, the

treatment with degassed solutions would continue to induce the appearance of a long lasting self-

assembled nanostructure on the PS surface. We excluded the adsorption of pollutants on the surface,

as with non degassed solutions (or after allowing the re-equilibration of previously degassed water

phase with air) the nano-structuration would not take place. Moreover, high resolution XPS analysis

before and after structuration revealed no change of the treated surface chemical composition. XPS

was used to test the exact composition of the PS surfaces before and after treatment with degassed

solution. No chemical modification of the films was detected. The atomic composition of non treated,

nonstructured (treated with non degassed solution) and structured (treated with degassed solutions) PS

films was found to be identical by using XPS.
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Figure IV.5: AFM micrographs of 300nm thick PS films after 5 minutes exposure to no degassed (1,3)
and degassed (2,4) water at pH=1.5 and concentrated salt solutions NaNO3 samples 1,2 and NaCl

samples 3,4. AFM show the spontaneous nanostructuration of samples 2 and 4 after treatment with
degassed acid solutions. The surface of samples 1 and 3 were very smooth (RMS roughness 0.5 nm)

before and after the treatment.

AFM micrographs of some of the studied samples are presented in Figure IV.5. The results of

XPS analysis are reported in Table IV.1 All PS films analyzed contains 1-5% oxygen and 95-98%

carbon, regardless of their morphology. No traces of sodium, chloride or nitrogen were detected on the

samples after treatment with concentrated salt solutions. The XPS results show that no chemical

modification of the surfaces has occurred after treatment with degassed or non degassed solutions. The

observed blobs observed in Figure IV.5-2,3 are clearly structured PS films, unambiguously

eliminating the hypothesis of impurity contamination surface modification.

Table IV.1: Surface composition of some selected samples. No traces of sodium, chloride or nitrogen
were detected on the samples after treatment with concentrated salt solutions at low pH. AFM show
the spontaneous nanostructuration of samples 2 and 4 after treatment with degassed acid solutions.

The surface of samples 1 and 3 were very smooth (RMS roughness 0.5 nm) before and after the
treatment.

Treatment XPS results (± 5%)
Sample Salt Conc. pH Degassing %C %O %Si %Na %Cl %N

1 NaNO3 0.03M 1.5 No 94 5 1 0 0 0
2 NaNO3 0.03M 1.5 Yes 98 2 0 0 0 0
3 NaCl 0.03M 1.5 No 98 1 1 0 0 0
4 NaCl 0.03M 1.5 Yes 99 1 0 0 0 0

If the reported PS surface modification is not due to contamination, the natural question that

emerges is “what is the origin of the structure and what determines the size of the bumps”? One

possibility may be that some gas is dissolved in the polymer film, which then bubbles the surface upon

exposing to a degassed solution.
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Figure IV.6: AFM micrographs of a 300 nm coated polystyrene -250kDa film on silicon wafer before
treatment (a), after sample was heated at 110°C under vacuum (≈0.2 mbar) for 2 hours (b) and after

treatment of degassed solution of nitric acid solution of pH = 1.5 (c).

The solubility of gases in the polymer films is certainly very low and not readily accessible, so

it is hard to be estimated. Nevertheless, to address this concern, we have performed the following test:

a 300 nm thick polystyrene film was spin coated, annealed as usually overnight at 95°C and studied

with AFM (Figure IV.6-a), consecutively the sample was heated above Tg (110°C) under vacuum

(≈0.2 mbar) for a period of time longer than 2 hours to remove the gas possibly trapped inside the

film. After cooling it down (always at low pressure) we verified its smoothness by AFM (Figure IV.6-

b) and then treated with degassed acid water for few minutes. We observed the structuration of the

film only after treatment with degassed water (Figure IV.6-c). Morphology and size of structuration is

similar to that presented before. A less important structuration would be expected if the origin of

nanostructuration were the gas dissolved in film.

4.4.2. Effect of nano structuration on wettability of PS films
The contact angle of double distilled water on PS films was measured before and after

treatment. As we can observe from Figure IV.7 water contact angle for structured and non structured

PS samples behave in very similar way, with an initial slow decrease followed by a plateau near 78°.

These values are in good agreement with those reported before for aPS [39]. No noticeable change in

contact angle hysteresis was observed due to the presence of regular nanosized patterns. Similar
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results were obtained for polystyrene samples of different molecular weights. The fact that the

wettability of the surface remains unchanged after structuration confirms that the observed blobs are

just structured PS; it is unlikely that chemical modification or contamination would not induce any

wettability change of the surface.

AFM micrographs of some of the samples used for the wettability tests are shown in Figure

IV.8, together with photographs of water drops in contact with the different substrates.

Figure IV.7: Wettability of PS-250k film of thickness 300 nm, before and after treatment with non-
degassed and degassed solutions, illustrated as water contact angle as function of time

Table IV.2: Advancing and receding contact angles of PS films after treatment with aqueous solutions

PS sample treatment θadv, ° θrec, ° θ, °

untreated

non-degassed solution of pH = 1.5

degassed solution of pH = 1.5

non-degassed solution of pH = 11.6

90

90

90

92

78

78

78

78

12

12

12

14
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Figure IV.8: AFM micrographs and static contact angle of a 300 nm coted polystyrene-250k film on
silicon wafer before and after treatment of with non-/degased solution of nitric acid solution of

pH=1.5.

4.5. Variables governing the nanostructuration process
In this section I will describe the effect of different variables on the nanostructuration process

described above. In particular, the effect of pH of the aqueous solution, hydrophobicity of the surface,

annealing process, film thickness, temperature and supporting substrate will be discussed. Some of

these points will be explored in more detail in the following chapters of this thesis.

4.5.1. pH of water solution
One of the most important variables that control the morphology of the structured PS films is

the pH of the degassed solution, as can be observed in Figure IV.9. More important modifications are

observed at high or low pH values, the size and density of the blobs get substantially smaller under

more neutral conditions, and the nanostructure almost disappears between pH values of 6 and 9.

Interestingly, streaming potential measurements suggest ionic adsorption on the surfaces at the same

conditions. In agreement with previously reported results (see Chapter I), [40] we observed a strong

variation of zeta potential of the hydrophobic polymer surfaces with pH. The observed surface

structuration seems to correlate well with the values of the surface charge density as derived from the

measured zeta potential of the surfaces using the Grahame equation (see Chapter II) [41,42]: the

higher the value of the surface charge density, the larger is the effect of the aqueous phase on the

structure of the polymer surface.



Chapter IV. Intimate contact between polymer surface and water: Electrostatic pressure
induced nanostructuration

150

Figure IV.9: 1 µm x 1µm height tapping mode AFM micrographs taken in air of 300 nm thick 250
kDa PS films treated with degassed water at different pH, varied with HNO3 and NaOH. The graphs

show the measured zeta potential and calculated charge density of each substrate. Structuration is
observed at pH values in the dashed zones. The modification of the polymer surface in contact with

degassed water is determined by the pH of the solution: while relatively large self assembled blobs are
observed at low and high pHs, their size and density get substantially smaller under neutral conditions.

This striking result seems to be largely independent of the ionic strength. As can be observed

in Figure IV.10-f,g similar patterns were observed by exposure of a polymer film to degassed water at

pH = 1.5 (adjusted by adding HNO3) regardless of the addition of NaNO3 0.1M. On the contrary, the

structuring effect of degassed solutions of sodium chloride, perchlorate or sodium nitrate up to 0.1 M

(Figure IV.10-a-e) is not much larger than the one of water at neutral pH.
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Figure IV.10: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at different pH and NaNO3 concentrations. A similar structuration effect is observed at acid pH values
in presence or absence of NaNO3. Less significant structuration is observed at neutral pH regardless of

the salts concentration of NaCl, NaNO3 and NaClO4

4.5.2. Surface hydrophobicity
As presented above, the surface structuration has no effect on the wettability of the surfaces

because the contact angle of water on the substrate is not changed by the process. However, the

hydrophobicity of the surface seems to determine the outcome of the process. As we can observe in

Figure IV.11, the structuration of the film is not observed if the polymer surface is rendered

hydrophilic (30°) before the water treatment by partial UV-oxidation (5 minutes irradiation under

an Hg vapor lamp, UVOCS). We used a low pressure mercury vapor lamp which generates UV

emissions in the 254 and 185 nm ranges.
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Figure IV.11: AFM micrographs of PS films surface with different wettability after exposure to a
degassed acid water of pH=1.5.

We performed a systematic investigation of this point. Films of the same thickness (300 nm)

and surface area were placed at 5 cm from the light source, and irradiated for different times. In order

to evaluate the effects of UVO treatment, surface morphology, film thickness and water contact angel

were measured before and after UVO treatment. AFM and ellipsometry measurements did not

revealed significantly changes in the thickness or the morphology of the film with increasing the

treatment times (Figure IV.12-a,b). In contrast, the hydrophilic nature of PS was remarkably increased

with increasing exposure times, as can be observed Figure IV.12. The water contact angle decreased

with increase of UVO treatment time and then became almost constant at about 20°.

After treatment with UVO, samples with of PS of different wettability were simultaneously

exposed to a degassed solution of pH = 1.5 during 5 min, and then gently dried with nitrogen and

studied again by AFM.
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Figure IV.12: a) and b) AFM height images of PS film before and after 10 min UV-oxidation. c)
variation of the contact angle of water on PS surfaces after UV-oxidation.

As can be observed in Figure IV.13, the wettability of the PS surface determines the

structuring effect of degassed acid water. No structuration was observed for water contact angles

smaller than 75°. However, it is known that the UV oxidation reduces the water contact angle on the

surface by chain scission and partial oxidation of the PS, but it also enables cross-linking between

polymer chains [43], reducing in this way the mobility of the surface layer. As we did a very mild UV

treatment, we believed this effect to be minor. Nevertheless, is the reduced structuration observed on

the samples represented in Figure IV.13 due to different wettability of the surface or to reduced

mobility due to crosslinking? To verify this point and to discard the possible effect of reduced PS

mobility by crosslinking we have performed the following test. A smooth 300nm thick PS film (Mw

250kDa) was UV-oxidized 5 min in order to make it hydrophilic (=30°). As verified by ellipsomety

and AFM, this treatment did not significantly change the thickness or the morphology of the film

(Figure IV.14-a). Consistently with our previous tests, no structuration was observed upon treatment
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with degassed acid water (Figure IV.14-b). Then we heated the film at 70 °C during 10 hours to

promote film reconstruction and the hydrophobicity of the film (the water contact angle after the

treatment was =85°). This step allowed the reconstruction of the film via conformational changes or

chain diffusion reducing the interfacial free energy [44]. Subsequently, a second exposure to degassed

acid water effectively provoked the structuration of the film (Figure IV.14-c). This result evidences

that is the hydrophilicity of the film and not PS cross-linking that is responsible for the lack of

structuration immediately after UV-treatment.

Figure IV.13: AFM micrographs of 300nm thick PS films after different times of UVO treatment and
exposure to degassed water at pH 1.5 for 5 min. Water induced structuration is observed only for

contact angles greater than 75°

Figure IV.14: AFM micrographs of a 300 nm thick PS film before and after UVO treatment and
exposure to degassed water at pH = 1.5 for 5 min. No structuration is observed. The film becomes

hydrophobic again after heating it for a certain time. The structuring effect of degassed acid water is
then recovered.
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Two remarkable conclusions can be drawn from the observed structuration of hydrophobic PS

films after exposure to degassed solutions. First, the interaction between the aqueous phase and the

hydrophobic substrate is fundamentally modified by the gases dissolved which shelter the hydrophobic

substrate from the aqueous phase. Second, there is a mobile surface layer on the polymer which can be

restructured under external stimuli, even though we are working at temperatures largely below the

glass transition temperature Tg of PS. This indicates that macromolecular chains near the interface

have properties which deviate significantly from their bulk counterparts. Indeed, in a recently reported

study of relaxation of nanometric deformations on films of PS, Fakhraai and Forrest [45] showed that

the mobility of polymer chains is dramatically accelerated nearby the surfaces with respect to the bulk.

Although it is still poorly understood, several explanations have been advanced for this enhanced

dynamic, related to reduced entanglement density, enrichment of chain ends and increased free

volume for the polymer molecules at the surfaces [45].

In order to further demonstrate that the “mobility” of the polymeric surface is a key factor to

induce the nanostructuration, the following experiment was performed. Three PS films were prepared

with UV cross-linkable azidomethyl-functionalized PS chains [26] by spin coating a solution of the

polymer in toluene 0.4% w/w. One was untreated, while to other were partially or completely UV

cured, by different times of exposure to UV light. The surfaces were then immersed into degassed

acidic solution of pH = 1.5. As expected, the reference sample surface was nanostructured as shown in

Figure IV.15-1, on the contrary, the cross-linked sample (Figure IV.15-3) did not present any bump

formation (Figure IV.15-2). Cross-linking a polymeric material increases significantly its glass

transition (as measured routinely using a Differential Scanning Calorimetry or DSC) and consequently

reduces its bulk and surface mobility. This result highlights the importance of mobility to induce

nanostructuration; on the other hand, one could take advantage of cross-linking to ‘’freeze’’ a given

nanostructure avoiding any subsequent relaxation. To illustrate this point, the nanostructured reference

sample (1) was UV cured after structuration. No visible relaxation or disappearance of the bumpy

structure was detected after to 1 month in agreement with the lack of mobility. This is not the case for

non cross linked samples, as will be shown later.

Figure IV.15: AFM micrographs of representing morphology of PS films (Mw-170k) after treatment
with degassed nitric acid solution of pH=1.5 of (1) non- cross-linked,(2) partially and fully cross-

linked (3)
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4.5.3. Influence of annealing
Numerous groups have shown enhanced molecular dynamics relative to bulk values in various

organic glass forming material samples confined to thin films [46,47,48,49,50,51,52,53,54]. The cause

of these deviations is matter of ongoing debates. One aspect often discussed is related to the thermal-

history of the material. Concerning this aspect, a few recent publications pointed out that thin polymer

films represent a “highly metastable” state of matter [55] and that considerably large ‘residual stresses’

persist after their preparation [56,57].It is therefore essential to assess the impact of the preparation

and thermal history of the samples.

As already mentioned, for glass forming materials the glassy state is not an equilibrium state

and the system in the glassy state always has a tendency to evolve to the potential final equilibrium

state through structural relaxations. So, it is important to get the studied systems into the equilibrium

state before real measurements. Conventionally, this is achieved by high temperature long time

annealing treatments. As were mentioned all thin polymer films in our measurements are thermally

treated at 95°C during 12h. But 95°C is a temperature closely to Tg which for sample of Mw 250 kDa

is 102°C. In literature usually samples are annealed at a temperature above bulk Tg. The point of such

high temperature annealing treatment is to relax polymer chain molecules in the films to reach an

equilibrium state, at so high temperature chain molecules can relax completely with fast enough

mobility to reach the equilibrium state - one should note that at a temperature above bulk Tg the chain

segment characteristic relaxation time is ~0.001 s and accordingly the chain segments can “freely”

wiggle around to reach an local equilibrium state. We cannot use very high temperature because if the

freshly spin-coated polymer films (especially for ultra-thin films) are exposed to high temperatures

some small holes can be formed in the polymer films due to rapid evaporation of the solvent and

polymer dewetting from the substrate.

To determine the effect of annealing on the structuration process, the following test was

performed. Two samples of the same thickness were spin coated from toluene solution on silicon

wafer. Thickness of samples was determined to be around 300 nm and surface was as usually ultraflat

(root mean square roughness <0.5 nm). One of the samples was annealed as usually at 95°C during 10

hours, while second one at 150 °C for 6 hours. Then both samples were exposed to a degassed nitric

acid solution of pH=1.5. As we can observe from Figure IV.16-a,b water induced structuration is

similar in both cases.

It has been known for many years [58,59] that amorphous materials are not in thermodynamic

equilibrium at temperatures below their glass transition. As solidified supercooled liquids they have a

higher volume, entropy, etc., than they would have in the equilibrium state. Volume relaxation studies

reveal that below Tg, the molecular mobility is not quite zero. There is a slow and gradual approach to

equilibrium, and this aging process changes some properties of material. During aging the material

becomes more and more glassy. It becomes stiffer and more brittle, its damping decreases, and so do

its creep- and stress relaxation rates, dielectric constant, loss, etc [60].
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Figure IV.16: AFM micrographs of 300 nm thick PS-250k films after different thermal history and
exposure to degassed water at pH = 1.5 for 5 min. Water induced structuration is observed to be

similar in all cases.

We were also interested if the surface mobility of polystyrene films changes with time. To

explore this, the following experiment was performed. A polystyrene film with MW = 250 kDa and

thickness of 300 nm with same thermal history as sample represented in Figure IV.16-a, was stored at

room temperature in a clean environment for 1 month. Then the sample was treated with degassed

aqueous solution of pH = 1.5. As we can observe in Figure IV.16-c there are no noticeable changes in

the morphology of the induced nanostructuration, compared with a sample treated shortly after

preparation (Figure IV.16-a). This result shows that the properties of the upmost layer of PS surface

did not undergo substantial changes in time.

4.5.4. Film thickness
As discussed in chapter I, ultrathin polymer films exhibit changes in dynamical and

mechanical properties with decreasing film thickness. In particular, the glass transition temperature

(Tg), decreases. The essential reason of these confinement effects is matter of discussion. We were

interested in investigating if polymer properties of the nanoscale film have any influence on water

induced nanostructuration. As shown in Figure IV.17-a,b for films supported on native silicon and

mica, the typical diameter and heights of the observed bumps are similar, and are independent of

polymer film thickness down to 10 nm. It should be noted that nanostructuration also occurs on a

bulky PS substrate made from molten PS pellets, as shown in Figure IV.17-c. These result rules out

the influence of the inorganic substrate and /or the thickness of the PS layer on the nanostructuration

phenomenon.
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Figure IV.17: (a)-Height AFM micrographs of films of 250 kDa polystyrene films measured in
tapping mode in air. The films of indicated thickness were spun coated on bare mica and silicon

wafers, and then exposed to a degassed solution of nitric acid in double distilled water at pH = 1.5 at
room temperature. The presence of asperities of regular nanometric size is clearly observed on all

thickness films exposed to the degassed solution during 5 minutes. (b) Average height (circles) and
diameter (squares) of self-assembled bumps observed on the surface of thin polymer films of PS 250
kDa of different thickness treated with degassed water at pH = 1.5. (c) AFM micrograph illustrating

how the nanostructuration process was also observed in bulk PS.

4.5.5. Temperature
The size of the nanostructured layer depends also on the temperature; higher temperatures

during the process entail larger self assembled blobs. As pointed out above, the ‘’mobility’’ of the

polymeric surface is a key factor in the nanostructuration process. An example of the importance of

this factor is illustrated in Figure IV.18. A PS thin film was heated to 65 °C and immersed for 5 min in

a pH = 1.5 solution previously degassed at 65 °C. As seen in Figure IV.18, the formed bumps are

bigger than the ones observed at room temperature, suggesting the presence of a thicker mobile

polymer layer.
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Figure IV.18: Temperature dependence. Nanostructured PS surface produced at (a) 27°C, and (b) 65
°C. Bumps are taller and larger at higher temperatures (h = 7nm, d = 65nm vs. h = 2.5nm, d = 28 nm)

Larger patterns can be also obtained if a previously structured surface with degassed solution of pH =

1.5 is exposed to a second treatment with degassed solution during 1 hour. Bumps are taller and larger

(h = 3,7 nm, d = 55 nm) compared with those produced after the first treatment (h = 2.1nm, d = 19

nm).

Figure IV.19: (a) AFM height micrograph of 300nm thick PS films after 5 minutes exposure to
degassed water at pH = 1.5. (b) AFM height micrograph of a PS film after 1 hour exposure of

previously structured film to degassed water at pH = 1.5.

An extensive investigation of the effect of temperature on the formation and relaxation of the

structure was performed. It will be described in Chapter VI.
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4.5.6. Supporting substrate
For the case of very thin films, the self assembled surface pattern depends also on the type of

substrate used. As were described above the typical radii and height of the observed bumps is

unaltered in bare mica or oxidized Si wafers for polymer film thickness down to 10 nm. After

changing the interaction between the polymer layer and the substrate by modifying surfaces of the

same materials with a primer layer, we have found that for very thin films (thinner than few times the

radii of gyration of the polymer molecules) the nature of the substrate modifies the structuration

process. In particular, the silanization of the silicon wafer and adsorption of smooth monolayer of

ceria nanoparticles on mica under the PS layer increases the adhesion between the deposited polymer

and the substrate and effectively inhibit the structuration. As can be observed in Figure IV.20, the self

assembled surface pattern depends on the type of substrate used. The bumps are substantially reduced

- or nonexistent - for films spun on ceria-coated mica or hydrophobized wafers for polymer films

thinner than a certain value. We have extensively characterized this phenomenon, which is the subject

of discussion in Chapter V.

Figure IV.20: Height AFM micrographs of films of 250 kDa polystyrene films measured in tapping
mode in air. The films of indicated thickness were spun coated on bare and silanized silicon wafer and

then exposed to a degassed solution of nitric acid in double distilled water at pH 1.5 at room
temperature.
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We can use this method to produce patchy structured surfaces. We performed the following

test: we silanized half of a Si wafer by controlled LB deposition of OTS before spin coating a 50 nm

thick film of PS on it, and then we treated the film with degassed water at pH 1.5. The resulting

morphology is presented in Figure IV.21. As can be observed, the spontaneous structuration appears

only in the portion of the film above the non-silanized section of the Si wafer; even though both

sections were in contact with the same solution (the film was smooth and featureless before degassed-

acid water treatment).

Figure IV.21: Height tapping mode AFM micrographs measured in air of 50 nm thick 250 kDa
polystyrene films after exposure to a degassed solution of nitric acid in double distilled water during 5

minutes. pH 1.5; T 25°C. The film was deposited on a half-silanized silicon wafer. The presence of
asperities of regular nanometric size is clearly observed on the bare wafer. On the contrary, no

modification was detected in the OTS coated region

4.6. Mechanism of formation and temporal evolution of

induced nanostructure

4.6.1. Kinetics of nanostructuration process
In order to understand and explain the induced long lasting self-assembled nanostructure on

the solid polymer surface we have to clarify which is the mechanism of formation of such

nanostructure and how these bumps evolve in water solution and out of solution (air). We attempted to

analyze in-situ the forming details of such nanostructure using AFM measurements in water, but our
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efforts were unsuccessful for several reasons. First, the complete surface structuration is achieved

before 1 minute of immersion, while it takes at least that time to engage and start imaging the surface.

Second, our AFM does not allow us to safely operate at pH values outside of the range 2-10, while

clear structuration is observed outside that range. Finally, we found it difficult to inject the degassed

solution in the AFM liquid cell without introducing air. Because of these constraints, we have not been

able to study the structuration process in-situ by AFM in liquid. However, we have explored the

evolution of the resulting surface morphology by removing the surfaces out of the degassed solutions

after different immersion times (from 1 second to few hours). In this way we have determined the

morphology of the self-assembled structure as a function of time. AFM micrographs corresponding to

different immersion times and a plot representing the average diameter of the observed blobs as a

function of immersion time are presented in Figure IV.22.
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Figure IV.22: AFM micrographs of 300 nm thick PS films after different exposure times to degassed
water at pH = 1.5 (with HNO3) at two different temperatures. No evolution of the structuration

morphology is observed after 30 sec of immersion.

From Figure IV.22 we can clear observe that pattern are fully formed after about 30 sec of

immersion in degassed solution, and that almost no evolution of the structuration is observed even

after keeping samples in solution more than 10 hours.

4.6.2. Evolution of the self assembled structure
The subsequent evolution of the self assembled structure in air is determined by the

environmental conditions. As can be observed in Figure IV.23, the blobs disappear after annealing the

structured surface at 95°C for few hours. In fact, no heating is necessary for the relaxation of the

water-induced nanostructures: the same is observed if the patterned surface is exposed to toluene

vapor during 1 hour. We observed a faster evolution of the films of PS of lower molecular weights.

Nevertheless, if the ‘’regenerated’’ smooth surface is re-immersed into a degassed acidic solution; a

freshly new bumpy surface was generated again.

Indeed, the surface of the film slowly relaxes back to the original smooth condition even

when the film is conserved in air at room temperature, well below the glass transition temperature of

the polymer. As can be observed in Figure IV.23, one month after the nanostructuration most of the

asperities on the film have already relaxed, and the film recovers its original smooth morphology. It is

apparent that there is an enormous difference in the time scale of formation and relaxation of the

nanostructures. While a well developed structured layer is formed after few minutes of contact

between the degassed water solution and the film, the typical time of relaxation of the structure is few

weeks, in agreement with a recently published study of temporal evolution of nanoindentation of

polystyrene substrates [45]. A complete report of this feature will be presented in Chapter VI.
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As can observe in Figure IV.23, two different mechanisms govern the temporal evolution of

the nanostructured layer. First, few days after structuration has taken place, clear evidence of surface

Ostwald ripening is detected: smaller size blobs disappear at expenses of larger ones which increase

further in size (e.g., the region indicated by the arrows) evidencing the mobility of the polymer chains

at the surface. The blob number density is then substantially reduced, and big blobs surrounded by a

depleted region are often observed. This process obviously coarsens the size distribution of the

asperities on the surface, as presented in Figure IV.23. Second, a slow relaxation of the measured

blobs is detected. This relaxation is driven by the Laplace pressure on the formed blobs, P = 2/R,

with  the surface tension of polystyrene and R the radii of the blob, and the elastic strain. The

spontaneous relaxation of the structure indicates that the structuration is not a consequence of

irreversible plastic deformation of the films, but instead that there is indeed a mobile layer on top of

the polymer film that is being reshaped.

Figure IV.23: AFM height micrographs (3 μm × 3 μm height) measured in air on a film that has been
previously in contact with degassed water at pH = 1.5 at different times after water exposure, as

indicated. The self-assembled nanostructure on the polymer surface is not at thermodynamic
equilibrium. One month after the nanostructuration was induced most of the asperities on the film have

already relaxed at room temperature, and the film recovers its original smooth morphology. The
relaxation of the structure is greatly accelerated by increasing the temperature.

4.6.3. What is the driving force for the observed nanostructuration?
We have seen that the structuration process described in this chapter depends strongly on the

pH and the hydrophobicity of the polymer surface, as well as on the thorough degassing of the water

phase. The pH dependence of the process strongly suggests that presence of charged species close to

the water/polymer interface drives the instability in the polymer film. Usually, in order to describe the

interface between an aqueous solution and a charged surface, one considers the effect of surface
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charges due to surface ionization or ionic adsorption on the ionic distribution in the liquid phase. This

distribution determines the properties of the material. It seems that a change of paradigm is necessary

to understand the phenomena reported in this work. The essence of the problem can be captured

through the following question: what is the influence of the water structure and the ionic distribution

on the hydrophobic surface? It has long being recognized that pristine water/oil interfaces can become

charged [61,62]. It is becoming apparent from experiments and simulations that the density of ions in

water solutions close to hydrophobic objects is not uniform: some ions are preferentially attracted to

the interface [63,64]. The adsorption of water-ions on hydrophobic surfaces has been evoked to

explain phenomena as diverse as the electrophoretic mobility of hydrophobic objects [63,64], the

nanotube catalyzed etching of silicon dioxide[65], or the electrochemical behavior of grapheme [66].

Different reasons have been evoked for this counterintuitive ionic distribution, which defies

straightforward electrostatic considerations. Noah-Vanoucke and Geissier [67] suggested that the

entropy gained by placing the ions at the interface more than compensates the energetic costs involved

in this process, if ion induced deformation of the interfaces are taken into account. In ab initio

molecular dynamic simulations, Kudin and Car [68] found that water ions have amphiphilic character

because of the asymmetry of the ionic charge distribution, reason why the interface is enriched on

those species. Other mechanisms like ionic polarizability [69] and ionic-induced decrement of water

polarization fluctuations [63,64] have also been evoked to explain this ionic distribution which defies

straightforward electrostatic considerations: ions should strongly partition into the higher dielectric

constant aqueous phase.

Despite of the debates around this subject, consensus seems to be emerging around the idea

that the interfacial density of hydroxyl or hydronium ions increases nearby water-hydrophobic

interfaces, with the respective amount determined by pH [63,64]. This explains why the charge of

hydrophobic surfaces in water strongly changes with the pH of the aqueous phase but is less sensitive

to the presence of other ions, in agreement with previous experimental and theoretical studies of the

physisorption of water ions to hydrophobic surfaces [63,64]. The strong adsorption of these ions at the

interface is probably at the origin of the phenomena reported here: they originate an electric field

which polarizes the polymer layer, generating an effective surface charge density on the hydrophobic

surface. The opposite charges in both sides of the interface result in an attractive force, which is the

reason of the rearrangement of the polymer surfaces (Figure IV.24-a). It has already shown in Chapter

III that it is possible to pattern a polystyrene film at room temperature by applying an electric field

strong enough to induce an electrohydrodynamic instability (Figure IV.24-b). Similarly, surface waves

can appear at the interface between water and an immiscible viscoelastic media from the interplay

between the stabilizing Laplace pressure and elastic strain and the destabilizing electrostatic pressure;

no other force needs to be considered for the films studied here, given that they are sufficiently thick

so that the effect of dispersive forces is unimportant [70], and thin enough as to make the influence of

gravity irrelevant. This simple picture requires the ions to be very close to the interface, or the
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dielectric constant of the media between the ions and the polymer film to be significantly reduced:

otherwise a repulsive “image” force between the ions and the low dielectric constant polymer film

should be expected [71],which is inconsistent with the structuration reported here.

Figure IV.24: (a) 1m x 1 m height tapping mode AFM micrographs taken in air of a 300 nm thick
250 kDa polystyrene film after exposure to an degassed nitric acid solution of pH = 1.5 at room

temperature for 5 minutes. (b) 15.5 m  15.5 m height tapping mode AFM micrographs taken in air
of a 300 nm thick 250 kDa polystyrene film after exposure to an electric field of the order of 1 MV/m
at room temperature for 30 minutes. The appearance of motives of regular submicrometric size and

nanometric height is clearly observed. The spacing of the pattern is determined by the intensity of the
applied field and the temperature. The relaxation time is determined mainly by the temperature.

To determine the effect of the ionic distribution on the polymer films, precise details of the

amount and location of the ions in the interface are necessary, which is out of reach even for the

largest scale simulations. However, we can make a crude estimation of the electric field in the polymer

film by assuming that a certain density of ions is preferentially placed in the water nearby the

polymer/water interface. An electric field on the polymer surface of the order of 107 V/m can be

calculated from the surface charge values presented in Figure IV.9. The real field at the interface is

likely to be larger than this conservative estimation: surface charge densities measured by titration of

surfactant free oil-in-water emulsions are typically five to ten times larger than the ones we estimate

from streaming potential measurements. From the surface charge the electrostatic pressure induced by

the field at the polymer-water interface can be estimated as described by Landau and Lifshitz [71], if
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the variation of dielectric constant of the polymer is not taken into account [72]. A value of the order

of 0.1 MPa is obtained, largely inferior to the yield stress of PS (30 MPa) [45]. The evolution of the

polymer surface will then be determined by the competition between the destabilizing effect of the

field and the Laplace pressure, which damps the surface fluctuations. A macroscopic description of the

problem of the deformation of a viscous liquid bounded by a plane of uniform surface charge has been

reported by Killat [73]. If we estimate the wavelength of the fastest growing mode in our films by

using the dispersion relation deduced by Killat [73] (Supporting Information) values between 15 and

150 nm are obtained, in agreement with the structures presented in above figures. The kinetic of

formation and relaxation of the waves will be determined by the viscosity of the liquid and the

interfacial tension. From the same dispersion relationship, a viscosity of the order of 100 MPa·s can be

estimated for the mobile layer of the PS films, orders of magnitude lower than the value expected for

PS at temperatures below Tg. This macroscopic description cannot be applied if the density of charges

at the interface is too low. In that case a description at the molecular level which takes into account the

discreteness of the matter is likely to be necessary. This description cannot be built based on the

finding reported in this work only. Detailed molecular modeling of the present systems will probably

be necessary to reach a complete understanding of the reported phenomena. Nevertheless, it seems

apparent that the driving force for the structuration is the preferential presence of water ions at the

water/polymer interface.

Figure IV.25: The preferential adsorption of ions at the water/polymer interface is likely to be
responsible for the observed self-assembled nanostructure. a) the excess charges are placed 0.2 nm
away from the interface, at different charge densities. b) the excess charges are placed at different

distances from the interface at a constant charge density of 1 C/cm2. The electric field in the polymer
film in the first few nm from the interface, will depend mainly on the density of charges and the

separation of the charges from the interface. The calculated electric field due to the interfacial charges
is strong enough to drive the structuration of the polymer film.
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As can be observed in Figure IV.25, the electric field on the polymer depends critically on the

density of charges and notably on the separation between the charges and the interface. Displacing the

position of the charges by a fraction of a nanometer entails a dramatic reduction of the electric field on

the polymer, which explains how the presence of a very thin layer of reduced density may deeply

modify the interaction between both phases.

4.7. Induced nanostructure by specific ion adsorption
The data discussed above indicate that polymer / aqueous solution interface are charged by the

preferential adsorption of hydroxide and hydronium ions. Is the process of nanostructuration possible

only in the case of water ions adsorption, or there are other ions that could adsorb to the hydrophobic

polymeric surface and generate the structuration? Hofmeister observed, more than 100 years ago, that

effective interactions between most charged and neutral objects in aqueous media depend crucially not

only on electrolyte concentration but also on ion type. This subject is still intensively studied

nowadays [74]. Ion specificity is most drastically revealed at uncharged hydrophobic solid surfaces

[75] and at the air-water interface. According to simple electrostatic theory, ions are point-like and

interact solely via Coulomb forces. Cations and anions should be equally repelled from hydrophobic

interfaces due to image-charge effects leading to ion depletion at the surface, vanishing surface

potentials, and increasing the surface tension [76]. However, experimentally it is found that for the air-

water interface (i) the surface tension depends sensitively on the ion type and concentration [77], (ii)

the surface potential for certain salts reaches values of up to 100 mV relative to pure water [77], and

(iii) a negative charge is present at the interface at neutral pH, as inferred from thin-film stability and

bubble electrophoresis [78,79]. Likewise, on solid hydrophobic surfaces the zeta potential is strongly

negative and depends on ion type and concentration, as described before [80].

We were interested in to explore if ions other than OH- or H3O+ could adsorb to hydrophobic

PS surfaces and induce its structuration. In previous sections it was shown that the structuring effect of

degassed solutions of sodium chloride, perchlorate or sodium nitrate up to 0.1 M (Figure IV.10-a-e) is

not larger than the one of water at neutral pH. In this section we will extend the discussion to a larger

number of electrolytes solution containing different ions. Table IV.3 summarize our results of these

studies. The salts that have a bigger influence on the nanostructuration (d > 20 nm)are emphasized by

pink color. All experiments were performed at neutral pH (to avoid structuration dictated by pH and to

prevent competition OH- or H3O+ with other ions) using Millipore water with a conductivity of 18

M/cm. The pH of the aqueous phase was measured in all experiments before and after degassing the

solution, and was found to be in the range of 6 – 8.5, except for salts containing CO3
2-. The effect of

degassed solution on PS films was studied at different concentration of salts ranging from 0.001 to 0.1

M, (only the results obtained at 0.03M are presented in Table IV.3). All the investigated PS films had

identical thickness, thermal history and substrate. All the electrolyte solutions were well degassed and
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the treatment with degassed solutions was performed at similar temperature. Experiments with each

particular salt were performed between 3 and 10 times randomly in time; reproducible results were

obtained in all cases. Additionally, it should be mentioned that no change in morphology was ever

observed with non degassed solutions. We investigated in greater detail the salts that induced

structures at least comparable to the one observed at pH = 11.5 or 1.5. If induced bumps were smaller,

we could not distinguish if the effect came from the low concentration of (OH-) or (H3O+), or from

specific ions present in solution.
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Table IV.3. Average bump size extracted from AFM images of PS films treated with degassed water
solutions that contain 0.03 M of different salts. d = diameter, h = height of bumps, Rq = roughness
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From the Table IV.3, we can observe that different electrolytes give rise to very different

structuring effect:

 Similar size and density of bumps is obtained with nitric acid solution of pH=1.5 and sodium

hydroxide of pH=11.6. Similar results are obtained with hydrochloric acid (HCl) or potassium

hydroxide (KOH) (Figure IV.26).

Figure IV.26: AFM micrographs measured in air on a film that has been previously in contact with
degassed water at pH = 1.5 and 11.55 acidified with HCl or basidified KOH.

 Degassed solution of small size electrolytes, e. g. KCl, NaBr, NaI, or NH4Cl do not develop

large structure on PS surface. As can be observed in Figure IV.27, with this kind of salts bumps are

similar in size as those obtained from degassed Millipore water at pH = 7.

Figure IV.27: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and different salts of concentration 0.03 M. A similar structuration effect is observed at

neutral pH.

 Degassed aqueous solution of large ions, such as tetramethylammonium iodide,

tetraethylammonium iodide, tetrabutylammonium chloride, bromide, nitrate or iodide, sodium
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tetraphenylborate and tetraphenyl arsonium chloride produce very large blobs on PS surface.

Relatively large bumps (although at a lesser density) on PS are also observed after treatment with

degassed electrolytes containing lithium ions (Figure IV.28 and pink colored boxes in Table IV.3).

Figure IV.28: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and different salts of concentration 0.03 M.

 Effect of counteranions. Figure IV.29 and Figure IV.30 indicate that surface structuration for

tetrabutylammonium salts is different for different counter anions. The surface structuration increases

progressively depending on anion, as iodide > bromide > nitrate >chloride. Similar tendency of

induced nanostructure regarding the counter anion is observed for lithium salts. It can be observed in

Figure IV.30 that degassed LiCl solution induced smaller structure compared with LiI. These results

suggest that the effect of structuration is not due to the behaviour of a single ion, but to the combined

effect of the different ions present in solution.

Figure IV.29: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and tetrabuthylammonium salts with differ anions, C = 0.03 M.

Figure IV.30: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and lithium salts with differ anions, C = 0.03 M.
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 The number of carbons of tetra-alkyl-ammonium iodide salts has a distinctive influence on the

nanostructuration. As can be observed in Figure IV.31, the longer is the length of chain of tetra-alkyl-

ammonium iodide salts the larger are induced nanostructure, as CH3 < CH3CH2 < CH3(CH2)3.

Figure IV.31: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and iodide salts with differ ammonium cations, C = 0.03 M.

 Similar size ions has the same nanostructuration effect, regardless of ion charge. For example,

anionic tetraphenylborate induce same structuration as cationic tretraphenyl arsonium (Figure IV.32).

Figure IV.32: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and sodium tetraphenylborate (left) and tretraphenyl arsonium chloride (right) salts, C =

0.03 M.

 Concentration of ions. For the salts that do not develop large structure on PS surface, there is

no ion concentration effect. This strongly suggests that the small structuration is influenced only by

the small amount of hydroxide ion present in the solutions. Since the pH is maintained constant,

concentration of water ions is constant, always inducing the same structuration. On the contrary, the
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nanostructuration depends on the concentration of specific ions in the interfacial region, for the salts

which influence greatly the structuration (pink colored boxes in Table IV.3, Figure IV.33 bottom).

Higher concentrations of these ions result in higher surface charge density, and in a larger effect of the

aqueous phase on the structure of the polymer surface.

Figure IV.33: AFM micrographs of 300 nm thick PS films after 5 minutes exposure to degassed water
at neutral pH and potassium chloride (top) and tretraphenyl arsonium chloride (bottom) salts, at

different concentrations, as indicated.

4.8. Effect of gas concentration
It is very revealing to explore the effect of the amount of gas dissolved in water on the

structuration process. To investigate this aspect, the following experiment was performed. A series of

smooth PS films (300 nm thick, 250 kDa) were immersed for 10 min in water at pH 1.5 and then

studied by AFM in air. Before treating the surfaces, the aqueous solution was in contact with air

during different periods of time after degassing, to change the amount of gas dissolved. As can be

observed in Figure IV.34-a, the size of the observed bumps is larger at short times after degassing.

This size is progressively reduced by the increasing amounts of gas in the solution (Figure IV.34-b).

Finally after 10 h after degassing, water has regained its equilibrium with the atmosphere, and no

structuring effect is detected (Figure IV.34-e). At intermediate times, a seemingly different

structuration effect is observed Figure IV.34-c,d: the contact with the aqueous phase induces the
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formation of a regular array of shallow holes/rims in the polymer film, with a typical size of 30 nm

and depth of 2 nm. The formation of a similar pattern has been reported by Wang and coworkers [81].

They suggested that on PS surface exposed to neutral water solution during 220 min nanoindents

could be generated due to high internal pressure of formed nanobubbles combined with surface tension

force along the solid−liquid−gas contact line.

Figure IV.34: The amount of dissolved gas determines the nature and extent of the surface
structuration. PS films (300 nm thick, 250 kDa) were immersed for 10 min in water at pH = 1.5 and

then studied by AFM in air. Before treating the surfaces, the aqueous solution was in contact with air
during different periods of time after degassing as indicated, to change the amount of gas dissolved.

(a) Shortly after degassing the preferential adsorption of ions at the water/polymer interface is likely to
be responsible for the observed self-assembled nanostructure. Increasing amounts of gas in the

solution move the ions away from the polymer surface limiting the structuration.

To elucidate the reason of this morphology change, we tried to reproduce the experiment

reported by Wang and coworkers [81]. Smooth films of PS 300 nm thick were immersed in Millipore

water at neutral pH. After different periods of time in contact with the aqueous solution (in

equilibrium with the atmosphere) the samples were removed, gently dried with nitrogen and studied

with AFM in taping mode in air. The resulting morphology is presented in Figure IV.35.

Figure IV.35: Height AFM micrographs measured in air of films that has been previously in contact
with Millipore water at neutral pH at different times, as indicated.
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As can be observed in the Figure IV.35, the films conserved their original smooth morphology

“Nanoindents” were not observed even keeping the films in contact with water for 20 hours. On the

contrary, we observe appearance of similar “nanoindents” only at sufficiently low or high pH values at

intermediate gas concentrations, as can be observed in Figure IV.36. We do not find any critical

difference in the protocol of our experiment compared with Wang’s that could explain the

disagreement, except that they studied thinner films (30 nm) and that their surfaces were scanning

under water.

Figure IV.36: Height AFM micrographs measured in air on a film that has been previously in contact
with not fully degassed solutions or previously degassed and exposed to air for few hours at different

pH, as indicated.

The ensemble of our results suggests the following scenario (Figure IV.37). At low

concentration of dissolved gases, the preferential adsorption of ions at the interface generates an

attractive force on the polymer molecules at the surface inducing the formation of bumps. At higher

gas concentrations a layer of nanobubbles nucleate on the surface. Small bumps are still formed in the

region between or at the rim of the nanobubbles, where the air thickness is thin enough; we do not

need to evoke a different mechanism to explain the different observed morphologies. In all cases, the

thickness of the structured region (between 2 and 3 nm) is consistent with recent reports of the

presence of a thin mobile layer on the surface of glassy PS films. At higher gas concentration larger

bubbles or even a continuous low-density layer is present at the water-polymer interface and no

structuration effect is detected.
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Figure IV.37: The amount of dissolved gas determines the nature and extent of the surface
structuration. 300 nm thick 250 kDa PS films were immersed during 10 min in water at pH = 1.5 at

different times after degassing, as indicated. A typical AFM height profile for each condition is
presented. Shortly after degassing the preferential adsorption of ions at the water/polymer interface is
likely to be responsible for the observed self-assembled nanostructure. Increasing amounts of gas in

the solution remove the ions from the polymer surface limiting the structuration.

The procedure described in this chapter may be of interest for producing controlled

nanostructured structures on flat, nonplanar, or hollow hydrophobic substrates in a single simple step

allowing an easy and precise control of the nanopatterns produced. It may find applications in many

different scientific and technological fields like nanolithography, microfluidics or flexible electronics.

Some realizations of this idea are presented below.

4.9. Perspectives

4.9.1. PS spheres
The goal was to show that nanostructuration was also possible on divided matter, like colloids.

For example, it is not possible to pattern PS microspheres with conventional lithographic techniques.

Monodispered PS latexes (0.4 µm) were deposited by dip-coating from a concentrated aqueous
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solution (10 g/l) on top of a smooth mica substrate. AFM images were taken of the bare surface of

those PS spheres. The substrate was then immersed in a in a degassed pH=1.5 nitric acid solution for 5

min. The PS spheres presented a nanostructured surface after the treatment (Figure IV.38).

Figure IV.38: 3D Amplitude AFM images of PS latexes deposited onto the surface of smooth mica
sheets. (a) Bare PS latexes. (b) Treated latexes where bumps are clearly visible.

4.9.2. Polydimethylsiloxane (PDMS) substrate
PDMS is commonly used as a stamp resin in the procedure of soft lithography, making it one

of the most common materials used for flow delivery in microfluidics chips. A PDMS substrate was

prepared by pouring the resin (Sylgard 184, Dow) and the cross-linker (10:1) into a Petri dish. The

mixture was thoroughly mixed and put under vacuum 20 nm to remove bubbles. This brand of PDMS

is known to complete cross-linking in 4 hours at 65 °C. The Petri dish was then put into an oven for 1

hour to give to the layer some mechanical integrity. It was then immersed in degassed pH=1.5 solution

and kept in the oven for 3 more hours to fully cross-link the PDMS. AFM images were then taken for

a reference PDMS substrate and the treated one. Figure IV.39 shows the surface of the smooth

reference sample and the treated one presenting a much rougher aspect.
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Figure IV.39: AFM amplitude images. (a) Bare PDMS surface x-linked in air at 65 °C for 4 hours. (b)
Treated PDMS surface.

Multiscale roughness

The example given here highlights the potential of the waterborne nanostructuration

approach to generate surfaces with multiscale roughness for different technological applications like

adhesion, tribology, microfluidic etc. In a first step, spin coated PS thin films which surface has been

previously cross-linked was structured via surface buckling using an osmotic stress approach. PS

concentric rings were obtained. A dual roughness was generated in a second step by applying onto the

rings the same approach again. Finally, a ternary or multiscale roughness was eventually generated by

immersing the previous bi-structured surface to a degassed acidic solution. The multiscale structure is

evidenced in Figure IV.40.

Figure IV.40: AFM images of PS multi-structured PS surface taken in air. Concentric PS rings were
obtained via surface swelling induced wrinkling. A second roughness with a smaller wavelength is

generated by repeating twice the first approach. A ternary roughness with an even smaller wavelength
is generated on top of the previous ones via immersion of the substrate for 5 min into a degassed

acidic aqueous solution.
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Figure IV.41: AFM image of sinusoidal microwrinkled PDMS-stamp (λ = 2 μm) (a); AFM
micrographs taken in air that show the surface nanostructuration on bulk PS partially protected by a

sinusoidal microwrinkled PDMS-stamp (b,c).

Selected Patterning by using a PDMS stamp

A ‘’bulk’’ PS substrate was prepared by melting (~ 130 °C) a dozen PS pellets between 2

smooth glass slides. After cooling the system down, the 2 slides were peeled off leaving two smooth

PS surfaces. A sinusoidal µ-wrinkled ( µm) PDMS stamp obtained by natural buckling was then

stuck on top of one PS surface. A couple of glass slides were added above the PDMS to apply a small

normal pressure. The sandwich was then dipped into a degassed pH=1.5 nitric acid solution. The

aqueous solution was able to ‘’wet’’ the PS surface regions that were not in contact with the stamp.

The PDMS was then peeled off and the PS surface dried before taking AFM images. As we can

observe in Figure IV.41-b,c after 5 min, bumpy stripes over large areas were generated following the

original pattern.

4.9.3. Other hydrophobic polymer surfaces
We have observed that semicrystalline films of polyethylene (PE) are also prone to be

structured by this technique (Figure IV.42).

Figure IV.42: 3µm x3µm amplitude tapping mode AFM micrographs taken in air of PE surface as
prepared (a); after exposure to a non degassed (b) and degassed (c) solution of nitric acid in double

distilled water at pH 1.5 and room temperature. The presence of asperities of regular nanometric size
is clearly observed on the surface exposed to the degassed solution for 5 minutes.
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A reasonably smooth hydrophobic polyethylene surface were obtained by melting a high

density (MW = 125 k) polyethylene pellets at 170°C on freshly cleaved highly oriented pyrolitic

graphite (HOPG) surface. It was kept at this temperature around 20 min after same slight pressing for

a good contact. Then polymer surface was cooled down to room temperature at very slow cooling rate

on a hot stage. The polymer surface obtained by detachment of the polymer from graphite was

investigated by AFM (Figure IV.42-a). No noticeable change of morphology was observed when the

films were exposed to an aqueous solution of pH = 1.5 in equilibrium with air. On the contrary,

nanopatterns appeared in the surfaces after few minutes of exposure to degassed water solutions, as

can be observed in Figure IV.42-c. Similar results were obtained for 312 nm thick spin coated PMMA-

120k films exposed to degassed aqueous solution of pH = 1.5 (Figure IV.43-a).

Few tests concerning nanostructuration of hydrophobic copolymer films using the method

presented in this chapter were performed with PS-PAA films. Figure IV.43-b,c are presents images of

PS-PAA films. The surface topography varies accordingly to the copolymer composition: with PS86-

PAA70 is rough with sponge-like structure, while with PS86-PAA38 the surface was smooth and show

worm like features with height of 1.5-2 nm, width about 10 nm and periodicity of about 30 nm. After

treatment with non degassed solution the morphology of the films remained unchanged. On the

contrary, once the surfaces were treated with degassed solution the appearance of bumpy

nanostructure could be observed. For PS86-PAA70 we observe that bumps are distributed aver all

surface, which can be explained by the fact that the film have a lamellar structure parallel to interface

with the surface rich in PS zones that are structured. In the second case things are more complicated;

we observe the appearance of bumps only on the particular domains in the worm-like structure. We

believe that PS domains are getting structured, while PAA domains remain intact.
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Figure IV.43: AFM micrographs measured in air of PMMA and PS-PAA films as prepared (upper
row) and after contact with degassed solution of pH=1.5 (lower row)

4.9.3. Pattern replication
The obtained patterned polymer surfaces can also be replicated by metal thermal evaporation

to produce nanostructured metallic films with holes or asperities of controlled size, as illustrated in

Figure IV.44. After deposition of a sufficiently thick metal layer, the polymer layer can be cleaved or

dissolved away. This procedure allows an efficient and precise control of the metallic surface

structure, with possible applications in materials science and photonics.
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Figure IV.44: The polymer modified surfaces can also be used as a template to pattern metallic films
Evaporating a 250 nm thick silver film on a structured PS film and removing the polymer film after

gluing the stack onto a convenient substrate, allows production of a metallic film of controlled surface
structure as holes or bumps. Brown pictures represent structured PS surface, while black and white

images are structures silver films
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4.10. Conclusion
We have developed a novel method for producing controlled structured polymer surface with

sub–micron and possibly sub–10 nm lateral length scales.

The technique of electrostatic pressure induced nanostructuration presented here is

straightforward and does not need any specialized equipment or chemicals. In a laboratory or

technological application, this method of structuration can be easily achieved just by controlling with

great precision the degassed solution. Furthermore, a combination of the thermic treatment with

electrohydrodynamic forces is a promising prospect for a simple, low-cost lithographic technique for

the replication of sub–100nm patterns.

We believe that the phenomena described in this chapter are relevant for the interface between

water and any hydrophobic object, and should be considered in the description of processes a diverse

as protein folding, surfactant aggregation, friction or adhesion. It may find applications in many

different scientific and technological fields like nanolithography, microfluidics or flexible electronics

[82].
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4.11. Supporting information

S - Steps of process of nanostructuration and of AFM characterization

method
As summarized in Figure IV.45, the method consists of four main steps: sample and solution

preparation, treatment with degassed or non degassed solutions, image acquisition, and image analysis.

We will now examine these steps one by one.

Figure IV.45: Steps of process of nanostructuration and AFM characterization
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S.1. Sample (Film) preparation:
First, polymer solutions of concentration 0.5%-10% w/w are prepared. All tools and glassware

(magnetic stirrer, pipettes and spatula) are cleaned using absolute ethanol before preparing polymer

solutions. To get uniformly dissolved transparent solutions, the polymer-solvent mixture usually were

stirred at room temperature for ~1 day. Before depositing the polymer, substrates are properly cleaned

(see Chapter II). Substrates of 11cm2 of silicon wafers, glass or mica were typically used. For spin

coating polymer films, two drops of polymer solution are put at the center of the cleaned substrate

sitting on the spin coater chuck. To make uniform polymer films it is important to avoid bubbles when

depositing polymer solutions; then we start spin-coating at the preset rotation speed and let the spin-

coating disc rotate for 60 seconds until the color of the polymer film is stable and uniform. The quality

of the polymer films depend on many factors. Specifically, the following factors have to be

considered:

 Solvent choice: In our measurements, all polymers are dissolved in toluene; We also

tried tetrahydrofuran and acetone and found that it can dissolve polystyrene and

PMMA quickly but the films made from such solutions are not uniform with some

small holes or uinhomogeneities on the film surfaces; the difference between toluene

and acetone is that the former solvent evaporates slowly while the later evaporates

quickly, perturbing the quality of the film.

 Air circulation in the spin-coating chamber: During spin-coating the evaporation of

solvent can change the viscosity of the polymer solution and accordingly has an effect

on the final film thickness. Therefore, it is important to avoid large fluctuations in the

air circulation in the spin-coating chamber.

 Polymer solution concentration: In our studies, the polymer concentration was

between 0.5% and 10% - if the concentration is too low it is very easy for polymers to

de wet and non-uniform films are obtained; on the other hand, if the solution

concentration is too high, some corrugations can be formed on the surfaces of the

polymer films, especially when preparing relatively thick films.

 Spin-coating speed: we used spin-coating speeds within a range of 2000-4000 RPM.

For a given polymer concentration, higher spin-coating speeds results in thinner

polymer films.

 Molecular weight Mw of polymers: For the same concentration, solutions of polymers

with higher MW have higher viscosity. Consequently, the thickness of polymer films

made by the spin-coating technique depends on MW.

After spin-coating, the polymer films were usually annealed at a temperature 95°C abve for

more than 12 hours in an oven to remove residual solvent and stress introduced by spin-coating

procedure. After annealing, the samples were cooled down to room temperature. After all these

treatments the polymer films were kept in clean glass Petri dish in a laminar flow cabinet before use.
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In some studies people use high temperature annealing in vacuum to avoid potential chemical attack

from the ambient. We did not observe any influence of the annealing procedure on the resulting film

structure.

S.2. Solution preparation, water degassing and film treatment

Millipore water with a conductivity of 18 Mcm-1 was used for the solution preparation. The

pH of the aqueous phase was adjusted by adding small amounts of NaOH (Prolabo) or nitric acid

(Aldrich) as necessary. Similar results were obtained by using HCl (Aldrich) or KOH (Aldrich). Once

the solution is ready, it is placed in Buhner flask with a rubber cork and stopcock plug to tightly

(hermetically) close the flask (Figure IV.46-a). Carefully cleaned Teflon bar stirrers were introduced

in the solutions to be degassed to induce the nucleation of gas bubbles. Then the flask is connected to a

vacuum pump. As represented in Figure IV.46-b we used an Alcatel 2010 Pascal dual stage rotary

vane mechanical vacuum pump. During pumping the pressure inside the flask was lowered to 0.1-0.2

mbar. As we know the solubility of gas obeys Henry’s law: the amount of dissolved gas in the liquid is

proportional to its partial pressure. Therefore, the reduce pressure inside the flask decreases the

amount of gas dissolved in the water. This technique is often referred to as Vacuum degasification.

The solutions were subjected to agitation (stirring) (also sonication can be used to enhance the

efficiency) under a reduced pressure of 0.2 mbar during two hours. The appearance of macroscopic

bubbles in the aqueous phase was observed only during the first 30 minutes of degassing. As the

process of degasification is long, evaporation of water also take place. Since process of evaporation of

water is endothermic process, the water solution under degasification gets cooler (cools down) (Figure

IV.46-c). To maintain the temperature constant, the process of degassing is finished (30 min-1h) with

the flask placed in water bath temperature controller (Figure IV.46-d). Water bath temperature

(temperature of degassed solution) was controlled to closely match to temperature of the sample

(polymer films). After the degassing is finished, the air pressure on the flask was gently increased back

to atmospheric pressure. The degassed solutions were put right away in contact with the polymer

surfaces for few minutes after stopping the pumping (Figure IV.46-e). In experiments presented in this

work time to open the flask and pure the degassed solution into a Petri dish and put the sample inside

was around 5 sec, unless otherwise indicated. After 5 min in degassed solution (or longer for particular

experiments) samples were removed from the solution, dried with a gentle flow of nitrogen gas

(Figure IV.46-f) and immediately studied with AFM.
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Figure IV.46: Steps of solutions degassing and sample treatment.
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S.3. Image acquisition
Like with any other technique, some skill and practice are necessary to correctly operate an

AFM and to obtain good quality AFM images. It is not as easy as described in AFM manufacturer’s

user manual, where it is mentioned that it just takes a few hours of instruction and practice. After

sample preparation, setting up the instrument and scanning several images can take few hours.

However, if the sample is not well known, or has never been investigated by AFM before, it can take

more time to acquire useful data. In this part of the Chapter I discuss the procedure used to measure

AFM images. Figure IV.47 shows the major steps involved. After sample preparation, the next step is

to place a tip into the AFM. It is possible that a probe will already be inserted, but when beginning

with a new experiment, a new probe is usually used.

Figure IV.47: The major steps involved in measuring AFM images.

This step is delicate: great care must be taken when handling the cantilever chips because they

are very small and delicate. Usually the tip is placed in he probe holder using clean tweezers with flat

ends. After placing the probe in the instrument, the alignment of the optical lever is carried out. This

is done in two stages. First, the laser spot is adjusted onto the end of the cantilever. There are two

screws for this purpose: one to move the laser parallel to the cantilever axis, and the other

perpendicular to it. The goal is to place the laser spot on the cantilever over the position of the tip

where highest sensitivity is generally obtained. Visualization and monitoring of the laser spot can be

done by placing a piece of white paper in the path of the laser. Note: the user must take care not to

look directly into the laser beam, which can be dangerous for the eyes. Proper alignment of the laser is

very important in order to obtain best results from the AFM. Poor alignment may reduce the

sensitivity and could introduce imaging artifacts. Having aligned the laser onto the cantilever

correctly, it must then be correctly aligned in the photodetector. The aim is to translate the

photodetector until the laser spot impinges on the center of the detector, i.e. to equalize the signals

from all four segments. Sometimes there is a visual display of the photodetector in the AFM software,

or just a numeric display of the signals from the photodetector segments. This is a rather similar

process to the laser alignment; the only complication comes when the spot is completely off the

detector, in which case the user might not know which way to turn the screws. If this is the case, the

user simply turns the detector translation screw all the way in one direction, and then all the way in the

other until the signal is found, being careful not to apply too much pressure to the screws when the end

of the range is reached. In addition, often a third control is inserted in the optical path, which controls
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a mirror between the cantilever and the photodetector. This control might be needed in two cases:

misalignment by changing the refractive index of the medium, or when a very large realignment of the

photodetector is required because the laser spot is in a dramatically different position. If working in

tapping mode, the operating frequency must be selected after the tip is loaded and the laser aligned.

This is can be done via an automated routine, but often it is done manually. The ‘cantilever tuning’

window in the AFM software sweeps the oscillation frequency of the driving piezo over a fixed

frequency range and displays the amplitude of oscillation at each point. The user should have some

idea of the natural frequency of the cantilever, so that it is within the selected range. This information

is supplied by the cantilever manufacturer, and typically covers quite a broad range (e.g. 200–400

kHz). Within this range, the cantilever’s oscillation should be visible as a single, strong peak. The

presence of multiple or misshapen peaks in the frequency spectrum is an indication that something is

wrong. The tip could be damaged or not fixed correctly in the probe holder. The resonant frequency

represents the point at which the amplitude is maximum. The actual operating frequency is close to the

maximum of the amplitude, but a little way off the maximum (on the low-frequency size), to take into

account the frequency shift as the tip approaches the sample.

Once the probe is loaded, optical alignment is performed and operating frequency is selected,

the next step is to initiate the probe approach (engagement). Depending on the instrument, the

automated probe approach may be quite fast or quite slow. Usually the tip is moved close to the

sample manually in order not to waste too much time waiting for the automatic approach. This must be

done carefully in order to avoid uncontrolled tip–sample contact which can damage the device or the

tip. Manual approach depends of the user, but generally involves using the microscope to alternately

focus on the probe and sample surface in order to judge (evaluate) their distance from one to another.

Once tip is relatively close to the surface, an automated approach is carried out, but not before

choosing (inserting) the initial scanning parameters, including scan size (usually zero), scanning

speed, gains, and set-point. Note that incorrect approach can easily damage a tip and sample.

Having approached successfully, scanning the sample begins, and we see a line-scan (a two-

dimensional plot of the signal the instrument is recording). Often, the height data, as well the phase or

amplitude (in contact mode, the cantilever deflection) can be shown, and sometimes both forward and

reverse signals are shown. These signals (forward and reverse) can be extremely useful for

optimization of scanning parameters. As forwards and backwards scanning lines measure (almost) the

same position of the sample, the two height traces should coincide. Large differences between

forwards and backwards traces are an immediate indication that something is not right with the

scanning. There are a number of possible reasons for forwards and backwards traces not matching but

the most common reason is that imaging parameters (gains, set-point, and scanning speed) are not yet

optimized. The method to optimize the parameters is an iterative one. The parameters are changed in

steps, one at the time, until the tip is properly following the surface (forwards and backwards traces

are matching). After optimization, then the slow scan axis movement can be re-enabled and the user
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may choose which signals store. There are signals of different types – the height (z piezo voltage

signal, and z sensor, if available), amplitude (error signal), and phase. The height signals are the most

important, as they are the only signals with a meaningful scale, and the only signals from which we

can make useful topographical measurements.

In this study, smooth and structure polystyrene samples were imaged by AFM in air at room

temperature using a Digital Instruments Nanoscope IIIa Multimode and an Icon, Veeco. All images

were obtained using tapping mode imaging with TESP silicon probes (cantilever spring constant 20-

100 N/m and resonant frequency 200-400 kHz). The scan angle was usually maintained at 0°, and the

images were captured in the trace direction with a scan rate of 0.5 Hz. Images of 512×512 pixels were

acquired. The scan range needed depends on the size of the induced nanostructure, smaller bumps

requiring smaller scan sizes for better resolution. All images in the present study were acquired over

scan ranges of 1×1 μm2 or 3×3 μm2, providing resolutions of ≈0.002 to ≈0.006 μm/pixel respectively.

The actual number of images needed depends on the number of bumps that can be identified on the

images. AFM images were typically taken near the centre of the sample, but to check that distribution

of bumps is uniform the images were also taken at random locations of the sample surface.There is

also an inherent sensitivity due to the sharpness of the AFM tip. If the radius of curvature of the AFM

tip is much larger than that of the structure, there is a reduced ability to measure correctly the height

and diameter of the bumps. This problem is minimized by using sharp tips and/or by frequently

changing the tip. The average height/diameter of the nanodeformations were compared to the average

before and after changing the tip to ensure that the tips and the imaging resolutions were chosen

properly and the parameters of the bumps can be measured accurately and reproducibly.

S.4. Image analysis
Once recorded, AFM data (images) needs to be processed, displayed and analyzed to get the

most out of it. AFM data has several advantages over data from other microscopes in terms of data

analysis. Firstly, the data is in digital form, therefore there is no digitization step required. As AFM

data is already calibrated, there is no need for a scale bar overlaid over the images because the scale is

built into the data file. AFM data is by its nature three dimensional, so there are no calculations or

guesswork involved in getting three-dimensional data. The data is saved by the AFM software as a file

containing all the height and other data recorded by the instrument. Typically, the AFM software

provided by the instrument’s manufacturer has two main functions, image acquisition, and image

processing. These could be separate programs, or may operate together. For analysis of our data we

always used the analysis software provided by the manufacturer of the instrument to be sure that the

data was correctly interpreted.

S.4.1. Flattening
Artifacts may occur during the image acquisition like “shadowing” due to large structures or

image tilt, if the probe and the sample are not perfectly perpendicular. In fact, most images have a
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background tilt and/or shadows that are larger than the features of interest. If the background in the

image (such as the substrate on which the sample was deposited) has considerable tilt in it, the change

in height of the background will mask the changes in height associated with the sample. This concept,

along with some examples of flattening operations, is shown in Figure IV.48. AFM is often used to

measure samples with very small heights, so even a small tilt in the sample background can have

serious effects. Global thresholding techniques cannot be used on uneven (bumpy) images. In addition

to tilting in the image caused by the AFM and sample not being perfectly orthogonal, a common

problem in AFM images is scanner bow. It occurs mainly in instruments that use tube scanners, and is

caused by a swinging motion of the free end of the scanner. This leads to a curve in the image plane as

is also shown in Figure IV.48. In such cases, the background must be subtracted from the image. This

is often called “leveling” or “flattening” the image, an operation which is commonly performed by

softwares provided with AFM apparatus and it is usually the first processing operation carried out on

the data. There are a number of different methods that can be used for image levelling, as polynomial

fitting, two-dimensional plane fitting and three-point fitting.

Figure IV.48: Illustration (below: line profiles; top: images) of the effect of first and second order
polynomial line levelling. Left: unlevelled (raw) AFM image of structured PS surface showing tilt and
scanner bow. Middle: effect of first order horizontal levelling – the bumps are much clear; (curvature
of the background due to scanner bow is barely seen). Right: the effect of second order levelling with

exclusions, the background is now flat.

To correct the image for the tilt and/or shadowing in our experimental data polynomial fitting

were used. Polynomial fitting or ‘line-byline’ levelling is most common method for flatening AFM

images. In this routine, each line in the image is fit to a polynomial equation. Then, the polynomial

shape is subtracted from the scan line, which leads to the line being not only flattened, but also shifted

such that it is centered on zero height. The order of the polynomial equation can vary from 0 to 3. For
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our experimental images a first order fit was normally good enough; occasionally, for larger scans a

second order fit was more suitable. It is possible to fit a third order polynomial, but we never used to

avoid introducing spurious artifacts on the data.

S.4.2. Displaying AFM images
A large amount of information can be gleaned from AFM images just by observing them.

However, the information visible in an image depends on how it is displayed. Furthermore, the AFM

user never works in isolation, and needs to communicate the information present in the images to

others. There are several ways of displaying images to make them more interesting to view. Images

may be displayed by a computer as either 2-dimensional or 3- dimensional projections (Figure IV.49).

The standard method and the most used way of representation AFM data in this work shows a two-

dimensional (2-D) image, using a color scale to represent height information. The AFM software will

normally stretch the color scale to cover the entire range of the z scale. An AFM image displayed in

the 2-D format looks much like an image from a traditional microscope. This is not a normal way for

humans to see shapes, and can make interpretation difficult. In particular, for viewers not used to AFM

data, it can be difficult to determine which features are higher than others, etc. One way to overcome

this is to render the height information as a pseudo-three-dimensional image (3-D). An image

displayed in a 3-D format gives a rendition of what the surface topography actually looks like. That is,

data is displayed in the x y and z axis.

Figure IV.49: Examples of 2D (left) and 3D (right) renderings of height information of structured
sample. 3D rendering greatly helps the viewer to visualize the shape of the sample.
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S.4.3. Analysing AFM images
AFM images are suitable for further analysis, and it is rare that only displaying the images

acquired is sufficient to fully characterize the sample under study. Thus, very commonly further

analysis is carried out in order to obtain quantitative information. One of the most common analysis

techniques is the extraction and measurement of line profiles. The AFM analysis software allows the

user to arbitrarily define lines to be extracted, and these can be horizontal, vertical or at any angle. The

software then constructs a new plot, with distance along the chosen line on the x axis, and sample

height on the y axis. In the new plot, the user can easily measure heights, widths, and angles. An

example showing an image with extracted line profiles, and measurements of these parameters, is

shown in Figure IV.50.

Figure IV.50: Line profiles analysis of an AFM image of structured PS surface with degased solution.

S.4.4. Bumps Analysis
Manual measurement of line profiles is a very simple and accurate way of measuring features

in AFM images. It is useful for measuring a small number of objects. However, for large samples

where hundreds of bumps are present, this rapidly becomes tedious and time-consuming. For this

reason, most AFM analysis packages include routines for automatic particle counting and analysis. We

used the threshold method for identification and analysis of bumps in our samples. In this method it is

essential that one can distinguish between the objects of interest (bumps) and the background. After a

well-leveled background, a simple thresholding routine was used to isolate the bumps. In this process,

the user selects a value above which all features (bumps) are counted as particles. The process of

separating the particles from the background is known as image segmentation. A critical issue is the

selection of the threshold value. Here, the optimum threshold was selected by looking at the quantity
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and the shape of bumps detected for different threshold values. If the threshold selected is too low, not

all background is removed, and therefore the count of objects will rise considerably. On the other

hand, if the threshold selected is too high, the genuine small particles will be eroded and eventually

discarded. Figure IV.51 shows the count of objects as a function of threshold.

Figure IV.51: An example of a bumps counting routine using threshold

Once the segmentation is complete the AFM analysis software automatically measured height,

length, diameter, and area for each particle (or, in our case, bumps). Usually these parameters are

presented in a tabular format and it is possible to export all these measurements for further statistical

analysis. Some packages also allow direct calculation of the statistics (e.g. mean average, standard

deviation, etc.) and plotting of histograms of these parameters. An example of a bumps counting

routine and the results are shown in Figure IV.51.
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5.1. Introduction
Great effort has been devoted to the study of ultrathin (<100nm) polymer films due to their

increasing technology importance in sensors, dielectric layers, lubricants and bio-compatible

materials. Ultrathin polymer films supported on substrates [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15] or

non-supported [1,2] have been studied by a variety of methods, which includes dielectric spectroscopy

[3,4,5], X-ray reflectivity [6,7], fluorescence spectroscopy [8,9], positron lifetime spectroscopy [10],

Brillouin scattering [11,12], optical waveguide spectroscopy [13], differential scanning calorimetry

(DSC) [14] and ellipsometry [15,16,17]. These studies have revealed that many physical proprieties of

polymer films such as the glass transition temperature [7,5,15,16,17], dielectric relaxation

[3,4,18,19,20] differ from those in bulk samples. Understanding why thin films differ from bulk will

help to understand the dynamics in confined glass forming systems, and will lay sound basis for the

research of new materials and the development of nano-structures and devices. Despite of the fact that

a lot of effort has been devoted to this research area, still many questions remain unanswered.

5.2. Thickness dependence of glass transition in thin polymer

films
The pioneering work in this area was the study of thin polystyrene films by Keddie et al. [21].

They found that in films thinner than 40nm Tg was significantly reduced below the bulk value, as is

shown in Figure I.13 (Chapter I). One possible reason for to this observation was the argument [6] that

in polymer films thinner than the natural size of polymer molecules in bulk samples, the conformation

and dynamics of polymer molecules will be different from those of the molecules in bulk samples.

However, chain confinement effects do not seem to be responsible for the Tg observed: the thickness

dependence of Tg was found to be the same within error for the different molecular weights studied.

Keddie et al. proposed that, since the surface-to-volume ratios of those film samples are 6 orders of

magnitude larger than that of the bulk samples, the cooperative molecular motion in ultrathin PS films

was significantly affected by the free surface and the interface between the polymer films and the

silicon substrates. They postulated a sandwich model to describe the ultrathin polystyrene films

supported on the silicon wafers. As illustrated in Figure V.1-a, the sample is composed of three layers:

the top, the middle and the bottom layers. The top layer has enhanced molecule mobility. The reason is

the molecules on the surface have less neighbor molecules surrounding them, which makes the

segmental motion easier. On the contrary, the bottom layer may have less molecular mobility because

of the solid silicon wall.
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Figure V.1: (a) Sandwich model of an ultrathin polystyrene film supported by a silicon wafer. (b) No
supporting substrate exists in a free-standing film, the existence of mobile layer on each surface has

been proposed.

Indirect proof of the existence of a mobile surface layer and that the interfacial effects play a

key role for the observed dynamics deviations, comes from experiments done on “free-standing” PS

films [1,2,11,9,22,23,24,25,26,27]. In this configuration there is no supporting substrate, and it has

twice the surface-to-volume ratios of simple supported films, as illustrated in Figure V.1-b. It was

observed that Tg reduction in a thin supported film of thickness h is the same as in a free-standing film

whose thickness is 2h. As was discussed in Chapter I, experiments on free-standing PS films [28,2,11]

reveal no molecular weight dependence of Tg reduction when Mw < 514K (Figure I.14).

Most research efforts have been conducted in two model polymers, polystyrene (PS) and poly

(methyl methacrylate) (PMMA). For thin PS films, studies show that when the film thickness is less

than ~60nm the measured Tg values decrease with decreasing film thickness and there is no or very

weak substrate dependence [29]. On the contrary for thin PMMA films a strong substrate dependence

of Tg is observed, and both positive and negative Tg shifts have been reported depending on the nature

of PMMA/substrate interactions. A generally accepted explanation for the observed Tg deviations is

based on the air/polymer or substrate/polymer interfacial properties. In cases where there is a strong

attractive substrate-polymer interaction which can inhibit molecular motions in the neighboring

regions, the substrate/polymer interfacial effects may overwhelm the air/polymer effects and

accordingly an increase of Tg may be observed [30,31,32,33,34,35,36,37]. However, how and to what

extent the interfacial effects can propagate in thin polymers is still unknown. To study how far the

interfacial properties can affect the dynamics of thin polymer films, one should study the Tg
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distribution within polymer films as suggest by de Gennes [38]. Probably due to absence of suitable

techniques, only one study [9] has been conducted as of today. In that work, Torkelson and coworkers

used a fluorescence technique to investigate the polymer mobility spatial distribution, by measuring Tg

of dye-labeled PS layers (~14 nm) located in different regions in thin PS films. The authors observed a

length scale of ~36 nm over which the vacuum/polymer interfacial properties can affect the polymer

dynamics. In addition, when the film is thiner than ~25 nm it seems the polymer dynamics is

homogeneous.

In this chapter, we describe our studies of interfacial dynamics of thin polymer films using a

novel technique. By measuring surface bumps formation in films in contact with degased water

solution of acidic pH as a function of film thickness, the polymer surface dynamics can be measured

directly and the length scale over which the substrate/polymer interface affect it can be investigated.

We studied isotactic polystyrene films because it is a well studied model polymer and the measured Tg.

We measured the near free surface dynamics of thin PS films on four different substrates to determine

the range across which the substrate/polymer properties propagate, and different polymer molecular

weights (Mw).

5.3. Experimental section
Polystyrene (PS) of four different molecular weights (7, 160, 250 and 500 kDa) were

investigated.  PS of 500 kg/mol (Tg 103°C) and 59 kg/mol (Tg 102°C) were obtained from Sigma-

Aldrich. PS of 250 kg/mol (Tg 103°C) was obtained from ACROS Organics. PS of 7 kg/mol (Tg

90°C) synthesized by by ATRP, was a gracious gift from Dr. Antoine Bousquet.

5.3.1. Film preparation
We prepared films of PS of different molecular weights on four different substrates by spin

coating, as described in Chapter II. To make polymer films of different thicknesses solution

concentrations ranging from 0.5 wt% to 10 wt% were used. In order to change the polymer/substrate

properties, we make PS films on four kinds of substrates. One type of substrate were hydrophilic

surfaces of freshly cleaved molecularly smooth mica. The second set of substrates were single side and

thoroughly cleaned oxide-coated silicon wafers. We then modified surfaces of the same materials with

an adhesion primer layer in order to modify the interaction of the polymer with the substrate. Mica

surfaces were coated with a monolayer of 10 nm diameter ceria nanoparticles by dip-coating (see

Chapter II, figure II.6). A close-packed monolayer of ceria nanoparticles adsorbez on mica by this

procedure, which strongly increases the adhesion between the subsequently deposited polymer layer

and the substrate [39]. SiO2 coated silicon wafers were hydrophobized by coating samples with self

assembled monolayers or Langmuir-Blodgett of Octadecyltrichlorosilane (OTS). Figure V.2 shows the

schematic anchoring reaction of octadecyl-trichlorosilane (OTS) on OH-terminated surfaces. The OTS
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molecules, diluted in chloroform, get hydrolyzed under dissociation of HCl by trace amounts of water

present in the deposition solution. These hydrolyzed molecules are adsorbed via hydrogen bonds to the

OH-terminated native silicon oxide. In the last step, the silane molecules are covalently bonded to the

substrate by water condensation. For a detailed recipe for the OTS-SAM preparation see Sec. 2.2.3.2

Chapter II.

Figure V.2: Anchoring reaction of the octadecyl-trichlorosilane SAM. The OTS molecule (a) is
hydrolyzed by trace amounts of water in the deposition solution (b). After adsorption at the SiO2

substrate (c) the OTS molecules are covalently bound by H2O condensation (d).

In the SAM method octadecyltrichlorosilane molecules distribute uniformly on the silicon

wafer; on the contrary its grafting density can be tuned at different degrees using Langmuir-Blodgett

coating technique [40] by varying the imposed surface pressure while film transfer. The grafting

density is calculated by the following equation: γ1P + γ2(1 − P) = γ3, where γ1 is the surface tension of

octadecyltrichlorosilane; γ2 and γ3 are the surface energies of the silicon wafer and the silanized Si

wafer, respectively and P is the grafting density. Contact angles of water on the grafted and bare solid

substrates were measured by drop shape analysis at room temperature. These were used to calculate

the surface energies of the solid substrates. Figure V.3 and Table V.1 shows AFM measurement and

proprieties of silicon wafer before and after OTS coating at different grafting densities and

consequently different degree of hydrophobicity. The roughness of the coated samples has also been

measured by AFM for 1×1 µm2 areas.
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Figure V.3: AFM micrographs of SiO2 coated with OTS at different grafting densities

Table V.1. Advancing contact angle, receding contact angle and roughness at different densities of
SiO2 coated for OTS.

Sample θadv θrec Δθ RMS roughness[nm] Grafting density (P)

Plane Si (native oxide)

OTS

OTS

SAM-OTS

OTS

<10°

58°

78°

88°

112°

<10°

39°

68°

81°

108°

-

19°

10°

7°

4°

0.20

0.21

0.21

0.21

0.20

0

0.3

0.6

0.7

1

The films were subsequently exposed to degassed double distilled water at pH 1.5 (with

HNO3) at room temperature, and dried with a gentle flow of N2 gas. The generated structures were

examined by tapping mode AFM (Veeco Icon and Multimode) and characterized by the average size

and height of the observed self-assembled polymer bumps.

5.3.2. Film characterization
The thickness of the films was determined by ellipsometry (Nanofilm); roughness and

morphology were assessed by Atomic Force Microscopy in tapping mode (multimode and Icon,

Veeco). The films were also characterized by water contact angle (IDC Concept). Extremely smooth

films of thickness 300nm, with a R.M.S. roughness smaller than 0.5 nm were typically obtained. The

contact angle of water on the films was around 90° with very small hysteresis.

5.3.4. Water degassing and film treatment
Millipore water with a conductivity of 18 MΩ cm-1 was used for the solution preparation. The

pH of the aqueous phase was adjusted by adding small amounts of nitric acid (Aldrich) as necessary.

Carefully cleaned Teflon bar stirrers were introduced in the solutions to be degassed to induce the

nucleation of gas bubbles. The solutions were subjected to agitation under a pressure of 0.2 mbar

during two hours. The appearance of macroscopic bubbles in the aqueous phase was observed only

during the first 30 minutes of degassing. After degassing is finished, the air pressure on the flask was
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gently increased back to atmospheric pressure. The degassed solutions were put right away in contact

with the polymer surfaces for few minutes after stopping the pumping, unless otherwise indicated. The

PS films were then dried with a gentle flow of nitrogen gas (see Chapter II and IV for more details).

5.4. Surface bumps formation as a function of film

thicknesses, substrate materials and molecular weights
As mentioned in Chapter IV, the exposure of the PS films to degassed acid water during few

minutes provokes the formation of bumps several nm tall and several tens of nm wide. We studied

how this process depended on film thicknesses, substrate materials and polymer molecular weight.

Figure V.4 shows the combined results for measurements of surface pattern formation as a function of

film thickness and type of substrate used. Selected AFM micrographs we show in Figure V.5.

Figure V.4: Average height (circles) and diameter (squares) of self-assembled bumps observed on the
surface of thin polymer films of PS 250 kDa of different thickness treated with degassed water at pH
1.5. The films were deposited on (a) bare and ceria-coated mica, and (b) silicon wafers and silanized
silicon wafers (fractional surface coverage 0.7). Closed symbols: coated substrates; open symbols:

bare substrates.
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Figure V.5: Height AFM micrographs of films of 250 kDa polystyrene films measured in tapping
mode in air. The films of indicated thickness were spun coated on bare and silanized silicon wafers,

bare mica and ceria coated mica, and then exposed to a degassed solution of nitric acid in double
distilled water at pH 1.5 at room temperature. The presence of asperities of regular nanometric size is

clearly observed on some of the films exposed to the degassed solution during 5 minutes. On the
contrary, no modification was detected when identical films were exposed to the same solution under
identical conditions (or much longer times) before removing the dissolved gases. All the films were

featureless before treatment.
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From Figure V.4 and Figure V.5, we can observe that there is a clear difference for the PS

surface structuration on different substrates: For native silicon and mica supported films, the typical

radii and heights of the observed bumps are similar, and are independent of polymer film thickness

down to 10 nm. On the contrary, the characteristic size of the structure is substantially reduced —or

structuration is not present— for films spun on ceria-coated mica or hydrophobized wafers for

polymer films thinner than a certain thickness. The same effect is in general observed after longer

times of exposure to degassed water. Because there is a strong polymer/substrate interaction for the

case of mica coted ceria, the substrate dependence is very strong compared with the case of bare mica

where the polymer/substrate interaction is weak [39]. This bumps formation at temperature where

polymer should be glassy suggests very different dynamics between surface properties and whole film.

Observations represented in Figure V.4 and Figure V.5 show that the rheological properties of

the first few nm of the PS surface are affected by the substrate, even when it is over 100 nm away

from the free surface, and the bulk of the film is in principle completely glassy. It is still an open

question how the interfacial effects propagate into or affect the whole polymer film dynamics.

As mentioned above, the idea that polymer segments close to the surface are more mobile that

bulk segments is now broadly accepted, although the properties of the mobile layer (thickness,

variation with temperature and molecular weight) are still debated. On the contrary, it is not obvious

why this excess mobility should be impaired by the influence of the underlying substrate buried down

several tens of nanometers below the polymer film surface. This effect can be compared with the

reported substrate influence on relaxation time and Tg for i-PMMA [5]. This study showed that, for 20

nm films, the measured Tg value for i-PMMA on a Si substrate is 10–40 K greater than the bulk value,

while the surface relaxation time increases by a factor of 3.

Other study of PMMA films on Al interface [41], showed that the substrate dependence of

surface relaxation times persists for film thickness of order of ~180 nm.
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Figure V.6: Effect of polymer molecular weight on the self-assembled structure. Average height (a)
and diameter (b) of self-assembled bumps of thin polymer films deposited on silanized silicon wafers
(fractional surface coverage 0.7) treated with degassed water at pH 1.5. The results for the different

polymer sizes collapse on a single curve if the film thickness is normalized by the polymer end-to-end
distance, REE (c and d)
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Figure V.7: Height AFM micrographs of indicated thickness films of 6.9, 59,250 and 500 kDa
polystyrene films measured in tapping mode in air after exposure during 5 min to a degassed solution

of nitric acid in double distilled water at pH 1.5 at room temperature. The presence of asperities of
regular nanometric size is clearly observed to be dependent of polymer molecular weight.

It is noteworthy that above certain film thickness the size of the formed bumps seems to

achieve a terminal value which is independent of PS molecular weight. On the contrary, the threshold

thickness for surface structuration is determined by polymer size, as can be observed in Figure V.6 a-b

and corresponding AFM micrographs from Figure V.7. The larger the molecular weight, the longer the

range of the effect of the substrate on the structuration of the polymer layer. In all cases the observed

effect has a range too large —up to 100 nm for the largest polymer investigated— to be interpreted in

terms of the dispersion interaction between the solid substrate and water through the polymer film.

The reason for the long-range effect of the substrate on the polymer structuration must be related to

the connectivity of the polymer molecules. It is remarkable that by normalizing the film thickness by

the mean-square end-to-end distance of the polymer, REE, the results for the different molecular

weights tested collapse on a single master curve, as can be observed in Figure V.6 c-d. This collapse

indicates that a mechanism related to the polymer size is responsible for the observed drop of polymer

surface mobility.
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Figure V.8: Height tapping mode AFM micrographs measured in air of 50 nm thick 250 kDa
polystyrene films after exposure to a degassed solution of nitric acid in double distilled water during 5

minutes. pH 1.5; T 25°C. The films were deposited on silanized silicon wafers with the surface
coverage of OTS indicated on each micrograph. Scale bars correspond to 200 nm. The propagation of

a kink (indicated by the black arrows) is slowed by the pinning effect of the OTS layer at
intermediated grafting densities, stopping the structuration of the polymer surface.

By exploring different annealing conditions we observed that the effect of the two primer

layers investigated is not completely equivalent, but rather process dependent. While ceria-coated

mica suppressed the pattern formation in thin films regardless of the annealing process, silanized

silicon wafers were effective structuration inhibitors only after annealing of the films. Otherwise, the

modification of the supported film resembled the one observed for the case of bare silicon wafers. In

addition, we observed that varying the grafting density of OTS on the Si wafer has a strong influence

on the inhibitor effect of the primer silane layer, as can be observed in Figure V.8. Very high or very

low silane grafting densities produced no effect on the structuration: in these cases the self-assembled

structures where observed on polymer films down to 10 nm thick. On the contrary, intermediate

grafting densities effectively diminished the surface structuration for thin polymer films, provided that

the film has been annealed before treatment with degassed acid water. This effect can be used to

remotely control the surface structuration. For example, using L-B, sample of silicon wafer was

partially coated with OTS. After exposing to a degased water solution half of sample got structured

and the other part, where OTS was grafted remained smooth can be observed in Figure V.9.
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Figure V.9: Height tapping mode AFM micrograph measured in air of a 50 nm thick 250 kDa
polystyrene film after exposure to a degassed solution of nitric acid in double distilled water during 5

minutes. pH 1.5; T 25°C. The film was deposited on a half silanized silicon wafer. Scale bar
correspond to 10 µm. The presence of asperities of regular nanometric size is clearly observed on
region of bare silicon wafer. On the contrary, no modification was detected in the region which

previously was coated with OTS, and the morphology of film remains identical as before treatment.

The more puzzling question emerging from the results described above is how the effect of the

solid substrate can extend over tens of nanometer up to the polymer surface. We can rationalize our

results, at least at a qualitative level, with the help of the sliding mechanism sketched by de Gennes

[38], formulated to explain the reduction of Tg in free-standing or supported polymer thin films. This

model proposes that the reduced density at the polymer surface confers a greater mobility to the

polymer segments: monomers at the polymer surface are less sterically constrained to move. de

Gennes proposed that this enhanced free volume then propagates at a certain speed through the

polymer chain to depths of the order of the size of the polymer molecules, effectively fluidizing the
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polymer layer several nanometers inside the film. The free surface will then act as source and sink of

“free volume”. The idea behind the model is that the energy barrier for kink (free volume) transport is

lower than for segmental motion; polymer loops that start and end at the free surface can then be

effectively fluidized, with the chains moving along their own paths. This process is not to be mistaken

with the reptation of entangled polymer chains in a melt, which is obviously not possible at

temperatures below Tg [42]. This motion is not available for chains with only one “contact” with the

free surface: sliding motion would imply entering into volume occupied by other chains. Milner and

Lipson ML [43,44] have built on this idea to develop their “delayed glassification model”, to

quantitatively explain how the effect of a free surface can then fluidize a polymer layer, and have

looked into the issue of how deep the influence of the free surface propagates into the sample in a

reasonable experimental time scale. Following ML, we can label a certain loop (starting and ending at

the surface) as “fast” when the time necessary to cover the distance between the source and the sink of

free volume is shorter than a certain characteristic time. ML studied in detail the probability for a

chain segment at a given depth in the film to be part of a fast loop, in order to quantify the plasticizing

effect of the free surface. They obtained the following expression for the probability P(z) that a

segment at a depth z belongs to a fast loop, ( ) = exp − ( ) , where Neff is an effective length

of the maximum allowed size of a fast loop, which takes into account the effects of finite size chains

and temperature [43,44]. Here we are interested in the analogous problem of an otherwise fast loop

being in contact or not with the supporting substrate. If the polymer-substrate interaction is sufficiently

strong, the presence of the wall can slow down or stop the free volume propagation through the chain,

effectively freezing a given loop. If this probability is negligible, the polymer chains at the free surface

should not be affected by the presence of the wall. It is obvious than for polymer films substantially

thicker than REE, the effect of the free surface will not be modified by the presence of the solid

boundary. On the contrary, for films thinner than REE the presence of the boundary might affect the

propagation of a kink along a polymer chain, as sketched in Figure V.8. The penetrating effect of the

substrate will be less pronounced in samples of lower molecular weight. For the two substrate

modification methods discussed in this letter (ceria-coated mica and silanized Si wafer) the friction

coefficient for the monomers in contact with the modified surface is higher than with the bare

substrate, slowing down the polymers movement near the substrate and reducing the structuration. The

origin of the slow dynamic seems to be different for each case: for the ceria-coated mica it is due to

the enhanced dispersion interaction between polymer chains and the ceria nanoparticles. On the

contrary, for the silanized wafers the enhanced friction is probably due to the interpenetration between

the polymer molecules and the silane layer, which is enhanced upon annealing and forbidden at very

high OTS coverage. Even though these effects are short-ranged (a fraction of an nm) their influence

propagates to the polymer surface due to the long-range effects of chain connectivity.
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Although conceptually appealing, the sliding model of de Gennes in the ML formulation

[43,44] predicts a probability of polymer segments belonging to a fast loop that decays very quickly

with depth at room temperature. If that is true, polymer films thicker than few nanometers should not

be sensitive to the presence of the solid boundary, which is clearly inconsistent with our results. At

least two reasons can be evoked to rationalize the apparent discrepancy between experiments and

theory. First, it is possible that the ML model overestimates the temperature decay of the length of the

longest fast loop allowed, Neff, which they model as a temperature dependence of the WLF form [45].

This implies ∗( ) = ∗ exp , with N*(T) the longest fast loop allowed at a temperature T

for infinitely long chains, and T0 the Vogel temperature. It is obvious that N*(T) depends strongly on

the value of C; ML used the value reported for bulk PS above Tg for illustration purposes, which is

certainly not suitable below the glass transition temperature. Indeed, it has been experimentally shown

that the dynamic of near-surface polymer chains in glassy PS is substantially faster than the one

predicted by extrapolation of liquid PS or the one measured in bulk glassy PS [16]. Results of the

temporal evolution of deformed polymer surfaces represented in Chapter VI, entirely agree with this

idea. Second, the cooling of the polymer films after annealing might have been carried out too quickly.

A very long time may be necessary to reach thermodynamic equilibrium at room temperature, so the

polymer chains might effectively be frozen in a configuration which would correspond to a higher

temperature. It has been recently reported that the relaxation times of spin-coated polymer films,

measured from dewetting experiments, strongly depends on the processing history of the sample

[46,47]. It has also been reported that an extremely long time (of the order of weeks) may be necessary

to reach final equilibrium in thin viscous polymer films, even at temperatures above Tg [48,49]. In any

event, longer fast loops that the ones predicted in [43,44] would account for the behavior observed in

this work.

5.5. Conclusion
In conclusion, we have used possibility of structuration of the surface of glassy PS films by

contact with degassed water to probe the rheological properties of the near free surface region of PS

with different film thicknesses, substrate materials, and Mw values. The results show an enhanced

surface mobility compared to the bulk materials under all measurement conditions, but the actual

process of formation of self-assembled nanostructure reveals a number of surprising features. This

process can be affected by the presence of a solid boundary (up to film thickness of the order of REE)

which may slow down or even prevent the polymer movement. The developing of bumps in the first

few nanometer of the surface appears to be affected by the substrate. The substrate dependence of the

surface relaxation time persists to a film thickness of ~100 nm. The threshold thickness for surface

structuration is observed to be dependent on the Mw of PS.
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6.1. Introduction
In physical-chemistry studies, it is often assumed that solid surfaces are rigid and immobile.

These assumptions allow one to investigate, for example, adsorption and wettability purely from the

point of view of the liquid phase, because it is supposed that the solid substrate does not respond,

reorient, or otherwise change in different liquid environments. Such hypothesis may be correct for

very rigid solids, but it is not always appropriate for polymers. Polymer structures and properties are

very often time, temperature and environment dependent. Solid polymers are, therefore, inherently

nonequilibrium structures and, as such, exhibit a range of relaxation times and properties under normal

conditions and in response to changing environments. Transition and relaxation phenomena in solids

polymers are treated in practically all polymer science textbooks [1,2,3,4,5,6,7,8,9]. The thermal

behavior of polymers and the knowledge of their thermal transitions is important in the selections of

proper processing and fabrication conditions, the characterization of physical and mechanical

properties of materials and hence the determination of appropriate end uses. This aspect is addressed

in the present chapter: I explored in detail the dynamic of formation and relaxation of the water-

induced nanostructuration process described in previous chapters.

6.1.1. Polymer Transitions and Relaxations
Polymer relaxation has been define by North [10] as “a time dependent return to equilibrium

of the system which has recently experienced a change in the constraints acting upon it”. If a polymer

material is changed or perturbed, it will respond, i.e., relax, to achieve a new state which is closer to

equilibrium in the new environment or situation.

Relaxation refers to a time dependent change. Often, this change depends on the time-scale of

the observation. A good example of such time-dependent character is “silly putty”, an uncrosslinked

silicone material. If giving sufficient time it creeps and flows as a liquid, but if throwing it hard against

a rigid surface you will observe a highly elastic material bouncing back.

One can also speak of transitions, which are temperature dependent changes [7]. For example,

a crystalline material consisting of low-molecular weight molecules will generally exhibit a phase

change from solid to liquid at a precise temperature. We will say that that the material has melted.

Many thermodynamic properties, such as density and enthalpy, show a discontinuity when heated

through their melting or boiling points. Glasses, on the other hand, show no such discontinuity. A

window glass, depending on its composition, will go from a rigid, brittle material to a soft, viscous

liquid on heating to the vicinity of 1000°C. Glassy or amorphous polymers do the precisely the same

thing at lower temperatures; the solid-to-liquid transition occurs very gradually, going through an

intermediate “rubbery” state without a discontinuous transformation. The transition from the hard

glass into a softer, rubbery state occurs over a narrow temperature range referred to as the glass

transition temperature. At higher temperatures they form viscous liquids. The transition that separates
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the glassy state from the viscous state is known as the glass–rubber transition. For amorphous

polymers the glass transition temperature, Tg, constitutes the most important mechanical property. In

fact, upon synthesis of a new polymer, the glass transition temperature is among the first properties to

be measured.

6.1.2. Relaxation time
On a molecular scale, when a polymer is at T = 0 K, the chains are at absolute rest. No thermal

motions occur and everything is completely frozen in. When the temperature is increased the thermal

motions increase and gradually short parts of the chain or side groups may obtain some mobility,

which, within the restricted free volume, gives rise to small changes in conformation. Whether this

occurs or not it is a matter of competition between the thermal energy of a group (kBT) and its

interaction with neighboring groups. The interaction can be expressed as a potential barrier or

activation energy Ea which has to be overcome in order to realize a change in position. As the

temperature increases, the fraction of groups able to overcome the potential barrier increases. The

jump frequency with which the changes occur can be expressed by the Arrhenius equation =exp(− ⁄ ), where υ0 is the natural frequency of vibration about the equilibrium position and

kB is the Boltzmann constant. The jump frequency governs the time scale τat which the transition

occurs. τis inversely proportional to υ:τ = exp E ⇒ lnτ = lnA + (6.1)

This equation provides a fundamental relationship between the effects of time and temperature on a

transition mechanism. Time and temperature appear to be equivalent in their effect on the behavior of

polymers.

As mentioned before amorphous polymers show one or more sub-Tg processes, which are

referred to as β, , and transition as they appear in order of descending temperature. Figure VI.1

shows the influence of the sub-Tg relaxation processes on the damping coefficient (tan ) as a function

of temperature.
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Figure VI.1: Typical tan of an amorphous polymer as a function of temperature showing the sub-Tg

βand γrelaxations at Tβ and Tγ below Tg. The magnitude of the mechanical damping at Tg is much
larger when compared to the other sub-Tg transitions [7].

Figure VI.2: Frequency of the loss maxima, max for  and  relaxations as a function of reciprocal
temperature for PEMA. [11].

The dielectric relaxation of glass forming material well above its Tg time has an Arrhenius

dependence to the temperature, and only one relaxation peak is seen in the system. As the temperature

is decreased, most materials show two distinct relaxation processes [11]. The slow relaxation time is

called α-relaxation and is believed to be from collective motion of particles. This relaxation time
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increases rapidly near Tg, such that for every 3-5 degrees decrease in temperature the relaxation time

increases approximately one decade. The fast relaxation process which remains at Arrhenius type is

called β-relaxation, and is supposed to be due to local vibration of the molecules. The temperature at

which the splitting between the two relaxation functions happens is known as the α-β splitting

temperature Tαβ. Figure VI.2 shows an example of α-β splitting in a glass forming material. It can be

observed that at high temperatures there is a single relaxation mechanism. In the moderately

supercooled regime the peak splits into α (slow) and β (fast) relaxations. The α-processes exhibit

non-Arrhenius temperature dependence and diverges at T = T0. At temperatures below Tαβ, the

response functions of the system, such as creep compliance and dielectric relaxations deviate from a

single exponential relaxation to a behavior that can be roughly described by a stretched exponential

function known as Kohlrausch-Williams-Watts (KWW) function.( ) = exp −( ⁄ ) (6.2)

where β < 1. In this equation τ is a temperature-dependent characteristic relaxation time (α relaxation).

For fragile glasses the β value is about 0.5. Generally, systems that show a larger deviation from

Arrhenius relation also have lower β values and deviate more from a single relaxation behavior.

6.1.4. Bulk vs. surface dynamics
It has been almost fifteen years since the pioneering works on PS films showed a dramatic

difference in dynamic properties of films vs. bulk material [12,13]. Since then, many experimental

techniques and theoretical approaches have been applied to study the unique properties of polymers in

bulk [14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31] and surfaces [32,33,34,35,36,37,38,39,

40,41,42,43,44,45,46,47,48]. It is generally accepted that the dynamics of polymers at the nanometer

scale are in a plain contrast to those of bulk, as indirectly evidenced by the experimentally measured

Tg and relaxation times. There is a continuous growing of evidence showing that interfacial effects

play a key role for the observed differences [22,23,24,27,28,45,46,47,49,50,51,52,53,54] (there are

also some measurements arguing against this interpretation [55,56]). Specifically, the polymer chain

segment motions in the interfacial regions may be enhanced or inhibited compared with those in the

bulk parts, based on the nature of air/substrate-polymer interactions, which substantially contributes to

the average measured dynamical quantities. Based on this, Forrest et al. proposed a layered on-average

dynamics heterogeneity model for thin polymer films [46], which can be used to describe most results

of Tg measuring experiments. In ref. [31], Torkelson and Ellison found that the vacuum-polymer

interfacial effects can propagate into thin polymer films as far as ~35 nm. In ref. [57] the surface

mobile layer in glassy polystyrene films is experimentally observed to be on the order of 3 – 4 nm

thick. In ref. [58], Herminghaus et al. observed a molten layer of thickness about 23 nm at a

temperature around Tg for 100 nm polystyrene droplets and, in addition, the size of the molten layer

increases with temperatures below Tg. The different experimental liquid layer sizes and its temperature
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dependence near Tg raise new issues, such as whether the sizes measured by different techniques are

comparable or what length scale is more adequate to describe the glass transition. Indeed, it is not

known if or how the size of the interfacial region is related to the characteristic length scale involved

in the glass transition. The unique nature of long chain structures of polymer molecules may

complicate things even further. For example, polymer molecules can be of size of several tens of

nanometers and chain confinement effects may contribute to the bulk-film difference. Another

important aspect about polymer molecules is that dynamical properties on different length scale may

be different, and special attention should be paid when comparing observations of measurements using

different techniques.

AFM, nano surface hole/bumps relaxation or fluorescence are powerful techniques in the

study of surface properties of thin polymer films, but these techniques are hard to be used to study

depth dependence of dynamic properties thin polymer films, or how the size of the interfacial region

changes with temperatures. Nano-gold sphere embedding overcomes this difficulty [57,59,60]. In [46],

Fakhraai and Forrest observed a rather weak temperature dependence of relaxation of nano surface

holes in glassy thin polystyrene films. In [47], molecular weight dependence of the near free surface

dynamics was observed for thin i-PMMA films. Unfortunately, there have been some disputes about

the interpretation of the embedding results [59,60,61,62,63].

In summary, the studies of the polymer dynamics in local nanometer confined regions are

relatively new and require various experiments to confirm the temperature [46] and/or chain size

dependence [47] in the near free surface regions of thin polymer films. More theoretical considerations

for such dynamical features in nanometer scale confined polymer systems are also necessary. In

additions, these studies may improve our understanding of the very nature of the glass transition, in

particular by studying finite size effects. Given that polymers can be easily made into amorphous

glassy states with varying sample geometries and sizes, if the size of the polymer samples approaches

the glass transition characteristic length scale (on the nanometer scale) dynamical deviation may be

observed.

In this chapter, I describe our studies of interfacial dynamics of polymer films using a novel

technique. By measuring the nanometer scale surface bumps formation and relaxation as a function of

time and temperature, properties (surface dynamics) and thickness of this mobile interfacial region

were investigated. In addition, we study the dependence of pure near free surface dynamics (without

the substrate influence) on polymer molecular weight (Mw).
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6.2. Motivation for experiments
Taking together all the results and difficulties of the experimental techniques presented in

Chapter I, one can imagine the conditions to be fulfilled by an ideal experiment probing surface

polymer dynamics and relaxation:

(i) It should examine the surface directly in a way that is minimally affected by the

bulk of the film.

(ii) It should not excessively perturb the surface. Any surface deformation should be as

small as possible, without introducing excessive stress, external particles or probes.

The driving force in relaxation experiments should be small enough so that

observations correspond to a linear response.

(iii) The perturbation should be introduced at temperatures below bulk Tg, to avoid its

fast relaxation.

(iv) Measurements should be carried out on a single length scale, if possible, of the

order of few nanometers. There is some experimental evidence to suggest the

mobile region [8, 19, 20] is of the order of 4 nm. At length scales larger than that

this, structural relaxation may never be completed in a reasonable time.

(v) The surface dynamics should be measured over a wide temperature range,

especially below bulk Tg.

As we presented in Chapter IV, the method of inducing nanostructuration of polymer film

circumvent some of these constraints, allowing to produce ideally perturbed samples for surface

relaxation studies. Nanostructuration of the surface takes place at room temperature without inducing

particles or other probes. The structuration has a tunable nanometric scale, is well shaped, have a

Gaussian size distribution over all surface sample at a length scale of the layer of enhanced mobility.

We decided thus to investigate the thermal-relaxation process of nanostructured polystyrene surfaces.

The comparison of our results, measured at different temperatures and Mw, with the results measured

by other groups using different complementary techniques is presented at the end of the Chapter.
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6.3. Experimental section
Samples: Polystyrene (PS) of four different molecular weights (7, 59, 250, and 500 kDa) were

investigated. PS of 500 kDa and 59 kDa were obtained from Sigma-Aldrich. PS of 250 kDa was

obtained from ACROS Organics. PS of 7 kDa synthesized by ATRP, was a gracious gift from Dr.

Antoine Bousquet.

Tg measurements: DSC measurements were performed on a Perkin Elmer Pyris DSC

apparatus using a closed aluminum pan containing the polystyrene samples. Temperature and enthalpy

calibrations were performed using an indium reference sample. The temperature was raised/decreased

from 30°C to 130°C at 10°C/min. The glass transition temperature of the polymers, taken as the

midpoint temperature determined in the second run, (Figure VI.3) are compiled in Table VI.1.

Figure VI.3: DSC traces for different PS samples

Table VI.1: Second run data from heat/cooling flow curves

PS molecular weight Tg, °C (on heating) Tg, °C (on cooling)
7k 91 89
59k 103 96
250k 107 101
500k 109 97
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Figure VI.4: Dependence of glass transition temperature on molecular weight.

Film preparation: Thin PS films were prepared by spin-coating polystyrene solutions in

toluene onto small (1×1cm2) pieces on silicon wafers or mica. As described in Chapter II, the PS film

thickness is a function of spin-coating speed, solution concentration and polymer molecular weight.

By adjusting these parameters, we prepared smooth PS films of thickness of ≈ 300 nm for all MW’s

(see Chapter II). After spin-coating the PS films were annealed at 95°C for 12 h to remove the residual

solvent and release any mechanical stress built up during the spin coating process. After this treatment,

the samples were ready for investigations.

The thickness of the films was determined by ellipsometry (Nanofilm); roughness and

morphology were assessed by atomic force microscopy in tapping mode (multimode and Icon, Veeco).

6.3.1. Studies of near-free-surface dynamics of glassy polystyrene films

6.3.1.1. Producing and imaging nanostructured PS surfaces
As we described in detail in Chapter III, the method to produce nanometer bumps on PS film

consist in exposing flat hydrophobic polymer films to degassed acidic/basic aqueous solution. Figure

VI.5 illustrates this technique. It can be observed from Figure VI.5-a and Figure VI.5-b that after

exposing a smooth PS film to a degassed nitric acid aqueous solution of pH=1.5 nanobumps with a

regular size appear on the surface of PS. Figure VI.5-c shows histograms of bumps diameter and

height data from which we determined the number average bump size. The statistics performed on all

bumps present on the surface revealed a narrow size/height distribution centered on 25 nm and 2.7 nm,
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respectively. As mentioned in Chapter IV, we can tune the typical size of the bumps by controlling the

pH of the degassed solution. High reproducibility can be reached by keeping constant the conditions of

treatment. This will ensure that structuration present on the surface and average parameters of bumps

are similar between different samples.

Figure VI.5: Illustration of the process used to create nano-bumps in the PS surface. (a) Taping mode
height AFM micrograph (3µm× 3µm) taken in air of 300 nm thick, 250 kDa as prepared; (b) after

exposure to a degased solution of nitric acid in double distilled water at pH=1.5 and room temperature.
A typical height profile for each condition is presented. (c) Histogram of bumps height and diameter

distribution.
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6.3.1.2. Surface bumps generation: effect of temperature.
Here we present a new method of tuning the characterization size of induced instability on

surface of thin polystyrene films, by changing the temperature of treatment with degassed solution.

We performed the nanostructuration process described in Chapter IV at temperatures ranging from

22°C to 70°C. As in previous chapters, fresh spin coated annealed samples of PS were explored. For

structuration at controlled temperature, the samples were placed into an oven at the selected

temperature for 2h. Simultaneously, a nitric acid solution of pH=1.5 was degassed under reduced

pressure (~0.2 mbar) at room temperature for 2h. This procedure is thoroughly described in Chapter

IV. After 2h of degassing, the flask containing the solution was placed in a water bath at the selected

temperature (without stopping the pumping) for 30 min. Next, the polymer surface was immersed in

the solution for 5 min inside the oven, at the selected structuration temperature. Similar results were

obtained for longer times in solution, as described later. Subsequently, PS films were dried with a

gentle flow of nitrogen gas and immediately studied by AFM. The results of isothermal

nanostructuration of 300 nm PS-250k films at temperatures between 22 and 70°C are shown in Figure

VI.6.
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Figure VI.6: Taping mode height AFM images taken in air of isothermal nano-structuration of 300 nm
thick, PS-250 kDa films after exposed to a degassed solution of nitric acid water at pH=1.5 at different

temperatures.
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Figure VI.7: Histograms of bumps height and diameter measured in 1×1 µm2 areas of the PS films
structured at different temperatures. The temperature dependence of number average bump height and

diameter are also shown. PS-250 kDa

The size distribution measured at different temperatures together with the variation of number

average of bump size is presented in Figure VI.7. By analyzing the characteristic size of induced

nanostucturation at different temperatures a number of interesting findings can be noticed. First, these

findings indicate once again the presence of a high-mobility layer at the film surface. Second, as

represented in Figure VI.6, the created nano-bumps get larger and higher with increasing temperature,

which suggests that the thickness of the mobile layer increases with temperature. Thus, the method of

nanostructuration can be easily used to create bumps larger in size that those created at very high or

low pH. Third, the bump size distribution changes when the temperature increases: at T=22°C the

histogram of bump diameters is well-described by a single Gaussian peak. On the contrary, at

temperatures larger than 30 °C, a broader, rather bimodal distribution describes better the observed

distribution. We can also observe that by increasing the temperatures both peaks shift to larger sizes,

and the proportion of small bumps decreases: the number of small bumps decreases with increasing

the temperature of treatment. This unexpected observation can be explained in two ways. Either the
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larger size is just the result of ripening, which is accelerated by increasing T (the bimodal distribution

is explained by the fact that some smaller blobs remain intact), or the dynamics of near surface region

of glassy PS films is heterogeneous for T > 30°C [64].

In order to clarify this point, additional experiments were carried out to address the issue of

larger bumps. Are they presents immediately after treatment, or are due to Oswald ripening? We

investigated the temporal evolution of structured morphology at different temperatures.

As already mentioned in Chapter IV, the surface structuration is completed before 1 minute of

immersion. Because of this, we were not able to study the structuration process in situ by AFM in

liquid. However, additionally to the results presented in Chapter IV (cf. Figure IV.22), we explored the

evolution of the surface morphology with time of immersion at different temperatures by removing the

surfaces out of the degassed solution after different periods of time (from 1 second to few hours). If

bimodal distribution of bumps at temperatures larger than 30°C is due to ripening, at short times of

immersion a monomodal distribution is expected, which evolves at longer times of immersion.

The measured temporal evolution of bump size distribution at different temperatures is

presented Figure VI.8. It can be observed in the Figure that complete structuration take place in less

than 30 sec at all temperatures investigated. As can be observed in the AFM micrographs, the

morphology of the samples does not further evolve after 30 sec of treatment, even at high

temperatures. Moreover, bimodal distribution of bumps sizes is always observed at high temperatures

and not evolves in time, as illustrated for the case of T 50°C. From results presented in Figure VI.8, it

seems clear that the larger bumps are forming immediately; their large size and distribution are not

dictated by the effect of ripening. These results seem incompatible with a homogeneous distribution of

structural properties on the polymer surface (elastic modulus and/or viscosity). We will discuss this

interesting finding later in more detail.
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Figure VI.8: AFM micrographs of 300 nm thick PS films after different exposure time to a degassed
water at pH=1.5 (with HNO3) and different temperature of experiment. PS-250 kDa

6.3.1.3. Surface bumps generation: effect of polymer molecular weight.
As was mentioned in the introduction of this chapter, the size of the mobile surface region of

glassy thin films of polystyrene was found to be rather independent of molecular weight in most of

previously reported works. In this section I describe the influence of this important parameter on the

water-induced nanostructuration process. We performed a detailed study of surface bump generation

in films of PS of four different molecular weights (7, 59, 250, and 500 kDa) above and below

entanglement length.1 The film thickness for all four Mw’s was adjusted around 300 nm to avoid the

influence of polymer/substrate interactions described in previous chapter. After spin-coating, the PS

films were identically annealed as described before, and then were exposed simultaneously and during

the same period of time (5 min) to a degassed nitric acid solution of pH = 1.5. Finally, the samples

were dried and analyzed by Tapping Mode AFM. Figure VI.9 shows AFM micrographs taken on the

different samples after treatment, from which we determined the average bump diameter and height.

As can be observed in the figure, there is a slight MW dependence of bumps average height/diameter

on molecular weight at T 30°C. This can be attributed to the fact that the mobility of upmost polymer

layer depends on polymer length: lower molecular weight polymers have a higher mobility and

consequently larger bumps are formed. However, other than for the case of PS of 7 kDa, the effect is

rather minor. A more marked effect of MW on the nanostructuration process is observed at higher

temperatures, as can be observed in Figure VI.10. However, for all studied temperatures, the

structuration of films of short (7 kDa), unentangled chains is much more important than for longer

chains. These results suggest that chain entanglement constrain the motions of the polymer molecules

on the surface, leading to significant reduction of size of induced bumps.

1 Entanglement molecular weight of polystyrene 19100 Kg/mol
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Figure VI.9: Variation of bumps average height (h)/diameter (D) with PS molecular weight
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Figure VI.10: Taping mode 1µm×1µm AFM images taken in air of isothermal nano-structuration of
300 nm thick films of PS-7, 59,250 and 500 kDa after exposure to a degassed solution of nitric acid

water at pH=1.5 at different temperatures (b) Bump height and diameter number average as a function
of MW for different temperatures

6.3.1.4. Molecular weight variation of thickness of mobile surface layer of PS
As already described in this chapter, there is a large body of studies in literature showing the

existence of a mobile layer in the surface of glassy thin polymer films. However, there are only few

studies showing experimental evidence of the temperature dependence of the size of this layer [65].

We can estimate its size from the data presented in Figure VI.6, assuming that it corresponds to the

volume of the induced bumps. For this purpose, we have calculated the total volume of formed PS

bumps at different experimental conditions:
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Figure VI.11: (a)-(b) 2D and 3D AFM images of 300 nm thick PS films after 5 min exposure time to
degassed water at pH=1.5 at T 70°C. (c) PS bumps counting on its 2D image. (d) Number of bumps

present at PS interface after treatment with degsased solution at different temperatures

As shown in Figure VI.6, the morphology of PS surfaces changes with the temperature of

treatment from 22 to 70°C: generated bump sizes vary from few nanometers to almost one hundred

nanometers. As can be observed for example in Figure VI.12 the shape of the bumps is fairly circular,

but PS bumps of more irregular for were also observed at the higher temperatures. If we assume that

the bumps are spherical caps, we can calculate its volume as:= ( ) (6.3)



Chapter VI. Free-surface dynamics of glassy polystyrene films: thermal effects on
nanostructure relaxation

240

Figure VI.12: (a)-(c) PS bump geometry is considered as a part of sphere; bumps volume (V) and are
are calculated using Eq(6.11) by using bump height, h, bump radius, R and their total number N.

Figure VI.13: (a) Mobile surface layer thickness of PS films of different as a function of temperature
(b) Same data represented as a function of temperature deviation from bulk Tg
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By using model showing in Figure VI.14 and by adding the volume of all observed bumps, we

can obtain the volume (and thickness) of the mobile layer. The value obtained at different

temperatures and molecular weights are presented in Figure VI.13. The calculated thickness of the

mobile layer increases with increasing temperatures, and decreases with Mw for a given temperature.

Qualitatively similar temperature dependence has been reported by Herminghaus et al. [66,67]. They

studied polystyrene emulsions by NMR and deduced that d(T) grows continuously according to d(T) ∞

(Tg – T)−1. The depth to which nanoparticles embed on a polystyrene surface has also been well-

described by an exponential growth function [68]. On the contrary, in all above reported works the

size of the mobile surface region of thin polymer films at different temperatures was determined to be

independent of molecular weight of polystyrene. Interestingly, as can be observed in Figure VI.13, our

data for different Mw collapse on a single master curve if it is represented as a function of the deviation

from bulk Tg.

Figure VI.14: Schematic model showing a mobile surface whose thickness grows with temperature.
The exposure to a degassed water solution leads to surface nanostructuration

Two models has been advanced to describe the increment in the thickness of a mobile-like

layer with temperatures from below bulk Tg [66,69]. Both describe rather well our data, so we cannot

select one over the other. In Figure VI.15, the red solid curve is the data fitting to the model proposed

in ref. [69]. This model has an empirical prediction of liquid surface size h as a function of T:= 1 − (6.4)
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where A and ν are material dependent model constants. In ref. [69] it was reported that values of A and

ν 3.2nm and 0.56 were adequate for describing PS films. We found that values A 0.4 nm and ν = 1

produced the best fit to our data (red line in Figure VI.15).

We also attempted to describe our data by the model presented in [66] (green line in Figure VI.15):= (6.5)

where h0 is a material specific constant. We found that value of h = 0.5 nm fits well our data. Values

of h0 = 0.47 nm [66] and 0.82 nm [67] has been reported in the literature, in good agreement with our

results.

Figure VI.15: Mobile surface layer thickness of glassy PS films as a function of temperature; the red
solid curve and the green curve are the fittings to models described in [69] and [66] respectively.
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6.3.2. Surface bumps relaxation process
Two methods based on AFM were used for following the dynamics of relaxation of structured

polystyrene films. At low annealing temperatures, we follow the size distribution of a number of

samples for a certain time (method A). To avoid extra stress caused by repeated heating and cooling of

the samples, we measured each sample only once after annealing has begun. This means that we used

at least one sample per annealing time. Determination of the relaxation curve for any temperature

required then 10 to 20 samples with identical preparation and thermal history (thickness and

annealing), the same treatment with degassed solution, which lead to similar initial height

(h0)/diameter (d0) distributions. This was verified for all the samples by AFM. Then for a given

temperature, all of the prepared samples were placed in the oven. After some time, one of the samples

was removed, cooled down to room temperature, and then measured by AFM. Each AFM image was

analyzed and average diameter and height were extracted. This procedure was repeated at a number of

annealing times until bumps were no longer observed and the polymer films recovered their original

smoothness. Given that the relaxation of bumps were not followed in a particular sample, average

height/diameter of bumps was determined from AFM images taken in several places of the surfaces.

The entire experiment was repeated at different annealing temperatures. The temperature was

precisely controlled during the duration of the tests in regulated ovens: Bioblok Scientific 45001 (with

temperature controlling accuracy 0.5°C) and SalvisLab Vacucenter (accuracy 0.1°C).

The second procedure used to study the thermal relaxation of nanostructured films (method B)

was based on the use of Thermo-Microscope Explorer AFM (Veeco). This method permits to follow

the morphological changes of the polymer surfaces in situ, in real time, and in a wide range of

temperatures. The advantage of this method is that relaxation can be studied in the same position of

the sample, and individual bumps can be investigated. Following particular bumps eliminates the

experimental errors that come from averaging, and the results are more precise. Once placing a

nanostructured sample on the heating stage (temperature accuracy of 0.1°C) the relaxation of bumps is

followed in real time until bumps disappear completely. All AFM images were analyzed and as in

previous cases the dependence h=f(time) or normalized h/h0=f(t) were plotted. The disadvantage of

this second method is that long processes require the uninterrupted operation of the AFM till process is

finished, which is inconvenient or technically impossible for the case of low T.

Since we are studying the thermal dynamical properties of the near free surface region in thin

polymer films, it is important to make sure that real temperature in this region matches the set value.

To verify this, we performed several measurements of the surface temperature of silicon substrate

supported 300nm thick PS films sitting on the AFM heating stage (heater element includes a Derlin

body with a tungsten base and cup; internal components include a multi-stage Peltier element and “K-

type” thermocouple) at different setting temperatures. The surface temperature of the PS film was

monitored using a thermocouple gently touching the sample. Figure VI.16 shows the results. We

observed a systematic deviation from the set temperatures, which was taken into account for data
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analysis. Furthermore, after each experiment was finished and the surface already recovered its

original smoothness, the surface temperature was verified again with the thermocouple.

Figure VI.16: Results of polymer surface temperature measurements: blue squares symbols show the
measured data using a thermocouple on a thin polymer film surface.

6.3.2.1. Surface structure relaxation at constant temperature
As shown in Chapter IV and mentioned above, a well-developed structured layer is formed at

room temperature after a few minutes of contact of PS films with degassed water solution.

Nevertheless, the typical relaxation time of the structure at room temperature is of the order few

weeks. This relaxation is greatly accelerated by increasing the temperature. Before considering the

relaxation process at various temperatures, I will consider the results at 50°C and discuss in detail the

temporal evolution of the morphology of structured layers.

Figure VI.17 shows the temporal evolution of a nanostructured 300 nm film of 250k PS at T

50°C. Two mechanisms govern the temporal evolution of the layer. First, smaller size blobs disappear

at expense of larger ones which increase further in size (e.g., the regions indicated by the arrows)

evidencing the mobility of the polymer chains at the surface. This process, which coarsens the size

distribution of the asperities on the surface, suggests the occurrence of surface Ostwald ripening.

Second, a slow relaxation of the measured blobs is detected. The principal driving force in the

relaxation of the surface roughness is the stress due to the polymer surface tension, which is inversely

proportional to the radius of curvature. The magnitude of the initial stress σ0 will be given by σ0 =

2γ/R, where γ is the PS surface tension and R is the radius of curvature of the nanobump. For a
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spherical cap (bump) with a radius of curvature of 150 nm, σ0 = 0.5 MPa. This is a factor of ≈ 100 less

than the yield stress of PS. The stress gradually decreases as the radii of the nano-bumps decreases.

These AFM micrographs clearly show that the self-assembled nanostructure on the polymer surface is

not at thermodynamic equilibrium. Due to the presence of a zone of enhanced mobility on top of the

polymer surface, the induced nanostructure is able to deform and to reshape. After three weeks, most

of the asperities on the film have already relaxed, and the film recovers its original smooth

morphology.

Figure VI.17: PS surface evolution process of bumps at T 50°C. PS-250 kDa

To determine the bump lifetime at constant temperature, each AFM image was analyzed and

average diameter and height were extracted. Figure VI.18 represents the histograms of all n bumps
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height measured on the 1×1 µm2 area of PS surfaces at specific annealing times. We determined the

number average bump height by a Gaussian fit.

Figure VI.18: Histograms of surface bumps in 1×1 µm2 areas across the PS interface after annealing
bumps at 50°C. The histograms have been shifted both horizontally and vertically for clarity. PS-250

kDa

As can be observed in the figure, the height and number of blobs on the surface progressively

decreases at constant temperature (T 50°C). After some time (536 hours) no more bumps are present

on the surface (or they are undetectable by the AFM data analysis software).

After analysis of all AFM images, the number average bump height and diameter were

extracted from all histograms; the data was used to build a plot of time dependence of the relaxation of

bumps, as represented in Figure VI.19. The solid curve in Figure VI.19 is the single exponential fit of

the measured time evolution. From Figure VI.19 we can observe that even at 50°C, more than 50°C

below the bulk Tg value (103°C), complete surface bumps relaxation is observed in less than 500

hours. Once again, this remarkable result indicates that the PS film surface has enhanced molecular

mobility (or is in the rubbery state) while the bulk material is in the glassy state at the same

temperature.
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Figure VI.19: Surface bumps relaxation at 50°C for a nanostructured 300 nm thick PS film (Mw =
250kDa) on Si; the solid curve represents a single exponential fit of the data.

The time dependence of the annealing of the surface deformations follows a single exponential

relaxation rather than the commonly observed stretched exponential relaxation for bulk PS. In studies

of bulk PS dynamic close to the glass transition, the Kohlrausch-Williams-Watts (KWW) equation

exp(−(t/τ)β) is frequently applied to fit the experimental data; values of the stretch exponent close to β

= 0.4 often provide reasonable fits. In our case, we can find a relationship between the characteristic

relaxation time of the surface and the lifetime of the annealing by using the single exponential fit of

the nano-deformations size, = exp(− ⁄ ) (6.6)

where τ is the time constant of the annealing. Taking in account that initial stress on the system is from

the surface tension force, = (6.7)

The characteristic life times of the nano-bumps can be estimated as described in ref. [46]= ( )( ) (6.8)

where ( ) is the experimentally measured surface bumps lifetime, R is the initial

radius of curvature of the bumps, G0 is the longitudinal glassy creep modulus, and γ is the polymer

surface tension. The time evolution of the bumps height/diameter can be used to obtain the surface

relaxation function for each studied temperature. If the shape of the relaxation function is not

temperature-dependent, then it is possible to find a shift factor, aT, such as the relaxation curves at
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different temperatures in time can be superimposed. This is a commonly used technique to describe

the temperature dependence of relaxation times in glass-forming materials, as described in Chapter I.

6.3.2.2. Surface structure relaxation: effect of temperature
We measured the nanometer surface bumps relaxation at different temperatures ranging from

30 to 95°C. To exclude potential substrate effects on the near free surface dynamics, the samples used

are thick (h>300nm) PS films on silicon. It is important to emphasize that all the samples were

generated under identical conditions. In particular, the nanostructuration process was done at 25°C on

each case, so a rather monodisperse bump size distribution was regularly obtained. After the surface

nanostructure was generated the samples were stored at different temperatures. Samples at

temperatures between 70 and 95°C were investigated by tests in situ and in real time (method B

described above). For samples stored at lower temperatures, method A was employed. As pointed out

earlier, lower temperature experiments are time consuming and involve study of multiple samples (10

to 20) with identical preparation and thermal history (thickness and annealing), with the same

treatment with degassed solution which lead to similar initial bump size distributions.

Figure VI.20 shows the time dependence of the bump height obtained for the different

temperatures investigated. Selected AFM micrographs corresponding to these experiments are

presented in Figure VI.21.

Figure VI.20: Time dependence of the relaxation of bump height at selected temperatures. PS-250 kDa
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Figure VI.21: Tapping-mode height AFM images measured in air illustrating the evolution of nano-
bumps at different temperatures.PS-250 kDa. Film thickness 300 nm
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The effect of temperature on the relaxation time of bumps is quite evident: the relaxation time

markedly decreases with increasing temperature. This implies that the polymer interface have

enhanced molecular mobility with increasing temperature, even though the entire set of experiments

was conducted at temperature T < Tg, were the material should be in the glassy state.

The time dependence of the bump relaxation functions acquired at different temperatures have

been fitted with single exponential decay functions. This single relaxation process was enough to

obtain a reasonably good fit of all the curves measured, with the possible exception of T=80°C. As the

shape of the relaxation function is not temperature-dependent, we assumed that the system is

thermorheologically simple and applied the time temperature superposition method to obtain a master

curve containing all the data, as explained in Chapter I. After choosing the reference temperature (Tref)

to be 95°C, all the other isotherms were shifted horizontally by a shift factor aT until they overlapped

with the reference isotherm (when an isotherm is shifted to the left, it corresponds to a decrease of the

relaxation time, and vice versa). The master curve of the measured bump height relaxation is

represented in Figure VI.22. It is obvious that the relaxation data can be well described by a single

exponential (solid curve), in manifest contrast to the relaxation function of bulk PS, which is better

described by stretching exponential (f = f0 exp[−(t/τ)β]) with β values ≈ 0.4 (dashed curve in Figure

VI.22) [8]. The fact that the relaxation behavior changes from stretched exponential to a single

exponential relaxation was also recently observed in studies of nano holes relaxation in the surface of

PS films [46]. The strong deviation from bulk behavior suggest either a large change in the relaxations

behaviour, or the presence of a new relaxation mechanism near the surface which becomes faster at

lower temperatures compared to the bulk α relaxation.

Figure VI.22: Time dependence of the relaxation of bump height for all temperature investigated. The
time data were shifted by a factor aT so that all data collapses into a single master curve, as explained

in the text. The solid line is a single-exponential fit; the dashed line is a stretched exponential with
bulk value of β=0.4, with the same average lifetime as the single-exponential fit.
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The dependence of aT with temperature is presented in Figure VI.23. Note that two different

temperature dependence regimes can be distinguished. At lower temperatures the temperature

dependence of the shift factors becomes very weak, while at temperatures closer Tg to it changes much

faster. I will discuss this point later in more detail. It is also interesting to compare the aT values

obtained in this work with the ones reported previously. The shift factors reported by Dhinojwala and

coworkers for bulk PS below Tg obtained using a second-harmonic generation technique (SHG) [70]

and the values resulting from extrapolation of the dynamics of α relaxation [17] to temperatures below

Tg, are presented in Figure VI.23. We can easily observe the large difference between bulk and surface

shift factors. Both, the results of the extrapolation of the liquid behavior and the bulk glass

measurements, point to a much slower dynamics than the one measured from the bump relaxation.

Figure VI.23: Shift factors used to produce superposition of the measured data; the solid curve
corresponds to the bulk shift factors of PS obtained by the SHG technique [70]. The dashed line is

obtained from the extrapolation of the dynamics of α relaxation [17]

It is also instructive to compare directly the measured relaxation times in different

experiments. Figure VI.24 shows the relaxation times of bumps, along with plots of α relaxation times

in PS obtained from the SHG technique [70]. Note that as different techniques are used for the bulk

and surface measurements, there may be a relative vertical shift with a few orders of magnitude

between different data sets, but the temperature dependences is independent of the technique and can

be used to compare them. It is again quite clear that the temperature dependence of the dynamics of

the near free surface regions of the thin polystyrene films is remarkably different from those of chain

segment related α mode (shown as the solid black curve) in bulk polystyrene systems. It is also clear

that two different regimes can be distinguished in the data measured from the relaxation of the
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nanostructured polymer films. At higher temperatures (60 – 95 °C) the relaxation time can be

described by Arrhenius behavior with a single activation energy, as indicated by the red dashed line in

the Figure VI.24. Arrhenius-like temperature dependence of τ for T<Tg, was observed also in bulk

polymeric glasses [71], as the material departs from an equilibrium situation. On the contrary, in the

low temperature window, (T<60°C), the temperature dependence is weaker and almost indiscernible.

As has been detailed before [43], different scenarios may account for the Arrhenius behaviour

[72,73]. In the Adam and Gibbs model of relaxation of glass formers [72] τ(T)=τ∞ exp(C/TSc), where

C is a constant and Sc(T) is the configurational entropy. For T<Tg, the temperature dependence of Sc,

measured for different glass formers, is weak [74]. If Sc is approximately constant, Arrhenius-type

dependence will be obtained. Confinement effects can also be evoked. The dramatic slowing down of

structural relaxation of amorphous polymers upon cooling is often attributed to the necessity of

cooperative rearrangements [5,72,75] inside regions of size that increases with decreasing

temperature. When the cooperativity length comprises the whole object, the effective activation energy

becomes independent of temperature and Arrhenius like behavior will be observed. The sub-Arrhenius

behaviour observed at low temperature is even more intriguing. At a first sight, the reduced thermal

dependence would suggest a decreasing energy barrier with decreasing temperature, which appears

completely counterintuitive. At least two hypotheses can be evoked to explain these results. It is

possible that there exist different relaxation processes (with different activation energies) responsible

for the behavior at high and low temperature. When the fast process is slow down at low temperatures

only the slow process is detected. We have already discussed how by changing the temperature of the

sample while structuration a very different morphology is obtained (homogeneous vs heterogenous

structuration). The heterogeneity of the sample at higher temperatures may be related to an accelerated

(thermally activated) relaxation process. A second possibility is related to the actual configuration of

the films before treatment. As mentioned before, the structuration of all samples was performed at

25°C under identical conditions. However, as I discussed in previous chapter, the cooling of the

polymer films after annealing is carried out in a finite time, while an extremely long time is necessary

to reach thermodynamic equilibrium at 25°C. It is easy to imagine that, after cooling, the polymer

films become frozen in a configuration corresponding to a higher effective temperature. Thus, heating

the relaxing sample at temperatures below its effective structural temperature will have a less

significant effect on its temporal evolution. Indeed, this factor may be responsible for the observed

heterogeneity on the structural response of the films upon degassed-water treatment.
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Figure VI.24: Comparison of the calculated surface relaxation times (◘) with bulk α [70] relaxations
of PS.

It is also interesting to compare our results of bumps surface relaxation with the results of the

dynamic measurements of polystyrene in bulk and at surfaces at temperature below bulk Tg using

different techniques. We have compiled the data on relaxation of PS at temperatures below Tg reported

by different groups, and converted the relaxation times to shift factors as described before (Figure

VI.25) The similarities between the local dynamics of polymers surface on nanometer scales

determined by the different groups are evident. We can clearly observe in Figure VI.25 that our results

of polystyrene surface bumps relaxation are in good agreement with recent studies of surface holes

relaxation [46], results of relaxation processes obtained using temperature-controlled friction force

microscopy (FFM) [32] or a lateral force microscopy (LFM) [50], and with the dynamics of free

standing films measured by light scattering [32]. This agreement suggests that the sample preparation

and the exact structure of thin films are not major causes of reported anomalies in film dynamics or in

Tg. On the contrary, dielectric measurements of polymer films show a different behavior (probably

because the free surface was covered with Al, and the enhanced dynamics is not detected [51,23,24])

but they match the behaviour reported for studies of relaxation in bulk PS. Interestingly, one AC

calorimetric study performed in thin PS films [14] did not match the rest of the film/surface studies.

As it was performed at relatively high frequencies, it is possible that the rate of temperature variations

was too high to allow the equilibration of the films. Indeed, the authors of this study did not observe

any dependence of Tg on film thickness, down to values of 15 nm.
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Figure VI.25: Shift factors calculated using WLF equation for PS at different temperatures below Tg;
◘ - from bumps relaxation, - holes relaxation [46],■ - calculated from second harmonic generation

(SHG) [70], ● - temperature-controlled friction force microscopy (FFM) [32] and lateral force
microscopy (LFM) [50], - from photon correlation spectroscopy (PCS) [32] data for supporting

film, ■,▲,♦, , - dielectric relaxation spectroscopy (DRS) [23,24] of films with different thickness
and ▼ - from differential AC-Chip calorimetry [14].

This compilation of data constitutes strong evidence that near free surface region has enhanced

molecular mobility compared to the bulk [70]. The combination of these experimental results strongly

suggests the existence of a different relaxation mechanism at the near-free-surface region compared to

bulk. This results can also explain the broadening of the transition in thin films, as this new surface

relaxation mode in dominant at T < Tg(bulk). At T > Tg(bulk) the bulk α-relaxation determines the

dynamics of the system. On the contrary, at T < Tg (bulk) this surface relaxation mode will be active

down to very low temperatures (with a weaker temperature dependence compared to bulk behavior)
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causing a broadening of the transition. This can explain the difference between the two sets of data

compiled in Figure VI.23. More careful studies on the exact nature of this new mode of relaxation, the

influence of polymeric nature or the thickness below which the Tg anomalies can be detected should be

performed to verify the universality of this behavior. A complete theoretical description is also

required for describing the observe phenomena. As described in previous chapter, the de Gennes

theory of sliding motion [76] could be a good candidate in explanation of how the effects of the free-

surface are propagated into the bulk of the film, and why it becomes faster than the bulk α relaxation

only at temperatures close or below bulk Tg.

6.3.2.3. Surface structure relaxation: effect of polymer molecular weight.
As was shown above molecular weight is one of the parameters that determine the

characteristic size of the induced nanostructuration. More precise information about how surface

motion of polymer chains is affected by chain length can be extracted from the time-dependent

relaxation of surface deformations. In this section I describe how relaxation time of structured surfaces

varies with Mw of polymer. Structured samples of four different molecular weights (7, 59, 250, and

500 kDa) above and below entanglement length were prepared by exposing to a degassed solution of

pH=1.5 as describe before (Figure VI.26). We performed a detailed study of surface relaxation of the

different samples at 40°C.

Figure VI.26: Variation of bumps average height (h)/diameter (D) with PS molecular weight
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Figure VI.27 and Figure VI.28 show the time dependence of the bump dimensions and

selected AFM micrographs measured at constant temperature T = 40°C for the four MW’s samples. As

mentioned before, we can distinguish two mechanisms governing the temporal evolution of the

nanostructured layers. Ostwald ripening can clearly be observed at short times; for example, for PS

sample of 7 kDa, more than ½ smaller size blobs disappear and larger bumps appear after 18 hours.

This process is probably responsible for the increase in average bump size observed at short times

(obviously, the total bump volume monotonically decreases with time, due to surface relaxation).

Moreover, from these plots we can observe that ripening is faster for lower molecular weights,

evidencing that the mobility of the polymer chains at the surface is MW dependent. When ripening is

les marked, bumps start to relax under Laplace pressure. From Figure VI.27 and Figure VI.28 it is

visible that the relaxation of the polymer surfaces depend strongly on chain length: bumps from short

(7 kDa) unentangled polymer chains easily deform and reshape and relaxation is very rapid, while,

entanglement seems to constrain the motions of the polymer molecules for long chains samples,

leading to a significant increasing in relaxation times.

Figure VI.27: Time dependence of the bumps height size and total volume for four MW at T = 40°C.
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Figure VI.28: AFM images of PS (7, 59, 250, and 500 kDa), illustrating the surface relaxation for
different samples T = 40°C.

The temporal evolution of bump dimension for the different MW’s is presented in Figure

VI.29. As before, we use a single exponential function exp(−(t/τ)) to fit the experimental data, where τ

is the surface bumps lifetime (solid curves in Figure VI.29). Again, this single exponential relaxation

appears to correctly fit the experimental data. Figure VI.30 shows the measured surface relaxation

times as a function of molecular weight. We found that the surface relaxation time increases with the

MW of PS. The limited set of data can roughly be fitted as τ ∝ logN, where N is the degree of

polymerization; this sublinear dependence of τ on MW is weaker than what is predicted by Rouse

model (τ ∝ N) or simple polymer reptation (τ ∝ N3) [4,6,5].
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The Mw dependence of polymer dynamics in the near free surface region of PS films has not

been extensively investigated in the past. Rouse-like dynamics in the near free surface region in 2 nm

confinements for high MW PS films was reported in ref. [77]. Qi and Forrest [78] also observed a

linear dependence of characteristic time of embedding of gold spheres with Mw, for PS samples with

200<Mw <1200 kDa at temperatures close to bulk Tg; on the contrary, at temperatures lower than bulk

Tg (the regimen explored in this work) almost no MW dependence was observed. These results can be

contrasted with the results obtained for i-PMMA films, where even at a temperature of ~36K below

the bulk Tg the near free surface region can be treated as a Rouse-like viscous fluid and a linear MW

dependence of dynamics was observed [47]. This dissimilar behaviour of i-PMMA and PS probably

indicates a structural difference in the near free surface regions of thin polymer films of different

nature.

The conclusion extracted from temperature dependence study, that “near free surface region

of PS films comparing to the bulk has its own specific Tg”, has to be enlarged to include the influence

of polymer type and Mw.

Figure VI.29: Time dependence of the relaxation of bumps for PS (7, 59, 250, and 500 kDa) at T=
40°C.
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Figure VI.30: Surface bumps life time of PS films (≈ 300 nm) on Si for different molecular weights.

6.4. Conclusion
In this study, we probed the near free surface dynamical properties of thin polystyrene films

with the nanobumps relaxation technique. Some interesting observations are found by this simple but

powerful technique, which implies the smallest probing perturbations to polymer samples.

 It is found that there is a mobile surface layer in glassy thin polystyrene films and the

mobile surface size increases with increasing temperature.

 The region of enhanced dynamics in thin polymer films is observed to be dependent

on molecular weight of the polymer. This unexpected Mw dependence together with

the temperature dependence of the near free surface dynamics of PS films strongly

indicate a unique structural difference between the free surface region and the bulk

part, which warrants more experimental and theoretical studies.

 We have devised and carried out a simple experiment that enables us to

unambiguously measure the temperature dependent relaxation time for the mobile

surface region of polystyrene films. The surface region shows relaxation at all

temperatures measured (down to 30°C), and the resulting relaxation times display a

surprisingly weak temperature dependence at low T.

 The surface relaxation time is observed to be weakly dependent on MW.

 The surface relaxation obtained results shows a remarkable consistency to recently

reported works concerning thin film relaxation data.
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In this thesis I investigate novel methods of structuring and control structure formation process

in thin polymer films, particularly at temperatures lower than their glass transition. I have found that

the surface of glassy polystyrene can be reconstructed at room temperature either by direct or indirect

application of an electric field, strongly suggesting that a layer of enhanced mobility indeed exists at

the surface of this glassy polymer. However, the direct study of properties of this specific near free

surface region of thin polymer films is very rare due to the limited suitable experimental techniques.

For this reason, I have completed an extensive study of the temporal relaxation of polymer surfaces

previously structured by our methods. I think our results suggest a number of interesting lines of

research that are well worth pursuing. I will mention the ones that I feel are the most promising.

Some future work

 A more complete characterization of the surface modification under direct application

of an electric field seems interesting. In particular, it would be interesting and useful

to know how the wavelength and morphology of this instability depend on

temperature of the sample and molecular weight. Theoretical analysis will improve

our understanding of the physical proprieties of this process.

 In my opinion, many doors are open related to the nanostucturation of hydrophobic

polymer surfaces by simple treatment with degassed aqueous solutions. Elucidation of

the details of the mechanism responsible for this process and ion specificity effects

require a large body of theoretical and experimental work.

 The findings of our study of bump relaxation suggest specific properties in the near

free surface region of PS films. In particular, the resulting relaxation times display

surprisingly weak temperature dependence at low T. The influence of aging and

annealing process on this result should be elucidated. In addition, it is worthwhile to

conduct more studies to investigate any potential dependence of polymer material and

Mw dependence in this temperature region.

 We observe heterogeneous dynamics in glassy polymer films with nanometer

resolution. It will be interesting to conduct some more studies around this subject (a

hard task due to the limited experimental techniques and studies available).



Concluding remarks and future work

270


	C0.pdf
	Acknowledgment.pdf
	Abstract.pdf
	Table of contents.pdf
	Chapter I.pdf
	Chapter II.pdf
	Chapter III.pdf
	Chapter IV.pdf
	Chapter V.pdf
	Chapter VI.pdf
	Conclusion.pdf

