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## Introduction

Les protocoles de communication sont omniprésents de nos jours. Ils sont essentiels pour le fonctionnement correct d'un large nombre d'applications impliquant des dispositifs électroniques communicants. Ils sont ainsi présents dans nos activités maintenant communes, comme communiquer à l'aide d'un téléphone mobile, écrire des message électroniques, ou faire des achats sur l'Internet, ou encore s'abonner aux chaînes de télévision payantes. Dans beaucoup de telles applications, la sécurité est d'une importance majeure. On veut que nos communications soient privées, que nos données ne soient pas modifiées pendant leur transmission, on veut être sûr de l'identité de notre partenaire de communication.

Des protocoles de sécurité sont alors construits pour assurer de tels buts, et ils emploient la cryptographie pour obtenir les briques de base. Cependant, même si ces briques sont parfaitement sûrs, la manière dont elles sont combinées afin d'obtenir un protocole est très importante. En effet, beaucoup de protocoles qu'on a considéré corrects se sont avérés avoir des failles (pas du tout liées à la cryptanalyse). Ces failles peuvent être employées par des entités malveillantes, et peuvent entraîner des conséquences très négatives une fois que le protocole est déjà déployé, car la même faille peut être employée à plusieurs reprises jusqu'à ce qu'une correction est distribué. Il est par conséquent très important de réaliser des analyses soigneuses des protocoles de sécurité afin d'être sûr qu'ils réalisent les buts pour lesquels ils sont conçus.

## 1 Protocoles cryptographiques

### 1.1 Protocoles de communication. Terminologie

Un protocole de communication simple est celui utilisé quand deux personnes se réunissent pour la première fois, et peut le décrire comme suit :

$$
\begin{aligned}
& A \Rightarrow B: \text { «Bonjour, je m'appelle } A . » \\
& B \Rightarrow A: \text { «Je m'appelle } B \text {. Enchanté de connaissance.» }
\end{aligned}
$$

On observe qu'un protocole est une suite de règles, chacune indiquant l'expéditeur ( $A$ dans la première règle), le destinataire ( $B$ dans la deuxième règle), et le message envoyé par l'expéditeur. Dans un protocole chaque participant joue un certain rôle. Ici il y en a deux : le initiateur $A$ et le répondeur $B$. Les symboles $A$ et $B$ (abréviations pour Alice et Bob) dans le côté droit des règles sont des noms génériques qui dénotent les identités de l'initiateur et du répondeur respectivement. En situations concrètes, on a besoin de concrétiser cette description (c'est-à-dire, les pièces génériques) pour obtenir la séquence réelle des messages échangés, parlant ainsi d'une session du protocole. Nous pouvons également concrétiser seulement un certain rôle obtenant de ce fait une session d'un rôle. Les participants, génériques ou concrets, s'appellent également agents, ou (moins souvent) parties.

Par exemple, le rôle de Bob peut être joué par $b$, où $b$ est une certaine identité d'agent. Rien n'empêche $b$ de jouer, dans une autre session, le rôle de $A$. D'ailleurs ces sessions peuvent être exécutées concurremment, en d'autres termes leurs règles peuvent être entrelacées. Par exemple, l'exécution suivante est possible :

| (1).1 | $a(A) \Rightarrow b(B):$ "Bonjour, je m'appelle $a$. » |
| :--- | :--- |
| (2).1 | $b(A) \Rightarrow c(B):$ "Bonjour, je m'appelle $b . »$ |
| (2).2 | $c(B) \Rightarrow b(A):$ "Je m'appelle $c$. Enchanté de connaissance. » |
| (1).2 | $b(B) \Rightarrow a(A): \quad$ "Je m'appelle $b$. Enchanté de connaissance. » |

Les nombres entre les parenthèses dénotent la session, et les nombres qui suivent dénotent l'index de la règle dans une session. En outre, $b(A)$ dénote que le participant $b$ joue le rôle d'Alice.

Chaque protocole est conçu pour atteindre un certain but. Dans l'exemple au-dessus, le but est que les participants se présentent. Le but peut être exprimé par une ou plusieurs propriétés que les exécutions du protocole devraient satisfaire. Les propriétés dépendent généralement de l'environnement dans lequel le protocole est déployé. Supposons, en utilisant le même exemple, que les participants veulent avoir une conversation confidentielle. Si leur conversation a lieu dans un endroit public ou par téléphone, alors la communication est clairement peu sûre, car une entité malveillante peut écouter les conversation sans que les participants le remarquent.

La situation est (d'une manière conceptuelle) identique quand les protocoles sont déployés sur des réseaux informatiques, où les participants sont des programmes (ou des ordinateurs). Considérons par exemple le protocole SMTP (Simple Mail Transfer Protocol), qui peut être décrit schématiquement ${ }^{1}$ comme suit:

$$
\begin{aligned}
& A \Rightarrow S: \text { « mail from :», } A, \text { «rcpt to : », } B,<\text { data », msg, «.» } \\
& S \Rightarrow B: m s g
\end{aligned}
$$

Ici ',' dénote la concaténation des messages, et $S$ dénote le rôle du serveur de courrier électronique. L'utilisateur $A$ indique l'expéditeur (c'est lui-même), le destinataire prévu $B$ et le contenu $m s g$ du courrier. Le but principal de ce protocole est l'envoi de messages par Internet, sa correction étant formulée par rapport à cette condition. Cependant on voit que le contenu du courrier n'est pas protégé contre la divulgation ou l'altération, et on n'est pas assuré de l'identité des participants (par exemple, $a$ peut envoyer un message commençant par «mail from : $c$ » au lieu de «mail from : $a »$ ). En effet, des actions malveillantes, comme l'espionnage, l'altération ou la falsification des messages, peuvent être facilement effectuées par un serveur corrompu, un agent malveillant ou un tiers (en utilisant par exemple un outil qui examine et/ou modifie les paquets transmis). Par conséquent, il est souhaitable d'assurer des propriétés qui montrent l'impossibilité de telles actions. De telles propriétés qui suppose l'existence d'un environnement malveillant s'appellent des propriétés de sécurité et les protocoles qui visent à les garantir sont des protocoles de sécurité.

### 1.2 L'intrus

Les propriétés de sécurité sont particulièrement importantes surtout quand l'environnement est hostile. Par conséquent, lorsque on parle de protocole de sécurité nous allons toujours supposer un environnement malveillant. Concrètement cet environnement prend la forme d'un agent ayant des capacités spéciales, appelé intrus et dénoté $I$, également connu comme adversaire, ou

[^0]attaquant. On suppose qu'il peut écouter la communication et, par conséquent, connaît tous les messages qui ont été envoyés sur le réseau. Si ses capacités sont limitées à celles-ci, nous parlons d'un intrus passif. Un intrus actif peut faire beaucoup plus.
R. Needham et M. Schroeder [NS78] décrivent pour la première fois les capacités de l'intrus :

On suppose qu'un intrus peut interposer un ordinateur dans toutes les voies de communication, et peut donc modifier ou copier des parties de messages, rediffuser des messages ou émettre de matériel faux.

Un intrus (étant un agent) peut jouer un rôle dans le protocole, mais il n'est pas obligé de suivre les règles du protocole, comme c'est le cas pour les agents honnêtes. De plus, l'intrus connait toutes les données privées des agents corrompus, étant ainsi en mesure de jouer leur rôle sans que les autres agents s'en aperçoivent. Également, on suppose que les agents malhonnêtes (c'est-à-dire qui ne suivent pas le protocole) font partie de l'environnement et ils sont donc représentée par l'intrus. En d'autres termes, agent malhonnête et agent corrompu représentent le même concept.

### 1.3 Propriétés de sécurité

Le secret et l'authentification sont des propriétés fondamentales requises par beaucoup d'applications génériques. Toutefois certaines applications nécessitent des propriétés adaptées à leurs besoins. Par exemple, pour les protocoles de signature de contrat on demande des propriétés telles que l'équité et la non-répudiation, alors que pour les protocoles de vote l'anonymat des électeurs et leur résistance contre la coercition sont nécessaires. La spécification et l'analyse de ces propriétés exigent en général des techniques dédiées (par exemple de la théorie des jeux).

Le secret Cette propriété demande en qénéral que certains messages ne devraient être connus que par certains agents, en particulier, qu'ils ne devraient pas être connus de l'intrus. Mais on peut aussi exiger que l'intrus n'est pas en mesure de déduire quelque chose sur le secret des messages. Cela équivaut à dire que l'intrus n'est pas capable de faire la distinction entre exécutions du protocole dans lesquelles le secret a été remplacé par des messages arbitraires. Pour faire la différence entre les deux versions du secret, nous appelons la première secret simple et la deuxième secret fort. Une autre variante de cette propriété de secret, connue sous le nom de secret en avant, est obtenue en demandant que certaines valeurs doivent rester secrètes même après révélation d'autres valeurs secrètes.

L'authentification Cette propriété est satisfaite si les agents ont fait la preuve de leur identité (à certains autres agents) d'une certaine manière. Selon le mécanisme utilisé pour l'assurer et/ou de la quantité de confiance nécessaire on peut énoncer de nombreuses variantes de cette propriété. Par exemple, on pourrait la formuler de façon absolue : les agents ne se trompent pas sur l'identité de leurs partenaires de communication, ou, selon le mécanisme qui est utilisé pour l'authentification : les agents sont en accord sur certaines valeurs (par exemple, ce qui a été envoyé est ce qui a été reçu).

Nous avons déjà mentionné que l'intrus a le contrôle des communications, et en particulier, il connaît et il est en mesure de modifier les messages qui sont envoyés sur le réseau. De telles propriétés de sécurité ne pourraient pas être satisfaites si nous n'avions pas d'outils pour assurer la confidentialité et l'intégrité des messages. Heureusement, de tels outils existent, fournis et garantis par la cryptographie. Les protocoles de sécurité sont donc également appelés protocoles cryptographiques.

### 1.4 Primitives cryptographiques

Des outils cryptographiques existent depuis les temps anciens, utilisés surtout à des fins militaires. C'est seulement avec l'avènement des dispositifs électroniques que la cryptographie est devenue un domaine bien établi et indépendant (voir, par exemple, [MVO96, Sch93] pour des textes introductives).

Les primitives cryptographiques sont les opérations de base à partir desquelles la sécurité est construite. Ils opèrent sur chaîne de bits. Les opérations les plus utilisées sont le chiffrement, qui assure la confidentialité des messages, le hachage, qui garantit l'intégrité des messages, et les signatures numériques, qui assurent l'authentification de l'origine des messages.

Le chiffrement dissimule l'information, alors que le déchiffrement la révèle. Ces opérations ont des clés comme paramètres ce qui permet que le même schéma soit utilisé par les différentes parties. L'information à chiffrer est appelée texte en clair, tandis que l'information chiffrée est appelée chiffré.

Chiffrement symétrique Dans de tels systèmes de chiffrement, la même clé est utilisée pour à la fois pour chiffrer et déchiffrer un message. Deux agents partagent alors une clé afin de communiquer de façon sûre, d'où l'autre nom chiffrement à clé partagée. Le chiffrement symétrique du message $M$ avec la clé $K$ est noté $\{M\}\}_{K}$.

Le chiffrement d'un message est généralement effectué en découpant le message en plusieurs blocs de longueur fixe, puis en utilisant un algorithmes de chiffrement par blocs (comme le DES ou, plus récemment l'AES). Le mode de chiffrement précise la manière dont l'algorithme de chiffrement par blocs est utilisé pour obtenir le texte chiffré. Le mode le plus simple, appelé ECB (electronic codebook), opère en chiffrant chaque bloc de manière indépendante, le texte chiffré étant la concaténation des résultats. Ainsi, le chiffrement de la séquence de messages $P_{1} P_{2} \ldots P_{n}$ (où certains bits peuvent être ajoutées à $P_{n}$ pour que chaque bloc ait la même longueur) avec la clef $K$ est $\left\{P_{1}\right\}_{K}\left\{\left\{P_{2}\right\}_{K} \cdots\left\{P_{n}\right\}_{K}\right.$.

Pour les autres modes, à l'instar du mode CBC (cipher-block chaining), le chiffrement d'un bloc dépend du chiffrement du bloc précédent. Dans le mode de CBC (illustré dans la Figure 1), le chiffrement de $P_{1} P_{2} \cdots P_{n}$ avec $K$ est $C_{1} C_{2} \cdots C_{n}$ où $C_{0}=I V$ (le vecteur d'initialisation) et $C_{i}=\left\{\left\{C_{i-1} \oplus P_{i}\right\}_{K}\right.$ pour $i \geq 1$, avec $\oplus$ l'opérateur « ou » exclusif (XOR) sur les bits.


Fig. 1 - Le mode CBC de chiffrement.

Le chiffrement en mode CBC a la propriété préfixe suivante : si $C_{1} C_{2} \cdots C_{i} C_{i+1} \cdots C_{n}=$ $\left\{P_{1} P_{2} \cdots P_{i} P_{i+1} \cdots P_{n}\right\}_{K}$ alors $C_{1} C_{2} \cdots C_{i}=\left\{\left\{_{1} P_{2} \cdots P_{i}\right\}_{K}\right.$. C'est-à-dire que un agent (par exemple, l'intrus) peut obtenir $\left\{\{P\}_{K}\right.$ de $\left\{\left\{P, P^{\prime}\right\}_{K}\right.$ si la longueur de $P$ est un multiple de la longueur du bloc utilisée par l'algorithme de chiffrement. On remarque que le chiffrement en mode ECB satisfait aussi la propriété préfixe.

Chiffrement asymétrique Dans de tels systèmes de chiffrement, aussi connus sous le nom de schémas de chiffrement à clés publiques, chaque utilisateur dispose d'une paire de clés, la clé publique ek $(a)$, utilisée pour chiffrer et la clé privée $\mathrm{dk}(a)$, utilisée pour déchiffrer. Les clés publiques sont mises à la disposition de tout le monde, tandis que les clés privées ne sont connues que par leur propriétaire. Le chiffrement d'un message $M$ est cette fois noté $\left\{[M\}_{\text {ek }(a)}\right.$. La sécurité du chiffrement à clé publique repose sur la difficulté à résoudre des problèmes difficiles tels que la factorisation des entiers (comme pour le système RSA [RSA78]) ou le problème du logarithme discret (comme pour le système ElGamal [Gam85]).

Les algorithmes symétriques de chiffrement sont avec plusieurs ordres de grandeur plus rapides que les algorithmes asymétriques. Toutefois, ils sont inadaptées aux grands réseaux en raison du grand nombre de clés qui doivent être échangées avant usage. Ainsi, les deux systèmes se complètent et sont souvent utilisés ensemble : le chiffrement à clés publiques est utilisé d'abord pour la création d'une clé de session, qui est ensuite utilisée par des algorithmes de chiffrement symétrique.

Signatures numériques Les schémas de signature numérique servent à lier un message avec une entité : ils calculent une signature numérique à partir d'un message et d'une clé privée de l'entité signataire (c'est-à-dire une clé de signature). Étant données une signature et une clé de vérification, qui est publique, on peut vérifier l'authenticité de la signature. En d'autres termes, n'importe qui peut vérifier une signature, mais uniquement le possesseur de la clé de signature peut signer.

Dans certaines situations, par exemple dans les protocoles de vote, il est utile qu'un agent signe des messages sans les connaître. Cela peut être réalisée en utilisant des schémas de signature en aveugle. Dans le cas des systèmes de vote électronique, un tel schéma permet à un électeur d'avoir son vote signé aveuglément par un administrateur (sans que celui-ci connaisse le vote). Dans une implémentation typique, le message est d'abord dissimulé et ensuite signé, afin d'obtenir la signature en aveugle. Plus tard, l'opération inverse de la dissimulation, la révélation, peut être appliquée sur une signature en aveugle pour obtenir une signature valide sur le message initial. Ces opérations sont illustrées dans la Figure 2 (où $m$ est le message, $r$ est la clé de dissimulation, et $k$ est la clé de signature).


FIG. 2 - Signatures en aveugle.

Hashage Une fonction de hachage associe une (courte) chaîne de bits de longueur fixe à un message d'une longueur arbitraire. Dans les applications cryptographiques, les fonctions de hachage sont à sens unique. L'intégrité des données des message peut être facilement vérifiée en utilisation de fonctions de hachage, étant donné que le hachage du message a été enregistré dans en lieu sûr. En effet, il suffit de calculer à nouveau le hachage du message et de le comparer avec celui enregistré.

Les primitives cryptographiques peuvent être probabilistes (ou déterministes), selon l'utilisation (ou pas) de l'aléa lors de l'application de la primitive. Ainsi, lorsqu'une primitive probabiliste est appliquée à deux reprises sur la même donnée d'entrée, deux données de sortie différentes sont produites (sauf avec une probabilité négligeable).

En plus des primitives cryptographiques, d'autres éléments de base présents dans les protocoles de sécurité sont les nonces et les horodateurs. Les nonces sont des nombres aléatoires utilisés pas plus qu'une fois dans le même but, modulo une probabilité négligeable. Les nonces et les horodateurs sont destinés à fournir des garanties d'unicité ou de respect de certains ordres chronologiques.

### 1.5 Attaques

Un protocole de sécurité célèbre est le protocole de Needham-Schroeder à clés publiques ${ }^{2}$ [NS78] :

$$
\begin{array}{ll}
A \Rightarrow B: & \left.\left\{N_{a}, A\right]\right\}_{\mathrm{ek}(B)} \\
B \Rightarrow A: & \left\{N_{a}, N_{b}\right\}_{\mathrm{ek}(A)} \\
A \Rightarrow B: & \left\{\left[N_{b}\right]\right\}_{\mathrm{ek}(B)}
\end{array}
$$

Le but de ce protocole est l'authentification mutuelle entre $A$ et $B$, ce qui signifie que si Bob a fini l'exécution (d'une session), il a en fait joué avec Alice (comme il le pense), et symétriquement pour Alice. C'est elle qui initie une session en créant un nouveau nonce $N_{a}$, le concatène avec son identité, chiffre le résultat avec la clé publique de Bob, et lui envoie le message chiffré. Bob répond par le chiffrement (avec la clé publique d'Alice) de la concaténation du nonce reçu (plus exactement, de la première composante du message obtenue en déchiffrant le message reçu avec sa clé privée), et de son propre nonce (récemment généré). Enfin, Alice envoie à Bob son nonce chiffré avec sa clé publique. Le rôle des nonces est d'assurer l'authentification : seul Bob peut lire le premier message et de découvrir la valeur de $N_{a}$. Il en suit que seulement lui pourrait avoir transmis le deuxième message. Le même raisonnement s'applique pour $N_{b}$.

Considérons l'exécution suivante :

| (1). 1 | $A \Rightarrow I$ | $\left\{\left[N_{a}, A\right]\right\}_{\text {ek }(I)}$ |
| :---: | :---: | :---: |
| (2). 1 | $I(A) \Rightarrow B$ | $\left\{\left[N_{a}, A\right]\right\}_{\operatorname{ek}(B)}$ |
| (2). 2 | $B \Rightarrow I(A)$ | $\left\{\left[N_{a}, N_{b}\right\}_{\text {ek }(A)}\right.$ |
| (1). 2 | $I \Rightarrow A$ | $\left\{\left[N_{a}, N_{b}\right]\right\}_{\text {ek }(A)}$ |
| (1). 3 | $A \Rightarrow I$ | $\left\{\left[N_{b}\right\}_{\text {ek }(I)}\right.$ |
| (2). 3 | $I(A) \Rightarrow B$ | $\left\{\left[N_{b}\right]_{\text {ek }}(B)\right.$ |

Alice démarre la communication avec un agent corrompu $I$ (Alice n'est probablement pas au courant de la corruption de $I$ ). L'agent $I$ est en mesure de construire le deuxième message et d'usurper l'identité d'Alice. Ainsi Bob répond, et son message est transmis à Alice comme provenant de $I$ (étapes 3 et 4). Alice poursuit comme prévu (étape 5), et de nouveau $I$ usurpe l'identité d'Alice (étape 6). À la fin de son exécution, Bob estime qu'il a communiqué avec Alice, alors qu'en fait, il a communiqué avec $I$. Donc l'authentification d'Alice à Bob n'est pas satisfaite.

La description ci-dessus correspond à une attaque, c'est-à-dire une séquence d'actions que l'intrus effectue dans le but de falsifier une certaine propriété de sécurité. On remarque que l'attaque ne dépend pas de l'éventuelle faiblesse d'une des primitives cryptographiques, qui sont ainsi considérées sûres. Par contre, l'attaque s'appuie sur une faille logique du protocole (il n'y a pas suffisamment d'information dans le deuxième message pour déduire sa provenance).

L'attaque ci-dessus est un exemple d'une attaque de type homme au milieu. Il existe aussi d'autres types d'attaques, comme :

- attaques par rejeu, lorsque la faille est obtenue en rejouant quelques anciens messages (c'est-à-dire qui ont été envoyés précédemment, dans la même ou dans d'autres sessions du protocole) ;

[^1]- attaques par confusion de type, se fondant sur la mauvaise interprétation d'un message d'un certain type (par exemple une identité) comme un message d'un autre type (par exemple un nonce) ;
- attaques par dictionnaire dans lesquelles un certain message secret (par exemple un mot de passe) peut être (relativement) facilement deviné (parce que l'ensemble de ses valeurs possibles-le dictionnaire-est petit)
Revenant au protocole ci-dessus, ses créateurs étaient conscients qu'il pouvait être «vulnérable à des erreurs extrêmement subtiles » et reconnaissaient que des techniques pour la vérification de la correction de protocoles de sécurité étaient fortement nécessaires. En effet, même si les attaques de type «homme au milieu » étaient déjà connues, il a fallu 17 ans pour trouver de telles erreurs, l'attaque mentionnée étant découverte par G. Lowe [Low96].


## 2 Analyse de protocoles cryptographiques

Développement de protocoles Il y a principalement deux étapes avant la diffusion d'un protocole : la première est la conception du protocole et la seconde est la validation du protocole. Il y a une boucle implicite ici, la conception étant raffinée jusqu'au moment où le protocole est enfin considéré sûr. Il y a donc une forte dépendance entre ces deux étapes.

La conception est guidée par les objectifs de sécurité que le protocole devrait satisfaire, et par le contexte dans lequel le protocole est utilisé. Ce contexte, qui peut être donné par la structure du réseau (par exemple, canaux privés ou publics, réseaux à fil ou réseaux sans fil), son architecture (par exemple, sans ou avec serveurs de confiance), le nombre de participants, et ainsi de suite, impose un certain nombre de contraintes comme la limitation des ressources ou l'efficacité. Ces contraintes peuvent varier considérablement, et c'est là une des raisons pour lesquelles il existe un grand nombre de protocoles, même pour atteindre les mêmes objectifs de sécurité.

Comme nous l'avons vu dans l'exemple ci-dessus, les arguments informels ne suffisent pas à la validation des protocoles de sécurité. Et ce n'est pas un exemple singulier. En effet, un bon nombre des protocoles de sécurité ont des failles (plus ou moins sévères) même s'il s'agit de protocoles utilisés pour l'étude dans la communauté scientifique (comme [Low96, CJ97, Spo]), ou de protocoles utilisées dans des applications réelles, comme dans [CJT $\left.{ }^{+} 06\right]$. Il est donc clair que pour valider les protocoles de sécurité il nous faut des méthodes rigoureuses d'analyse. En outre, en raison du grand nombre de protocoles et de variantes, et aussi en raison de la complexité de leur analyse, il est également très important d'avoir des outils automatiques, à la fois pour la conception et la validation de protocoles.

Deux « mondes» pour vérification. Pendant environ 20 ans (à partir de la fin des années 70 jusqu'à la fin des années 90 ), deux approches distinctes et apparemment non liées ont été développées pour la validation rigoureuse de protocoles. Les modèles que ces méthodes utilisent sont appelés d'une part modèles symboliques (connus aussi comme modèles de Dolev-Yao, formels, ou abstraits), et d'autre part modèles cryptographiques (alias probabilistes, calculatoires, ou concrets). Dans les modèles symboliques, les messages sont modélisés par des éléments (ou les classes d'équivalence) dans une algèbre de termes que l'adversaire peut manipuler en utilisant un ensemble fixe d'opérations symboliques. Ainsi, ces modèles introduisent des abstractions, qui permettent un raisonnement plus simple sur la sécurité des protocoles, mais qui sont soumis à des questions regardant leur fidélité par rapport à la réalité. Dans les modèles cryptographiques, les messages sont des chaînes de bits et l'adversaire est une machine de Turing en temps polynômial
probabiliste arbitraire. Étant proches de la réalité, les résultats obtenus dans ces modèles donnent des bonnes garanties de sécurité, mais les preuves de validation sont souvent très difficiles et rarement adaptées à l'automatisation (voir par exemple [GM84, BR93]). Ce n'est que récemment que des outils automatiques [BL06, Bla07] sont apparus pour les modèles cryptographiques.

L'approche symbolique On se place dès maintenant dans le «monde»symboliques (même si des références à l'autre monde peuvent apparaître).

Suite aux travaux de R. Needham et M. Schroeder [NS78], D. Dolev et A. Yao [DY83] ont exécuté la première analyse dans un modèle symbolique, d'où l'autre nom de cette approche. Une très importante abstraction est introduite par leur travail, c'est que le chiffrement est parfait dans le sens où aucune information (pas même partielle) sur le texte en clair ne peut être obtenue à partir du texte chiffré sans connaître la clef de déchiffrement. Lorsqu'on généralise cette hypothèse aux primitives cryptographiques arbitraires nous parlons de l'hypothèse de la cryptographie parfaite. Ultérieurement, S. Even et O. Goldreich [EG83] ont prouvé que la propriété du secret est indécidable (même pour les protocoles sans nonces). Cela montre que l'analyse de protocoles est en effet un problème difficile, et que des abstractions ou des restrictions supplémentaires doivent être considérées pour résoudre le problème.

À partir de ces premiers résultats un nouveau sujet de recherche s'est développé : la vérification symbolique de protocoles de sécurité, avec les objectifs suivants : l'analyse rigoureuse, automatique et fidèle des protocoles. Les résultats peuvent être classifiés de plusieurs manières : chronologiquement, par la classe des protocoles étudiés, par l'ensemble des primitives autorisées, par le type d'attaque ou par la propriété de sécurité, par le but de l'analyse, par le modèle ou par la méthode utilisée dans l'analyse, par le degré d'automatisation... Nous allons essayer dans ce qui suit d'esquisser certains de ces critères, en se concentrant seulement sur certains d'entre eux.

### 2.1 Vérification symbolique de protocoles de sécurité

Les approches symboliques se sont axées, comme nous le faisons aussi, essentiellement sur les protocoles d'échange de clés et les protocoles d'authentification. Toutefois, comme les applications des protocoles se sont diversifiées, et les méthodes de vérification sont devenues plus mûres, on analyse maintenant à l'aide de méthodes symboliques des protocoles de vote [DKR06], de signature de contrat [KKW05], les protocoles récursifs [KKW07], les protocoles pour les services web [BFG04, CLR07] etc.

### 2.1.1 Propriétés de sécurité

Une première difficulté de la vérification symbolique est d'exprimer formellement les propriétés de sécurité qui sont attendues. Comme nous l'avons déjà vu, même une propriété de base telle que le secret admet deux définitions acceptables, à savoir, le secret sous forme d'accessibilité (secret simple) et le secret sous forme d'équivalence (secret fort), et ces notions n'ont apparemment pas de lien [Aba00]. Cependant, un résultat assez surprenant (voir [CW05]) stipule que les homologues des deux notions dans le monde cryptographique (le secret simple admet une formulation sous forme d'accessibilité similaire, et le secret fort est proche de l'indistinguabilité-une définition de sécurité standard dans la cryptographie) sont liés : le secret simple cryptographique implique l'indistinguabilité.

L'authentification a encore plus de variantes. Elles sont souvent formulées par le biais d'assertions de correspondance [WL94]. G. Lowe a donné une hiérarchie des formulations [Low97], allant
de la vivacité (qui prévoit juste que, lorsque l'agent qui authentifie finit l'exécution d'une session, l'agent authentifié a participé au moins dans une autre exécution) à l'accord injectif qui prévoit que pour chaque exécution d'une sessions de l'agent qui authentifie, il existe un unique agent authentifié tel que les deux agents s'entendent sur certaines valeurs.

Le secret simple et l'authentification sont des propriétés généralement exprimées par des prédicats sur des traces (séquences d'états et/ou des actions décrivant l'exécution du système composé d'un protocole et de son environnement), qui ont été abondamment étudiées dans le contexte des systèmes concurrents (mais sans prendre en compte la sécurité). Néanmoins, de nombreuses autres propriétés, comme le secret fort, l'anonymat, l'équité, la non-répudiation ne sont pas des propriétés sur les traces. Les techniques utilisées pour traiter ces propriétés sont en général différentes, et plus subtiles et compliqués. Certaines de ces propriétés n'ont reçu que récemment de bonnes définitions formelles (voir [CDE05] pour des attaques par dictionnaire, [KKT07] pour des propriétés signature de contrat, ou [DKR06] pour des propriétés des protocoles de vote). Nous nous axons principalement dans cette thèse sur les propriétés de trace et dans le reste de cette section sur le secret simple.

### 2.1.2 Les primitives et leur propriétés

Tandis que l'ensemble de primitives cryptographiques étudiées est assez standard (chiffrement symétrique et/ou asymétrique, signatures numériques), c'est le degré avec lequel on modélise leurs propriétés qui varie. Beaucoup d'opérations cryptographiques admettent des propriétés algébriques simples. Par exemple, la concaténation est associative, le chiffrement en mode ECB est homomorphique, et en mode CBC a la propriété préfixe etc. Dans les modèles de Dolev-Yao classiques, qui suppose l'hypothèse de la cryptographie parfaite, ces propriétés sont ignorées. Par exemple, la concaténation est modelisée par le couplage (noté par $\left\langle r, r^{\prime}\right\rangle$ ), qui est non associatif, c'est-à-dire $\left\langle m_{1},\left\langle m_{2}, m_{3}\right\rangle\right\rangle \neq\left\langle\left\langle m_{1}, m_{2}\right\rangle, m_{3}\right\rangle$. Ces propriétés algébriques peuvent être exploitées par les intrus, et donc on peut manquer des attaques si elles ne sont pas prises en compte. De plus, ces propriétés peuvent être cruciales pour un bon fonctionnement du protocole, comme c'est le cas pour certains protocoles de vote qui reposent explicitement sur les propriétés des signatures en aveugle. Par conséquent, un grand nombre de travaux récents portent sur l'affaiblissement de l'hypothèse de la cryptographie parfaite, par exemple [AF01, CLS03, CD05, CR06].

### 2.1.3 Approches

Les protocoles de sécurité sont difficiles à vérifier en raison de leur nature infinie, provenant de plusieurs aspects : les messages échangés peuvent avoir une taille quelconque, ils peuvent utiliser n'importe quel nombre de nouvelles clefs et nonces, le nombre de participants et de sessions n'est pas borné. En effet, même en se limitant au secret sous forme d'accessibilité, plusieurs résultats d'indécidabilité montrent que ces éléments contribuent à la difficulté du problème. Ainsi, le problème reste indécidable même si on limite la taille des messages (voir par exemple [DLMS99, AC02]), ou le nombre de nonces générés pendant l'exécution du protocole (voir par exemple [CC05]). On doit donc trouver d'autres approches au problème générique de la vérification de protocoles.

Recherche d'attaques Comme la plupart des attaques impliquent seulement quelques messages et sessions, une première approche consiste à rechercher d'attaques, en considérant seulement un sous-ensemble de toutes les exécutions.

En effet, la plupart des premiers outils automatiques pour l'analyse de protocole étaient des vérificateurs de modèles (comme FDR [DNL99], Mur $\phi$ [MMS97], ou Brutus [CJM00]), qui ont découvert de nombreuses attaques intéressantes (voir par exemple [Low96]). Ces outils représentent les protocoles par des machines à états finis (et les propriétés de sécurité par des formules dans une logique temporelle), le plus souvent en ne considérant que des messages de taille bornée et un nombre fini de sessions. Une autre possibilité de borner l'espace de recherche est de considérer, comme dans [DLM04], des messages de taille bornée et un nombre fini de nonces, ce qui conduit à la recherche du secret dans une connaissance finie de l'intrus.

En supposant un nombre fini de sessions, mais pas de borne sur la taille du message, l'espace de recherche redevient infini. La façon standard d'aborder ce cadre est d'utiliser des techniques «symboliques » (qui, intuitivement, utilisent des états symboliques pour représenter des ensembles d'états concrètes), comme suggérée pour la première fois par les travaux de A. Huima dans [Hui99]. Puis, le problème du secret a été prouvé NP-complet dans ce cadre par M. Rusinowitch et M. Turuani [RT01]. Le même cadre a été formalisé par J. Millen et V. Shmatikov dans [MS01] par des systèmes de contraintes (une attaque est exprimée sous forme d'une série de contraintes que l'intrus doit résoudre). Pour résoudre les systèmes de contraintes, ils sont d'abord transformés dans des systèmes avec des contraintes plus simples, généralement appelées formes résolues, à l'aide d'un petit ensemble de règles de simplification (tester la satisfiabilité de ces contraintes est beaucoup plus facile). Par rapport à [RT01], en présentant la procédure de décision au moyen d'un petit ensemble de règles de simplification, c'est conceptuellement plus facile d'étendre et modifier celle-ci. En effet, les systèmes de contrainte sont devenus le modèle standard lorsqu'il s'agit d'analyser un nombre borné de sessions (voir par exemple [CLS03, BCD07, DLLT07, CDL06] pour des résultats développés dans ce cadre, concernant des propriétés algébriques des primitives). La même approche est utilisée pour traiter des propriétés arbitraires sur les traces dans [CSE05, Cor06], et des propriétés d'équivalence comme le secret fort, ou la résistance aux attaque par dictionnaire dans [Bau05, Bau07]. Également, plusieurs outils [CE02, Tur06] ont été élaborées pour la vérification des protocoles pour un nombre borné de sessions.

Preuve de correction La recherche d'attaques est une méthode efficace, mais cela ne garantit pas la correction d'un protocole. Et, comme nous l'avons vu, la vérification automatique de protocoles arbitraires n'est pas possible. Alors, on peut renoncer à l'automatisation complète, ou utiliser de procédures de semi-décision, ou restreindre la classe de protocoles considérée, ou faire encore des approximations (ou considérer de combinaisons de ces possibilités).

Ainsi, un des premiers outils qui ne limitent en aucune façon le modèle est l'analyseur de protocoles NRL [Mea96] de C. Meadows. Cependant, l'utilisateur doit interagir avec l'outil pour obtenir une réponse. Les démarches qui utilisent des assistants de preuves, comme de l'approche inductive de L. Paulson [Pau98] (qui utilise Isabelle pour prouver des propriétés de sécurité), suivent la même ligne.

Si l'on veut une automatisation complète et aucune perte de généralité alors on doit se contenter de procédures de semi-décision qui finissent s'il existe une attaque, mais ne terminent pas nécessairement si le protocole est correct. Dans cette catégorie on retrouve des outils comme Casrul [JRV00] ou Athena [SBP01].

Cependant, il est fréquent que les procédures de semi-décision prennent trop de temps avant de donner une réponse (s'ils le font). Alors, une autre façon de procéder consiste à introduire des approximations ou des abstractions dans le modèle. Ces approximations doivent être correctes : si le protocole est prouvé sûr en les utilisant, alors il est en effet sûr. L'inconvénient est que les
approximations peuvent introduire des fausses attaques. Un exemple de ce type d'analyse est l'utilisation d'automates d'arbres pour reconnaître une sur-approximation des connaissances de l'intrus, comme cela a été fait dans [Mon99, GK00, Gou00] ou dans l'outil TA4SP [ABB $\left.{ }^{+} 05\right]$. Réciproquement, on peut faire des sous-approximations de l'ensemble infini des messages «sûrs », comme ça a été fait dans l'outil Hermes [BLP03] à l'aide d'une représentation symbolique de protocoles basée sur des patrons. Un autre exemple est l'utilisation de clauses de Horn pour la représentation des (règles de) protocoles. En général les clauses de Horn ne tiennent pas compte des sessions et de l'ordre d'exécution des règles, car elles peuvent être utilisées à plusieurs reprises. Toutefois, l'avantage de cette modélisation est qu'on peut utiliser des stratégies efficaces de résolution pour la recherche de preuves de correction. Cette approche a été lancée par Ch. Weidenbach [Wei99], et elle a donné naissance à un outil efficace, ProVerif [Bla01]. En outre, des implémentations de protocoles écrits en C ou ML peuvent être vérifiées, en y extrayant un ensemble de clauses de Horn, qui est ensuite transmis aux outils comme SPASS, h1, ou ProVerif (voir respectivement [GP05] et [BFGT06]).

Même si le problème est indécidable en général, on peut encore espérer que c'est décidable pour des classes restreintes (mais assez grandes) de protocoles. Et en effet, plusieurs de ces classes ont été exposées. Un premier résultat de décidabilité a été obtenu dans [DEK82] pour la classe de protocoles ping-pong, protocoles dans lesquels les participants n'ont pas de mémoire et ne peut donc qu'appliquer des séquences d'opérateurs sur le dernier message reçu et envoyer le résultat en retour. Toutefois, ce cadre n'est pas réaliste. Ensuite, G. Lowe a montré dans [Low99] que sous fortes restrictions sur les protocoles la vérification de représentations finies (model-checking) des protocoles est une méthode complète. Ces restrictions imposent par exemple l'absence des copies en «aveugle»; une copie en aveugle est le transfert par un participant d'une donnée inconnue du message reçu vers le message envoyé. Dans [CLC03a], cette restriction a été affaiblie en permettant une copie en aveugle, mais l'analyse ne tenait compte que d'un nombre fini de nonces. Ramanujam et Suresh [RS03], en supposant à nouveau aucune copie en aveugle, ont montré que, pour des protocoles étiquetés (pour lesquels tous les chiffrements dans la spécification contiennent des étiquettes différentes, et qui se distinguent alors également à l'exécution) le secret est décidable, même dans la présence d'un nombre non-borné de nonces. Un résultat similaire [BP03b] est obtenu pour un système d'étiquetage plus simple, mais dans le contexte de clauses de Horn (qui, comme nous l'avons mentionné, introduisent des approximations) ; ce résultat montre que ProVerif finit toujours pour des protocoles étiquetés. Tous ces résultats montrent qu'une classe de protocoles plus « réalistes » et pour laquelle le problème du secret soit décidable pourrait encore être trouvée.

Correction par construction Une approche complètement différente est d'éviter le problème de la vérification, simplement en concevant, dès le début, des protocoles corrects (c'est-à-dire, avec une preuve de correction). À notre connaissance, dans le monde cryptographique cela n'a pas été exploré principalement en raison de la difficulté à produire des preuves de correction. En effet, seul un petit nombre de protocoles ont de telles preuves dans le monde cryptographique [War05, BP03a, $\mathrm{BCJ}^{+} 06$ ] (la situation est susceptible de changer en raison du développement des outils automatiques même dans ce cadre). Toutefois, une approche similaire mais légèrement différente est assez répandue dans le monde cryptographique : on commence avec la conception d'une version simplifiée d'un système destiné à fonctionner seulement dans un environnement restreint (c'est-à-dire avec des adversaires limités), puis obtenir, par l'intermédiaire d'une transformation générique, un système robuste destiné à fonctionner dans des environnements arbitraires. Par exemple, Goldreich, Micali, et Wigderson ont montré comment compiler des protocoles arbitraires
sûrs en présence de participants qui suivent honnêtement le protocole (mais qui peuvent essayer de récupérer des informations auxquelles ils n'ont pas droit), en des protocoles sûrs en présence des participants qui peuvent dévier arbitrairement du protocole [GMW87]. Bellare, Canetti, et Krawczyk ont montré comment transformer un protocole qui est sûr lorsque la communication entre les participants est authentifiée en un protocole sûr lorsque cette hypothèse n'est pas remplie [BCK98].

Dans le monde symbolique, peu d'outils ont été développés avec pour objectif la synthèse automatique des protocoles sûrs. Par exemple, Perrig et Song [PS00] décrivent un outil qui fonctionne essentiellement par la recherche exhaustive de l'espace des protocoles, invoquant Athena pour tester la correction de chaque protocole généré. Mais, en raison de l'immense espace de recherche, cet outil est limité aux protocoles à seulement trois participants.

Plusieurs approches symboliques axées sur la conception modulaire des protocoles ont été proposées. Datta, Derek, Mitchell, et Pavlovic [DDMP05] ont proposé un cadre pour la constructions de protocoles de sécurité à partir de composants simples tels que nonces, certificats, messages chiffrés ou signés. Les propriétés de sécurité sont ainsi ajoutées à un protocole à travers des transformations génériques. M. Abadi, G. Gonthier, et C. Fournet [AFG02] ont proposé un compilateur à partir des programmes qui abstraient les canaux sûrs vers des programmes plus concrètes qui utilisent la cryptographie pour réaliser ces canaux. Le but est d'éliminer l'analyse de la partie cryptographique qui est souvent assez difficile.

Enfin, rappelons également qu'une technique souvent utilisée est de corriger les protocoles ayant des failles en les modifiant juste un peu, et puis argumenter que la version corrigée du protocole est cette fois correcte. Récemment, cette méthode a été automatisée dans [LMH07].

### 2.2 Lien entre les approches symboliques et cryptographiques

Comme nous l'avons déjà mentionné, deux approches ont été mises au point pour l'analyse des protocoles de sécurité. Néanmoins, vers la fin des années 90 , ces approches ont commencé à être reliées (voir [PSW00, LMMS98, AR00]) pour quelques résultats dans cette direction). Par exemple, une voie particulièrement intéressante, ouverte par M. Abadi et P. Rogaway [AR00, AR02], consiste à prouver que les abstractions des opérations cryptographiques réalisées dans le modèle de Dolev-Yao sont correctes dès que des primitives suffisamment fortes sont utilisées dans l'implémentation. Le but est d'obtenir le meilleur des deux mondes: des preuves de sécurité relativement simples, automatiques qui assurent de solides garanties de sécurité. Par exemple, dans le cas du chiffrement asymétrique, il a été démontré [MW04a] que l'hypothèse du chiffrement parfait est une abstraction correcte pour des schémas de chiffrement qui satisfont la propriété IND-CCA2 (correspondant à un niveau de sécurité très fort et bien établi).

Toutefois, il n'est pas toujours suffisant de trouver les bonnes hypothèses cryptographiques. Les modèles symboliques ont parfois besoin d'être modifiés afin de former des abstractions correctes des modèles cryptographiques. C'est notamment le cas en ce qui concerne le chiffrement symétrique. Par exemple, dans [BP04], M. Backes et B. Pfitzmann considèrent des règles supplémentaire pour l'intrus symbolique afin de refléter la véritable capacité d'un intrus réel de choisir ses propres clés d'une façon particulière. Une exigence plus largement utilisée est de contrôler la façon dont des clés peuvent chiffrer d'autres clés. Dans le cas d'un adversaire passif, les résultats de correction [AR02, MW04b] exigent qu'aucun cycle de clés ne peuvent être générés pendant l'exécution d'un protocole. Les cycles de clés sont des messages comme $\left\{\{k\}_{k}\right.$ ou $\left\{\left\{k_{1}\right\} k_{k_{2}},\left\{\left\{k_{2}\right\} k_{k_{1}}\right.\right.$ où une clé chiffre elle-même ou, plus généralement, lorsque la relation entre les clés de chiffrement contient un cycle. De tels cycles de clés sont interdits simplement parce que les définitions habituelles de sécurité pour les schémas de chiffrement ne fournissent aucune garantie lorsque des
cycles de clés peuvent apparaître. Dans le cas actif, les hypothèses qui sont faites sont encore plus fortes. Par exemple, dans [BP04, JLM05] les auteurs exigent qu'une clé $k$ ne chiffre jamais une clé générée avant $k$, ou, plus généralement, que l'on sait à l'avance quelle clé chiffre quelle autre clé. Plus précisément, la relation de chiffrement doit être compatible avec l'ordre dans lequel les clés sont générées, ou plus généralement, elle doit être compatible avec un ordre sur les clé donné a priori. Nous remarquons que l'absence de cycles de clés et des propriétés connexes ne sont pas seulement des propriétés sur les traces mais aussi des propriétés sur la structure des messages, et ne peuvent donc pas être traitées directement par les techniques standards pour les propriétés sur les traces.

### 2.3 Résultats de décidabilité et de transfert

Nous avons déjà vu que l'on peut s'attaquer au problème de la vérification sous différents angles: soit directement, par la recherche de résultats de décidabilité, soit indirectement, par le transfert d'un problème d'un cadre à un autre pour lequel le problème est déjà résolu ou plus simple. C'est le cas pour les transformations des protocoles qui sont (pas) sûrs dans un cadre vers des protocoles qui sont sûrs dans un (autre) cadre plus fort ; ou pour des résultats de correction de modèles symbolique par rapport aux modèles cryptographiques. On mentionne encore un exemple.

Il existe un grand nombre de modèles différents pour raisonner sur la sécurité des protocoles, comme les algèbres de processus (le spi-calcul, le pi-calcul appliqué, et leurs variantes), les strand spaces, la réécriture multi-ensemble, les logiques du premier ordre, etc. Il est généralement admis que une caractérisation des protocoles de sécurité obtenue dans un modèle tient également dans l'autres modèles. Par exemple, on dit que le problème du secret est NP-complet pour un nombre borné de sessions, mais on ne précise pas le modèle dans lequel cela a été prouvé. Toutefois, quelques comparaisons rigoureuses entre différents modèles existent [CDL $\left.{ }^{+} 00, \mathrm{AB} 02, \mathrm{Bla} 05\right]$. On peut les voir également comme des résultats de transfert.

## 3 Contributions and plan de la thèse

Les contributions de cette thèse consistent à améliorer l'état de l'art dans le sujet de la vérification symbolique des protocoles cryptographiques, tout en étudiant des caractéristiques moins explorées dans les directions suivantes:

- primitives cryptographiques : chiffrement CBC, signatures numériques en aveugle;
- propriétés de sécurité : secret fort, existence de cycles de clés;
- approches pour la sécurité : le transfert de la sécurité d'un cadre plus faible vers un cadre plus fort, transformation de protocoles.
Ces caractéristiques ont été étudiées auparavant, mais (du moins quand cette thèse a débuté) elles représent(ai)ent une fraction relativement petite du vaste corpus de la littérature sur les protocoles cryptographiques qui a principalement porté sur :
- primitives cryptographiques : primitives Dolev-Yao (principalement concaténation et chiffrement parfait);
- propriétés de sécurité : secret simple, authentification;
- approches pour la sécurité : la vérification directe des protocoles existants.

Nous avons ainsi également abordé (indirectement) deux importants sujets connexes : l'affaiblissement de l'hypothèse de la cryptographie parfaite (en considérant la propriété préfixe du chiffrement en mode CBC), et le lien entre les approches symboliques et de cryptographiques (en considérant l'existence de cycles de clés). D'autres doctorants, par exemple G. Bana [Ban05],
S. Delaune [Del06], P. Lafourcade [Laf06], P. Adão [Adã06], R. Janvier [Jan06], L. Mazaré [Maz06], M.Baudet [Bau07], se sont récemment concentrés directement sur ces sujets dans leurs thèses.

Plan de la thèse Après avoir donné les définitions préliminaires nécessaires par la suite, on présente dans le premier chapitre comment modéliser les protocoles de sécurité. Le modèle qu'on a choisi est inspiré par le modèle symbolique de D. Micciancio et B. Warinschi [MW04a] et il est plutôt standard pour la modélisation d'un nombre non borné de sessions. Ce modèle présente l'avantage d'être intuitif et explicite (par rapport aux actions de l'intrus et des autres agents). Chaque fois que nous travaillons dans un autre modèle, nous décrivons brièvement sa relation avec ce modèle de référence.

Selon la classification donnée dans la section précédente, nous séparons nos contributions par l'approche adoptée : directe (avec l'obtention de résultats décidabilité) et indirecte (avec l'obtention de résultats transfert). Chaque contribution principale est ensuite présentée en différents chapitres, comme nous le montrons par la suite.

### 3.1 Partie I. Résultats de décidabilité

### 3.1.1 Chapitre 2. Décidabilité de l'existence de cycles de clés

Une première contribution est une procédure NP-complète pour détecter la génération de cycles de clés au cours de l'exécution d'un protocole, en présence d'un intrus actif, pour un nombre borné de sessions. Cette procédure traite plusieurs versions de la définition des cycles de clé (par exemple, cycles de clés à la Abadi-Rogaway, ou les ordres sur les clés à la Backes). Nous avons donc fourni un élément nécessaire pour l'approche qui consiste à prouver des propriétés de sécurité dans le monde cryptographique en partant des preuves pour les même propriétés dans le monde symbolique (et qui utilise pour faire cela des résultats de correction, comme ceux mentionnés dans la Section 2.2).

Nous avons obtenu la décidabilité de cycles de clés en généralisant l'approche par systèmes de contraintes. En effet, nous utilisons les mêmes règles de simplification que dans [CLS03], mais nous montrons de plus que cette méthode est applicable à toute propriété de sécurité qui peut être exprimée sous forme d'un prédicat sur les traces d'un protocole sur les connaissances des agents. Par rapport à [CLS03], le cadre est également étendu aux primitives plus générales, car nous considérons des termes avec sortes, chiffrement symétrique et asymétrique, couplage et signatures (mais nous ne considérons pas de propriétés algébriques). De plus, nous démontrons la terminaison en temps polynômial de la procédure (non déterministe) de décision. Cela établit la complexité de l'approche par systèmes de contraintes, et aussi du problème étudié (modulo sa complexité sur les formes résolues).

Nous illustrons l'applicabilité de notre approche générique, en donnant une preuve alternative simple de la co-NP-complétude du secret pour les protocoles avec des horodateurs. Nous obtenons en fait un grand fragment de la classe décidable des protocoles identifiée par L. Bozga et al [BEL04].

### 3.1.2 Chapitre 3. Décidabilité d'un fragment de clauses de Horn pour protocoles utilisant chiffrement CBC et signatures en aveugles

Nous proposons une stratégie de résolution permettant la décision d'un fragment de la logique de premier ordre. Ce fragment permet d'intégrer la propriété préfixe du chiffrement CBC dans notre modèle et de prouver l'absence d'attaques exploitant cette propriété. Le même fragment permet de modéliser les propriétés des schémas de signature en aveugle. Cette approche suit la
ligne de [CLC03a], mais exige une stratégie raffinée dans le but d'éliminer les clauses supplémentaires générées par la résolution à cause des nouvelles propriétés. En conséquence, nous obtenons que le secret des protocoles cryptographiques peut être prouvé pour un nombre non borné de sessions, dans le cas du chiffrement CBC et des signatures en aveugle, lorsque les nonces sont abstraits par des termes constants et au plus une copie en aveugle est effectué à chaque transition.

Nous appliquons l'algorithme de vérification au protocole de Needham-Schroeder à clés symétriques, qui est soumis à une attaque lorsque le mode de chiffrement CBC est utilisé [PQ00]. Nous montrons comment réparer le protocole et nous prouvons la correction du protocole corrigé. Ce dernier pas est fait automatiquement, car nous avons étendu à notre cadre un prototype de la procédure mise en œuvre dans [CLC03a].

### 3.2 Partie II. Résultats de transfert

### 3.2.1 Chapitre 4. Du secret simple vers le secret fort

Motivés par le résultat de [CW05] et le grand nombre de systèmes disponibles pour la vérification du secret simple, nous initions une étude systématique des situations où le secret simple entraîne le secret fort. Cela se produit dans de nombreux cas intéressants.

Nous obtenons des résultats dans les deux cas, passif et actif, dans le cadre du pi calcul appliqué [AF01]. Nous avons d'abord traité le cas des adversaires passifs. Nous prouvons que le secret simple implique le secret fort, tant que les primitives utilisées sont probabilistes et que le secret n'est pas utilisé pour chiffrer des messages. La première condition n'est pas une restriction puisque le chiffrement probabiliste est de fait la norme dans presque toutes les applications cryptographiques. La deuxième hypothèse est soutenue par des contre-exemples. Ensuite, nous considérons le cas plus difficile des adversaires actifs. Nous donnons des conditions syntaxiques suffisantes sur les protocoles pour que le secret simple implique le secret fort. Intuitivement, nous exigeons en outre que les tests conditionnels ne soient pas effectués directement sur le secret puisque ces tests peuvent fournir des informations sur la valeur du secret. À nouveau, nous présentons plusieurs contre-exemples pour motiver l'introduction de nos conditions. Un aspect important de notre résultat est que nous ne faisons aucune hypothèse sur le nombre de sessions : nous n'avons pas de restriction sur l'utilisation de la réplication. En particulier, notre résultat est valide pour un nombre non borné de sessions.

L'intérêt de cette contribution est double. Tout d'abord, conceptuellement, elle aide à comprendre quand les deux définitions du secret sont effectivement équivalentes. Deuxièmement, nous pouvons transférer les nombreux résultats existants développés pour le secret simple. Par exemple, comme le problème du secret simple est décidable pour les protocoles à étiquettes pour un nombre non borné de sessions [RS03], en traduisant l'hypothèse d'étiquetage au pi calcul appliqué, nous pouvons en dériver un premier résultat de décidabilité pour le secret fort pour un nombre non borné de sessions pour la classe de protocoles répondant à nos critères. D'autres fragments décidables pourraient être déduits de [DLMS99] pour des messages à taille bornée (et nonces) et de [AL00] pour un nombre borné de sessions. Nous illustrons notre approche en montrant le secret fort de trois protocoles de la littérature (à partir du fait connu que ces protocoles satisfont le secret simple).

### 3.2.2 Chapitre 5. Une transformation pour l'obtention de protocoles sûrs

Enfin, nous présentons une transformation qui associe à un protocole sûr dans un sens extrêmement faible (essentiellement dans un modèle où aucun adversaire n'est présent) un protocole
sûr contre un adversaire qui est pleinement actif et qui interagit avec un nombre non borné de sessions de protocole. La transformation est définie pour des protocoles arbitraires avec un nombre quelconques de participants, écrit avec les primitives cryptographiques habituelles. Nous prouvons que cette transformation préserve une large classe de propriétés de sécurité sur les traces, classe qui contient les propriété de secret et d'authentification. Conceptuellement, la transformation est très simple, et dispose d'une conception propre et bien motivée. Chaque message est lié à la session à laquelle il est destiné par des identificateurs de session générés à la volée et par des signatures numériques; les attaques par rediffusion sont empêchées par le chiffrement des messages avec la clé publique du destinataire.

Le tableau sur page suivante présente un résumé des propriétés, primitives, approches et modèles utilisés dans cette thèse.

Les contributions présentées dans les Chapitres 2, 3, 4, et 5 ont été publiés dans les actes des conférences LPAR'06 [CZ06], PPDP'05 [CRZ05], CSL'06 [CRZ06], et ESORICS'07 [CWZ07] respectivement. Ces contributions représentent du travail en collaboration avec Véronique Cortier (dans tous les articles), Michaël Rusinowitch (dans le deuxième et le troisième article), et Bogdan Warinschi (dans le quatrième article).

| Ch. | Sec. | Propriétés | Primitives | Approche | Modèle |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2.1, 2.2 | propriétés sur les traces | Dolev-Yao | recherche d'attaques | systèmes de contraintes |
|  | 2.3.1 | cycles de clés |  |  |  |
|  | 2.3.2 | secret (avec horodateurs) |  |  |  |
| 3 |  | secret | chiffrement CBC signatures en aveugle | preuve de correction | Horn clauses |
| 4 |  | secret (simple et fort) | Dolev-Yao | transfert | pi calcul appliqué |
| 5 |  | propriétés sur les traces | Dolev-Yao | transfert | modèle de traces [MW04a] |

TAB. 1 - Résumé des propriétés, primitives, approches et modèles utilisés dans cette thèse.
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As mentioned in the introduction we work in so called symbolic (or abstract, Dolev-Yao) models that represent messages by elements (or equivalence classes) in some term algebra. In this chapter we mainly present how protocols are modeled within this setting. We start by giving, in Section 1.1, the basic technical definitions and notions used throughout this document. We then present, in Section 1.2, how messages and the operations on them are represented. Next, in Sections 1.3 and 1.4 , we show how we model protocols.

### 1.1 Preliminaries

This section mainly introduces the term algebra setting used in this thesis.

For a set $S$ we denote by $S^{*}$ the free monoid of words over $S$, by $\cdot$ the concatenation operator over $S$ and $\epsilon$ the empty word. We may omit the symbol • when writing a word over $S$. The cardinality of a set $S$ is denoted by $\sharp S$. Also we write $2^{S}$ for the power set of $S$. By infinite set we mean a countably infinite set (i.e. with the same cardinality as $\mathbb{N}$ ), and we say that a set is at most countable if it is finite or countably infinite. For a natural number $n$ we write $[n]$ for the set $\{1,2, \ldots, n\}$, with the convention that $[0]=\emptyset$. For a binary relation $\rho$ we denote by $\rho^{+}$its transitive closure and by $\rho^{*}$ its reflexive and transitive closure.

### 1.1.1 Terms over order-sorted signatures

Let (Sorts, $\leq$ ) be a finite partially ordered set, its elements being called basic sorts. A sort is a pair $(w, \mathbf{s}) \in$ (Sorts* $\times$ Sorts), denoted $\mathbf{s}_{1} \times \cdots \times \mathbf{s}_{n} \rightarrow \mathbf{s}$ if $n \geq 1$ and simply s if $n=0$, where $w=s_{1} \ldots s_{n}$. By language abuse, we often call basic sorts just sorts. Furthermore, we assume that (Sorts, $\leq$ ) is a tree, where a tree is a partially ordered set such that for each $s \in$ Sorts, the set $\left\{s^{\prime} \in\right.$ Sorts $\left.\mid s \leq s^{\prime}\right\}$ is well-ordered by the relation $\geq$ (with $s \geq s^{\prime}$ iff $s^{\prime} \leq s$ ).

We consider an infinite set of variables $\mathcal{X}$, and an infinite set of names $\mathcal{N}$. Each variable and name has associated a unique basic sort, and for each sort there is an infinite number of variables and names of that sort. For a sort s , we denote by $\mathcal{X}_{\mathrm{s}}\left(\right.$ and $\mathcal{N}_{\mathrm{s}}$ ) the set of variables (and respectively, names) of sort s.

Let $\mathcal{F}$ be an at most countable non-empty set of function symbols. For each function symbol $f$ there is a unique associated sort $\mathrm{s}_{1} \times \cdots \times \mathrm{s}_{n} \rightarrow \mathrm{~s}$. This association is usually denoted by $f: \mathbf{s}_{1} \times \cdots \times \mathbf{s}_{n} \rightarrow \mathbf{s}$, and $n$ is called the arity of $f$. Function symbols of arity 0 are called constants. The set of function symbols of sort $(w, \mathbf{s})$ is denoted by $\mathcal{F}_{w, \mathbf{s}}$.

The set $\mathcal{F}$ is also called a signature. An order-sorted signature ${ }^{3}$ is a tuple $\Sigma=($ Sorts, $\mathcal{F}, \leq)$, with (Sorts, $\leq$ ) and $\mathcal{F}$ as above.

A term over the signature $\mathcal{F}$ is defined inductively by :

- elements of $\mathcal{X} \cup \mathcal{N}$ are terms, and
- if $f \in \mathcal{F}$ has arity $n$ and $t_{1}, \ldots, t_{n}$ are terms then $f\left(t_{1}, \ldots, t_{n}\right)$ is a term.

We denote by $\mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$ the set of terms over the signature $\mathcal{F}$. We say that a term has sort s , and we denote it $t: \mathrm{s}$, if
$-t \in \mathcal{X}_{\mathrm{s}} \cup \mathcal{N}_{\mathrm{s}}$, or

- $t=f\left(t_{1}, \ldots, t_{n}\right), f \in \mathcal{F}_{\mathrm{s}_{1} \times \cdots \times \mathrm{s}_{n} \rightarrow \mathrm{~s}}$ and $t_{1}, \ldots t_{n}$ are terms of sorts $\mathrm{s}_{1}^{\prime}, \ldots, \mathrm{s}_{n}^{\prime}$ respectively with $\mathrm{s}_{i}^{\prime} \leq \mathrm{s}_{i}$ for all $1 \leq i \leq n$.
Note that a term has at most one (basic) sort. Terms that do not have a sort are called illsorted. In contrast, terms that have a sort are called well-sorted. Remark also that when Sorts is a singleton every term is well-sorted. We denote by $\mathcal{T}_{\mathrm{s}}(\Sigma, \mathcal{X}, \mathcal{N})$ the set of terms of sort s , and let $\mathcal{T}(\Sigma, \mathcal{X}, \mathcal{N}) \stackrel{\text { def }}{=} \bigcup_{\mathrm{s} \in \text { Sorts }} \mathcal{T}_{\mathrm{s}}(\Sigma, \mathcal{X}, \mathcal{N})$ be the set of well-sorted terms.

Exemple 1.1 Consider Sorts $=\{\mathrm{A}, \mathrm{B}\}$ with $\mathrm{A}<\mathrm{B}, \mathcal{F}=\{f: \mathrm{A} \rightarrow \mathrm{A}, g: \mathrm{A} \rightarrow \mathrm{B}\}$, and $x, y$ variables of sort A and B respectively. Then $f(x)$ has sort $\mathrm{A}, g(x)$ has sort B and $f(y), g(y)$ are ill-sorted terms.

Unless explicitly mentioned, we consider only well-sorted terms. Thus, and by abuse of notation, we usually denote an order-sorted signature $\Sigma$ by its signature $\mathcal{F}$, especially when the set of sorts is clear from the context.

[^2]For a set of function symbols $F \subseteq \mathcal{F}$, a set of variables $X \subseteq \mathcal{X}$, and a set of names $N \subseteq \mathcal{N}$ we denote by $\mathcal{T}(F, X, N)$ the set of terms with function symbols in $F$, variables in $X$, and names in $N$. The sets $\mathcal{T}(F, X, \emptyset), \mathcal{T}(F, \emptyset, N)$ and $\mathcal{T}(F, \emptyset, \emptyset)$ are abbreviated by $\mathcal{T}(F, X), \mathcal{T}(F, N)$, and $\mathcal{T}(F)$ respectively. Moreover, we may use simply $\mathcal{T}$ instead of $\mathcal{T}(F, X, N)$ if the sets $F, X, N$ are clear from the context. We denote the set of variables (names) occurring in a term $t$ by $\operatorname{var}(t)$ (respectively names $(t)$ ). A term without variables is called ground or closed. If $T, T^{\prime}$ are sets of terms and $t, t^{\prime}$ are terms we abbreviate $T \cup T^{\prime}$ by $T, T^{\prime}, T \cup\{t\}$ by $T, t$, and $\left\{t, t^{\prime}\right\}$ by $t, t^{\prime}$.

### 1.1.2 Positions and subterms

We denote by $\mathbb{N}_{+}$the set of positive integers. Then $\mathbb{N}_{+}^{*}$ is the set of sequences of positive integers. We call positions the elements of $\mathbb{N}_{+}^{*}$. We say that a position $p$ is smaller than a position $q$, and we write $p \leq q$, if $p$ is a prefix of $q$.

Given a term $t$, the set of positions of $t$, denoted by $\operatorname{pos}(t)$, is defined inductively as follows :

- if $t$ is a variable or a name then $\operatorname{pos}(t)=\{\epsilon\}$;
- if $t=f\left(t_{1}, \ldots, t_{n}\right)$ then $\operatorname{pos}(t)=\{\epsilon\} \cup \bigcup_{1 \leq i \leq n}\left\{i \cdot p \mid p \in \operatorname{pos}\left(t_{i}\right)\right\}$.

Given a term $t$ and a position $p \in \operatorname{pos}(t)$, the subterm of $t$ at position $p$, denoted by $\left.t\right|_{p}$, is defined inductively by :

- if $p=\epsilon$ then $\left.t\right|_{p} \stackrel{\text { def }}{=} t$,
- if $p=i \cdot p^{\prime}$ then $\left.\left.t\right|_{p} \stackrel{\text { def }}{=} t_{i}\right|_{p^{\prime}}$, where $t=f\left(t_{1}, \ldots, t_{n}\right)$ for some $f \in \mathcal{F}$ and some terms $t_{1}, \ldots, t_{n}$.
A term $u$ is a (proper) subterm of a term $v$ iff there is a position $p \in \operatorname{pos}(v)$ such that $u=\left.v\right|_{p}$ (and $u \neq v$ ). We extend the notion of subterm to sets of terms and say that a term $u$ is a subterm of a set of terms $T$ if $u$ is a subterm of $t$ for some $t \in T$. We write $\operatorname{st}(t)$ and $\operatorname{st}(T)$ for the set of subterms of a term $t$, and of a set of terms $T$, respectively. We denote by $\leq_{\text {st }}\left(<_{\text {st }}\right)$ the subterm (strict) ordering, with $u \leq_{\text {st }} v\left(u<_{\text {st }} v\right)$ iff $u$ is a (proper) subterm of $v$.

The head symbol of a term $t$, denoted by head $(t)$, is defined by head: $\mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N}) \rightarrow \mathcal{F} \cup$ $\mathcal{X} \cup \mathcal{N}$, with

- head $(t)=t$ if $t$ is a name or a variable,
$-\operatorname{head}(t)=f$ if $t=f\left(t_{1}, \ldots, t_{n}\right)$.
An occurrence of a subterm $t^{\prime}$ in a term $t$ is a position $p \in \operatorname{pos}(t)$ such that $\left.t\right|_{p}=t^{\prime}$. An occurrence of a function symbol $f$ in a term $t$ is a position $p \in \operatorname{pos}(t)$ such that the head symbol of $\left.t\right|_{p}$ is $f$. Also we write $\operatorname{pos}_{\mathrm{v}}(t)$ for the set of variable positions of $t$ (i.e. occurrences of variables in $t$ ), and $\operatorname{pos}_{\mathrm{nv}}(t)$ for the set of non-variable positions of $t$ (i.e. occurrences of names and function symbols in $t$ ).

For two terms $u, v$ and a position $p \in \operatorname{pos}(t)$ such that $\left.u\right|_{p}$ and $v$ have the same sort, $u[v]_{p}$ denotes the term obtained by replacing in $u$ the subterm at position $p$ by $v$. Formally we have the following inductive definition :

- if $p=\epsilon$ then $u[v]_{p} \xlongequal{\text { def }} v$,
- if $p=i \cdot p^{\prime}$ then $u=f\left(u_{1}, \ldots, u_{n}\right)$ with $1 \leq i \leq n$, and

$$
u[v]_{p} \stackrel{\text { def }}{=} f\left(u_{1}, \ldots, u_{i-1}, u_{i}[v]_{p^{\prime}}, u_{i+1}, \ldots, u_{n}\right) .
$$

Representations of terms The tree-representation of a term $t$ is the ordered directed tree $G=(V, E)$ with $V=\operatorname{pos}(t)$ and $E=\{(p, i, q) \mid p \cdot i=q\}$, where a triple $\left(n, i, n^{\prime}\right)$ denotes the $i$-th outgoing arc from the parent node $n$ (to the child node $n^{\prime}$ ). Remark that the size of this representation is linear in the number of nodes of the tree.

(a)


(b)

Fig. 1.1 - (a) The tree and the DAG representations of $t=h(g(a, b), g(a, b), b)$; (b) the DAG representation of $f\left(f_{1}\left(a_{1}, \ldots, a_{k}\right), \ldots, f_{k}\left(a_{1}, \ldots, a_{k}\right)\right)$.

The size of a term $t$ is

$$
|t| \stackrel{\text { def }}{=} \sharp \operatorname{pos}(t)
$$

and the size of a set of terms $T$ is $|T| \stackrel{\text { def }}{=} \sum_{t \in T}|t|$.
In a tree-representation of $t$, nodes $p$ are in a many-to-one correspondence to subterms of $t$ (i.e. $\left.t\right|_{p}$ ). A more compact representation is obtained by considering a one-to-one correspondence between nodes and subterms (see Figure 1.1a).

The $D A G$-representation of a term $t$ is the ordered DAG (directed acyclic graph) $G=(V, E)$ with $V=\operatorname{st}(t)$ and $E=\left\{(u, i, v) \mid u=f\left(u_{1}, \ldots, u_{n}\right), v=u_{i}, 1 \leq i \leq n\right\}$. We observe that $\sharp E=$ $\sum_{u \in \operatorname{st}(t)} k_{u}$, where $k_{u}$ is the arity of the head function symbol of $u$. Thus $\sharp E \leq k \times \sharp(\operatorname{st}(t))$, where $k$ is the maximal arity of function symbols in the signature (see Figure 1.1b). Supposing that the signature is fixed, and that DAGs are implemented with lists, the size of this representation is linear in the number of subterms. Given a set of terms $T$, a single DAG can represent all terms in $T$ (consider this time $V=\operatorname{st}(T)$ ) provided that for each term there is pointer to the corresponding node in the graph. Observe that the number of terms in $T$, thus of pointers, is smaller than the number of subterms of $T$, thus the size of the representation of $T$ is still linear in the number of subterms of $T$.

The dag-size of a term $t$ is

$$
|t|_{\text {dag }} \xlongequal{\text { def }} \sharp \mathrm{st}(t)
$$

and the dag-size of a set of terms $T$ is $|T|_{\text {dag }} \stackrel{\text { def }}{=} \sharp s t(T)$.

### 1.1.3 Substitutions

A substitution is a function $\sigma: \mathcal{X} \rightarrow \mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$ from variables to terms. We say that a substitution $\sigma$ preserves sorts if for any variable $x, \sigma(x)$ is well-sorted and if $x$ has sort s and $\sigma(x)$ has sort $\mathbf{s}^{\prime}$ then $\mathbf{s}^{\prime} \leq \mathbf{s}$. Note that if $u$ is well-sorted and $\sigma$ is sort-preserving then $\sigma(u)$ is well-sorted. Moreover, if $u$ is not a variable then $u$ and $\sigma(u)$ have the same sort. Unless explicitly mentioned, we consider only sort-preserving substitutions.

Exemple 1.2 Consider the sorts Nonce $<\mathrm{Msg}, x, y$ variables of sort Nonce and Msg respectively, $n$ a name of sort Nonce and $t$ a term of sort Msg. Then $\sigma_{1}$ and $\sigma_{2}$ given by $\sigma_{1}(x)=n, \sigma_{1}(y)=t$, and $\sigma_{2}(y)=n$, are sort-preserving substitutions, while $\sigma_{3}$ given by $\sigma_{3}(x)=t$ does not preserve sorts.

For a substitution $\sigma$ we define the domain of $\sigma: \operatorname{dom}(\sigma) \stackrel{\text { def }}{=}\{x \in \mathcal{X} \mid \sigma(x) \neq x\}$ and the range of $\sigma: \operatorname{ran}(\sigma) \stackrel{\text { def }}{=}\{\sigma(x) \mid x \in \operatorname{dom}(\sigma)\}$. The substitution $\sigma$ with $\operatorname{dom}(\sigma)=\emptyset$ is called the
empty substitution or the identity substitution. A substitution $\sigma$ uniquely extends to a function $\bar{\sigma}: \mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N}) \rightarrow \mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$ from terms to terms, defined inductively in following way :

- if $t=x$ is a variable and $x \in \operatorname{dom}(\sigma)$ then $\bar{\sigma}(x)=\sigma(x)$,
- if $t=x$ is a variable and $x \notin \operatorname{dom}(\sigma)$ then $\bar{\sigma}(x)=x$,
- if $t=n$ is a name then $\bar{\sigma}(n)=n$,
- if $t=f\left(t_{1}, \ldots, t_{n}\right)$ then $\bar{\sigma}(t)=f\left(\bar{\sigma}\left(t_{1}\right), \ldots, \bar{\sigma}\left(t_{n}\right)\right)$.

We overload the notation and denote this extension in the same way, i.e. $\sigma$ instead of $\bar{\sigma}$, without loss of precision.

The application of a substitution $\sigma$ to a term $t$ is also written $t \sigma$. Similarly, for a set of terms $T, T \sigma$ denotes $\sigma(T)$, that is $\{t \sigma \mid t \in T\}$. A substitution is ground or closed if $\operatorname{var}(\sigma)$ is a set of ground terms. We denote $\operatorname{var}(\sigma) \stackrel{\text { def }}{=} \operatorname{var}(\operatorname{ran}(\sigma))$.

When the domain of a substitution $\sigma$ is finite then we may denote it as $\sigma=\left\{t_{1} / x_{1}, \ldots, t_{n} / x_{n}\right\}$, where $\operatorname{dom}(\sigma)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\sigma\left(x_{i}\right)=t_{i}$ for all $1 \leq i \leq n$. If $u$ and $v$ are two terms then the term $u[v / x]$ is the term $u$ where each occurrence of $x$ has been replaced by $v$, that is $u[v / x] \stackrel{\text { def }}{=} u \sigma$ where $\sigma=\{v / x\}$.

A renaming $\rho$ is a substitution with $\operatorname{ran}(\rho) \subseteq \mathcal{X}$ such that its restriction on $\operatorname{dom}(\rho)$ is a one-to-one function. If $\theta$ and $\sigma$ are two substitutions then $\sigma \theta$ denotes their composition, that is $x(\sigma \theta) \stackrel{\text { def }}{=}(x \sigma) \theta=\theta(\sigma(x))$. It follows that $t(\sigma \theta)=(t \sigma) \theta$. A substitution $\theta$ is an extension of a substitution $\sigma$ if $\operatorname{dom}(\sigma) \subseteq \operatorname{dom}(\theta)$ and $x \theta=x \sigma$, for all $x \in \operatorname{dom}(\sigma)$. A substitution $\sigma$ is a restriction of a substitution $\sigma$ if $\theta$ is an extension of $\sigma$. Given two substitutions $\sigma$ and $\sigma^{\prime}$ with disjoint domains, the union of $\sigma$ and $\sigma^{\prime}$, denoted $\sigma \uplus \sigma^{\prime}$, is defined by $\left(\sigma \uplus \sigma^{\prime}\right)(x)=\sigma(x)$ if $x \in \operatorname{dom}(\sigma)$, and $\left(\sigma \uplus \sigma^{\prime}\right)(x)=\sigma^{\prime}(x)$ if $x \in \operatorname{dom}\left(\sigma^{\prime}\right)$.

A substitution $\sigma$ is cyclic if there exist $x_{1}, \ldots, x_{n} \in \operatorname{dom}(\sigma)$ with $n \geq 1$ such that $x_{i+1} \in$ $\operatorname{var}\left(x_{i} \sigma\right)$ for all $1 \leq i \leq n$, with $x_{n+1}=x_{1}$. A substitution $\sigma$ is idempotent if $\sigma=\sigma \sigma$, or, equivalently, if $\operatorname{var}(\operatorname{ran}(\sigma)) \cap \operatorname{dom}(\sigma)=\emptyset$. Note that idempotent substitutions are acyclic. We only consider acyclic substitutions.

If $u$ and $v$ are terms then a unifier of $u$ and $v$ is a substitution $\sigma$ such that $u \sigma=v \sigma$. We say that $u$ and $v$ unify if they have a unifier.

For unsorted signatures, it is well-known (see, e.g. [FB01]) that if such a unifier exists then there exists a most general unifier $\theta$, denoted by $\operatorname{mgu}(u, v)$, such that for all unifier $\sigma$ there exists a substitution $\sigma^{\prime}$ such that $\sigma=\theta \sigma^{\prime}$. The following proposition shows that this is also the case for the order-sorted signatures we consider here, where we say that $\theta$ is a most general sort-preserving unifier if for all sort-preserving unifier $\sigma$ there exists a sort-preserving substitution $\sigma^{\prime}$ such that $\sigma=\theta \sigma^{\prime}$.

Proposition 1.3 If $u$ and $v$ are well-sorted terms that have a sort-preserving unifier then there exists a most general sort-preserving unifier of $u$ and $v$.

Proof Let $\theta$ be a (possibly not well-sorted) most general unifier of $u$ and $v$.
For each $y \in \operatorname{var}(\theta)$, we define the set $S_{y}=\left\{\mathrm{s}_{i}|x \in \operatorname{dom}(\theta), p \in \operatorname{pos}(x \theta), x \theta|_{p}=y, p=\right.$ $\left.q \cdot i, \operatorname{head}\left(\left.x \theta\right|_{q}\right)=f, f: \mathrm{s}_{1} \times \ldots \mathrm{s}_{n} \rightarrow \mathbf{s}\right\} \cup\{\mathrm{s} \mid x \in \operatorname{dom}(\theta), x \theta=y, x$ of sort $\mathbf{s}\}$.

Let $\sigma$ be an arbitrary sort-preserving unifier of $u$ and $v$. Thus $\sigma=\theta \sigma^{\prime}$ for some substitution $\sigma^{\prime}$ with $\operatorname{dom}\left(\sigma^{\prime}\right) \subseteq \operatorname{var}(\theta)$. Consider an arbitrary variable $y^{\prime} \in \operatorname{var}(\theta)$ and let $\mathrm{s}^{\prime}$ be the sort of $y^{\prime} \sigma^{\prime}$. We prove next that $\mathrm{s}^{\prime} \leq \mathrm{s}$, for any $\mathrm{s} \in S_{y^{\prime}}$.

We distinguish two cases depending on how s was obtained. If s is the sort of some $x \in \operatorname{dom}(\theta)$ with $x \theta=y^{\prime}$, then $x \sigma=y^{\prime} \sigma^{\prime}$ and hence $\mathbf{s}^{\prime} \leq \mathbf{s}$, using the fact that $\sigma$ is sort-preserving. If $\mathbf{s}$ is given by the sort of the function symbol $f$ above $y^{\prime}$ in $x \theta$ for some $x \in \operatorname{dom}(\theta)$, then again $\mathbf{s}^{\prime} \leq \mathbf{s}$, as $y^{\prime} \sigma^{\prime}$ is a subterm right below $f$ in the well-sorted term $x \sigma$. Hence, in both cases, $\mathrm{s}^{\prime} \leq \mathrm{s}$.

We define now $\rho$ as the renaming which substitutes each variable $y$ in $\operatorname{var}(\theta)$ with a new variable $z$ of sort $\mathrm{s}_{y}$, where $\mathrm{s}_{y}$ is least sort in $S_{y}$. Note that $\mathrm{s}_{y}$ is well defined. Indeed, suppose that $s_{1}$ and $s_{2}$ are two distinct minimums of the above set. Thus $s_{1}$ and $s_{2}$ are not comparable. Let $s^{\prime}$ be the sort of $y \sigma^{\prime}$. We have shown that $s^{\prime} \leq s_{1}$ and $s^{\prime} \leq s_{2}$. This is in contradiction with the tree structure of Sorts.

Let $\theta_{0}=\theta \rho$. For any $x \in \operatorname{dom}\left(\theta_{0}\right), x \theta_{0}$ is well-sorted (this is given by the construction of $\rho)$. And since the sort of $x \theta_{0}$ equals the sort of $x \sigma$, it follows that $\theta_{0}$ is sort-preserving. Finally, $\sigma=\theta_{0}\left(\rho^{-1} \sigma^{\prime}\right)$ and $\rho^{-1} \sigma^{\prime}$ is sort-preserving. Indeed, for any $z \in \operatorname{dom}\left(\rho^{-1} \sigma^{\prime}\right), z \rho^{-1} \sigma^{\prime}$ is wellsorted, being a subterm of $\operatorname{ran}(\sigma)$. And, as $z \rho^{-1} \sigma^{\prime}=y \sigma^{\prime}$ where $y=\rho^{-1}(z)$, the sort of $z \rho^{-1} \sigma^{\prime}$ is smaller or equal than the sort of $z$ (which is $\mathbf{s}_{y}$ ).

As $\sigma$ was arbitrarily chosen, it follows that $\theta_{0}$ is a most general sort-preserving unifier of $u$ and $v$.

Exemple 1.4 Note that if the basic sorts only form a lattice, the above proposition does not hold. Indeed, let us consider the 6 different sorts $\mathrm{s}_{0}, \mathrm{~s}_{1}, \mathrm{~s}_{1}^{\prime}, \mathrm{s}_{2}, \mathrm{~s}_{2}^{\prime}, \mathrm{s}_{3}$ with $\mathrm{s}_{0} \geq \mathrm{s}_{1}, \mathrm{~s}_{1} \geq \mathrm{s}_{1}^{\prime}, \mathrm{s}_{2} \geq \mathrm{s}_{2}^{\prime}, \mathrm{s}_{1} \geq \mathrm{s}_{2}^{\prime}$, $\mathrm{s}_{2} \geq \mathrm{s}_{1}^{\prime}, \mathrm{s}_{1}^{\prime} \geq \mathrm{s}_{3}$, and $\mathrm{s}_{2}^{\prime} \geq \mathrm{s}_{3}$. Taking $x: \mathrm{s}_{1}$ and $y: \mathrm{s}_{2}, \sigma_{1}$ and $\sigma_{2}$ given by $x \sigma_{1}=y \sigma=z_{1}: \mathrm{s}_{1}^{\prime}$ and $x \sigma_{2}=y \sigma_{2}=z_{2}: s_{2}^{\prime}$ are sort-preserving unfiers of $x$ and $y$. However, there is no most-general sort-preserving unifier of $x$ and $y$ : suppose that there is such a unifier $\theta$ with $x \theta$ having some sort s . Then $\mathrm{s} \leq \mathrm{s}_{1}, \mathrm{~s} \leq \mathrm{s}_{2}$ (as $\theta$ is sort-preserving). Also, as $z_{1}: \mathrm{s}_{1}=x \sigma_{1}=(x \theta: \mathrm{s}) \sigma^{\prime}$ for some sort-preserving $\sigma^{\prime}$, it follows that $\mathrm{s}_{1} \leq \mathrm{s}$. Hence $\mathrm{s}=\mathrm{s}_{1}$, and analogously $s=\mathrm{s}_{2}$, which constradicts the fact that the sorts $\mathrm{s}_{1}$ and $\mathrm{s}_{2}$ are different.

A context with $n$ holes is a function $\lambda x_{1}, \ldots, x_{n} . t$, where $t$ is a term. The application of the context $C=\lambda x_{1}, \ldots, x_{n}$.t to the terms $t_{1}, \ldots, t_{n}$ is $C\left[t_{1}, \ldots, t_{n}\right] \xlongequal{\text { def }} t\left[{ }^{t_{1}} / x_{1}\right] \ldots\left[{ }^{t_{n}} / x_{n}\right]$ (where bounded variables $x_{1}, \ldots, x_{n}$ are first renamed if they also occur in $t_{i}$ ). When the variables $x_{i}$ occur exactly once in $t$, they may be replaced by holes, denoted []. In this case, we suppose that the variables are renamed such that the occurrence of $x_{i}$ corresponds to the $i$-th hole (the order is given by a traversal of the tree-representation of $t$ which respects the order of children). In other words, $C\left[t_{1}, \ldots, t_{n}\right]$ is obtained by replacing the $i$-th hole with $t_{i}$. The empty context is $\lambda x$.x and is denoted by []. We extend all definitions regarding terms to contexts $C=\lambda x_{1}, \ldots, x_{n} . t$ by applying them to $t$, while considering $\operatorname{var}(C)=\operatorname{var}(t) \backslash\left\{x_{1}, \ldots, x_{n}\right\}$. For example, $C$ is ground if $\operatorname{var}(t)=\left\{x_{1}, \ldots, x_{n}\right\}$.

### 1.1.4 Equational theories and rewriting systems

An equation over the signature $\mathcal{F}$ is a unordered pair of terms $\{u, v\}$, denoted $u \doteq v($ or $v \doteq u)$, with $u, v \in \mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$ having the same sort. An equational presentation $\mathcal{E}$ over the signature $\mathcal{F}$ is a set of equations over $\mathcal{F}$, such that for any $(u \doteq v) \in \mathcal{E}$, names $(u, v)=\emptyset$. The equational theory induced by $\mathcal{E}$ on $\mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$, denoted $=\mathcal{E}$, is the smallest congruence such that $u \sigma=\mathcal{E} v \sigma$ for all equations $(u \doteq v) \in \mathcal{E}$ and all substitutions $\sigma$. We often don't distinguish between an equational theory and its equational presentation.

A rewrite rule over the signature $\mathcal{F}$ is a pair of terms $(u, v)$, denoted $u \rightarrow v$, with $u, v \in$ $\mathcal{T}(\mathcal{F}, \mathcal{X})$ having the same sort. A rewriting system $\mathcal{R}$ over the signature $\mathcal{F}$ is a set of rewrite rules over $\mathcal{F}$.

A term $t$ rewrites to or reduces to a term $t^{\prime}$, denoted by $t \rightarrow t^{\prime}$, if there exists a position $p \in \operatorname{pos}(t)$, a rewrite rule $(u \rightarrow v) \in \mathcal{R}$ and a substitution $\sigma$ such that $\left.t\right|_{p}=u \sigma$ and $t^{\prime}=t[v \sigma]_{p}$. We may write $t \xrightarrow{p} \mathcal{R} t^{\prime}$ to specify the position $p$ at which the reduction takes place. We may also drop the subscript and simply write $t \rightarrow t^{\prime}$ if $\mathcal{R}$ is clear from the context. The induced relation
on terms $\rightarrow_{\mathcal{R}}$ is called the reduction relation, $t \rightarrow_{\mathcal{R}} t^{\prime}$ is also called a reduction step, and a sequence of reduction steps is called a reduction sequence. The relation $\leftrightarrow_{\mathcal{R}}$ is the symmetric closure of $\rightarrow \mathcal{R}$.

The equational theory associated to a rewriting system $\mathcal{R}$ is $\mathcal{E}(\mathcal{R}) \stackrel{\text { def }}{=}\{u \doteq v \mid(u \rightarrow v) \in \mathcal{R}\}$. By Birkhoff's theorem (1935), we have $u \stackrel{*}{\longleftrightarrow} \mathcal{R} v$ if and only if $u=\mathcal{E}(\mathcal{R}) v$. The other way around, the rewriting system associated with an equational theory $\mathcal{E}$ is

$$
\mathcal{R}(\mathcal{E}) \stackrel{\text { def }}{=}\{u \rightarrow v \mid(u \doteq v) \in \mathcal{E} \vee(v \doteq u) \in \mathcal{E}\}
$$

That is, $\mathcal{R}(\mathcal{E})$ is obtained by orienting in both directions the equations of $\mathcal{E}$. We then have $u=\mathcal{E} v$ if and only if $u \stackrel{*}{\leftrightarrows} \mathcal{R}(\mathcal{E}) v$.

A term $t$ is a or in normal form iff there is no term $t^{\prime}$ such that $t \rightarrow_{\mathcal{R}} t^{\prime}$. We say that a term $t$ has a normal form iff there is a normal form $t^{\prime}$ such that $t \rightarrow_{\mathcal{R}}^{*} t^{\prime}$. A normal form of $t$ is denoted $t \downarrow$.

A rewriting system is terminating iff any reduction sequence is finite. A rewriting system is confluent if for any terms $t, u, v$ such that $t \rightarrow_{\mathcal{R}}^{*} u$ and $t \rightarrow_{\mathcal{R}}^{*} v$ there exists a term $w$ such that $u \rightarrow_{\mathcal{R}}^{*} w$ and $v \rightarrow_{\mathcal{R}}^{*} w$. In a confluent rewriting system, if a term has a normal form then this is unique. A rewriting system is convergent iff it is confluent and terminating.
Remark We will sometimes need (e.g. in Chapter 4) to extend the notion of substitution of variables to substitution of names. We do it in the expected way. However, without explicit mention "substitution" will only refer to variable substitutions and substitutions of names will only be explicit (as in $[t / n]$ ).

Nevertheless, we need to make sure that equational theories remain stable by substitution. Formally, an equational theory $\mathcal{E}$ is stable by substitution of names if for any terms $u, v, t$ and name $n, u=\mathcal{E} v$ implies $u[t / n]=\mathcal{E} v[t / n]$.

Proposition 1.5 Any equational theory is stable by substitution of names.
Proof Consider an arbitrary equational theory and its equational presentation $\mathcal{E}$. Let $u, v$, and $t$ be arbitrary terms such that $u=\mathcal{E} v$, and $n$ be a name. Since we have that $u \stackrel{*}{\leftrightarrow} \mathcal{R}(\mathcal{E}) v$, it is sufficient to prove that $u \rightarrow_{\mathcal{R}(\mathcal{E})} v$ implies $u[t / n] \rightarrow_{\mathcal{R}(\mathcal{E})} v[t / n]$. Indeed, a simple induction on the length of the reduction sequence would then finish the proof.

Hence, suppose that $u \rightarrow_{\mathcal{R}(\mathcal{E})} v$. There is then a rule $(l \rightarrow r) \in \mathcal{R}(\mathcal{E})$ such that $\left.u\right|_{p}=l \sigma$ and $v=u[r \sigma]_{p}$ for some position $p$ in $u$, and some substitution $\sigma$. We have $\left.u\left[{ }^{t} / n\right]\right|_{p}=\left(\left.u\right|_{p}\right)\left[{ }^{t} / n\right]=$ $(l \sigma)\left[{ }^{t} / n\right]=l(\sigma[t / n])$. The non-trivial equality here is the last one, which holds since names $(l)=\emptyset$ (by the definition of equational presentations). Similarly, we obtain that $v\left[{ }^{t} / n\right]=u\left[r\left(\sigma\left[{ }^{t} / n\right]\right)\right]_{p}$. Thus, $u\left[{ }^{t} / n\right] \rightarrow_{\mathcal{R}(\mathcal{E})} v\left[{ }^{t} / n\right]$.

### 1.1.5 Term deduction systems

A deduction expression over the signature $\mathcal{F}$ is a pair $(S, u)$ denoted $S \vdash u$, where $S$ is a special variable (not in $\mathcal{X}$ ) and $u \in \mathcal{T}(\mathcal{F}, \mathcal{X})$ is a term. A deduction rule over the signature $\mathcal{F}$ is a triple $(w, e, C)$, denoted

where $w=e_{1} \ldots e_{k}$, with $k \geq 0$, is a word over deduction expressions over $\mathcal{F}, e$ is a deduction expression over $\mathcal{F}$, and $C$ is a predicate. The expressions $e_{i}$, with $1 \leq i \leq k$, are called premisses, $e$ is called conclusion, and $C$ is called condition of a deduction rule. A rule with no premisses is
called an axiom. We omit the condition $C$ when $C$ is the true predicate (that always holds), and we say in this case that the rule is without condition. A deduction system over the signature $\mathcal{F}$ is a set of deduction rules over $\mathcal{F}$. A deduction system is without conditions if each of its rules is without condition or is the axiom $\overline{S \vdash x} x \in S$.

For a set of terms $T$ and a term $u$, a proof of $T \vdash u$ in a deduction system $\mathcal{I}$ is a tree having nodes labeled by expressions $T \vdash v$, where $v$ are terms, such that the root is labeled by $T \vdash u$ and if the node $T \vdash v$ has $k \geq 0$ children $T \vdash v_{1}, \ldots, T \vdash v_{k}$ then there is a deduction rule

$$
\frac{S \vdash t_{1} \quad \ldots \quad S \vdash t_{k}}{S \vdash t} C
$$

in $\mathcal{I}$ and a substitution $\sigma$ such that $t \sigma=v, t_{1} \sigma=v_{1}, \ldots, t_{k} \sigma=v_{k}$ and $C\left[{ }^{T} / s\right] \sigma$ holds. The size of a proof is given by the number of its nodes. A minimal proof of $T \vdash u$ is a proof with a minimal number of nodes (among all the proofs of $T \vdash u$ ).

We sometimes think of a proof as the line graph ${ }^{4}$ of the tree defined above. In this case the meaning of nodes and edges would be reversed (that is, nodes would be instances of rules, and edges would be deduction expressions). It will be clear from the context which definition is used.

We say that $u$ is deducible from $T$ in $\mathcal{I}$, and write $T \vdash_{\mathcal{I}} u$, if there is a proof of $T \vdash u$ in $\mathcal{I}$. We may omit mentioning the deduction system $\mathcal{I}$ if it is clear from the context.

### 1.2 Cryptographic primitives and messages

We start this section by presenting some intuitions behind the use of two related but slightly different representations of some cryptographic primitives. We then present a sort system and a signature that are very common in cryptographic protocols and which are largely used in this thesis. Finally, we define two related deduction systems (both used) and a redundant one (not used), and we conclude by discussing the corresponding deduction problem.

Some intuitions Cryptographic primitives can be seen as functions from messages to messages ${ }^{5}$ and messages themselves are obtained by applying operations to other messages. It is hence natural to abstract cryptographic primitives by function symbols and messages by terms. There is also the need to specify the process of applying these operations. This is done abstractly by deduction rules which define how terms can be obtained from other terms. As an example, consider the encryption of a message (named) $m$ by a key (named) $k$. The encryption primitive is represented by the function symbol enc and the encrypted message by the term enc $(m, k)$ where $m$ and $k$ are here terms. The process of obtaining this term is described by (an instance of the rule ${ }^{6}$

$$
\begin{array}{cc}
x \quad y \\
\hline \text { enc }(x, y)
\end{array}
$$

Some primitives build "new" messages, in the sense that the obtained message cannot be expressed by a term without using a dedicated function symbol (like enc for the encryption). These function symbols are hence called constructors. For the other primitives, thus called destructors, on the contrary, one need not necessarily use a dedicated symbol (at least in some situations, as

[^3]we explain below). These primitives are typically "inverse" operations, for which by applying in sequence the operation and its inverse on some message $m$ one obtains (under some conditions) $m$, or some parts of it.

For example, by decrypting an encrypted message with the right key one obtains the plain message. If these conditions are not satisfied (for example, when one tries to decrypt using the wrong key), or if the inverse operation is applied on a arbitrary message, the results are unexpected. More exactly, they are implementation dependent. There are mainly two possibilities.

One is to consider that these inverse operations cannot be applied at all, or that they lead to "junk" that is immediately recognisable. In this case, only the correct use of the inverse operation is modeled. Thus, it is not necessarily to represent these inverse operations by new function symbols, since their application always leads to existing messages. For example, the application of decryption is represented implicitly by


The other possibility is to consider that the application of inverse operations is always feasible and it leads to "valid" messages, even if they are not "intelligible" (for example, dec $(a, k)$ the decryption of some identity $a$ with the key $k$ is to everybody just an (almost) random sequence of bits). In this case, the inverse operations are modeled by function symbols and their application is explicitly modeled by deduction rules. For example, applying decryption with the right key to an encrypted message leads to the following derivation :

$$
\begin{array}{lr}
\operatorname{enc}(x, y) \quad y \\
\hline \operatorname{dec}(\operatorname{enc}(x, y), y)
\end{array}
$$

But, when the conditions are satisfied, the message represented by the new term (obtained as the result of the application of the deduction rule) is some existing message. Indeed, in our example, the message $m$ is now represented by the two terms $\operatorname{dec}(\operatorname{enc}(m, k), k)$ and $m$. We need hence to equate the new term with the term already representing the initial message. This is done by the means of rewrite rules. For example the rewrite rule $\operatorname{dec}(\operatorname{enc}(x, y), y) \rightarrow x$ says that after encrypting and then decrypting a message with the same key the same message is obtained.

Recapitulating, the explicit presence of destructors in the model depends on whether we consider that the corresponding operations may clearly fail (or produce detectable "junk"), or that they do not fail and produce "valid" messages (or non-detectable "junk").

Besides the properties representing their basic functionality, cryptographic primitives may exhibit other properties. Among them, algebraic properties, like associativity, commutativity, nilpotence, etc., are always expressed by equations. They induce equivalence classes on the set of terms, and indeed, due to these properties the same message is represented by syntactically different terms. For example, the terms $\langle a,\langle b, c\rangle\rangle$ and $\langle\langle a, b\rangle, c\rangle$ model the same message, the concatenation of $a, b$, and $c$. Another example we have already seen in the Introduction is encryption in ECB mode, which is homomorphic (w.r.t. the concatenation). This is expressed by the equation $\left\{\{\langle x, y\rangle\}_{z} \doteq\left\langle\left\{\{x\}_{z},\{\{y\} z\rangle\right.\right.\right.$.

A summary of the above discussion is given by the Table 1.1.

### 1.2.1 A sort system for cryptographic protocols

In some models, it may be the case that there are terms that do not represent "valid" messages (e.g. $\operatorname{dec}(a, k)$ ). Also, it is usually supposed that an identity cannot be confused with other data,

| real world | symbolic world |
| :--- | :--- |
| messages | terms |
| cryptographic primitives | function symbols |
| operations that never fail | constructors, explicit destructors |
| operations that may fail | implicit destructors |
| basic functionalities of crypto. prim. | rewrite rules |
| algebraic properties of crypto. prim. | equations |
| applying cryptographic primitives | deduction rules |

TAB. 1.1 - Analogy between the real world and the symbolic world.
like nonces or ciphertexts. A simple way to eliminate such undesired situations, is to fix a sort system and associate a sort to each variable, name and function symbol.

We consider signatures with the following sorts : a sort Id for agent identities, and sorts Int, Nonce, Rand and Time for integers, nonces, randomness used in probabilistic encryption, and timestamps respectively. These four sorts could be in fact represented by a single sort, for example Int, the values that terms of these sorts represent are in fact all integers. But for the sake of clarity and flexibility we use this presentation. For keys we consider the sorts SigKey, VerKey, EncKey, DecKey, SymKey representing keys used in signing, signature verification, public-key encryption, public-key decryption, and symmetric encryption algorithms respectively. We also use sorts Ciphertext, Signature, and Pair for ciphertexts, signatures, and pairs, respectively. The sort Msg is a supersort containing all other sorts enumerated above.

In summary, throughout this thesis we consider the following basic sorts

$$
\begin{array}{r}
\text { Sorts }_{0}=\{\text { Id, Int, Nonce, Rand, Time, SymKey, EncKey, DecKey, SigKey, VerKey, } \\
\text { PubKey, PrivKey, Ciphertext, Signature, Pair, Msg }\},
\end{array}
$$

with $s \leq$ Msg for all $\mathrm{s} \in$ Sorts, and EncKey, VerKey $\leq$ PubKey, DecKey, SigKey $\leq$ PrivKey. However, we do not require that sorts are different. Indeed, in some situations we consider only one sort (e.g. in Chapters 3 and 4), that is $s=M s g$ for all $s \in$ Sorts, while in others sorts are different.

### 1.2.2 A signature for cryptographic protocols

Table 1.2 lists most of the function symbols used in this thesis.
The four operations ek, dk , sk, vk are defined on the sort Id and return the asymmetric encryption key, asymmetric decryption key, signing key, and verification key associated to the input identity. The two function symbols pub and priv represent public and respectively private keys for both encryption and digital signatures. They are safe abstractions of ek and $v k$ on the one side and of dk and sk on the other side.

We then have function symbols for symmetric and asymmetric encryption and decryption. We model both deterministic and probabilistic encryption. The latter one has a third parameter (besides the message to be encrypted and the encryption key) which represents the randomness used to obtain the nondeterminism : two encryptions of the same messages under the same keys are different (if they use different randomness).

Next, sign represents the operation of digital signing of a message, check that of verifying a signature and retrieve that of obtaining the signed message from the signature.

| function symbol | sort | description |
| :---: | :---: | :---: |
| k <br> ek <br> dk <br> sk <br> vk <br> pub <br> priv | $\begin{aligned} & \text { Id } \times \text { Id } \rightarrow \text { SymKey } \\ & \text { Id } \rightarrow \text { EncKey } \\ & \text { Id } \rightarrow \text { DecKey } \\ & \text { Id } \rightarrow \text { SigKey } \\ & \text { Id } \rightarrow \text { VerKey } \\ & \text { Id } \rightarrow \text { PubKey } \\ & \text { Id } \rightarrow \text { PrivKey } \end{aligned}$ | symmetric key asym. encryption key asym. decryption key signing key verification key public key private key |
| $\begin{aligned} & \text { encd (or }\left\{\left\{_{-}\right\}_{-}\right) \\ & \text {enc } \\ & \text { dec } \end{aligned}$ | Msg $\times$ SymKey $\rightarrow$ Ciphertext <br> Msg $\times$ SymKey $\times$ Rand $\rightarrow$ Ciphertext <br> Ciphertext $\times$ SymKey $\rightarrow$ Msg | det. sym. encryption prob. sym. encryption sym. decryption |
| encad (or \{[_]\}_) enca <br> deca | Msg $\times$ EncKey $\rightarrow$ Ciphertext Msg $\times$ EncKey $\times$ Rand $\rightarrow$ Ciphertext Ciphertext $\times$ DecKey $\rightarrow$ Msg | det. asym. encryption prob. asym. encryption asym. decryption |
| $\begin{aligned} & \text { sign }\left(\text { or } \llbracket \_\rrbracket\right) \\ & \text { check } \\ & \text { retrieve } \end{aligned}$ | Msg $\times$ SigKey $\rightarrow$ Signature <br> Msg $\times$ Signature $\times$ VerKey $\rightarrow$ Msg <br> Signature $\rightarrow$ Msg | signature check signature retrieve signed message |
| h | $\mathrm{Msg} \rightarrow \mathrm{Msg}$ | hash |
| $\begin{aligned} & \text { pair (or } \left.\left\langle{ }_{-},-\right\rangle\right) \\ & \text {fst (or } \left.\pi_{1}\right) \\ & \text { snd }\left(\text { or } \pi_{2}\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Msg } \times \text { Msg } \rightarrow \text { Pair } \\ & \text { Pair } \rightarrow \text { Msg } \\ & \text { Pair } \rightarrow \text { Msg } \\ & \hline \end{aligned}$ | pair <br> $1^{\text {st }}$ projection <br> $2^{\text {nd }}$ projection |
| ok, init, stop, fake | Msg | special constants |

TAB. 1.2 - The set $\mathcal{F}_{0}$ of function symbols with their arities

For deterministic encryption and digital signatures we usually use the classical notation with brackets (for example $\left\{\{m\}_{k}\right.$ instead of encd $(m, k)$ ). The convention is that the exterior brackets say whether the function symbol represents an encryption (and we use $\}$ ) or a digital signature (and we use []), while the interior brackets say whether it is symmetric (use of $\}$ ) or asymmetric (use of []) operation.

The function symbol $h$ models the operations of hashing of a message.
The symbol pair represents the pairing function, while fst and snd are the associated projection functions. We abbreviate pair $(x, y)$ by $\langle x, y\rangle, \mathrm{fst}(x)$ and $\operatorname{snd}(x)$ by $\pi_{1}(x)$ and $\pi_{2}(x)$ respectively. We also suppose that pairing is left-associative and hence write $\langle x, y, z\rangle$ for $\langle\langle x, y\rangle, z\rangle$. Moreover, we may even entirely omit the angle brackets when the pairing function symbol is not in head position. For example, we may write $\{a, b\}\}_{k}$ instead of $\left\{\{\langle a, b\rangle\}_{k}\right.$.

Finally, the signature contains a few special constants which usually do not represent real messages but are useful for specifying protocols. For example, the constant ok represents a special message issued as a result of some successful testing operation.

Operations on messages can fall into two classes : public and private operations, depending on whether they can be performed by any party, or only by some parties. We obtain accordingly a partition of function symbols into public and private function symbols, denoted by

$$
\mathcal{F}=\mathcal{F}_{\text {pub }} \uplus \mathcal{F}_{\text {priv }} .
$$

We assume that any signature is partitioned in this way. We suppose that for each sort there is
an infinite number of public constants and an infinite number of private constants of that sort. A term $t$ is public if $t \in \mathcal{T}\left(\mathcal{F}_{\text {pub }}, \mathcal{X}, \mathcal{N}\right)$.

In our context, the only private operations are those of obtaining the private keys associated to identities. Indeed, we have $\{\mathrm{k}, \mathrm{dk}$, sk, priv $\} \subseteq \mathcal{F}_{\text {priv }}$ and all other function symbols in $\mathcal{F}_{0}$ are public symbols (that is, they are in $\mathcal{F}_{\text {pub }}$ ). To model asymmetric keys, we could have eliminated private symbols by using names like $s k_{a}$ instead of $\operatorname{priv}(a)$ (and $\operatorname{pub}\left(s k_{a}\right)$ instead of $\operatorname{pub}(a)$ ). However, we prefer to use names only for fresh data.

Throughout this thesis we deal with four (one for each of the following chapters) slightly different order-sorted signatures. These will be obtained by fixing a sort system (basically by equating some sorts in $\mathrm{Sorts}_{0}$ ) and a set of function symbols (mainly by considering a subset of $\mathcal{F}_{0}$ together with a set of constants for agent identities and nonces).

### 1.2.3 Two deduction systems for cryptographic protocols

As we have already mentioned, the application of operations on messages and hence the construction of new messages are modeled by deduction rules. And, depending on whether operations which are supposed to work only in certain conditions (e.g. when using the right key) can only be applied when "successful", or can always be applied, we have two types of deduction systems. However the functionality of operations is the same in the two cases, and we model it by a simple rewriting system.

## Definition 1.6 (Constructors, destructors, simple rewriting systems)

Let $\mathcal{F}=\mathcal{F}_{\text {pub }} \uplus \mathcal{F}_{\text {priv }}$ be a signature and let $\mathcal{R}$ be a rewriting system over $\mathcal{T}(\mathcal{F}, \mathcal{X})$ with $\operatorname{var}(r) \subseteq$ $\operatorname{var}(l)$ and $l \notin \mathcal{X}$ for all $(l \rightarrow r) \in \mathcal{R}$.

The head symbols of left hand sides of rewrite rules in $\mathcal{R}$ are called destructors. All other function symbols in $\mathcal{F}_{\text {pub }}$ are called constructors. This partition is denoted $\mathcal{F}_{\text {pub }}=\mathcal{F}_{\text {cstr }} \uplus \mathcal{F}_{\text {dstr }}$.

We say that $\mathcal{R}$ is simple if every rule is of the form $g\left(l_{1}, \ldots, l_{n}\right) \rightarrow r$ with $g \in \mathcal{F}_{\text {pub }}, n \geq 0$, $\left\{r, l_{1}, \ldots, l_{n}\right\} \subseteq \mathcal{T}\left(\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}, \mathcal{X}\right)$, and $g$ does not occur in the other rules of $\mathcal{R}$.

The rewriting system with regard to which constructors and destructors are defined will often be implicit.

Proposition 1.7 A simple rewriting system is convergent.
Proof Termination follows from the fact that at each reduction step a destructor is eliminated and terms without destructors are in normal form. Confluence follows immediately because the head function symbol of a rule does not occur elsewhere in the rewriting system, and thus there are no critical pairs (see [BN98] for a definition of critical pairs and their use for testing (local) confluence).

Intuitively, $T \vdash u$ means that an agent is able to compute the message $u$ from the set of messages $T$. Any deduction system allows one to use known messages and to compose known messages.

Let $F \subseteq \mathcal{F}$ be a set of function symbols. A minimal deduction system w.r.t. $F$, denoted $\mathcal{I}_{F}$ is given by the following rules :

$$
(\in) \frac{}{S \vdash x} x \in S \quad\left(\mathrm{Comp}_{f}\right) \frac{S \vdash x_{1} \quad \ldots \quad S \vdash x_{n}}{S \vdash f\left(x_{1}, \ldots, x_{n}\right)} f \in F
$$

The labels given between parentheses in the left hand side of rules are just names used for refering
to that rule. The above rules are also called membership and composition rules, respectively. Remark that the latter is in fact a rule schema, i.e. there is a corresponding composition rule (without condition) for each $f \in F$.

Usually, $F$ is either $\mathcal{F}_{\text {cstr }}$ or $\mathcal{F}_{\text {pub }}$. We may omit $F$ in $\mathcal{I}_{F}$ when it is clear from the context. Also note that from the point of view of building terms all function symbols in $F$ are "constructors". However, for $F=\mathcal{F}_{\text {cstr }}$, only constructors (in the sense of Definition 1.6) are used for building terms.

Given a simple rewriting system $\mathcal{R}$, we associate to each rewrite rule $(l \rightarrow r) \in \mathcal{R}$ with $l=g\left(l_{1}, \ldots, l_{n}\right)$ the following deduction rule :

$$
\left(\mathrm{rw}_{l \rightarrow r}\right) \frac{S \vdash l_{1} \quad \ldots}{S \vdash r}
$$

Definition $1.8(\mathcal{I}(\mathcal{R}))$ Let $\mathcal{R}$ be a simple rewriting system over the signature $\mathcal{F}$. We define by

$$
\mathcal{I}(\mathcal{R}) \stackrel{\text { def }}{=} \mathcal{I}_{\mathcal{F}_{\text {cstr }}} \cup\left\{\left(\mathrm{rw}_{l \rightarrow r}\right) \mid(l \rightarrow r) \in \mathcal{R}\right\}
$$

the deduction system associated with $\mathcal{R}$.
To an equational theory $\mathcal{E}$ we associate the following deduction rule :

$$
\left(\mathrm{Eq}_{\mathcal{E}}\right) \frac{S \vdash x}{S \vdash y} x=\mathcal{E} y
$$

We may drop the subscript when $\mathcal{E}$ is clear, and write (Eq) instead.
Definition $1.9(\mathcal{I}(\mathcal{E}))$ Let $\mathcal{E}$ be an equational theory over the signature $\mathcal{F}$. We define by

$$
\mathcal{I}(\mathcal{E}) \stackrel{\text { def }}{=} \mathcal{I}_{\mathcal{F}_{\text {pub }}} \cup\left\{\left(\mathrm{Eq}_{\mathcal{E}}\right)\right\}
$$

the deduction system associated with $\mathcal{E}$.
The following known lemma (see e.g. [AC04]) characterises $\mathcal{I}(\mathcal{E})$ in terms of public contexts.
Lemma 1.10 Consider an equational theory $\mathcal{E}$. Let $T=\left\{t_{1}, \ldots, t_{n}\right\}$ be finite set of terms and $u, v$ be terms. Then $T \vdash_{\mathcal{I}(\mathcal{E})} u$ if and only if there exists a public context $C$ such that $C\left[t_{1}, \ldots, t_{n}\right]=\mathcal{E} u$.

The deduction systems $\mathcal{I}(\mathcal{R})$ and $\mathcal{I}(\mathcal{E})$ represent two ways of reasoning about the applications of cryptographic primitives to messages. In the former, deduction system destructors operations are implicit and are matched against the right patterns, while in the latter, destructor operations are explicit and terms are equated when possible. We sometimes call them deduction system "with matching", and respectively deduction system "with equalities" or with "explicit destructors". Note that $\mathcal{I}(\mathcal{R})$ is a deduction system over $\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}$. We show next that considering deductions only over $\mathcal{T}\left(\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}, \mathcal{X}, \mathcal{N}\right)$ the two deductions systems are "equivalent".

Let $\mathcal{T}$ be a set of terms. We say that two deduction systems $\mathcal{I}$ and $\mathcal{I}^{\prime}$ are equivalent over $\mathcal{T}$ if for all sets of terms $T$ and terms $t$, with $T \cup\{t\} \subseteq \mathcal{T}$, we have $T \vdash_{\mathcal{I}} t$ if and only if $T \vdash_{\mathcal{I}^{\prime}} t$.

Proposition 1.11 Let $\mathcal{F}$ be a signature and $\mathcal{R}$ a simple rewriting system. The deduction systems $\mathcal{I}(\mathcal{R})$ and $\mathcal{I}(\mathcal{E}(\mathcal{R}))$ are equivalent over $\mathcal{T}\left(\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}, \mathcal{X}, \mathcal{N}\right)$.

Proposition 1.11 assumes a simple rewriting system $\mathcal{R}$ and shows that the two deduction systems derived from $\mathcal{R}$ are equivalent. S. Delaune [Del06] proved a similar statement, but starting from an arbitrary deduction system $\mathcal{I}$ without conditions and building an equivalent deduction system $\mathcal{I}\left(\mathcal{E}\left(\mathcal{R}_{\mathcal{I}}\right)\right)$ where $\mathcal{R}_{\mathcal{I}}$ is a simple rewriting system. Indeed for each deduction rule $\frac{S \vdash l_{1} \ldots S \vdash l_{n}}{S \vdash r}$ in $\mathcal{I}$ one can add the rewrite rule $g\left(l_{1}, \ldots, l_{n}\right) \doteq r$ in $\mathcal{R}_{\mathcal{I}}$, where $g$ is a new function symbol. However, the proofs are the same, since $S$. Delaune's transformation (from $\mathcal{I}$ to $\mathcal{R}_{\mathcal{I}}$ ) and this transformation (from $\mathcal{R}$ to $\mathcal{I}(\mathcal{R})$ ) are inverse to one another. Rephrasing the mentioned result in our formalism, we obtain the following proposition.

Proposition 1.12 ([Del06]) Let $\mathcal{F}$ be a signature. For every deduction system $\mathcal{I}$ over $\mathcal{F}$ without conditions, there exist a set of public function symbols $\mathcal{G}$ with $\mathcal{G} \cap \mathcal{F}=\emptyset$, and a simple rewriting system $\mathcal{R}$ over $\mathcal{F} \cup \mathcal{G}$ such that $\mathcal{I}$ and $\mathcal{I}(\mathcal{E}(\mathcal{R}))$ are equivalent over $\mathcal{T}(\mathcal{F}, \mathcal{X}, \mathcal{N})$.

Algebraic properties of primitives are not considered in this thesis. We just mention that they are usually represented by a set of equations $\mathcal{E}_{a l g}$. In the same spirit, one considers one of the following two deduction systems : $\mathcal{I}(\mathcal{R}) \cup\left\{\left(\mathrm{E}_{\mathcal{E}_{a l g}}\right)\right\}$ or $\mathcal{I}\left(\mathcal{E}(\mathcal{R}) \cup \mathcal{E}_{a l g}\right)$.

Note that when working on $\mathcal{T}\left(\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}, \mathcal{X}, \mathcal{N}\right)$ we may simply consider that the signature is $\mathcal{F}_{\text {cstr }} \cup \mathcal{F}_{\text {priv }}$, and work directly with $\mathcal{I}(\mathcal{R})$ (without mentioning the rewriting system $\mathcal{R}$ and (explicit) destructors). We will do this in Chapters 2,3 and 5.

### 1.2.3.1 Example. The Dolev-Yao rules

The rewrite rules in Figure 1.2 constitute an example of simple rewriting system, denoted $\mathcal{R}_{0}$. By Proposition 1.7, $\mathcal{R}_{0}$ is convergent and so is any of its subsets.

$$
\begin{array}{ll}
\operatorname{fst}(\operatorname{pair}(x, y)) \rightarrow x & 1^{\text {st }} \text { projection } \\
\operatorname{snd}(\operatorname{pair}(x, y)) \rightarrow y & 2^{\text {nd }} \text { projection } \\
\operatorname{dec}(\operatorname{encd}(x, y), y) \rightarrow x & \text { sym. decryption } \\
\operatorname{deca}(\operatorname{encad}(x, \operatorname{ek}(y)), \operatorname{dk}(y)) \rightarrow x & \text { asym. decryption } \\
\text { retrieve }(\operatorname{sign}(x, y)) \rightarrow x & \text { retrieving the signed message }
\end{array}
$$

Fig. 1.2 - The rewriting system $\mathcal{R}_{0}$

The deduction rules of Figure 1.3, together with the membership and composition rules represent the deduction system with matching associated with $\mathcal{R}_{0}$, denoted $\mathcal{I}_{0} \stackrel{\text { def }}{=} \mathcal{I}\left(\mathcal{R}_{0}\right)$.

The first two deduction rules (together with the corresponding composition rules) are known as the standard Dolev-Yao rules. By extension, the rules of a deduction system with matching are also known as Dolev-Yao rules. The rules in Figure 1.3 are also known as decomposition rules. Intuitively, these rules say that an agent can decompose messages by projecting, or by decrypting provided it has the decryption keys.

Concerning digital signatures, an agent is also able to verify whether a signature $\operatorname{sign}(m, k)$ and a message $m$ match (provided he has the verification key). This operation is represented by a rewrite rule of the form

$$
\operatorname{check}(x, \operatorname{sign}(x, \operatorname{sk}(y)), \operatorname{vk}(y)) \rightarrow \text { ok }
$$

Note that checking a signature does not lead to the generation of new message (ok is a public constant). This is why the corresponding deduction rule

$$
\text { (Chk) } \frac{S \vdash x \quad S \vdash \operatorname{sign}(x, \mathrm{sk}(y))}{S \vdash \mathrm{ok}}
$$

$$
\begin{array}{cl}
\left(\operatorname{Proj}_{i}\right) \frac{S \vdash \operatorname{pair}\left(x_{1}, x_{2}\right)}{S \vdash x_{i}} i \in\{1,2\} & 1^{\text {st }} \text { and } 2^{\text {nd }} \text { projections } \\
\text { (Dec) } \frac{S \vdash \operatorname{encd}(x, y) \quad S \vdash y}{S \vdash x} & \text { sym. decryption } \\
\text { (Deca) } \frac{S \vdash \operatorname{encad}(x, \operatorname{ek}(y)) \quad S \vdash \mathrm{dk}(y)}{S \vdash x} & \text { asym. decryption } \\
\text { (Retr) } \frac{S \vdash \operatorname{sign}(x, \operatorname{sk}(y))}{S \vdash x} & \text { retrieving the signed message }
\end{array}
$$

Fig. 1.3 - The deduction system $\mathcal{I}_{d}$
is usually not present in deduction systems which model the intruder's capabilities, and we will also omit it (i.e. the rule (Chk)).

The rule (Retr) expresses that an agent can retrieve the whole message from its signature. This property may or may not hold depending on the signature scheme, and hence this rule is usually optional. Note that this rule is necessary for obtaining soundness properties w.r.t. cryptographic digital signatures [CW05].

Exemple 1.13 The term $\left\langle k_{1}, k_{2}\right\rangle$ is deducible from the set $\left.T=\left\{\left\{k_{1}\right\}\right\}_{k_{2}}, k_{2}\right\}$ in $\mathcal{I}_{0}$. A proof of $T \vdash_{\mathcal{I}_{0}}\left\langle k_{1}, k_{2}\right\rangle$ is :

$$
\frac{T \vdash\left\{\left\{k_{1}\right\} k_{k_{2}} T_{1} \vdash k_{2}\right.}{\frac{T \vdash k_{1}}{T \vdash\left\langle k_{1}, k_{2}\right\rangle}} T \vdash k_{2},
$$

While the first formal models of security protocols in the symbolic world used equations (and hence explicit destructors) [DY83, EG83] ${ }^{7}$, most of the later literature on protocol verification did not use them. Instead, a deduction system with matching (or an equivalent model) was directly the starting point. Destructors have reappeared with the treatment of algebraic properties. Indeed, having a single set of equations modeling all properties (algebraic or not) of cryptographic primitives offers a more uniform approach (see for example the applied-pi calculus and its motivations [AF01]).

In each of the following chapters we will implicitly fix a certain rewriting system ${ }^{8} \mathcal{R}^{\prime}$ and work explicitly with $\mathcal{I}\left(\mathcal{R}^{\prime}\right)$, or $\mathcal{I}\left(\mathcal{E}\left(\mathcal{R}^{\prime}\right)\right.$ ), or still another equivalent representation of deduction. More precisely, we use the deduction system with matching $\mathcal{I}_{0}$ in Chapters 2 and 5, a deduction system with equalities in Chapter 4, and Horn clauses in Chapter 3.

### 1.2.4 On the use of a third deduction system

In this section, we introduce still another deduction system, but show that it is redundant and hence we do not use it in the rest of the thesis.

[^4]For a rewriting system $\mathcal{R}$ we consider the following deduction rule:

$$
\left(\mathrm{Rw}_{\mathcal{R}}\right) \frac{S \vdash x}{S \vdash y} x \rightarrow_{\mathcal{R}}^{*} y
$$

We define $\mathcal{I}^{d}(\mathcal{R}) \stackrel{\text { def }}{=} \mathcal{I}_{\mathcal{F}_{\text {pub }}} \cup\left\{\left(\mathrm{Rw}_{\mathcal{R}}\right)\right\}$.
The following lemma characterises $\mathcal{I}^{d}(\mathcal{R})$ in terms of public contexts, in the same manner as Lemma 1.10 does for $\mathcal{I}(\mathcal{E})$.

Lemma 1.14 Let $\mathcal{R}$ be a rewriting system. Let $T=\left\{t_{1}, \ldots, t_{n}\right\}$ be finite set of terms and $u, v$ be terms. Then $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} u$ if and only if there exists a public context $C$ such that $C\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} u$.

Proof Suppose that $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} u$. We reason by induction on the depth of a proof. Consider the rule applied in the root of the proof:

- If it is an axiom then take $C=x_{i}$ if the rule is $(\in)$ and $u=t_{i}$, and take $C=u$ if the rule is $\left(\mathrm{Comp}_{f}\right)$ with $f$ of arity 0 (in this case $u$ is a public constant).
- If it is the rule $\left(\mathrm{Comp}_{f}\right)$ with $f \in \mathcal{F}_{\text {pub }}$ having arity $r \geq 1$ and the instances of the premisses being $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} u_{1}, \ldots, T \vdash_{\mathcal{I}^{d}(\mathcal{R})} u_{r}$ then by induction hypothesis there exist public contexts $C_{1}, \ldots, C_{r}$ such that $C_{i}\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} u_{i}$, for all $1 \leq i \leq r$. We take $C=f\left(C_{1}, \ldots, C_{r}\right)$ and then $C\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} f\left(u_{1}, \ldots, u_{r}\right)=u$.
- If it is the rule $\left(\mathrm{Rw}_{\mathcal{R}}\right)$ with the instance of the premise being $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} u^{\prime}$ then by induction hypothesis there exists a public context $C^{\prime}$ such that $C^{\prime}\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} u^{\prime}$. Since $u^{\prime} \rightarrow_{\mathcal{R}}^{*} u$ we take $C=C^{\prime}$.
For the converse direction, consider a public context $C$ such that $C\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} u$. Since $C$ is public and $t_{i} \in T$, there is a proof with the root labeled by $T \vdash C\left[t_{1}, \ldots, t_{n}\right]$ in $\mathcal{I}$. Adding the corresponding instance of the rule $\left(\mathrm{Rw}_{\mathcal{R}}\right)$ to this tree we obtain a proof of $T \vdash u$ in $\mathcal{I}^{d}(\mathcal{R})$.

The following easy lemma will be used in the next proposition.
Lemma 1.15 Let $\mathcal{R}$ be a confluent rewriting system. Then for all terms $u, v$ such that $v$ is in normal form, $u \rightarrow_{\mathcal{R}}^{*} v$ if and only if $u=\mathcal{E}(\mathcal{R}) v$.

Proposition 1.16 Let $\mathcal{R}$ be a simple rewriting system. Let $T$ be a set of terms, and $t$ be $a$ term, with $T, t \subseteq \mathcal{T}\left(\mathcal{F}_{\text {cstr }}, \mathcal{X}, \mathcal{N}\right)$, such that $t$ is in normal form. Then $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} t$ if and only if $T \vdash_{\mathcal{I}(\mathcal{E}(\mathcal{R}))} t$.

Proof If $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} t$ then clearly $T \vdash_{\mathcal{I}(\mathcal{E}(\mathcal{R}))} t$, since every instance of a rule $\left(\mathrm{Rw}_{\mathcal{R}}\right)$ is also an instance of the rule $\left(\mathrm{Eq}_{\mathcal{E}(\mathcal{R})}\right)$ (indeed, from $u \rightarrow_{\mathcal{R}}^{*} v$ it follows that $\left.u=\mathcal{E}_{(\mathcal{R})} v\right)$.

Suppose now that $T \vdash_{\mathcal{I}(\mathcal{E}(\mathcal{R}))} t$. From Lemma 1.10 we have that there exists a public context $C$ such that $C\left[t_{1}, \ldots, t_{n}\right]=\mathcal{E}(\mathcal{R}) t$ for some $t_{i} \in T(0 \leq i \leq n)$. Then, since $t$ is in normal form, from Lemma 1.15 it follows that $C\left[t_{1}, \ldots, t_{n}\right] \rightarrow_{\mathcal{R}}^{*} t$. Hence, using Lemma 1.14, we have that $T \vdash_{\mathcal{I}^{d}(\mathcal{R})} t$.

This proposition shows that it is sufficient to use one of the deduction systems $\mathcal{I}(\mathcal{R})$ and $\mathcal{I}(\mathcal{E}(\mathcal{R}))$ as along as we are only interested in terms in normal form. And indeed we are, since we can safely suppose that all sent and received messages are only modeled by normalised terms. However, we do not make this assumption, and hence when working over the entire $\mathcal{F}$ (i.e. with explicit destructors) we use the deduction system $\mathcal{I}(\mathcal{E}(\mathcal{R}))$. Moreover, to our knowledge the deduction system $\mathcal{I}(\mathcal{E}(\mathcal{R}))$ is absent from the literature on protocol analysis.

### 1.2.5 The deduction problem

Given a deduction system $\mathcal{I}$, a finite set of terms $T$ and a term $u$ the problem of deciding whether $u$ is deducible from $T$ in $\mathcal{I}$ is classically known as the intruder deduction problem, since usually the set $T$ of terms represents the intruders' knowledge - the set of messages that have been sent so far over the network, and $u$ represents a secret message, or simply a message that the intruder is trying to produce. We call it simply the deduction problem, since not only the intruder but all the agents need to produce new messages from their current knowledge.

The deduction problem is polynomial in the size of $T$ and $u$ for $\mathcal{I}\left(\mathcal{R}_{0}\right)$ (see Section 1.2.3.1), and the procedure is based on the observation that a minimal proof of $T \vdash u$ in $\mathcal{I}\left(\mathcal{R}_{0}\right)$ uses only subterms of $T$ and $u$. Indeed, at each step of the algorithm, the current set of terms is updated with the subterms that are reachable using only one deduction rule. Using the above observation it is then sufficient to check at each such step whether $u$ belongs to the current set of terms. The algorithm saturates and stops in a number of steps proportional with the number of subterms of $T$ and $u$, which is linear in the size of the problem given that a DAG-representation of terms is used.

The mentioned observation is formalised by the following lemma.
Lemma 1.17 (Locality lemma) Let $\mathcal{R}^{\prime} \subseteq \mathcal{R}_{0}$. Let $T$ be a set of terms, u a term and $\pi$ a minimal proof of $T \vdash_{\mathcal{I}\left(\mathcal{R}^{\prime}\right)} u$. Then all terms occurring in the nodes of $\pi$ are in $\operatorname{st}(T, u)$. If the last rule of $\pi$ is a decomposition (i.e. in $\mathcal{I}_{d}$ ) then these terms are in $\operatorname{st}(T)$.

This property of (some) deduction systems, known as locality, is an instance of a more general property stated by D. McAllester [McA93] in the context of generic inference systems. The same property holds and is used for more complex deduction systems, while employing a different notion of subterm, suited for the specific deduction system under analysis. We do not give more details here about the deduction problem, since it has received an intensive treatment in more general contexts : see [CKRT03, CLS03, LLT05] for specific theories (XOR, homomorphic encryption, etc), [AC04, AC05, DLLT07] for generic theories, [CR06, ACD07] for combinations of theories, and [CDL06] for a survey.

### 1.3 Roles

Since protocols are sets of roles, we start by showing how roles are specified and executed. We then comment on the actual ability of an agent to execute a role. Finally we describe two standard types of roles.

### 1.3.1 Specification of roles

In the following, we fix an arbitrary signature $\mathcal{F}$ and an arbitrary equational theory $\mathcal{E}$.
Definition 1.18 (Role) $A$ role $R$ is a tuple consisting of

- a finite set of variables $z_{1}, \ldots, z_{k}$ of sort Id, called parameters, with $k \geq 0$,
- a finite set $\widetilde{x}$ of variables, called fresh items ${ }^{9}$,
- a finite non-empty sequence of tuples $\left(\left(u_{i}, E_{i}, v_{i}\right)\right)_{1 \leq i \leq p}$ called sequence of instructions; $\underset{\sim}{E_{i}}$ are finite sets of equations, $u_{i}, v_{i}$ are terms such that $\operatorname{var}\left(v_{i}\right) \subseteq \bigcup_{j \leq i}\left(\operatorname{var}\left(u_{j}\right) \cup \operatorname{var}\left(E_{j}\right)\right) \backslash$ $\widetilde{x}$ and $\operatorname{names}\left(u_{i}, E_{i}, v_{i}\right)=\emptyset$.

[^5]The role $R$ is denoted $R\left(z_{1}, \ldots, z_{k}\right)=\nu \widetilde{x} . \operatorname{recv}\left(u_{1}\right), E_{1}, \operatorname{send}\left(v_{1}\right) ; \ldots ; \operatorname{recv}\left(u_{p}\right), E_{p}, \operatorname{send}\left(v_{p}\right)$.
In the above definition $p$ is called the length of role $R$, the $i$-th element of the sequence is called the $i$-th step or control-point of role $R$, and $u_{i}, v_{i}$, and the equations in $E_{i}$, are called respectively the "receive" and "send" terms, and the (equality) tests of role $R$ at step $i$. When the set of equations is empty we simply omit it, that is, we write $(\operatorname{recv}(u)$, $\operatorname{send}(v))$ instead of $(\operatorname{recv}(u), \emptyset$, send $(v))$. We denote $\operatorname{var}(R) \stackrel{\text { def }}{=} \bigcup_{1 \leq i \leq p} \operatorname{var}\left(u_{i}, E_{i}, v_{i}\right) \backslash\left(\left\{z_{1}, \ldots, z_{k}\right\} \cup \widetilde{x}\right)$.

Here, parameters stand for the agents that are participating in a role session, from the point of view of the agent playing the role. Note, however, that it is not specified which concrete agent plays the role (this will be done at the protocol level). We could have considered that the parameters also represent other data, like the symmetric long-term shared keys between agents. We have preferred to model them as $\mathrm{k}\left(z_{i}, z_{j}\right)$.

We observe that a "send" is always grouped with a "receive". This is because we suppose that if a received message is as expected then the agent playing the role instantaneously sends its response. While this behaviour is not transparent at this stage, it will become clear in the following sections.

Even if in this setting each "receive" is followed by a "send" and conversely (except for the last one), we can model protocols in which an agent waits for two messages and then performs a send, or in which an agent broadcasts a message. Indeed, we can code this ability by inserting fake "receive" and "send" messages which are known by everybody (using e.g. the public constant fake). This is done, for example, in Chapter 5.

### 1.3.2 Execution of roles

When a role is to be executed, it is first initialised, that is, its parameters are instantiated by concrete agents and its fresh items by new nonces or keys. This is formalised in the following definition.

## Definition 1.19 (Role initialising substitution, initialised role)

Let $R$ be a role with parameters $\mathcal{Z}$, fresh items $\widetilde{x}$ and the sequence of instructions $S$. A role initialising substitution for $R$ is a ground substitution with $\operatorname{dom}(\sigma)=\mathcal{Z} \cup \widetilde{x}$ and such that for each $z \in \mathcal{Z}, z \sigma$ is a public constant (of sort Id ), and for each $x \in \widetilde{x}, x \sigma$ is a new private constant.

Given a role $R$ as above, an initialised role is the sequence of instructions $S \sigma$, where $\sigma$ is a role initialising substitution for $R$.

Since fresh items are instantiated by new constants, any initialised role uses different constants as fresh items. Also, we can suppose without loss of generality that in initialised roles long-term symmetric keys are represented by constants, that is, each ground term $\mathrm{k}(a, b)$ can be replaced by the constant $\mathrm{k}_{a b}$.

We define formally the execution of a role by giving its operational semantics in terms of transition systems. The state of the execution of a role is given by the current instantiation of its variables and by its current control point. The only action that changes the instantiation is that of receiving a message. At this stage we are not interested from whom and to whom an agent receives and respectively sends a message, and hence we suppose that it is the "environment" who sends and respectively receives it.

Definition 1.20 (Execution of a role) Let $R$ be a role. An execution of $R$ is a sequence

$$
\left(\sigma_{1}, i_{1}\right) \xrightarrow{m_{1}} \ldots \xrightarrow{m_{p}}\left(\sigma_{p+1}, i_{p+1}\right)
$$

with

- $\sigma_{1}$ is a role initialising substitution of $R, \sigma_{j}$ are ground substitutions for all $1 \leq j \leq p$,
$-1=i_{1} \leq i_{2} \leq \cdots \leq i_{p+1} \leq l+1$, where $l$ is the length of $R$,
- $m_{j} \in \mathcal{T}(\mathcal{F})$ for all $1 \leq j \leq p$,
and $(\sigma, i) \xrightarrow{m}\left(\sigma^{\prime}, i^{\prime}\right)$ if :
- either there exists $\theta$ such that $\theta$ extends $\sigma$, $\operatorname{dom}(\theta) \subseteq \operatorname{dom}(\sigma) \cup \operatorname{var}(u, E), m=\mathcal{E} u \theta$, $t \theta=\mathcal{E} t^{\prime} \theta$ for all $\left(t \doteq t^{\prime}\right) \in E, \sigma^{\prime}=\theta$ and $i^{\prime}=i+1$, where $u$, $v$, and $E$ are respectively the "receive" and "send" terms, and the tests of the role $R$ at step $i$; in this case, we say that $m$ is accepted (by role $R$ at step $i$ ), and we call $v \sigma^{\prime}$ the sent message,
- or the previous condition does not hold, $\sigma^{\prime}=\sigma$, and $i^{\prime}=i$ (the state remains unchanged). The pairs $(\sigma, i)$ are states of $R,(\sigma, i) \xrightarrow{m}\left(\sigma^{\prime}, i^{\prime}\right)$ are transitions between role states, and if $m$ is accepted then $\left(\sigma^{\prime}, i^{\prime}\right)$ is the successor state of $(\sigma, i)$. An execution is partial if $i_{p+1}<l+1$, and full if $i_{p+1}=l+1$.

Remark that in fact the substitution $\sigma$ in a role state ( $\sigma, p$ ) determines all the execution of the role until the step $p$ (except the messages that were not accepted).

### 1.3.3 Executable roles

Not all roles defined as above are "realistic". Indeed, to be able to implement a role in an executable program, the agent playing that role should be able to deterministically build each "send" message from the previously received messages and its initial knowledge. Hence a first notion to be formalised is that of deterministic roles.

## Definition 1.21 (Deterministic role)

A role $R$ is deterministic if for all states of $R$, for each accepted message there is at most one successor state, that is, if $(\sigma, i) \xrightarrow{m}\left(\sigma^{\prime}, i+1\right)$ and $(\sigma, i) \xrightarrow{m}\left(\sigma^{\prime \prime}, i+1\right)$, then $\sigma^{\prime}=\mathcal{E} \sigma^{\prime \prime}$ (where $\sigma^{\prime}=\mathcal{E} \sigma^{\prime \prime}$ iff $\operatorname{dom}\left(\sigma^{\prime}\right)=\operatorname{dom}\left(\sigma^{\prime \prime}\right)$ and $x \sigma=\mathcal{E} x \sigma^{\prime}$ for all $\left.x \in \operatorname{dom}(\sigma)\right)$.

The above definition says that, at each step, an agent has at most one choice when sending a message. The following example shows that there exist roles for which several choices are possible.

Exemple 1.22 Let $(\operatorname{recv}(\langle x, y\rangle)$, send $(x))$ be a role and $\mathcal{E}=\{\langle x,\langle y, z\rangle\rangle \doteq\langle\langle x, y\rangle, z\rangle\}$ be the equational theory representing associativity. Then for $m=\langle a,\langle b, c\rangle\rangle$ there could be two sent messages : $a$ or $\langle a, b\rangle$. That is, this role is not deterministic.

Note that, by definition, once a message $m$ is accepted, an agent has at least one choice when sending a message. And, while there is always a message $m$ that matches a "receive" term $u$, it is not guaranteed neither that the "environment" is able to build such a $m$, nor that $m$ passes the equality tests. We will deal with these problems at the level of protocols, since we are not interested yet what the "environment" can do. However, we can ask ourselves whether, once a message is accepted, the corresponding sent message is constructible by (the agent playing) the role using its current knowledge.

## Definition 1.23 (Initial knowledge, constructible role)

Let $R\left(z_{1}, \ldots, z_{k}\right)=\nu \widetilde{x} \cdot \operatorname{recv}\left(u_{1}\right), E_{1}, \operatorname{send}\left(v_{1}\right) ; \ldots ; \operatorname{recv}\left(u_{p}\right), E_{p}, \operatorname{send}\left(v_{p}\right)$ be a role, and kn be a set of terms with $\operatorname{var}(\mathrm{kn}) \subseteq \widetilde{x} \cup\left\{z_{1}, \ldots, z_{k}\right\}$, called the initial knowledge of $R$. The role $R$ is constructible w.r.t. kn if for any state $(\sigma, i+1)$ of $R$, with $i \geq 1$, we have $\mathrm{kn} \sigma, u_{1} \sigma, \ldots, u_{i} \sigma \vdash_{\mathcal{I}(\mathcal{E})}$ $v_{i} \sigma$.

Usually, the initial knowledge of (an agent playing) a role consists of the identities and the public keys of its communication partners, its own private keys, and its long-term shared keys. Of course, an agent also knows the fresh items he creates. For example, in an asymmetric setting, the initial knowledge could be $\mathrm{kn}=\widetilde{x} \cup\left\{\operatorname{dk}\left(z_{j}\right), \operatorname{sk}\left(z_{j}\right)\right\} \cup \bigcup_{i}\left\{z_{i}\right\}$ where $j$ is the index of the agent playing the role. Note that the terms in $\bigcup_{i}\left\{\operatorname{ek}\left(z_{i}\right), \operatorname{vk}\left(z_{i}\right)\right\}$ are deducible from kn .

For simplicity, we asked that only sent messages are constructible, while we could have also asked that "receive" terms and tests are constructible.

The two notions, deterministic and constructible roles are independent, as shown by the next example and Example 1.22.

Exemple 1.24 Consider the role $\left(\operatorname{recv}\left(\left\{\{x\}_{k}\right)\right.\right.$, send $\left.(x)\right)$. This role is deterministic, but depending on whether $k \in \mathrm{kn}$, it is constructible or not. Also, the role $(\operatorname{recv}(\mathrm{h}(x))$, $\operatorname{send}(x))$ is deterministic, but not constructible. (Here we have considered $\mathcal{F}=\mathcal{F}_{0}$ and $\mathcal{E}=\mathcal{E}_{0}$.)

A simple criterium for a role to be constructible is to have this property even at the specification level, that is, (using the notations of Definition 1.23 ) to have kn, $u_{1}, \ldots, u_{i} \vdash_{\mathcal{I}(\mathcal{E})} v_{i}$, for all $i$. Testing whether a role satisfies this criterium reduces to solving the deduction problem. As we have seen (see Section 1.2.5) this is solvable in polynomial time in most of the cases of interest.

Definition 1.25 (Executable role) We say that a role is executable w.r.t. kn if it is deterministic and constructible w.r.t. kn.

### 1.3.4 Roles with matching and roles with equality tests

Recall that a role is, in fact, a program. One could write its code using either a high-level or a low-level language. While here we abstract the actual programs that are executed, one can still think of a higher level specification in which some operations are hidden, and a lower level specification in which all the (symbolic) operations are explicit. And indeed, there are mainly two kinds of models, depending on how received messages are handled. On the one hand, received messages are matched with a pattern and messages to be sent are directly obtained. On the other hand, testing for the required format of the received message and building the sent messages are done explicitly.

We consider in the following a simple rewriting system $\mathcal{R}$ over a signature $\mathcal{F}$.

## Definition 1.26 (Role with matching, role with equality tests)

Let $R\left(z_{1}, \ldots, z_{k}\right)=\nu \widetilde{n} \cdot \operatorname{recv}\left(u_{1}\right), E_{1}, \operatorname{send}\left(v_{1}\right) ; \ldots ; \operatorname{recv}\left(u_{p}\right), E_{p}, \operatorname{send}\left(v_{p}\right)$ be a role. The role $R$ is with matching if $E_{i}=\emptyset$ and $u_{i}, v_{i} \in \mathcal{T}\left(\mathcal{F} \backslash \mathcal{F}_{\mathrm{dstr}}, \mathcal{X}, \mathcal{N}\right)$ for all $1 \leq i \leq p$. The role $R$ is with equality tests if $u_{i}$ is $x_{i}$ and $\operatorname{var}\left(E_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{i}\right\}$, for all $1 \leq i \leq p$.

Note that for roles with equality tests, there are no new variables in the tests. An instruction with new variables in tests would actually perform some kind of pattern matching. For example, $\left(\operatorname{recv}(x),\left[x \doteq \operatorname{pair}\left(x_{1}, x_{2}\right)\right]\right.$, send $\left.(v)\right)$ is "equivalent" with $\left(\operatorname{recv}\left(\operatorname{pair}\left(x_{1}, x_{2}\right)\right)\right.$, send $\left.(v)\right)$.

Remark For roles with matching we assume that the signature on which we work is $\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}$. This supposes that, in the Definition 1.20 , this is the signature over which the messages $m$ (received from the environment) are built. Also, since the deduction systems $\mathcal{I}(\mathcal{E}(\mathcal{R})$ ) and $\mathcal{I}(\mathcal{R})$ are equivalent over $\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}$ (see Proposition 1.11), we work in fact with the deduction system $\mathcal{I}(\mathcal{R})$. These assumptions correspond to the idea that for roles with matching the destructors operations are implicit. This remark is schematised by the following table:

| type of roles | signature | deduction system |
| :--- | :---: | :---: |
| roles with matching | $\mathcal{F} \backslash \mathcal{F}_{\text {dstr }}$ | $\mathcal{I}(\mathcal{R})$ |
| roles with equality tests | $\mathcal{F}$ | $\mathcal{I}(\mathcal{E}(\mathcal{R}))$ |

For us, in the following chapters, all roles will be either with matching or with equality tests. However, "hybrid" models, with both pattern-matching and equality tests, do exist (see e.g. [CLR07]). They are useful, for example, to specify tests that cannot be performed implicitly by the pattern-matching.

In the model we have presented, both the specification of roles (the "receive", "send" terms, the tests) and the execution of roles (received messages $m$ ) use the same signature (either with, or without destructors). However, this is not the case for all symbolic models. An example is the process calculus [AB02] used as input to the verification tool ProVerif [Bla01]. There, operations on messages are explicit (thus the roles are specified using explicit destructors), but sent messages do not contain destructors since it is supposed that such terms do not represent valid messages (the normal execution is stopped if the application of a destructor "fails").

### 1.4 Protocols

### 1.4.1 Specification of protocols

A $k$-party protocol consists of $k$ roles glued together with an association that maps each step of a role that expects some message $m$ to the step of the role where the message $m$ is produced. This association essentially defines how the execution of a protocol should proceed in the absence of the intruder.

Definition 1.27 (Protocol) A $k$-party protocol is a pair $\Pi=(\mathcal{R}, \mathcal{S})$ where $\mathcal{R}$ is a sequence of $k$ roles with $k$ parameters, and $\mathcal{S}:[k] \times \mathbb{Z} \hookrightarrow[k] \times \mathbb{Z}$ is a partial mapping.

The $i$-th role in $\mathcal{R}$ is denoted $\mathcal{R}_{i}$ and we may simply refer to a role by its index. The function $\mathcal{S}$ returns for each role/control-point pair ( $r, p$ ), the role/control-point pair $\left(r^{\prime}, p^{\prime}\right)=\mathcal{S}(r, p)$ which emits the message to be processed by role $r$ at step $p$.
Exemple 1.28 The Needham-Schroeder protocol [NS78] (presented in the Introduction, page 14)

$$
\begin{array}{ll}
A \Rightarrow B: & \left\{\left[N_{a}, A\right]\right\}_{\operatorname{ek}(B)} \\
B \Rightarrow A: & \left\{\left[N_{a}, N_{b}\right]_{\mathrm{ek}(A)}\right. \\
A \Rightarrow B: & \left\{\left[N_{b}\right]\right\}_{\mathrm{ek}(B)}
\end{array}
$$

is specified as follows : there are two roles $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ corresponding to the sender's role and the receiver's role. For each relevant "receive", the corresponding value of $\mathcal{S}$ is given on the same line.

$$
\begin{array}{ccl}
\mathcal{R}_{1}\left(z_{a}, z_{b}\right)=\nu n_{a} \cdot \operatorname{recv}(\text { init }), \text { send }\left(\left\{\left[n_{a}, z_{a}\right]\right\}_{\operatorname{ek}\left(z_{b}\right)}\right) ; & \\
& \operatorname{recv}\left(\left\{\left[n_{a}, x_{n_{b}}\right]\right\}_{\operatorname{ek}\left(z_{a}\right)}\right), \operatorname{send}\left(\left\{x_{n_{b}}\right\}_{\operatorname{ek}\left(z_{b}\right)}\right) . & \mathcal{S}(1,2)=(2,1) \\
\mathcal{R}_{2}\left(z_{a}, z_{b}\right)=\nu n_{b} \cdot \operatorname{recv}\left(\left\{\left[y_{n_{a}}, z_{a}\right]\right\}_{\operatorname{ek}\left(z_{b}\right)}\right), \text { send }\left(\left\{\left[y_{n_{a}}, n_{b}\right]\right\}_{\operatorname{ek}\left(z_{a}\right)}\right) ; & \mathcal{S}(2,1)=(1,1) \\
\left.\operatorname{recv}\left(\left\{n_{b}\right]\right\}_{\operatorname{ek}\left(z_{b}\right)}\right), \operatorname{send}(\operatorname{stop}) . & \mathcal{S}(2,2)=(1,2)
\end{array}
$$

The variables $n_{a}, n_{b}$ are of sort Nonce, and the variable $x_{n_{b}}$ and $y_{n_{a}}$ are of sort Msg. The subscripts are there for readability and have no formal meaning. Moreover, one should rather think of them as written with uppercase letters to suggest roles (or variables) and not concrete agents (or constants).

### 1.4.2 Execution of protocols

The intruder As mentioned in the Introduction, the malicious environment in which a protocol is executed is represented by a special agent, the intruder. We suppose that the communication is under his complete control, and he can intercept, drop, or modify the messages on the network. This allows us to assume that all communications pass through the intruder : it is always him who sends the messages to agents playing a protocol, and him who receives the messages sent by the agents. Moreover, we assume that it is the intruder who decides when an agent starts a new (role) session, and which are the agent's communication partners in this session.

This corresponds to the intuition that transitions between two global states are caused by actions of the adversary who can initiate new sessions of the protocol between users that he chooses, and send messages to existing sessions

The intruder is also able to corrupt parties. This happens only at the beginning of an execution of a protocol (that is, we are only concerned with the case of static corruption). By corrupting an agent, the intruder obtains the agent's private information, like its secret decryption and signing key. All the data obtained by corrupting parties, and also some other data (like his own nonces, and keys, the identities of all agents, their public keys, etc.), forms the intruder's initial knowledge, which is represented by a set of closed terms.

Finally, we suppose that his capabilities of obtaining messages from his current knowledge are as any other's agent capabilities. This translates in using the same deduction system as agents do for executing their roles. Also, we do not restrict neither the computing power, nor the memory size of the intruder, and hence we simply ignore these aspects.

As for roles, the execution of a protocol is given in terms of transition systems. A state of a protocol execution is given by a triple (SId, f, H). Here, SId is the set of role session ids currently executed by protocol participants, $f$ is a global assignment function that keeps track of the local state of each existing session and $\mathbf{H}$ is mainly the set of messages that have been sent on the network so far.

More precisely, each role session id is a tuple of the form $\left(s, r,\left(a_{1}, a_{2}, \ldots, a_{k}\right)\right)$, where $s \in \mathbb{N}$ is a unique identifier for the role session, $r$ is the index of the role that is executed in the session and $a_{1}, a_{2}, \ldots, a_{k} \in \mathcal{T}_{\mathrm{ld}}\left(\mathcal{F}_{\text {pub }}\right)$ are the identities of the parties that are involved in the session. SID denotes the set $\left(\mathbb{N} \times[k] \times\left(\mathcal{I}_{\text {ld }}\left(\mathcal{F}_{\text {pub }}\right)\right)^{k}\right)$ of all session ids.

A global assignment f is a function defined on a set SId $\subseteq$ SID which represents the session ids initialised in the execution. For each such session id sid $\in \operatorname{SId}, \mathrm{f}(\mathrm{sid})=(\sigma, p)$ returns the local state of the agent playing the session.

Finally, the messages that may be sent on the network can be essentially any element of $\mathcal{T}(\mathcal{F})$.
An execution trace is a sequence of global states with transition between them being caused by one of the actions new, and send with appropriate parameters that we clarify below. This corresponds to the intuition that transitions between two global states are caused by actions of the adversary who can initiate new sessions of the protocol, and send messages to existing sessions. The formal definition follows.

Definition 1.29 (Execution trace) For a $k$-party protocol $\Pi$, an execution trace is a sequence

$$
\left(\mathrm{Sld}_{0}, \mathrm{f}_{0}, \mathrm{H}_{0}\right) \xrightarrow{\alpha_{1}}\left(\mathrm{Sld}_{1}, \mathrm{f}_{1}, \mathrm{H}_{1}\right) \xrightarrow{\alpha_{2}} \ldots \xrightarrow{\alpha_{n}}\left(\mathrm{Sld}_{n}, \mathrm{f}_{n}, \mathrm{H}_{n}\right)
$$

such that for each $0 \leq i \leq n, \operatorname{SId}_{i} \subseteq \operatorname{SID}, H_{i} \subseteq \mathcal{T}(\mathcal{F}, \mathcal{X}), \mathrm{f}_{i}: \operatorname{SId}_{i} \rightarrow$ Subst $\times \mathbb{N}$, where Subst is the set of all substitutions, and the transitions $\alpha_{i}$ are as follows :

- The adversary can initiate new sessions:

$$
(\mathrm{SId}, \mathrm{f}, \mathrm{H}) \xrightarrow{\operatorname{new}\left(r, a_{1}, \ldots, a_{k}\right)}\left(\mathrm{SId}^{\prime}, \mathrm{f}^{\prime}, \mathrm{H}\right)
$$

where $1 \leq r \leq k, a_{1}, \ldots, a_{k} \in \mathcal{T}_{\text {ld }}\left(\mathcal{F}_{\text {pub }}\right)$, SId ${ }^{\prime}=\operatorname{SId} \cup\left\{\right.$ sid $\left.^{\prime}\right\}$, with sid $^{\prime}=(\sharp \operatorname{SId}+1$, $\left.r,\left(a_{1}, \ldots, a_{k}\right)\right)$, and the function $\mathrm{f}^{\prime}$ is defined by :

- $\mathrm{f}^{\prime}($ sid $)=\mathrm{f}($ sid $)$ for every sid $\in$ SId,
$-\mathrm{f}^{\prime}\left(\right.$ sid $\left.^{\prime}\right)=\left(\sigma_{0}, 1\right)$ where $\sigma_{0}$ is a role initialising substitution for role $r$, such that $z_{i} \sigma_{0}=a_{i}$ where $z_{1}, \ldots, z_{k}$ are the parameters of role $r$.
- The adversary can send messages to existing sessions :

$$
(\mathrm{SId}, \mathrm{f}, \mathrm{H}) \xrightarrow{\text { send }(\text { sid }, m)}\left(\mathrm{SId}, \mathrm{f}^{\prime}, \mathrm{H}^{\prime}\right)
$$

where sid $\in \operatorname{SId}, m \in \mathcal{T}(\mathcal{F})$ such that $\mathrm{H} \vdash m, \mathrm{f}^{\prime}$ is defined by
$-\mathrm{f}^{\prime}\left(\right.$ sid $\left.^{\prime}\right)=\mathrm{f}\left(\right.$ sid $\left.^{\prime}\right)$ for every sid $^{\prime} \in \operatorname{SId} \backslash\{$ sid $\}$,

- $\mathrm{f}^{\prime}(\mathrm{sid})=\left(\sigma^{\prime}, p^{\prime}\right)$ where $\mathrm{f}(\mathrm{sid})=(\sigma, p)$ and $(\sigma, p) \xrightarrow{m}\left(\sigma^{\prime}, p^{\prime}\right)$ is a transition between states of role $r$,
and $\mathrm{H}^{\prime}$ is defined by :
- if $m$ is accepted then $\mathrm{H}^{\prime}=\mathrm{H} \cup\left\{m^{\prime}\right\}$ where $m^{\prime}$ is the corresponding sent message,
- otherwise, $\mathrm{H}^{\prime}=\mathrm{H}$ (the state is not changed).

Exemple 1.30 Playing with the Needham-Schroeder protocol described in Example 1.28, an adversary can start a new session for the second role with players $a, b$, and send the message $\left\{\left[\mathrm{n}_{c}, a\right]\right\}_{\mathrm{ek}(b)}$ to the player of the second role, where $c$ is a corrupted agent. The corresponding execution trace is :

$$
\left(\emptyset, f_{1}, \mathrm{kn}\right) \xrightarrow{\operatorname{new}(2, a, b)}\left(\left\{\operatorname{sid}_{1}\right\}, f_{2}, \mathrm{kn}\right) \xrightarrow{\operatorname{send}\left(\operatorname{sid}_{1},\left\{\mathrm{n}_{c}, a\right]_{\operatorname{ek}(b)}\right)}\left(\left\{\operatorname{sid}_{1}\right\}, f_{3}, \mathrm{kn} \cup\left\{\left[\mathbf{n}_{c}, \mathrm{n}_{b}\right\}_{\operatorname{ek}(a)}\right),\right.
$$

where $\mathrm{kn}=\{\mathrm{dk}(c)\}$, $\operatorname{sid}_{1}=(1,2,(a, b))$, and $f_{2}, f_{3}$ are defined as follows : $f_{2}\left(\operatorname{sid}_{1}\right)=\left(\sigma_{1}, 1\right)$, $f_{3}\left(\operatorname{sid}_{1}\right)=\left(\sigma_{2}, 2\right)$ where $\sigma_{1}\left(z_{a}\right)=a, \sigma_{1}\left(z_{b}\right)=b, \sigma_{1}\left(n_{b}\right)=\mathrm{n}_{b}$, and $\sigma_{2}$ extends $\sigma_{1}$ by $\sigma_{2}\left(y_{n_{a}}\right)=\mathrm{n}_{c}$, with $a, b, c$ public constants of sort Id , and $\mathrm{n}_{b}, \mathrm{n}_{c}$ private constants of sort Nonce.

### 1.4.3 Executable protocols

Clearly, not all protocols written using the above syntax are meaningful. Indeed, not only roles need to be executable, but also the interleaving of "send"-s and "receive"-s (given by the function $\mathcal{S})$ should be realisable. This requires in particular that $\mathcal{S}$ is consistent with the specification of roles, and that there exists a normal execution, that is, an execution in the absence of the intruder. In our formalism this translates to an execution in which the intruder only forwards the received messages according to the function $\mathcal{S}$.

## Definition 1.31 (Executable protocols)

A k-party protocol $\Pi=(\mathcal{R}, \mathcal{S})$ is executable w.r.t. $\mathrm{kn}_{1}, \ldots, \mathrm{kn}_{k}$ if :

- the function $\mathcal{S}$ is injective;
- for each role $r, \mathcal{S}(r, i)$ is defined if $1 \leq i \leq p_{r}$ and the "receive" term $u_{i} \notin\{$ init, fake\}, and it is undefined otherwise, where $p_{r}$ is the length of role $r$;
- each role $r$ is executable w.r.t. $\mathrm{kn}_{r}$;
- there exist ground substitutions $\sigma_{1}, \ldots, \sigma_{r}$ such that for all roles $r$
- $\sigma_{r}$ extends a role initialising substitution and $z_{i}^{r} \sigma_{r}=a_{i}$, for all $1 \leq i \leq p_{r}$,
$-t \sigma_{r}=\mathcal{E} t^{\prime} \sigma_{r}$, for all $\left[t \doteq t^{\prime}\right] \in E_{i}^{r}$,
- $u_{i}^{r} \sigma=\mathcal{E} v_{i^{\prime}}^{r^{\prime}} \sigma$ for all $i$ such that $\mathcal{S}(r, i)=\left(r^{\prime}, i^{\prime}\right)$ is defined,
where $z_{i}^{r}$ are the parameters of role $r, a_{i}$ are pairwise different constants of sort $\mathrm{Id}, u_{i}^{r}, v_{i^{\prime}}^{r^{\prime}}$, and $E_{i}^{r}$ are respectively the $i$-th "receive" term of role $r$, the $i^{\prime}$-th "send" of role $r^{\prime}$, and the $i$-th set of equality tests of role $r$.

The substitution $\sigma$ is obvious for all "realistic" protocols in the literature, and thus checking whether a protocol is executable should be very easy. In view of an automatic verification of specifications of protocols, one can either require that $\sigma$ is given, or apply the obvious algorithm for obtaining $\sigma$ (i.e. simulate a normal execution).

Remark that with this definition an agent may send terms which are not received by other agents (we have imposed that for each "receive" there is a (unique) associated "send", but not vice-versa, that for each "send" there is a corresponding "receive"). This definition is enough however to show that most of protocols that code an undecidable problem [DLMS99, AC02] are not executable. Moreover, it is undecidable to check whether those protocols have a normal execution (one without intruder). Let us mention that there are conjectures (see e.g. [Frö07]) stating that the secrecy problem is decidable for executable protocols using bounded-message size. On the other hand, the restrictions imposed by the definition of executability do not seem so strong in order to affect (un)decidability (considering here perfect cryptography).

In the following we will not suppose that protocols are executable, meaning that the results we present do not depend on this assumption.
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In this chapter we re-investigate and extend the constraint system approach for a bounded number of sessions [MS01, CLS03]. We provide a generic procedure to decide general security properties by showing that any constraint system can be transformed in (possibly several) much simpler constraint systems. As a consequence, we prove that deciding the existence of key-cycles is NP-complete for a bounded number of sessions. As an other application, we give an alternative decision procedure to a significant fragment of protocols with timestamps.

Outline of the chapter The model is presented in Section 2.1, where we define constraint systems (§2.1.1) and show how they can be used to express protocol executions (§2.1.2). We also define here security properties and the notion of satisfiability of constraint systems (§2.1.3). In Section 2.2, we explain how the satisfiability problem of any security property can be nondeterministically, polynomially reduced to the satisfiability of the same problem but on simpler constraint systems. The simplification rules derived from [CLS03] (which are provided in §2.2.1) are actually not sufficient to ensure termination in polynomial time. Thus we introduce in Section 2.2 .2 a refined decision procedure, which is correct, complete, and terminating in polynomial
time (proofs can be found in $\S 2.2 .3, \S 2.2 .4$, and $\S 2.2 .5$ respectively). An alternative approach to polynomial time termination is sketched in $\S 2.2 .6$. We next show how the constraint systems approach can be used to obtain our main result of NP-completeness of the detection of key cycles (§2.3.1). We also show how it can be used to derive NP-completeness for protocols with timestamps (§2.3.2). Some concluding remarks can be found in Section 2.4.

### 2.1 The model

Constraint systems are quite common in modeling security protocols for a bounded number of sessions. We recall here their formalism, and show how they can be used to specify general security properties.

We fix from the start a concrete signature and deduction system used throughout this chapter, although the definitions given in this section work as well in a general setting. The sort system is arbitrary such that it contains the supersort Msg. The function symbols are those occurring in the deduction system $\mathcal{I}_{0}$ presented in Section 1.2.3.1 (page 40), which is also the deduction system we consider in this chapter. In fact, the rule (Retr) is optional. That is, our results hold in both cases (when the deduction relation $\vdash$ is defined with or without this rule).

We consider in this chapter only roles with matching and we will just call them roles. Constraint systems have also been used for roles with equality tests in [DJ04, Bau07].

### 2.1.1 Constraint systems

Definition 2.1 $A$ constraint system $C$ is a finite set of expressions $T \Vdash u$, called constraints, where $T$ is a non empty set of terms, called the left-hand side of the constraint and $u$ is a term, called the right-hand side of the constraint, such that :

- the left-hand sides of all constraints are totally ordered by inclusion;
- if $x \in \operatorname{var}(T)$ for some $(T \Vdash u) \in C$ then

$$
T_{x} \stackrel{\text { def }}{=} \min \left\{T^{\prime} \mid\left(T^{\prime} \Vdash u^{\prime}\right) \in C, x \in \operatorname{var}\left(u^{\prime}\right)\right\}
$$

exists and $T_{x} \subsetneq T$.
$A$ solution of $C$ is a closed substitution $\theta$ such that for all $(T \Vdash u) \in C, T \theta \vdash u \theta$.
The left-hand side of a constraint system $C$, denoted by $\operatorname{lhs}(C)$, is the maximal left-hand side of the constraints of $C$. The right-hand side of a constraint system $C$, denoted by rhs $(C)$, is the set of right-hand sides of its constraints. $\operatorname{var}(C)$ denotes the set of variables occurring in $C . \perp$ denotes the unsatisfiable system. The size of a constraint system is defined as $|C| \stackrel{\text { def }}{=}|\mathrm{hs}(C) \cup \operatorname{rhs}(C)|$.

A constraint system $C$ is usually denoted as a conjunction of constraints

$$
C=\bigwedge_{1 \leq i \leq n}\left(T_{i} \Vdash u_{i}\right)
$$

with $T_{i} \subseteq T_{i+1}$, for all $1 \leq i \leq n-1$. The second condition in Definition 2.1 then implies that if $x \in \operatorname{var}\left(T_{i}\right)$ then $\exists j<i$ such that $T_{j}=T_{x}$ and $T_{j} \subsetneq T_{i}$.

### 2.1.2 From protocols to constraint systems

We present now how to build constraint systems starting from an execution scenario (e.g. agent $a$ plays two role sessions with $b$, and $b$ one role session with $A$ ). The solutions of these constraint systems represent all possible executions of the given scenario.

Similar presentations can be found in [Cor06, Del06].

Definition 2.2 (Scenario) A scenario is a finite set of initialised protocol roles.

Exemple 2.3 Consider again the Needham-Schroeder protocol [NS78] formalised in Example 1.28 (page $4^{77}$ ). The following two instantiated roles represent a scenario where $A$ starts a session with a corrupted agent $I$ (whose private key is known to the intruder) and $B$ is willing to answer to $A$ :

$$
\begin{aligned}
& R_{1}=\left(\operatorname{recv}(\text { init }), \operatorname{send}\left(\left\{\left[\mathrm{n}_{a}, a\right]\right\}_{\mathrm{ek}(i)}\right) ; \operatorname{recv}\left(\left\{\left[\mathrm{n}_{a}, y_{n_{b}}\right]\right\}_{\mathrm{ek}(a)}\right), \operatorname{send}\left(\left\{\left[y_{n_{b}}\right]\right\}_{\mathrm{ek}(i)}\right)\right) \\
& R_{2}=\left(\operatorname{recv}\left(\left\{\left[y_{n_{a}}, a\right]\right\}_{\mathrm{ek}(b)}\right), \operatorname{send}\left(\left\{\left[y_{n_{a}}, \mathrm{n}_{b}\right]\right\}_{\mathrm{ek}(a)}\right) ; \operatorname{recv}\left(\left\{\left[\mathrm{n}_{b}\right]\right\}_{\mathrm{ek}(b)}\right), \operatorname{send}(\operatorname{stop})\right)
\end{aligned}
$$

That is, the two initialising substitutions are $\sigma_{1}=\left\{a / z_{a},{ }^{i} / z_{b}, \mathrm{n}_{a} / x_{n_{a}}\right\}$ and $\sigma_{2}=\left\{a / z_{a}, b / z_{b}, \mathrm{n}_{b} / x_{n_{b}}\right\}$.

Given a scenario, there are many ways in which the instructions of the participating roles can be interleaved in order to obtain a sequence of instructions (i.e. a possible execution).

Definition 2.4 (Interleaving) Let $\mathrm{Sc}=\left\{R_{1}, \ldots, R_{n}\right\}$ be a scenario. An interleaving of $S$ of length $l$ is a function $\iota:[l] \rightarrow S$ such that for all $R \in S, \sharp\{j \mid \iota(j)=R\} \leq k_{R}$, where $k_{R}$ is the length of the role $R$. We define $\kappa:[l] \rightarrow \mathbb{N}$ by $\kappa(j)=\sharp\left\{j^{\prime} \mid \iota\left(j^{\prime}\right)=\iota(j), j^{\prime} \leq j\right\}$.

The function $\iota$ tells which is the role currently (i.e. at index $j$ ) playing, while the function $\kappa$ tells which is current control-point in the role. Note that in an interleaving not all roles need to be represented and roles need not reach their final control-point.

From interleavings to constraint systems Let Sc be a scenario and $\iota$ be an interleaving of length $l$ of Sc. We suppose that roles in Sc use different variables, that is $\operatorname{var}(r) \cap \operatorname{var}\left(r^{\prime}\right)=\emptyset$, for all $r, r^{\prime} \in \mathrm{Sc}$ (this can be achieved by renaming the concerned variables). We denote by $\mathrm{rcv}_{r}^{p}$ and $\operatorname{snt}_{r}^{p}$ the $p$-th (initialised) "receive" and respectively "send" message of role $r \in$ Sc. Then the constraint system associated with the interleaving $\iota$, and with the initial intruder knowledge $T_{0}$ is

$$
C=\bigwedge_{1 \leq i<l}\left(T_{i} \Vdash t_{i}\right)
$$

where for all $i \geq 1$,

$$
\begin{aligned}
T_{i} & =T_{i-1} \cup\left\{\operatorname{snt}_{r}^{p}\right\} \\
t_{i} & =\operatorname{rcv}_{r^{\prime}}^{p^{\prime}}
\end{aligned}
$$

with $r=\iota(i), p=\kappa(i), r^{\prime}=\iota(i+1)$, and $p^{\prime}=\kappa(i+1)$.
The sets of constraints $C$ built above is a constraint system. Indeed, the left-hand sides of constraints in $C$ are ordered by inclusion. And, if $x \in \operatorname{var}\left(T_{i}\right)$ then there is a $v \in T_{i}$ such that $x \in \operatorname{var}(v)$. Let $j$ be the index such that $v \in T_{j} \subseteq T_{j-1}$ (such a $i \geq j \geq 1$ exists by construction of $C$, and since $T_{0}$ is a set of ground terms). Then $v=\operatorname{snt}_{r}^{p}$ where $r=\iota(j)$ and $p=\kappa(j)$. By the definition of roles, there is $p^{\prime} \leq p$ such that $x \in \operatorname{var}\left(\operatorname{rcv}_{r}^{p^{\prime}}\right)$. But, by construction of $C, \operatorname{rcv}_{r}^{p^{\prime}}=t_{j^{\prime}}$ with $j^{\prime}<j$. Hence $T_{x}$ exists and $T_{x} \subseteq T_{j^{\prime}} \subsetneq T_{j} \subseteq T_{i}$.

Note that we can safely (i.e. without changing the solution set) eliminate the constraints $T_{i} \Vdash t_{i}$ with $t_{i} \in\{$ init, stop $\}$, since these are public constants (hence always deducible). Also, in order to remember the last message sent on the network (i.e. $\operatorname{snt}_{r}^{p}$ with $\iota(l)=r$ and $\left.\kappa(l)=p\right)$, which does not appear in $\operatorname{lhs}(C)$, we add to $C$ the constraint $T_{l-1} \cup\left\{\operatorname{snt}_{r}^{p}\right\} \Vdash c$, where $c$ is some public constant. We call this new constraint system the extended constraint system associated with $\iota$.

Exemple 2.5 Consider the scenario presented in Example 2.3 and the interleaving $\iota$ of length 4 given by $\iota(1)=R_{1}, \iota(2)=R_{2}, \iota(3)=R_{1}$, and $\iota(4)=R_{2}$. The constraint system $C_{1}$ associated with the interleaving $\iota$ and the initial intruder knowledge $T_{0}=\{a, b, i, \operatorname{ek}(a), \operatorname{ek}(b), \operatorname{ek}(i), \operatorname{dk}(i)\}$ is:

$$
\begin{array}{rlll}
T_{1} \stackrel{\text { def }}{=} T_{0},\left\{\left[\mathbf{n}_{a}, a\right]\right\}_{\text {ek }(i)} & \Vdash & \left.\left\{y_{n_{a}}, a\right]\right\}_{\text {ek }(b)} \\
T_{2} \stackrel{\text { def }}{=} T_{1},\left\{\left[y_{n_{a}}, \mathrm{n}_{b}\right]\right\}_{\mathrm{ek}(a)} & \Vdash & \left\{\mathbf{n}_{a}, y_{n_{b}}\right\}_{\mathrm{ek}(a)} \\
T_{3} \stackrel{\text { def }}{=} T_{2},\left\{\left[y_{n_{b}}\right]\right\}_{\mathrm{ek}(i)} & \Vdash & \left.\left\{\mathbf{n}_{b}\right]\right\}_{\mathrm{ek}(b)} \tag{2.3}
\end{array}
$$

The set $T_{1}$ represents the messages known to the intruder once $A$ has contacted the corrupted agent $I$. Then the equations 2.1 and 2.2 can be read as follows : if a message of the form $\left.\left\{y_{n_{a}}, a\right]\right\}_{\mathrm{ek}(b)}$ can be obtained by the intruder, then this message would be send to $B$, and $B$ would answer to this message by $\left\{y_{n_{a}}, \mathrm{n}_{b}\right\}_{\mathrm{ek}(a)}$, which is added to $T_{1}$. Subsequently, if a message of the form $\left\{\left[\mathrm{n}_{a}, y_{n_{b}}\right\}_{\text {ek }(a)}\right.$ can be obtained by the intruder, then this message would be send to $A$, and $A$ would answer with $\left\{y_{n_{b}}\right\}_{\operatorname{ek}(i)}$ since $A$ believes she is talking to $I$. The run is successful if $B$ can finish his session by receiving the message $\left\{\mathrm{n}_{b}\right\}_{\mathrm{ek}(b)}$. Then $B$ believes he has talked to $A$ while $A$ actually talked to I. The variables represent those parts of messages that are a priori unknown to the agents.

### 2.1.3 Security properties

We are concerned here with trace properties, that is with properties that can be expressed as predicates on traces. A protocol satisfies such a property if and only if the corresponding predicate holds for each execution trace of the protocol. To verify whether a property is satisfied for a "bounded number of sessions" (i.e. a scenario), it is then sufficient to check whether the interleavings of the scenario represent indeed execution traces satisfying the property. Not all interleavings need to be enumerated (see [MS01, Cor06]). But anyhow, here we are only interested whether an arbitrary interleaving represents a trace satisfying a certain property. Then, in this context, we consider that a security property is just a predicate on lists of messages, since checking whether this list represents a trace is done by deciding the satisfiability of the associated (extended) constraint system.

Definition 2.6 Let $C$ be a constraint system, $L$ a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$ and $P$ a predicate on lists of terms. A solution of $C$ for $P$ w.r.t. $L$ is a closed substitution $\theta$ such that $\forall(T \Vdash u) \in C, T \theta \vdash u \theta$ and $P(L \theta)$ holds.

Remark that a substitution is a solution of $C$ for the true predicate (that holds for any list of terms) w.r.t. an arbitrary list if and only if it is a solution of $C$ (in the sense of Definition 2.1). To avoid confusion, in such cases we call a solution of $C$ a partial solution of $C$, or we explicitly mention the predicate true.

For a list $L$ we denote by $L_{s}$ the set of terms of the list $L$. For a predicate $P$ we denote by $\bar{P}$ the negation of $P$.

The approach presented above doesn't allow to prove the correctness of a protocol w.r.t. a property (i.e. a predicate) $P$ (one cannot check in this way all scenarios), and represents in fact a search for attacks w.r.t. a property $P$. That is, we are interested in the existence of attacks-in the predicate $\bar{P}$, the correctness property being thus expressed as the predicate $\overline{\bar{P}}$.

We show next how secrecy and authentication are modeled in this setting.

Secrecy This property can be easily expressed by requiring that the secret data $s$ is not deducible from the messages sent on the network. We define the predicate $P_{\mathrm{s}}$ to hold on a list of messages if and only if $\mathbf{s}$ is deducible from it. That is, $P_{\mathbf{s}}(L)$ holds if and only if $L_{s} \vdash$ s . The secrecy property is then represented by the predicate $\bar{P}_{\mathrm{s}}$. The list $L$ on which this predicate is usually evaluated is a list of the terms in $\operatorname{lhs}(C)$, where $C$ is the (extended) constraint system $C$ associated with the interleaving under study. Hence, such a deduction-based property can be directly encoded by adding the constraint $\operatorname{lhs}(C) \Vdash \mathrm{s}$ to $C$, and asking for the partial satisfiability of the new constraint system. Considering that the only sort is Msg, we retrieve the usual constraint system deduction problem, which is known to be NP-complete [RT03].

Exemple 2.7 We consider again the constraint system $C_{1}$ defined in Example 2.5. Let $L_{1}$ be a list of the messages in $\operatorname{lhs}\left(C_{1}\right)$. Then the substitution $\sigma_{1}=\left\{{ }^{n_{a}} / y_{n_{a}},{ }^{n_{b}} / y_{n_{b}}\right\}$ is a solution of $C_{1}$ for the property $P_{\mathrm{n}_{b}}$ w.r.t. $L_{1}$ and corresponds to the attack found by G. Lowe [Low96].

Authentication This property can also be defined using a predicate $P_{\text {auth }}$ on lists of messages. For this purpose we use correspondence assertions and we introduce, following the syntax of Avispa $\left[\mathrm{ABB}^{+} 05\right]$, two new private function symbols witness and request of arity 4 with the following intuition : request $(a, b, i d, m)$ says that the agent $a$ now believes that it is really agent $b$ who sent the message $m$ (that is, $a$ authenticates $b$ on $m$ ), and witness $(b, a, i d, m)$ says that $b$ has just sent the message $m$ to $a$. The symbol $i d$ is simply a constant identifying the request since there might be several authentication goals for one protocol (e.g. the Needham-Schroeder protocol is a mutual authentication protocol, hence it has 2 authentication goals). The predicate $\bar{P}_{\text {auth }}$ holds on a list $L$ of messages if whenever request $(a, b, i d, m)$ appears in the list there is a corresponding occurrence witness( $b, a, i d, m$ ) (defining an injection) appearing before it in the list (that is, at a smaller position), for any agents $a$ and $b$. These "status events" (i.e. terms of the form $f\left(z, z^{\prime}, i d, t\right)$ with $f \in\{$ witness, request $\}, z, z^{\prime}$ parameters, $i d$ a constant, and $t$ a term) are in fact part of the specification of a protocol (that is, each step of a role has an associated set of such events), and a list of events is generated in the same manner as constraints systems are ${ }^{10}$. Then the predicate $\bar{P}_{\text {auth }}$ applied on a list $L$ built in this way represents Lowe's definition of injective agreement [Low97]. Thus, an interleaving has an attack on the authentication property if and only if the associated constraint system $C$ has a solution for $P_{\text {auth }}$ w.r.t. L.

Exemple 2.8 We consider again the constraint system $C_{1}$ defined in Example 2.5. We consider here only the authentication of $A$ by $B$ on $N_{b}$. The corresponding list is $L_{2}=\left(\operatorname{witness}\left(a, i, 2, y_{n_{b}}\right)\right.$, request $\left(b, a, 2, \mathrm{n}_{b}\right)$ ), that is, agent a acknowledges that he sent $y_{n_{b}}$ to agent $i$, and agent $b$, at the end of its role execution (thus, after receiving his nonce $\mathrm{n}_{b}$ ), believes he talked with agent $a$. The substitution $\sigma_{1}$ defined in Example 2.7 is a solution of $C_{1}$ for the property $P_{\text {auth }}$ w.r.t. $L_{2}$, since there is no corresponding witness assertion for request $\left(b, a, 2, \mathrm{n}_{b}\right)$ in $L_{2}$.

In Section 2.3, we provide other examples of predicates which encode time constraints, or express that no key cycles are allowed.

### 2.2 Simplifying constraint systems

Using some simplification rules, solving general constraint systems can be reduced to solving simpler constraint systems that we called solved. One nice property of the transformation is that it works for any security property.

[^6]| $R_{1}$ | $C \wedge T \Vdash u \rightsquigarrow C$ | if $T \cup\left\{x \mid\left(T^{\prime} \Vdash x\right) \in C, T^{\prime} \subsetneq T\right\} \vdash u$ |
| :---: | :---: | :---: |
| $R_{2}$ | $C \wedge T \Vdash u \rightsquigarrow_{\sigma} C \sigma \wedge T \sigma \Vdash u \sigma$ | if $\sigma=\operatorname{mgu}(t, u), t \in \operatorname{st}(T)$, |
|  | $t \neq u, t, u \operatorname{not}$ variables |  |
| $R_{3}$ | $C \wedge T \Vdash u \rightsquigarrow_{\sigma} C \sigma \wedge T \sigma \Vdash u \sigma$ | if $\sigma=\operatorname{mgu}\left(t_{1}, t_{2}\right), t_{1}, t_{2} \in \operatorname{st}(T)$, |
|  | $t_{1} \neq t_{2}, t_{1}, t_{2}$ not variables |  |
| $R_{4}$ | $C \wedge T \Vdash u \rightsquigarrow \perp$ | if $\operatorname{var}(T, u)=\emptyset$ and $T \nvdash u$ |
| $R_{f}$ | $C \wedge T \Vdash f(u, v) \rightsquigarrow C \wedge T \Vdash u \wedge T \Vdash v$ | for $f \in \mathcal{F}_{\text {pub }}, f$ not a constant |

Fig. 2.1 - Simplification rules.

We say that a constraint system is solved if it is different from $\perp$ and each of its constraints are of the form $T \Vdash x$, where $x$ is a variable. Note that the empty constraint system is solved. This corresponds to the notion of solved form in [CLS03].

Solved constraint systems with the single sort Msg are particularly simple in the case of the true predicate since they always have a solution, as noticed in [MS01]. Indeed, let $T_{1}$ be the smallest (w.r.t. inclusion) left-hand side of a constraint. From the definition of a constraint system we have that $T_{1}$ is non empty and has no variables. Let $t \in T_{1}$. Then the substitution $\theta$ defined by $x \theta=t$ for every variable $x$ is a solution, since $T \vdash t$ for any constraint $T \Vdash x$ of the solved system.

### 2.2.1 Simplification rules

The simplification rules we consider are defined in Figure 2.1. All the rules are in fact indexed by a substitution : when there is no index then the identity substitution is implicitly considered. We write $C \rightsquigarrow_{\sigma}^{n} C^{\prime}$ if there are $C_{1}, \ldots, C_{n}$ with $n \geq 1, C^{\prime}=C_{n}, C \rightsquigarrow_{\sigma_{1}} C_{1} \rightsquigarrow_{\sigma_{2}} \cdots \rightsquigarrow_{\sigma_{n}} C_{n}$ and $\sigma=\sigma_{1} \sigma_{2} \ldots \sigma_{n}$. We write $C \rightsquigarrow_{\sigma}^{*} C^{\prime}$ if $C \rightsquigarrow_{\sigma}^{n} C^{\prime}$ for some $n \geq 1$, or if $C^{\prime}=C$ and $\sigma$ is the empty substitution.

Exemple 2.9 Let us consider the following constraint system C:

$$
\left\{\begin{array}{lll}
T_{1} & \Vdash & \left.\left\langle\{[x]\}_{\operatorname{ek}(a)},\{y]\right\}_{\operatorname{ek}(a)}\right\rangle \\
T_{2} & \Vdash & k_{1}
\end{array}\right.
$$

where $T_{1}=\left\{a\right.$, ek $(a),\left\langle\left\{\left[k_{1}\right]\right\}_{\operatorname{ek}(a)},\left\{\left[k_{2}\right\}_{\mathrm{ek}(a)}\right\rangle\right\}$ and $T_{2}=T_{1} \cup\left\{\{y\}_{x}\right\}$. The constraint system $C$ can be simplified into a solved constraint system using (for example) the following sequence of simplification rules.
since $T_{1} \vdash \operatorname{ek}(a)$. Let $\left.\sigma=\operatorname{mgu}\left(\left\{\left[k_{1}\right\}\right\}_{\text {ek }(a)},\{y\}\right\}_{\operatorname{ek}(a)}\right)=\left\{{ }^{k_{1} / y}\right\}$. We have
since $T_{1} \vdash\left\{\left[k_{1}\right]\right\}_{\text {ek (a) }}$ and $T_{2} \sigma \cup\{x\} \vdash k_{1}$. Intuitively, it means that any substitution of the form $\left\{{ }^{m} / x,{ }^{k_{1}} / y\right\}$ such that $m$ is deducible from $T_{1}$ is solution of $C$ (for the true property).

We are intersted in simplification rules that are correct and complete, meaning that a constraint system $C$ has a solution for a security property $P$ if and only if there exists a constraint system $C^{\prime}$ in solved form such that $C \rightsquigarrow_{\sigma}^{*} C^{\prime}$ and $C^{\prime}$ has a solution for $P$. Note that several simplification rules can possibly be applied to a given constraint system.

In order to obtain completeness for the above set of simplification rules we need to impose a syntactic restriction on the form of constraint systems. Indeed, as observed by H. Comon-Lundh, the following constraint system $C=(T \Vdash x) \wedge\left(T \cup\{u\}_{x} \Vdash u\right)$, where $T=\{\operatorname{ek}(a), \operatorname{dk}(a)\}$ represents a counter-example for completeness : the substitution $\left\{{ }^{\mathrm{ek}(a) / x\}}\right.$ is a partial solution of $C$, but $C$ has no solved form.

We say that a constraint system $C$ is well-formed if, for any subterms $\{[u]\}_{v}$ and $\mathrm{dk}(w)$ of $C$, we have that $v$ and $w$ are ground terms.

Note that this is not a restriction in our setting (where constraint systems are obtained from protocols as in Section 2.1.2), since scenarios only consist of initialised roles, and since in any protocol in which a variable $x$ is used to represent a public or a private key can be rewritten "equivalently" by replacing $x$ with $\mathrm{ek}(y)$ or $\mathrm{dk}(y)$ respectively. Also, the above simplification rules preserve well-formedness : indeed, it is easily seen that, if $C$ is well-formed and $C \rightsquigarrow_{\sigma} C^{\prime}$, then $C^{\prime}$ is well-formed.

In what follows we will only consider well-formed constraint systems.

Theorem 2.10 Let $C$ be a constraint system, $\theta$ a substitution, $P$ a security property and $L$ a list of messages such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$.

1. (Correctness) If $C \rightsquigarrow_{\sigma}^{*} C^{\prime}$ for some constraint system $C^{\prime}$ and some substitution $\sigma$ and if $\theta$ is a solution of $C^{\prime}$ for the property $P$ w.r.t. L $\sigma$ then $\sigma \theta$ is a solution of $C$ for the property P w.r.t. L.
2. (Completeness) If $\theta$ is a solution of $C$ for the property $P$ w.r.t. L, then there exist a constraint system $C^{\prime}$ in solved form and substitutions $\sigma, \theta^{\prime}$ such that $\theta=\sigma \theta^{\prime}, C \rightsquigarrow_{\sigma}^{*} C^{\prime}$ and $\theta^{\prime}$ is a solution of $C^{\prime}$ for the property $P$ w.r.t. L $\sigma$.

As we will see in the next section we need a slight extension of the simplification rules in order to obtain their termination in polynomial time. Theorem 2.10 is proved in Sections 2.2.3 and 2.2.4. The proof is a simple extension of the proof provided in [CL04] to sorted messages and general security properties.

### 2.2.2 Decision procedure in NP-time

Theorem 2.10 does not suffice to ensure that deciding security properties is in NP (provided that we can decide them easily, i.e. in polynomial time, on solved constraint systems). In fact, applying the simplification rules may lead to branches of exponential length (in the size of the constraint system). Indeed when applying a simplification rule to a constraint, the initial constraint is suppressed from the constraint system and replaced by new constraint(s). But this constraint may appear again later on, due to other simplification rules. It is the case for example
when considering the following constraint system.

$$
\begin{array}{rll}
T_{0} \stackrel{\text { def }}{=}\left\{\{a\}_{k_{0}}\right\} & \Vdash & \left\{x_{0}\right\}_{k_{0}} \\
T_{1} \stackrel{\text { def }}{=} T_{0},\left\{\left\{\left\langle x_{0},\left\langle x_{0}, a\right\rangle\right\rangle\right\} k_{1}\right. & \Vdash & \left\{x_{1}\right\} k_{1} \\
& \vdots & \\
T_{n} \stackrel{\text { def }}{=} T_{n-1},\left\{\left\{\left\langle x_{n-1},\left\langle x_{n-1}, a\right\rangle\right\rangle\right\}_{k_{n}}\right. & \Vdash & \left.\left\{x_{n}\right\}\right\}_{k_{n}} \\
T_{n+1} \stackrel{\text { def }}{=} T_{n}, a & \Vdash & x_{n}
\end{array}
$$

The constraint system $C$ is clearly satisfiable and its size is linear in $n$. We have that

$$
C \rightsquigarrow_{\sigma}^{2 n}\left\{\begin{array}{rll}
T_{0} & \Vdash & \left.\left\{x_{0}\right\}\right\}_{k_{0}} \\
T_{n+1} \sigma & \Vdash & x_{n} \sigma
\end{array}\right.
$$

with $\sigma\left(x_{i+1}\right)=\left\langle x_{i},\left\langle x_{i}, a\right\rangle\right\rangle$ for $0 \leq i \leq n-1$. This derivation was obtained by applying rule $R_{2}$ and then $R_{1}$ for each constraint $T_{i} \Vdash\left\{\left\{x_{i}\right\}_{k_{i}}\right.$ with $1 \leq i \leq n$. The rule $R_{1}$ cannot be applied to $T_{n+1} \sigma \Vdash x_{n} \sigma$ since $x_{0}$ and the keys $k_{i}$ are not present in or derivable from $T_{n+1} \sigma$. Note that $\sigma^{\prime}=\sigma \cup\left\{a / x_{0}\right\}$ is a solution of $C$ and can be easily obtained by rule $R_{2}$ on the first constraint and then rule $R_{1}$ on both constraints.

However, there is a branch of length $3\left(2^{n}-1\right)$ from $T \Vdash x_{n} \sigma$ leading to $T \Vdash x_{0}$ (in solved form), where $T$ denotes $T_{n+1} \sigma$. This is easy to see by induction on $n$. It is true for $n=0$. Then using only the rules $R_{\text {pair }}$ and $R_{1}$, we have

$$
\begin{aligned}
& T \Vdash x_{n} \sigma \stackrel{R_{\circlearrowright}}{\rightsquigarrow}\left\{\begin{array} { l l l } 
{ T } & { \Vdash } & { x _ { n - 1 } \sigma } \\
{ T } & { \Vdash } & { \langle x _ { n - 1 } \sigma , a \rangle }
\end{array} \rightsquigarrow ^ { m } \left\{\begin{array} { l l l } 
{ T } & { \Vdash } & { x _ { 0 } } \\
{ T } & { \Vdash } & { \langle x _ { n - 1 } \sigma , a \rangle }
\end{array} \stackrel { R _ { 《 > } } { \rightsquigarrow } \left\{\begin{array}{llll}
T & \Vdash & x_{0} \\
T & \Vdash & x_{n-1} \sigma & R_{1} \\
T & \Vdash & a
\end{array}\right.\right.\right. \\
& \stackrel{R_{1}}{\rightsquigarrow}\left\{\begin{array}{lll}
T & \Vdash & x_{0} \\
T & \Vdash & x_{n-1} \sigma
\end{array} \rightsquigarrow^{m} T \Vdash x_{0}\right.
\end{aligned}
$$

with $m=3\left(2^{n-1}-1\right)$ by induction hypothesis. The length of the branch is $2 \times 3\left(2^{n-1}-1\right)+3=$ $3\left(2^{n}-1\right)$. This shows that there exist branches of exponential length in the size of the constraint.

We can prove (see Section 2.2.5) that it is actually not useful to consider constraints that have already been seen before (like the constraint $T \Vdash x_{n-1} \sigma$ in our example). Thus we store the constraints that have already been visited. Starting from the initial set of simplification rules $\mathcal{R}$, we construct a new set of simplification rules $\mathcal{R}^{\prime}$. For each simplification rule $C \rightsquigarrow_{\sigma} C^{\prime}$ in $\mathcal{R}$ we introduce in $\mathcal{R}^{\prime}$ the rule

$$
C ; D \rightsquigarrow_{\sigma} C^{\prime} \backslash D ;\left(C \backslash C^{\prime}\right) \cup D
$$

The constraints in $D$ are those which were already analysed, they are stored in $D$. The initial constraint system has the form $C ; \emptyset$.

Theorem 2.11 Let $C$ be a constraint system, $\theta$ a substitution, $P$ a security property and $L$ a list of messages such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$.

1. (Correctness) If $C ; \emptyset \rightsquigarrow{ }_{\sigma}^{n} C^{\prime} ; D^{\prime}$ for some constraint system $C^{\prime}$ and some substitution $\sigma$, if $\theta$ is a solution of $C^{\prime}$ for the property $P$ w.r.t. L $\sigma$ then $\sigma \theta$ is a solution of $C$ for the property $P$ w.r.t. L.
2. (Completeness) If $\theta$ is a solution of $C$ for the property $P$ w.r.t. $L$, then there exist a constraint system $C^{\prime}$ in solved form, a set of constraints $D^{\prime}$ and substitutions $\sigma, \theta^{\prime}$ such that $\theta=\sigma \theta^{\prime}, C ; \emptyset \rightsquigarrow_{\sigma}^{*} C^{\prime} ; D^{\prime}$ and $\theta^{\prime}$ is a solution of $C^{\prime}$ for the property $P$ w.r.t. L $\sigma$.
3. (Termination) If $C ; \emptyset \rightsquigarrow_{\sigma}^{n} C^{\prime} ; D^{\prime}$ for some constraint system $C^{\prime}$ and some substitution $\sigma$ then $n$ is polynomially bounded in the size of $C$.

The following corollary is easily obtained from the previous theorem by observing that we can guess the simplification rules which lead to a solved form.

Corollary 2.12 Any property $P$ that can be decided in polynomial time on solved constraint systems can be decided in non-deterministic polynomial time on arbitrary constraint systems.

The rest of Section 2.2 is devoted to the proof of the two theorems. We first show correctness (in Section 2.2.3) and completeness (in Section 2.2.4) of Theorem 2.10. Then we prove Theorem 2.11 in Section 2.2.5.

### 2.2.3 Correctness

We first give two simple lemmas.
Lemma 2.13 If $T \vdash u$ then $\operatorname{var}(u) \subseteq \operatorname{var}(T)$.
Proof The affirmation follows easily by induction on the depth of a proof of $T \vdash u$, observing that no deduction rule in $\mathcal{I}_{0}$ introduces new variables; that is, $\operatorname{var}(t) \subseteq \bigcup_{i} \operatorname{var}\left(t_{i}\right)$ for deduction rules

$$
\frac{S \vdash t_{1} \quad \ldots \quad S \vdash t_{k}}{S \vdash t}
$$

(without conditions), and $\operatorname{var}(t) \subseteq \operatorname{var}(T)$ if $t \in T$ (that is, for the membership rule).
The next lemma shows the "cut elimination" property for the deduction system $\vdash$.
Lemma 2.14 If $T \vdash u$ and $T, u \vdash v$ then $T \vdash v$.
Proof Consider a proof $\pi$ of $T \vdash u$ and a proof $\pi^{\prime}$ of $T, u \vdash v$. The tree obtained from $\pi^{\prime}$ by - replacing the labels of nodes $T, u \vdash t$ in $\pi^{\prime}$ with $T \vdash t$,

- replacing each new leaf $T \vdash u$ (the old $T, u \vdash u$ ) with the tree $\pi$, is a proof of $T \vdash v$.

As a consequence, we have that if $T \subseteq T^{\prime}, T^{\prime} \vdash v$ and $T \vdash u$, for all $u \in T^{\prime} \backslash T$, then $T \vdash v$. We show now that the simplification rules preserve constraint systems.

Lemma 2.15 The simplification rules transform a constraint system into a constraint system.
Proof Suppose that $C$ is a constraint system, $C=\bigwedge_{i}\left(T_{i} \Vdash u_{i}\right)$ and $C \rightsquigarrow_{\sigma} C^{\prime}$. Since $T_{i} \subseteq T_{i+1}$ implies $T_{i} \sigma \subseteq T_{i+1} \sigma$ we have that $C^{\prime}$ meets point 1 of the definition of constraint systems.

We show that $C^{\prime}$ also meets point 2 of the definition of constraint systems. Let $\left(T^{\prime} \Vdash u^{\prime}\right) \in C^{\prime}$ and $x \in \operatorname{var}\left(T^{\prime}\right)$. We have to prove that $T_{x}^{\prime}$ exists and $T_{x}^{\prime} \subsetneq T^{\prime}$. We consider which simplification rule was applied.

- If rule $R_{1}$ was applied, eliminating the constraint $T \Vdash u$, then $u$ is ground, $\left(T^{\prime} \Vdash u^{\prime}\right) \in C$ and

$$
\begin{aligned}
T_{x}^{\prime} & =\min \left\{T^{\prime \prime} \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C^{\prime}, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\} \\
& =\min \left\{T^{\prime \prime} \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C \backslash\{T \Vdash u\}, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\} .
\end{aligned}
$$

(The first equality is the definition of $T_{x}^{\prime}$, and the second one holds since $u$ is ground.) If $\min \left\{T^{\prime \prime} \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C \backslash\{T \Vdash u\}, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\}=\min \left\{T^{\prime \prime} \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\}$ then the property is clearly satisfied (as it is satisfied by $T^{\prime} \Vdash u^{\prime}$ in $C$ ). Otherwise, we have that $x \in \operatorname{var}(u)$ and $T=\min \left\{T^{\prime \prime} \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\}$. By minimality of $T$ it follows that $x \notin \operatorname{var}(T)$ and $x \notin\left\{y \mid\left(T^{\prime \prime} \Vdash y\right) \in C, T^{\prime \prime} \subsetneq T\right\}$. Since $x \in \operatorname{var}(u)$, we have that $T \cup\left\{y \mid\left(T^{\prime \prime} \Vdash y\right) \in C, T^{\prime \prime} \subsetneq T\right\} \nvdash u$ which contradicts the applicability of rule $R_{1}$ (by Lemma 2.13).

- If rules $R_{2}$ or $R_{3}$ were applied then for each constraint $\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C^{\prime}$ there is a constraint $(T \Vdash u) \in C$ such that $T \sigma=T^{\prime \prime}$ and $u \sigma=u^{\prime \prime}$. Consider $(T \Vdash u) \in C$ such that $T \sigma=T^{\prime}$ and $u \sigma=u^{\prime}$.
If $x$ is not introduced by $\sigma$ then $x \in \operatorname{var}(T)$. Then $T_{x}$ exists and $T_{x} \subsetneq T$. Thus $T_{x} \sigma \subseteq T \sigma$. If $T_{x} \sigma=T \sigma$ then $x \in \operatorname{var}\left(T_{x}\right)$ which contradicts the minimality of $T_{x}$. Thus $T_{x} \sigma \subsetneq T \sigma$. We also have that $\left\{T^{\prime \prime} \sigma \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C, x \in \operatorname{var}\left(u^{\prime \prime}\right)\right\} \subseteq\left\{T^{\prime \prime} \sigma \mid\left(T^{\prime \prime} \sigma \Vdash u^{\prime \prime} \sigma\right) \in C^{\prime}, x \in\right.$ $\left.\operatorname{var}\left(u^{\prime \prime} \sigma\right)\right\}$, since for any term $u^{\prime \prime}$, if $x \in \operatorname{var}\left(u^{\prime \prime}\right)$ then $x \in \operatorname{var}\left(u^{\prime \prime} \sigma\right)$. It follows that $T_{x}^{\prime}$ exists and $T_{x}^{\prime} \subseteq T_{x} \sigma$. Hence $T_{x}^{\prime} \subsetneq T^{\prime}$.
Otherwise, suppose $x$ is introduced by $\sigma$, that is $\exists y \in \operatorname{var}(T)$ such that $x \in \operatorname{var}(y \sigma)$. Then $T_{y}$ exists and $T_{y} \subsetneq T$. We choose $y$ such that $T_{y}$ is minimal with respect to the inclusion relation. We have that $T_{x}^{\prime} \subseteq \min \left\{T^{\prime \prime} \sigma \mid\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C, z \in \operatorname{var}\left(u^{\prime \prime}\right), x \in \operatorname{var}(z \sigma)\right\} \subseteq T_{y} \sigma$. Again from $T_{y} \subsetneq T$ we obtain that $T_{y} \sigma \subsetneq T \sigma$, since if $T_{y} \sigma=T \sigma$ there exists $z \in \operatorname{var}\left(T_{y}\right)$ such that $x \in \operatorname{var}(z \sigma)$. We have $z \neq y$ by minimality of $T_{y}$. Thus there exists $T_{z} \subsetneq T_{y}$, which contradicts the minimality of $y$. Hence $T_{x}^{\prime}$ exists and $T_{x}^{\prime} \subsetneq T^{\prime}$.
- If rule $R_{4}$ was applied then the obtained result is a constraint system by definition.
- If rule $R_{f}$ was applied, then the property is preserved, since, if $x \in \operatorname{var}\left(u^{\prime \prime}\right)$, for some term $u^{\prime \prime}$ such that $\left(T^{\prime \prime} \Vdash u^{\prime \prime}\right) \in C^{\prime}$, then there is a term $v$ with $x \in \operatorname{var}(v)$ such that $\left(T^{\prime \prime} \Vdash v\right) \in C$.

Lemma 2.16 (correctness) If $C \rightsquigarrow_{\sigma} C^{\prime}$ then for every solution $\tau$ of $C^{\prime}$ for the property $P$ w.r.t $L \sigma, \sigma \tau$ is a solution of $C$ for the property $P$ w.r.t. L.

Proof If the applied rule was $R_{1}$ then we have to prove that $T \tau \vdash u \tau$, where $T \Vdash u$ is the eliminated constraint. We know that $T \cup\left\{x \mid T^{\prime} \Vdash x \in C, T^{\prime} \subsetneq T\right\} \vdash u$. It follows that $T \tau \cup\left\{x \tau \mid T^{\prime} \Vdash x \in C, T^{\prime} \subsetneq T\right\} \vdash u \tau$. For any $\left(T^{\prime} \Vdash x\right) \in C, T^{\prime} \subsetneq T$, we have that $T^{\prime} \tau \vdash x \tau$, and hence $T \tau \vdash x \tau$. Then from Lemma 2.14 we obtain that $T \tau \vdash u \tau$.

Suppose that the rule applied in order to obtain $C^{\prime}$ was $R_{2}$ or $R_{3}$. Then we have for each constraint $T \Vdash u$ of $C$ that $(T \sigma) \tau \vdash(u \sigma) \tau$, that is, $T(\sigma \tau) \vdash u(\sigma \tau)$. If the rule was $R_{f}$ then we obtain that $T \tau \vdash f(u, v) \tau$ from $T \tau \vdash u \tau$ and $T \tau \vdash v \tau$ by applying the corresponding rule (e.g. encryption if $f=$ encd). Finally, rule $R_{4}$ couldn't have been applied.

We deduce that $\sigma \tau$ satisfies $C$. Moreover, since $\tau$ is solution of $C^{\prime}$ for the property $P$ w.r.t $L \sigma$, it means that $P((L \sigma) \tau)$ holds, that is $P(L(\sigma \tau))$ holds. Thus $\sigma \tau$ is solution of $C$ for the property $P$ w.r.t $L$.

### 2.2.4 Completeness

Let $T_{1} \subseteq T_{2} \subseteq \cdots \subseteq T_{n}$. We say that a proof $\pi$ of $T_{i} \vdash u$ is left minimal if for any $j<i$ such that $T_{j} \vdash u, \pi^{\prime}$ is a proof of $T_{j} \vdash u$ where $\pi^{\prime}$ is obtained from $\pi$ by replacing $T_{i}$ with $T_{j}$ in the left-hand side of each node of $\pi$. We say that a proof is simple if any subproof is left minimal and on any branch there are no two equal nodes. Remark that a subproof of a simple proof is simple.
Lemma 2.17 If $T_{i} \vdash u$ then there is a simple proof of it.
Proof We prove the property by induction on the pair $(i, m)$ (considering the lexicographical order), where $m$ is the size of a proof of $T_{i} \vdash u$.

If $i=1$ then any (subproof of any) proof of $T_{1} \vdash u$ is left minimal and there exists a proof without repeating nodes on branches.

If $i>1$ and there is $j<i$ such that $T_{j} \vdash u$ then apply the recursion hypothesis to obtain the existence of a simple proof of $T_{j} \vdash u$. This proof is also a simple proof of $T_{i} \vdash u$ (by using weakening ; i.e. if $T \vdash u$ and $T \subseteq T^{\prime}$ then $\left.T^{\prime} \vdash u\right)$.

If $i>1$ and there is no $j<i$ such that $T_{j} \vdash u$, then apply the recursion hypothesis on the immediate subproofs of the proof of $T_{i} \vdash u$. If the node $T_{i} \vdash u$ appears in one of the obtained subproofs $\pi^{\prime}$ then consider a proof of $T_{i} \vdash u$ (subproof of $\pi^{\prime}$ ) not having $T_{i} \vdash u$ as an internal node. Otherwise apply the same last rule to obtain the root node $T_{i} \vdash u$. Anyhow, the obtained proof and all of its subproofs are left minimal by construction, and hence the obtained proof is simple.

For a constraint system $C$, we call a left-hand side $T_{i}$ of some constraint in $C$ minimal unsolved if for all $(T \Vdash u) \in C$ such that $T \subsetneq T_{i}, u$ is a variable, and there is a constraint $T_{i} \Vdash u_{i}$ with $u_{i}$ not a variable. Note that if $T$ is minimal unsolved then nothing is implied for right hand sides of constraints $T \Vdash u$ (that is, $u$ may be a variable or not). Also, if $T$ is minimal unsolved then all left hand sides $T^{\prime}$ with $T^{\prime} \subseteq T$ are also minimal unsolved.

Lemma 2.18 Let $C$ be an unsolved constraint system, $\theta$ a partial solution of $C, T_{i}$ a minimal unsolved left-hand side of $C$ and $u$ a term. If there is a simple proof of $T_{i} \theta \vdash u$ having the last rule an axiom or a decomposition then there is $t \in \operatorname{st}\left(T_{i}\right), t$ not a variable, such that $t \theta=u$.

Proof Consider a simple proof $\pi$ of $T_{i} \theta \vdash u$. We can suppose without loss of generality that $i$ is minimal since if $T_{j} \theta \vdash u$ with $j<i$ then $\pi^{\prime}$ (obtained as in the definition of a simple proof) is a simple proof having as the last rule an axiom or a decomposition. We reason by induction on the depth of the proof. We can have that:

- The last rule is an axiom. Then $u \in T_{i} \theta$ and hence there is $t \in T_{i}$ (thus $\left.t \in \operatorname{st}\left(T_{i}\right)\right)$ such that $t \theta=u$. If $t$ is a variable then $T_{t} \Vdash t$ is a constraint in $C$ with $T_{t} \subsetneq T_{i}$ (see the definition of a constraint system). Hence $T_{t} \theta \vdash t \theta$, that is $T_{t} \theta \vdash u$, which contradicts the minimality of $i$. Thus, as required, $t$ is not a variable.
- The last rule is a decomposition.

Suppose that it is a symmetric decryption. That is, there is $w$ such that $T_{i} \theta \vdash\left\{\{u\}_{w}\right.$, $T_{i} \theta \vdash w$. By simplicity of the proof, the last rule applied when obtaining $\{u\}_{w}$ was an axiom or a decomposition, otherwise the same node would appear twice. Then applying the induction hypothesis we have that there is $t \in \operatorname{st}\left(T_{i}\right), t$ not a variable, such that $t \theta=\{u\}_{w}$. It follows that $t=\left\{\left\{t^{\prime}\right\}\right\}_{t^{\prime \prime}}$ with $t^{\prime} \theta=u$. If $t^{\prime}$ is a variable then $T_{t^{\prime}} \theta \vdash t^{\prime} \theta$. That is $T_{t^{\prime}} \theta \vdash u$, which again contradicts the minimality of $i$. Hence $t^{\prime}$ is not variable, as required.
For the other decomposition rules the same reasoning holds.

Lemma 2.19 Let $C$ be an unsolved constraint system, $\theta$ a partial solution and $T_{i}$ a minimal unsolved left hand side of $C$, such that $T_{i}$ does not contain two distinct non-variable subterms $t_{1}, t_{2}$ with $t_{1} \theta=t_{2} \theta$. If $u \in \operatorname{st}\left(T_{i}\right)$, u non-variable, and $T_{i} \theta \vdash u \theta$ then we have that $T_{i}^{\prime} \vdash u$, where $T_{i}^{\prime}=T_{i} \cup\left\{x \mid T \Vdash x \in C, T \subsetneq T_{i}\right\}$.

Proof Let $j$ be minimal such that $T_{j} \theta \vdash u \theta$. Thus $j \leq i$ and $T_{j} \subseteq T_{i}$. Consider a simple proof of $T_{j} \theta \vdash u \theta$. We reason by induction on the depth of the proof. We can have that :

- The last rule is an axiom. Then $u \theta \in T_{j} \theta$. If $u \in T_{j}$ then $T_{j} \vdash u$ and hence $T_{i}^{\prime} \vdash u$. Otherwise, there is $t \in T_{j}$ such that $t \theta=u \theta$. We have $t \neq u$, and hence $t$ is a variable, since otherwise there is a contradiction with the hypothesis (there are two distinct non-variable terms $t$ and $u$ in $\operatorname{st}\left(T_{i}\right)$ such that $\left.t \theta=u \theta\right)$. We then have $T_{t} \theta \vdash t \theta$. Thus $T_{t} \theta \vdash u \theta$, which contradicts the minimality of $j$, since $T_{t} \subsetneq T_{j}$. Hence $u \in T_{j}$ and then $T_{i}^{\prime} \vdash u$, as required.
- The last rule is a decomposition.

Suppose that it is the symmetric decryption rule. That is, there is $w$ such that $T_{j} \theta \vdash\left\{\{u \theta\}_{w}\right.$, $T_{j} \theta \vdash w$. The last rule applied to obtain $T_{j} \theta \vdash\left\{\{u \theta\}_{w}\right.$ was not a composition since there are no duplicated nodes in simple proofs. We can hence apply Lemma 2.18 and obtain that there is $t \in \operatorname{st}\left(T_{j}\right), t$ not a variable, such that $t \theta=\left\{\{u \theta\}_{w}\right.$. Since $t$ is not a variable we have that $t=\left\{\left\{t^{\prime}\right\}_{t^{\prime \prime}}\right.$ with $t^{\prime} \theta=u \theta$ and $t^{\prime \prime} \theta=w$. If $t^{\prime}$ is a variable then $T_{t^{\prime}} \theta \vdash t^{\prime} \theta$. Thus $T_{t^{\prime}} \theta \vdash u \theta$, which contradicts the minimality of $j$, since $T_{t^{\prime}} \subsetneq T_{j}$ by the definition of constraint systems. It follows that $t^{\prime}$ is not a variable. Then we have that $t^{\prime}=u$ (otherwise we would have two distinct non-variable terms $t^{\prime}$ and $u$ in $\operatorname{st}\left(T_{i}\right)$ with $t^{\prime} \theta=u \theta$ ). We apply the induction hypothesis on $T_{j} \theta \vdash\left\{\left\{t^{\prime}\right\}\right\}_{t^{\prime \prime}} \theta$ and we obtain that $\left.T_{i}^{\prime} \vdash\left\{t^{\prime}\right\}\right\}_{t^{\prime \prime}}$. Now, if $t^{\prime \prime}$ is a variable then $t^{\prime \prime} \in T_{i}^{\prime}$, thus $T_{i}^{\prime} \vdash t^{\prime \prime}$. Otherwise, if $t^{\prime \prime}$ is not a variable then, by induction hypothesis on $T_{j} \theta \vdash t^{\prime \prime} \theta$, we obtain $T_{i}^{\prime} \vdash t^{\prime \prime}$. Hence, in both cases, we obtain that $T_{i}^{\prime} \vdash t^{\prime \prime}$. Then, together with $\left.T_{i}^{\prime} \vdash\left\{t^{\prime}\right\}\right\}_{t^{\prime \prime}}$ and $t^{\prime}=u$, it follows that $T_{i}^{\prime} \vdash u$.
Suppose now that the last rule is the asymmetric decryption rule. That is, there is $w$ such that $T_{j} \theta \vdash\{\{u \theta]\}_{\mathrm{ek}(w)}, T_{j} \theta \vdash \mathrm{dk}(w)$. The last rule applied to obtain $T_{j} \theta \vdash\left\{[u \theta\}_{\mathrm{ek}(w)}\right.$ was not a composition. We can hence apply Lemma 2.18 and obtain that there is $t \in \operatorname{st}\left(T_{j}\right)$, $t$ not a variable, such that $t \theta=\left\{[u \theta\}_{\text {ek }(w)}\right.$. Since $t$ is not a variable, and from the wellformedness of $C$, we have that $t=\left\{t^{\prime}\right\}_{\mathrm{ek}(w)}$ with $t^{\prime} \theta=u \theta$ and $w$ is a ground term. If $t^{\prime}$ is a variable then $T_{t^{\prime}} \theta \vdash t^{\prime} \theta$. Thus $T_{t^{\prime}} \theta \vdash u \theta$, which contradicts the minimality of $j$, since $T_{t^{\prime}} \subsetneq T_{j}$ by the definition of constraint systems. It follows that $t^{\prime}$ is not a variable. Then we have that $t^{\prime}=u$ (otherwise we would have two distinct non-variable terms $t^{\prime}$ and $u$ in st $\left(T_{i}\right)$ with $\left.t^{\prime} \theta=u \theta\right)$. We apply the induction hypothesis on $\left.T_{j} \theta \vdash\left\{t^{\prime}\right\}\right\}_{\text {ek }(w)} \theta$ and we obtain that $T_{i}^{\prime} \vdash\left\{\left\{t^{\prime}\right\}\right\}_{\operatorname{ek}(w)}$. Applying Lemma 2.18 for $T_{j} \theta \vdash \mathrm{dk}(w)$, we obtain that there is $t^{\prime \prime} \in \operatorname{st}\left(T_{j}\right), t^{\prime \prime}$ not a variable such that $t^{\prime \prime} \theta=\mathrm{dk}(w)$. Using the well-formedness of $C$ we obtain that $t^{\prime \prime}=\mathrm{dk}(w)$. Applying now the induction hypothesis on $T_{j} \theta \vdash \mathrm{dk}(w)$, we get that $T_{i}^{\prime} \vdash \mathrm{dk}(w)$. Then, together with $T_{i}^{\prime} \vdash\left\{\left\{t^{\prime}\right\}\right\}_{\operatorname{ek}(w)}$ and $t^{\prime}=u$, it follows that $T_{i}^{\prime} \vdash u$.
For the other decomposition rules the same reasoning as for the symmetric decryption case is applied.

- The last rule is a composition. Suppose for example that it is the symmetric encryption rule. Then $u \theta=\left\{\left\{w_{1}\right\}\right\}_{w_{2}}$ and $T_{j} \theta \vdash w_{1}$ and $T_{j} \theta \vdash w_{2}$. Since $u$ is not a variable we have that $u=\left\{\left\{u_{1}\right\}_{u_{2}}, u_{1} \theta=w_{1}\right.$ and $u_{2} \theta=w_{2}$. If $u_{1}$ (resp. $u_{2}$ ) is a variable then $u_{1}$ (resp. $u_{2}$ ) is in $T_{i}^{\prime}$. Indeed, as $u_{1} \in \operatorname{var}\left(T_{i}\right)$ (because $u \in \operatorname{st}\left(T_{i}\right)$ ), we can apply point 2 of Definition 2.1 and the minimal solvability of $T_{i}$. Otherwise (that is, if $u_{1}$ and $u_{2}$ are not variables) we apply the recursion hypothesis. Hence in both cases we have $T_{i}^{\prime} \vdash u_{1}$ and $T_{i}^{\prime} \vdash u_{2}$. Thus $T_{i}^{\prime} \vdash u$. For the other composition rules the same reasoning holds.

Lemma 2.20 (completeness) If $C$ is an unsolved constraint system and $\theta$ is a solution of $C$ for the property $P$ w.r.t. $L$ then there is a constraint system $C^{\prime}$, a substitution $\sigma$, and solution $\tau$ of $C^{\prime}$ for the property $P$ w.r.t. L $\sigma$ such that $C \rightsquigarrow \sigma C^{\prime}$ and $\theta=\sigma \tau$.

Proof Consider a constraint $T_{i} \Vdash u_{i}$ such that $T_{i}$ is minimal unsolved and $u_{i}$ is not a variable.
We have $T_{i} \theta \vdash u_{i} \theta$. Consider a simple proof of $T_{i} \theta \vdash u_{i} \theta$. According to the last applied rule in this proof, we can have :

1. The last rule is a composition.

Suppose that it is the pairing rule. That is, there are $w_{1}, w_{2}$ such that $T_{i} \theta \vdash w_{1}, T_{i} \theta \vdash w_{2}$ and $\left\langle w_{1}, w_{2}\right\rangle=u_{i} \theta$. Since $u_{i}$ is not a variable there exists $u^{\prime}, u^{\prime \prime}$ such that $u_{i}=\left\langle u^{\prime}, u^{\prime \prime}\right\rangle$. Hence we apply the simplification rule $R_{\text {pair }}$ in order to obtain $C^{\prime}$. Since $u^{\prime} \theta=w_{1}$ and $u^{\prime \prime} \theta=w_{2}$, the substitution $\theta$ is also a solution to $C^{\prime}$ for $P$ w.r.t $L$.
For the other composition rules the same reasoning holds, applying this time the corresponding $R_{f}$ rule.
2. The last rule is an axiom or a decomposition. Applying Lemma 2.18 we obtain that there is $t \in \operatorname{st}\left(T_{i}\right), t$ not a variable, such that $t \theta=u_{i} \theta$. We have the following two possibilities :
(a) If $t \neq u_{i}$ then we apply the simplification rule $R_{2}$.
(b) Otherwise, if $t=u_{i}$, then $u_{i} \in \operatorname{st}\left(T_{i}\right)$. We consider the cases :
i. There are two distinct non-variable terms $t_{1}, t_{2} \in \operatorname{st}\left(T_{i}\right)$ such that $t_{1} \theta=t_{2} \theta$. Then we apply the simplification rule $R_{3}$.
ii. Otherwise, the rule $R_{1}$ is applied. This follows from Lemma 2.19.

### 2.2.5 Termination in polynomial time

In what follows, we first show that the new simplification rules are terminating in polynomial time. Then we show that removing already analysed constraints is a correct and complete procedure.

It is easy to show by induction on $j$ that the following properties are satisfied.
Lemma 2.21 Let $C=C_{0}$ be a constraint system, let $D_{0}=\emptyset$ and $C_{i-1} ; D_{i-1} \rightsquigarrow \sigma_{i} C_{i} ; D_{i}$ for all $0<i \leq n$ for some $n>0$. Then $C_{j} \cap D_{j}=\emptyset$ for all $0 \leq j \leq n$.

Lemma 2.22 Let $C=C_{0}$ be a constraint system, let $D_{0}=\emptyset$ and $C_{i-1} ; D_{i-1} \rightsquigarrow \sigma_{i} C_{i} ; D_{i}$ for all $0<i \leq n$ for some $n>0$. If $(T \Vdash u) \in D_{n}$ then there is an unique $j<n$ such that $(T \Vdash u) \in C_{j} \backslash C_{j+1}$ or, equivalently $(T \Vdash u) \in D_{j+1} \backslash D_{j}$.

### 2.2.5.1 Termination

We show that each branch is of polynomial length.
Lemma 2.23 (termination) If $C ; \emptyset \rightsquigarrow_{\sigma}^{n} C^{\prime} ; D^{\prime}$ for some constraint system $C^{\prime}$ and some substitution $\sigma$ then $n$ is polynomially bounded in the size of $C$.

Proof We first notice that the rule $R_{4}$ can be applied only once. The rule $R_{f}$ increases the total number of constraints by one and the rules $R_{2}$ and $R_{3}$ do not increase the total number of constraints. Thus the number of applications of rule $R_{1}$ is at most the number of constraints
in $C$ plus the number of applications of $R_{f}$. In addition, each application of $R_{2}$ or $R_{3}$ strictly decreases the number of variables. Since no rule increases the number of variables, the number of applications of the rules $R_{2}$ and $R_{3}$ is bounded by the number of variables in $C$. So what we need to bound is the maximum number of applications of rule $R_{f}$.

For a constraint system $C^{\prime \prime}$, we denote by $\operatorname{Lhs}\left(C^{\prime \prime}\right)=\left\{T \mid(T \Vdash u) \in C^{\prime \prime}\right\}$ the set of left hand sides of constraints of $C^{\prime \prime}$. We denote $\left(C_{i} ; D_{i}\right)_{i \geq 0}$ the sequence of constraint systems obtained by applying successively the simplification rules, where $C_{0}=C$ and $D_{0}=\emptyset$. By Lemma 2.21, $C_{k} \cap D_{k}=\emptyset$ for all $k \geq 0$. Let $j$ be an arbitrary index such that $\left(C_{j-1} ; D_{j-1}\right) \rightsquigarrow\left(C_{j} ; D_{j}\right)$ using the rule $R_{f}$. Let $j_{0}$ be the index of the last application of one of the rules $R_{2}$ or $R_{3}$, that is $j_{0}<j$ and $j_{0}=\max \left\{k<j_{0} \mid \alpha_{k} \in\left\{R_{2}, R_{3}\right\}\right\}$ (by convention $j_{0}=0$ if there is no application of one of the rules $R_{2}$ or $R_{3}$ ). Suppose that, at step $j$, we have applied rule $R_{f}$ on $T \Vdash f(u, v)$. Then $(T \Vdash f(u, v)) \in D_{j}$. Hence we cannot apply later (at some step $k>j$ ) a rule (and in particular $R_{f}$ ) on $T \Vdash f(u, v)$. Also note that $f(u, v) \in \operatorname{st}\left(C_{j_{0}}\right)$. Hence until the next application of one of the rules $R_{2}$ or $R_{3}$ we can apply rule $R_{f}$ at most $\sharp \operatorname{Lhs}\left(C_{j_{0}}\right) \times \sharp \operatorname{st}\left(\mathrm{rhs}\left(C_{j_{0}}\right)\right)$ times, since $R_{2}$ and $R_{3}$ are the only rules that change the left-hand side of a constraint system. But $\sharp \mathrm{Lhs}\left(C_{k}\right) \leq \sharp \| \mathrm{lhs}\left(C_{k}\right)$ for all $k$ (since a different left hand side $T$ of a constraint means at least a different term). Observe now that $\# \mathrm{lhs}\left(C_{i}\right)$ (and in particular $\# \mathrm{hs}\left(C_{j_{0}}\right)$ ) can only decrease with regard to $\sharp \mathrm{lhs}\left(C_{0}\right)$ because each rule either preserves the set of terms in the left-hand side of a constraint system, or it replaces it with a new set of usually equal cardinality (but maybe smaller if some terms get unified by the application of rule $R_{2}$ or $\left.R_{3}\right)$. Also, $\sharp \mathrm{st}\left(\mathrm{rhs}\left(C_{i}\right)\right) \leq \sharp \mathrm{st}\left(C_{i}\right) \leq \sharp \mathrm{st}\left(C_{0}\right)$. Indeed, the first inclusion is trivial and the second holds because the number of subterms of $C_{i}$ (w.r.t. $C_{i-1}$ ) may only decrease : this is trivial for rules $R_{1}$ and $R_{f}$, and true for $R_{2}$ and $R_{3}$ since $\sharp \operatorname{st}(u \theta) \leq \sharp(\operatorname{st}(u) \cup \operatorname{st}(v))$ when $\theta=\operatorname{mgu}(u, v)$. Hence the maximum number of applications of rule $R_{f}$ is $\sharp \operatorname{var}\left(C_{0}\right) \times \sharp \operatorname{lhs}\left(C_{0}\right) \times \sharp \mathrm{st}\left(C_{0}\right)$.

So $n$ is bounded by $\sharp C_{0}+n_{f}$ (for rule $R_{1}$ ) plus $\sharp \operatorname{var}\left(C_{0}\right)$ (for rules $R_{2}$ and $R_{3}$ ) plus 1 (for rule $R_{4}$ ) plus $\sharp \operatorname{var}\left(C_{0}\right) \times \sharp / \mathrm{hs}\left(C_{0}\right) \times \sharp \mathrm{st}\left(C_{0}\right)$ (for rule $R_{f}$ ), where $n_{f}$ is the number of applications of rule $R_{f}$. That is, $n \leq 1+\sharp C+\sharp \operatorname{var}(C)+2 \times \sharp \operatorname{var}(C) \times \sharp \mathrm{lhs}(C) \times \sharp \mathrm{st}(C)$.

Note that we also need to make sure that $C^{\prime}$ and $D^{\prime}$ are also of polynomially bounded size. This is ensured using a DAG-representation of the terms for example.

### 2.2.5.2 Correctness

We first prove a useful lemma which states some properties of a sequence of simplification rules when rule $R_{1}$ has not been applied.

Lemma 2.24 Let $C ; \emptyset \rightsquigarrow * *^{*} C_{i} ; D_{i} \rightsquigarrow^{*} C_{n} ; D_{n}$ for some $n>i \geq 0$ be a simplification sequence such that the rule $R_{1}$ was not applied. Also let $C_{i} \rightsquigarrow C_{i+1}^{\prime}$ using the same simplification rule as in $C_{i} ; D_{i} \rightsquigarrow C_{i+1} ; D_{i+1}$. If $(T \Vdash u) \in D_{i+1}$ and $\operatorname{var}(T \Vdash u) \subseteq \operatorname{var}\left(C_{i+1}^{\prime}\right)$ then for all $j$ with $i<j \leq n$ such that $\operatorname{var}(T \Vdash u) \subseteq \operatorname{var}\left(C_{j}^{\prime}\right)$ there are constraints $T \Vdash u_{1}, T \Vdash u_{2}, \ldots, T \Vdash u_{k}$ in $C_{j}$ and a context $U$ that does not contain constant symbols such that $U\left[u_{1}, \ldots, u_{k}\right]=u$ and $\left|u_{l}\right|<|u|$ for all $1 \leq l \leq k$.

Proof We do the proof by induction on $|u|$. But first we derive a useful observation.
From Lemma 2.22 we know that there is $j_{0} \leq i$ such that $(T \Vdash u) \in\left(C_{j_{0}} \backslash C_{j_{0}+1}\right)$. We prove that the rule applied at step $j_{0}+1$ cannot be $R_{2}$ or $R_{3}$. Suppose by contradiction that it is. Then, since at this step $T \Vdash u$ is removed from $C_{j_{0}}$, there is at least one variable, say $x$, of $T \Vdash u$ in the domain of $\sigma_{j_{0}+1}$. This variable does not appear in any $C_{j}^{\prime}$ with $j>j_{0}$, hence in particular it does not appear in $C_{i+1}^{\prime}$. We obtain a contradiction. Hence at step $j_{0}+1$ the rule $R_{f}$ was applied. Then $u=f\left(u^{\prime}, u^{\prime \prime}\right)$ and $T \Vdash u^{\prime}, T \Vdash u^{\prime \prime}$ are in $C_{j_{0}+1}^{\prime}$.

Since, as we will see later, the affirmation for $j>i+1$ is implied by that for $j=i+1$ we first prove this last one (i.e. for $j=i+1$ ).

If $|u|=1$ then the rule $R_{f}$ couldn't have been applied (at step $j_{0}+1$ ) since $u$ is atomic. Hence due to the above discussion this case is not possible.

If $|u|=2$ then for all $j$ with $j_{0}<j \leq i+1, T \Vdash u^{\prime}$ and $T \Vdash u^{\prime \prime}$ cannot be in $D_{j}$. Indeed otherwise (using the same argument as above for $T \Vdash u$ ) the rule $R_{f}$ must have been applied on these constraints which would contradict that $u^{\prime}$ and $u^{\prime \prime}$ are atomic. Hence $T \Vdash u^{\prime}$ and $T \Vdash u^{\prime \prime}$ are in $C_{j}$ for all $j$ with $j_{0}<j \leq i+1$, hence in particular in $C_{i+1}$. Then the context is simply $U=f[\cdot, \cdot], u_{1}=u^{\prime}$ and $u_{2}=u^{\prime \prime}$.

Consider that $|u|>2$. If $T \Vdash u^{\prime}$ is in $D_{i+1}$ then $T \Vdash u^{\prime}$ is in $C_{i_{0}} \backslash C_{i_{0}+1}$ for some $i_{0} \leq i$ (by Lemma 2.21). Since $\left|u^{\prime}\right|<|u|$ and $\operatorname{var}\left(T \Vdash u^{\prime}\right) \subseteq \operatorname{var}(T \Vdash u) \subseteq \operatorname{var}\left(C_{i+1}\right)$ we can apply the induction hypothesis to obtain that there are constraints $T \Vdash u_{l^{\prime}}^{\prime}$ for $1 \leq l^{\prime} \leq k^{\prime}$ in $C_{i+1}$ and a context $U^{\prime}$ such that $U^{\prime}\left[u_{1}^{\prime}, \ldots, u_{k^{\prime}}^{\prime}\right]=u^{\prime}$ and $\left|u_{l^{\prime}}^{\prime}\right|<|u|$ for all $l^{\prime}$. Otherwise (if $T \Vdash u^{\prime}$ is in $C_{i+1}$ ) consider $U^{\prime}$ as the empty context and the set of constraints being formed by the singleton $T \Vdash u^{\prime}$. The same reasoning applies for $T \Vdash u^{\prime \prime}$ obtaining the set of constraints $T \Vdash u_{l^{\prime \prime}}^{\prime \prime}$ for $1 \leq l^{\prime \prime} \leq k^{\prime \prime}$ in $C_{i+1}$ and a context $U^{\prime \prime}$ such that $U^{\prime \prime}\left[u_{1}^{\prime \prime}, \ldots, u_{k^{\prime \prime}}^{\prime \prime}\right]=u^{\prime \prime}$ and $\left|u_{l^{\prime \prime}}^{\prime \prime}\right|<|u|$ for all $l^{\prime \prime}$. Then take the union of these two sets of constraints and the context $f\left(U^{\prime}, U^{\prime \prime}\right)$ to obtain the claim.

We have found $T \Vdash u_{l}$ in $C_{i+1}$ for $1 \leq l \leq k$ and $U$ such that $U\left[u_{1}, \ldots, u_{k}\right]=u$ and $\left|u_{l}\right|<|u|$ for all $l$. Consider an arbitrary $j>i+1$ such that $\operatorname{var}(T \Vdash u) \subseteq \operatorname{var}\left(C_{j}^{\prime}\right)$. We build a new context from $U$ by replacing the $l$ 'th hole and the corresponding constraint $T \Vdash u_{l}$ with new ones if $\left(T \Vdash u_{l}\right) \notin C_{j}$ and by keeping the old ones otherwise. If $\left(T \Vdash u_{l}\right) \notin C_{j}$ the new context and the corresponding constraints from $C_{j}$ are obtained by applying the induction hypothesis on $T \Vdash u_{l}$. We can apply indeed the hypothesis since we have by Lemma 2.21 that $\left(T \Vdash u_{l}\right) \in D_{j}$, and by construction of $u_{l}$ that $\operatorname{var}\left(T \Vdash u_{l}\right) \subseteq \operatorname{var}\left(C_{j}^{\prime}\right)$ and $\left|u_{l}\right|<|u|$ ( $u_{l}$ is a proper subterm of $u$, for all $l$ ).

Lemma 2.25 If $C ; \emptyset \rightsquigarrow{ }_{\sigma}^{n} C^{\prime} ; D^{\prime}$ for some constraint system $C^{\prime}$ and some substitution $\sigma$, if $\theta$ is a solution of $C^{\prime}$ then $\sigma \theta$ is a solution of $C$.

Proof Assume $C ; \emptyset \rightsquigarrow_{\sigma}^{n} C^{\prime} ; D^{\prime}$. Since applying the rule $R_{1}$ does not produce any new constraint, we can assume that the simplification rule $R_{1}$ is applied only at the end of the sequence of simplification (possibly several times). Thus $C ; \emptyset \rightsquigarrow{\underset{\sigma}{1}}_{m}^{m} C^{\prime \prime} ; D^{\prime \prime} \rightsquigarrow_{\sigma_{2}}^{p} C^{\prime} ; D^{\prime}$ such that the rule $R_{1}$ is not applied in $C ; \emptyset \rightsquigarrow \sigma_{\sigma_{1}}^{m} C^{\prime \prime} ; D^{\prime \prime}$ and only the rule $R_{1}$ is applied in $C^{\prime \prime} ; D^{\prime \prime} \rightsquigarrow \sigma_{2}^{p} C^{\prime} ; D^{\prime}$. Using exactly the same argument as in the proof of Lemma 2.16 (for the case when rule $R_{1}$ was applied), we obtain that $\theta$ solution of $C^{\prime}$ implies $\theta$ solution of $C^{\prime \prime}$.

Thus we are reduced to proving Lemma 2.25 when the rule $R_{1}$ is not applied. Correctness now follows easily. Indeed, let $\tau$ be a solution for $C_{i+1}$. Using Lemma 2.24 we obtain that $\tau$ is a solution for all $(T \Vdash u) \in\left(C_{i+1}^{\prime} \backslash C_{i+1}\right)$ and hence $\tau$ is a solution for $C_{i+1}^{\prime}$. Then applying Lemma 2.16 we obtained the desired result.

### 2.2.5.3 Completeness

From Lemma 2.20, we know that if $C$ is an unsolved constraint system and $\theta$ is a solution of $C$ for the property $P$ w.r.t. $L$ then there is a constraint system $C^{\prime}$ and solution $\tau$ of $C^{\prime}$ for the property $P$ w.r.t. $L \sigma$ such that $C \rightsquigarrow_{\sigma} C^{\prime}$ and $\theta=\sigma \tau$. Thus it is sufficient for us to show that removing already visited constraints preserves the fact that $C$ is a constraint system.

Lemma 2.26 If $C$ is a constraint system and $C ; \emptyset \rightsquigarrow_{\sigma}^{*} C^{\prime} ; D^{\prime}$ then $C^{\prime}$ is a constraint system.

Proof Let $\left(C_{i} ; D_{i}\right) \rightsquigarrow \sigma_{i+1}\left(C_{i+1} ; D_{i+1}\right)$, with $0 \leq i<n$ be the sequence of constraint systems obtained by applying successively the simplification rules, where $C_{0}=C, D_{0}=\emptyset$ and $C_{n}=C^{\prime}$.

Again we can assume that we apply the rule $R_{1}$ last. Indeed, if there is a sequence of simplification rules leading to $C^{\prime} ; D^{\prime}$ then there is sequence $C ; \emptyset \rightsquigarrow C^{\prime \prime} ; D^{\prime \prime}$ where the rule $R_{1}$ has not been applied and a sequence $C^{\prime \prime} ; D^{\prime \prime} \rightsquigarrow C^{\prime} ; D^{\prime}$ where only rule $R_{1}$ has been applied. If $C^{\prime \prime}$ is a constraint system then it is easy to see (using exactly the same proof as in Lemma 2.16 for the case when rule $R_{1}$ was applied) that $C^{\prime}$ is a constraint system.

Thus we are reduced to proving the Lemma when the rule $R_{1}$ is not applied. We prove by induction on $i$ that $C_{i}$ is a constraint system. This is true for $i=0$.

For each $i$ we denote by $C_{i+1}^{\prime}$ the constraint system such that $C_{i} \rightsquigarrow \sigma_{i+1} C_{i+1}^{\prime}$ using the same rule as in $\left(C_{i} ; D_{i}\right) \rightsquigarrow_{\sigma_{i+1}}\left(C_{i+1} ; D_{i+1}\right)$.

Since the simplification rules preserve constraint systems (Lemma 2.15), we have that $C_{i+1}^{\prime}$ is a constraint system. Hence the first condition of the definition of constraint systems is clearly satisfied by $C_{i+1}$, since it is satisfied for $C_{i+1}^{\prime}$. We show that $C_{i+1}$ also meets the second condition of the definition of constraint systems.

Let $(T \Vdash u) \in C_{i+1}$ and $x \in \operatorname{var}(T)$. We have $(T \Vdash u) \in C_{i+1}^{\prime}$. Hence (again by Lemma 2.15) there exists $\left(T_{x} \Vdash u_{x}\right) \in C_{i+1}^{\prime}$ such that $T_{x} \subsetneq T, x \notin \operatorname{var}\left(T_{x}\right)$ and $x \in \operatorname{var}\left(u_{x}\right)$. If $\left(T_{x} \Vdash u_{x}\right) \in$ $C_{i+1}$, we conclude that the second condition is satisfied. Otherwise, $\left(T_{x} \Vdash u_{x}\right) \in D_{i+1}$. Then by Lemma 2.24 we have that there are constraints $T_{x} \Vdash u_{j}$ in $C_{i+1}$ with $1 \leq j \leq k$ for some $k>0$ and a context $U$ such that $U\left[u_{1}, \ldots, u_{k}\right]=u_{x}$. Since $x \in \operatorname{var}\left(u_{x}\right)$ then there is a $j$ with $1 \leq j \leq k$ such that $x \in \operatorname{var}\left(u_{j}\right)$. Hence the constraint $T_{x} \Vdash u_{j}$ satisfies the conditions.

### 2.2.6 An alternative approach to polynomial-time termination

In the previous section, we showed that the constraint-solving procedure finishes in polynomialtime by using a memorization technique to eliminate exponential runs. In this section we give an alternative technique using strategies.

We show next that by imposing a particular strategy on the application of simplification rules we can bound the length of every branch of the computation tree of the simplification procedure by a polynomial in the size of the initial constraint system. The strategy consists in

- first applying rules $R_{2}$ and $R_{3}$;
- next applying rules $R_{f}$ respecting the descending order of the sizes of the right hand sides of constraints ;
- finally apply rule $R_{1}$;
- (rule $R_{4}$, if applied, is applied last anyhow).

We first sketch the proof of completeness (corectness is independent of the order of application of rules) and next the proof of polynomial time termination.

To preserve completeness of the procedure under this strategy, we slightly relax the condition of the application of the rule $R_{2}$ on a constraint $T \Vdash u$ : we require unifying a subterm $t \in \operatorname{st}(T)$ and a subterm $t^{\prime} \in \operatorname{st}(u)$ (instead of unifying $t$ with $u$ ) with $t \neq t^{\prime}, t, t^{\prime}$ non-variables. Remark that this change preserves correctness and completeness of the initial procedure.

We have already remarked that we can "safely" apply rule $R_{1}$ last. Hence we suppose next that rules $R_{1}$ and $R_{4}$ are not applied. This leaves us with a sequence of application of rules $R_{2}$, $R_{3}$ and $R_{f}$.

Now we observe also that the application of rule $R_{f}$ is "independent" of the application of rules $R_{2}$ and $R_{3}$. More precisely, we can delay arbitrarily the applications of rules $R_{f}$ (with regard to the application of rules $R_{2}$ and $R_{3}$ ), to obtain the same result, that is the same final
constraint system and the same resulting substitution (i.e. the last subscript $\sigma$ ). We show that we can "safely" change the application of the rule $R_{f}$ followed by $R_{2}$ (each applied once) into applying first the rule $R_{2}$ and next $R_{f}$. Indeed, suppose that $R_{f}$ applies first on the constraint $T \Vdash f\left(u_{1}, u_{2}\right)$ and $R_{2}$ applies next on the constraint $T^{\prime} \Vdash u^{\prime}$, unifying terms $t$ and $t^{\prime}$ with $t \in \operatorname{st}\left(T^{\prime}\right), t^{\prime} \in \operatorname{st}\left(u^{\prime}\right)$, and $\sigma=\operatorname{mgu}\left(t, t^{\prime}\right)$. The resulting constraints are $T \sigma \Vdash u_{1} \sigma, T \sigma \Vdash u_{2} \sigma$ and $T^{\prime} \sigma \Vdash u^{\prime} \sigma$, possibly equal. We now (try to) apply first $R_{2}$ and next $R_{f}$. The rule $R_{2}$ is applied on $T^{\prime} \Vdash u^{\prime}$ if this constraint already existed in the constraint system, and on $T \Vdash f\left(u_{1}, u_{2}\right)$ otherwise, i.e. if the constraint $T^{\prime} \Vdash u^{\prime}$ is one of the two generated by the application of the rule $R_{f}$ above. The interesting case is the latter, when $T=T^{\prime}, u^{\prime}=u_{1}$ (the case $u^{\prime}=u_{2}$ is symmetric). The rule $R_{2}$ can be applied as $t^{\prime} \in \operatorname{st}\left(f\left(u_{1}, u_{2}\right)\right)$ (since $t^{\prime} \in \operatorname{st}\left(u^{\prime}\right)$ ), and $R_{f}$ can be applied on $T \sigma \Vdash f\left(u_{1} \sigma, u_{2} \sigma\right)$. We observe that the resulting substitution and set of constraints are the same in the two cases (not depending on the order of application of the two rules). We lift the above remark to arbitrary constraint systems (not only with one or two constraints). We can thus move the applications of the rule $R_{f}$ in a sequence of simplification steps at the end, just as bubble-sort does. That is, we apply the above interchange first for the last application of rule $R_{f}$, making it the last step, next the last but one application of rule $R_{f}$, making it the last but one step, and so on.

The strategy requires applying rule $R_{f}$ (among all the applications of rule $R_{f}$ ) first on the constraints with the biggest (w.r.t. the size) right hand side. In this way we are sure of not revisiting an eliminated constraint. Indeed, if a constraint $T \Vdash u$ is eliminated, at some step $i$, then it means the rule $R_{f}$ has bean applied on it, thus $|u|=\max _{t \in \operatorname{rhs}\left(C_{i}\right)}|t|$. If the constraint $T \Vdash u$ is generated in $C_{j+1}$ from $C_{j}$, for some $j$, then $\max _{t \in \operatorname{rhs}\left(C_{j}\right)}|t|>|u|$. Thus first eliminating it and then generating it (i.e. $j>i$ ) is not possible : since by applying rules $R_{f}$ the maximum of the sizes of the right hand sides terms decreases, we have $\max _{t \in \operatorname{rhs}\left(C_{i}\right)}|t| \geq \max _{t \in \operatorname{rrs}\left(C_{j}\right)}|t|$, it follows that $|u|>|u|$. Moreover, if a constraint is eliminated during the first phase (i.e. application of rules $R_{2}$ and $R_{3}$ ) at step say $i$, then this constraint contains at least a variable which gets instantiated and hence which will not appear in the constraint systems at steps $j$ with $j>i$.

Hence we are assured that the same constraint is never eliminated and next regenerated. Since this is the fundamental property of the approach presented in the previous section, we obtain that using this strategy the numbers of simplification steps is polynomially bounded by the size of the initial constraint systems. The proof is the same as that of Lemma 2.23 (though now we use the above argument instead of Lemmas 2.21 and 2.22 to show that visited constraints are not regenerated).

### 2.3 Decidability of some specialised security properties

Using the general approach presented in the previous section, verifying particular properties like the existence of key cycles or the conformation to an a priori given order relation on keys can be reduced to deciding these properties on solved constraint systems. We deduce a new decidability result, useful in models designed for proving cryptographic properties.

This approach also allows us to retrieve a significant fragment of [BEL04] for protocols with timestamps (in Section 2.3.2).

### 2.3.1 Detection of key cycles

To show that formal models (like the one presented in Chapter 1) are sound with respect to cryptographic ones, one usually assumes that no key cycle can be produced during the execution
of a protocol or, even stronger, assumes that the "encrypts" relation on keys follows an a priori given order.

Some authors circumvent the problem of key cycles by providing new security definitions for encryption that allow key cycles [ABHS05, BPS07]. However, the standard security notions do not imply these new definitions and ad-hoc encryption schemes have to be constructed in order to satisfy the definitions. These constructions use the random oracle model which is provably non implementable. As a consequence, it is not known how to implement encryption schemes that satisfy the new definitions. In particular, none of the usual, implemented encryption schemes have been proved to satisfy the requirements.

In a passive setting, Laud [Lau02] proposed a modification of the Dolev-Yao model such that the new model is a sound abstraction even in the presence of key cycles. In his model the intruder's powers are strengthened by using a new deduction system. With the new rules, from a message containing a key cycle the intruder can infer all the involved keys. Subsequently, Janvier [Jan06] proved that the intruder deduction problem remains polynomial for the modified deduction system. It seems that this approach can be extended to active intruders and incorporated in existing tools, though to our knowledge this has not been done yet. Note that the definition of key cycles used in [Jan06] is more permissive than that of [AR02] (which is unnecessarily restrictive) and it corresponds to the approach of Laud [Lau02].

For simplicity, and since there are very few papers constraining the key relations in an asymmetric setting, in this section we restrict our attention to key cycles and key orders on symmetric keys. Moreover, we consider atomic keys for symmetric encryption since there exists no general definition (with a cryptographic interpretation) of key cycles in the case of arbitrary composed keys and soundness results are usually obtained for atomic keys. More precisely, we assume that SymKey $<$ Msg. All function symbols of non-zero arity are of sort $s_{1} \times \cdots \times s_{n} \rightarrow s$ with $s \neq$ SymKey. Hence only constants and variables can be of sort SymKey. In this section we call key a variable or a constant of sort SymKey.

### 2.3.1.1 Key cycles

Many definitions of key cycles are available in the literature. They are stated in terms of an "encryption" relation between keys or occurrences of keys. For example, the early definition proposed by Abadi and Rogaway [AR02], identifies a key cycle with a cycle in the encryption relation, with no conditions on the occurrences of the keys. However, the definition induced by Laud's approach [Lau02] corresponds to searching for such cycles only in the "visible" parts of a message. For example the message $\left\{\left\{\{k\}_{k}\right\}_{k^{\prime}}\right.$ contains a key cycle using the former definition but does not when using the latter one and assuming that $k^{\prime}$ is secret. It is generally admitted that the Abadi-Rogaway definition is unnecessarily restrictive and hence we will say that the corresponding key cycles are strict. However, for completeness reasons, we treat both cases.

There can still be other variants of the definition, depending whether the relation " $k$ encrypts $k^{\prime \prime \prime}$ is restricted or not to keys $k^{\prime}$ that occur in plaintext. For example, $\left\{\left\{\{a\}_{k}\right\}_{k}\right.$ may or may not contain a key cycle. As above, even if occurrences of keys used for encrypting (as $k$ in $\left.\{m\}_{k}\right)$ need not be considered as encrypted keys, and hence can safely be ignored when defining key cycles, we consider both cases. Note that the initial Abadi-Rogaway setting consider that $\left\{\{\{a\}\}_{k}\right\}_{k}$ has a key cycle.

We write $s<_{s t} t$ if and only if $s$ is a subterm of $t$. We define recursively the least reflexive and transitive relation $\sqsubseteq$ satisfying $: s_{1} \sqsubseteq\left(s_{1}, s_{2}\right), s_{2} \sqsubseteq\left(s_{1}, s_{2}\right)$, and if $s \sqsubseteq t$ then $s \sqsubseteq\{t\}_{t^{\prime}}$. Intuitively, $s \sqsubseteq t$ if $s$ is a subterm of $t$ that either occurs (at least once) in clear (i.e. not encrypted)
or occurs (at least once) in a plaintext position. A position $p$ is a plaintext position in a term $u$ if there exists an occurrence $q$ of an encryption in $u$ such that $q \cdot 1 \leq p$.

Definition 2.27 Let $\rho_{1}$ be a relation chosen in $\left\{<_{s t}, \sqsubseteq\right\}$. Let $S$ be a set of terms and $k, k^{\prime}$ be two keys. We say that $k$ encrypts $k^{\prime}$ in $S$ (denoted $k \rho_{e}^{S} k^{\prime}$ ) if there exist $m \in S$ and a term $m^{\prime}$ such that

$$
k^{\prime} \rho_{1} m^{\prime} \text { and }\left\{m^{\prime}\right\}_{k} \sqsubseteq m .
$$

For simplicity, we may write $\rho_{e}$ instead of $\rho_{e}^{S}$ if $S$ is clear from the context. Also, if $m$ is a message we denote by $\rho_{e}^{m}$ the relation $\rho_{e}^{\{m\}}$.

Let $S$ be a set of terms. We define hidden $(S) \stackrel{\text { def }}{=}\{k \in \operatorname{st}(S) \mid k$ of sort SymKey, $S \nvdash k\}$.
Definition 2.28 (Strict key cycle) Let $K$ be a set of keys. We say that a set of terms $S$ contains a strict key cycle on $K$ if there is a cycle in the restriction of the relation $\rho_{e}^{S}$ on $K$. Otherwise we say that $S$ is strictly acyclic on $K$.

We define the predicate $P_{\text {skc }}$ as follows : $P_{\text {skc }}$ holds on a list of terms $L$ if and only if the set $\left\{m \mid L_{s} \vdash m\right\}$ contains a strict key cycle on hidden $\left(L_{s}\right)$.

We give now the definition induced by Laud's approach [Lau02]. He has showed in a passive setting that if a protocol is secure when the intruder's power is given by a modified Dolev-Yao deduction system $\vdash_{\emptyset}$, then the protocol is secure in the computational model, without requiring a "no key cycle" condition. Rephrasing Laud's result in terms of the standard deduction system $\vdash$ gives rise to the below definition of key cycles, as it has been proved in [Jan06].

To state the following definition we need a more precise notion than the encrypts relation. We say that an occurrence $q$ of a key $k$ is protected by a key $k^{\prime}$ in a term $m$ if $\left.m\right|_{q^{\prime \prime}}=\left\{\left\{m^{\prime}\right\}\right\}_{k^{\prime}}$ for some term $m^{\prime}$ and some position $q^{\prime \prime}$, and the occurrence of $k$ at $q$ in $m$ is a plaintext occurrence of $k$ in $m^{\prime}$, that is $q^{\prime \prime} \cdot 1 \leq q$. We extend this definition in the intuitive way to sets of terms. This can be done for example by indexing the terms in the set and adding this index as a prefix to the position in the term to obtain the position in the set.

Definition 2.29 (Key cycle [Jan06]) Let $K$ be a set of keys. We say that a set of terms $S$ is acyclic on $K$ if there exists a strict partial order $\prec$ on $K$ such that for all $k \in K$, for all occurrences $q$ of $k$ in plaintext position in $S$ there is $k^{\prime} \in K$ such that $k^{\prime} \prec k$ and $q$ is protected by $k^{\prime}$ in $S$. Otherwise we say that $S$ contains a key cycle on $K$.

We define the predicate $P_{k c}$ as follows : $P_{k c}$ holds on a list of terms $L$ if and only if the set $\left\{m \mid L_{s} \vdash m\right\}$ contains a key cycle on hidden $\left(L_{s}\right)$.

We say that a term $m$ contains a (strict) key cycle if the set $\{m\}$ contains one.
Exemple 2.30 The messages $m=\left\{\left\{\{k\}_{k}\right\}_{k^{\prime}}\right.$ and $m^{\prime}=\left\langle\left\{k_{1}\right\}_{k_{2}}\right.$, $\left\{\left\{\left\{k_{2}\right\}_{k_{3}}\right\}_{k_{1}}\right\rangle$ are acyclic, while the message $m^{\prime \prime}=\left\langle\left\langle\left\{k_{1}\right\} k_{k_{2}}\right.\right.$, $\left.\left.\left\{\left\{\left\{k_{2}\right\} k_{1}\right\}\right\}_{k_{3}}\right\rangle, k_{3}\right\rangle$ has a key cycle. The orders $k^{\prime} \prec k$ and $k_{3} \prec k_{2} \prec k_{1}$ prove it for $m$ and $m^{\prime}$ while for $m^{\prime \prime}$ such an order cannot be found since $k_{3}$ is deducible. However, all three messages have strict key cycles.

### 2.3.1.2 Key orders

In order to establish soundness of formal models in a symmetric encryption setting, the requirements on the encrypts relation can be even stronger, in particular in the case of an active intruder. In [BP04] and [JLM05] the authors require that a key never encrypts a younger key.

More precisely, the encrypts relation has to be compatible with the order in which the keys are generated. Hence we also want to check whether there exist executions of the protocol for which the encrypts relation is incompatible with an a priori given order on keys.

Definition 2.31 (Key order) Let $\prec$ be a strict partial order on a set of keys $K$. We say that a set of terms $S$ is compatible with $\prec$ on $K$ if

$$
k \rho_{e}^{S} k^{\prime} \Rightarrow k^{\prime} \npreceq k, \text { for all } k, k^{\prime} \in K .
$$

Given a strict partial order $\prec$ on a set of keys, we define the predicate $P_{\prec}$ as follows : $P_{\prec}$ holds on a list of terms $L$ if and only if the set $\left\{m \mid L_{s} \vdash m\right\}$ is compatible with $\prec$ on hidden $\left(L_{s}\right)$.

For example, in [BP04, JLM05] the authors choose $\prec$ to be the order in which the keys are generated : $k \prec k^{\prime}$ if $k$ has been generated before $k^{\prime}$. We denote by $\bar{P}_{\prec}$ the negation of $P_{\prec}$. Indeed, an attack in this context is an execution such that the encrypts relation is incompatible with $\prec$, that is the predicate $\bar{P}_{\prec}$ holds.

The following proposition states that in the passive case a key cycle can be deduced from a set $S$ only if it already appears in $S$.
Proposition 2.32 Let L be a list of terms, and $\prec$ a strict partial order on a set of keys. The predicate $P_{k c}$ (respectively, $P_{s k c}$ or $\bar{P}_{\prec}$ ) holds on $L$ if and only if $L_{s}$ contains a key cycle (respectively, $L_{s}$ contains a strict key cycle, or the encrypts relation on $L_{s}$ is not compatible with $\left.\prec\right)$.
Proof The statement follows directly from the following property : if $S \vdash m, S \nvdash k^{\prime}$ and $k^{\prime}$ protects an occurrence $q$ of $k$ in $m$ then there is an occurrence $q_{0}$ of $k$ in $S$ such that $k^{\prime}$ protects $q_{0}$. This property can be proved easily by induction on the depth of the proof of $S \vdash m$. The detailed proof can be found in Section 2.3.1.5.

### 2.3.1.3 Decidability

We show how to decide the existence of key cycles or the conformation to an ordering in polynomial time for solved constraint systems. Note that the set of messages on which our predicates are applied usually contains all messages sent on the network and possibly some additional intruder knowledge.

Proposition 2.33 Let $C$ be a solved constraint system, $L$ be a list of messages such that $\operatorname{var}\left(L_{s}\right) \subseteq$ $\operatorname{var}(C)$ and $\operatorname{lhs}(C) \subseteq L_{s}$, and $\prec$ a strict partial order on a set of keys. Deciding whether $C$ has a solution for $P_{k c}, P_{\text {skc }}$ or $\bar{P}_{\prec}$ w.r.t. L can be done in $\mathcal{O}\left(|L|^{4}\right)$.

We devote the remaining of this section to the proof of the above proposition.
We know by Proposition 2.32 that it is sufficient to analyse the encrypts (or protects) relation only on $L_{s} \theta$ (and not on every deducible term), where $\theta$ is an arbitrary partial solution.

We can safely suppose that there is exactly one constraint for each variable. Indeed, eliminating from $C$ all constraints $T^{\prime} \Vdash x$ for which there is a constraint $T \Vdash x$ in $C$ with $T \subsetneq T^{\prime}$ we obtain an "equivalent" constraint system $C^{\prime}$ (that is, $\sigma$ is a solution of $C^{\prime}$ iff it is a solution of $C$ ). Let $t_{x}$ be the term obtained by pairing all terms of $T_{x}$ (in some arbitrary order). We write $C$ as $\bigwedge_{i}\left(T_{i} \Vdash x_{i}\right)$, with $1 \leq i \leq n$ and $T_{i} \subseteq T_{i+1}$. We construct the following substitution $\tau=\tau_{1} \ldots \tau_{n}$, and $\tau_{j}$ is defined inductively as follows:
$-\operatorname{dom}\left(\tau_{1}\right)=\left\{x_{1}\right\}$ and $x_{1} \tau_{1}=t_{x_{1}}$, i.e. $\tau_{1}=\left\{{ }^{t_{x_{1}}} x_{x_{1}}\right\}$,

- $\tau_{i+1}=\tau_{i} \cup\left\{\left\{^{t_{x_{i+1}} \tau_{i}} / x_{i+1}\right\}\right.$.

The construction is correct by the definition of constraint systems. It is clear that $\tau$ is a partial solution of $C$. We show next that it is sufficient to analyse this particular partial solution.

Key cycles. We focus first on the property $P_{k c}$.
Lemma 2.34 Let $C$ be a solved constraint system, $L$ a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$, $\operatorname{lhs}(C) \subseteq L_{s}$, and $C$ has a solution for $P_{k c}$ w.r.t L. Then $\tau$ is a solution of $C$ for $P_{k c}$ w.r.t L.

We postpone its proof to Section 2.3.1.5.
Hence we just need to verify whether $\tau$ is a solution of $C$ for $P_{k c}$ w.r.t. $L$. Let $K=\operatorname{hidden}\left(L_{s} \tau\right)$. We build inductively the sets $K_{0}=\emptyset$ and for all $i \geq 1$,

$$
K_{i}=\left\{k \in K \mid \forall q \in \operatorname{pos}_{\mathrm{p}}\left(k, L_{s} \tau\right) \exists k^{\prime} \text { s.t. } k^{\prime} \text { protects } q \text { and } k^{\prime} \in K_{i-1}\right\}
$$

where $\operatorname{pos}_{\mathrm{p}}(m, T)$ denotes the plaintext positions of a term $m$ in a set $T$. Observe that for all $i \geq 0, K_{i} \subseteq K_{i+1}$. This can be proved easily by induction on $i$. Moreover, since $K$ is finite and $K_{i} \subseteq K$ for all $i \geq 0$, then there is $l \geq 0$ such that $K_{i}=K_{l}$ for all $i>l$.

Lemma 2.35 There exists $i \geq 0$ such that $K_{i}=K$ if and only if $\tau$ is a solution of $C$ for $P_{k c}$ w.r.t. L.

Proof Consider first that there exists $i \geq 0$ such that $K_{i}=K$. Then take the following strict partial order on $K: k^{\prime} \prec k$ if and only if there is $j \geq 0$ such that $k^{\prime} \in K_{j}$ and $k \notin K_{j}$. Consider a key $k \in K$ and a plaintext occurrence $q$ of $k$ in $L_{s} \tau$. Then take $l \geq 1$ minimal such that $k \in K_{l}$. By the definition of $K_{l}$ there is $k^{\prime} \in K$ such that $k^{\prime}$ protects $q$ and $k^{\prime} \in K_{l-1}$. Since $l$ is minimal $k \notin K_{l-1}$. Hence $k^{\prime} \prec k$. Thus $\tau$ is a solution for $P_{k c}$ w.r.t. $L$.

Consider now that $\tau$ is a solution. Suppose that $K_{i+1}=K_{i} \subsetneq K$. Let $k \in K \backslash K_{i+1}$. Since $k \notin K_{i+1}$ there is a plaintext occurrence $q$ of $k$ such that for all $k^{\prime} \in K$ either $k^{\prime}$ does not protect $q$, or $k^{\prime} \notin K_{i}$. But since $\tau$ is a solution, there is $k^{\prime \prime} \in K$ such that $k^{\prime \prime}$ protects $q$ and $k^{\prime \prime} \prec k$. It follows that $k^{\prime \prime} \notin K_{i}$, and thus $k^{\prime \prime} \notin K_{i+1}$. Hence for an arbitrary $k \in K \backslash K_{i+1}$ we have found $k^{\prime \prime} \in K \backslash K_{i+1}$ such that $k^{\prime \prime} \prec k$. That is, we can build an infinite sequence $\cdots \prec k^{\prime \prime} \prec k$ with distinct elements from a finite set - contradiction. So there exists $i \geq 0$ such that $K_{i}=K$.

Hence to verify whether $\tau$ is a solution for $P_{k c}$ we just need to construct the sets $K_{i}$ until $K_{i+1}=K_{i}$ and then to test whether $K_{i}=K$. This algorithm is analogue to a classical method for finding a topological sorting of vertexes (and for finding cycles) of directed graphs. It is also similar to that given by Janvier [Jan06] for the intruder deduction problem considering the deduction system of Laud [Lau02].

Regarding the complexity, there are at most $\sharp K$ sets to be build and each set $K_{i}$ can be constructed in $\mathcal{O}\left(\left|L_{s} \tau\right|\right)$. If a DAG-representation of the terms is used then $\left|L_{s} \tau\right| \in \mathcal{O}\left(\left|L_{s}\right|\right)$. This gives a complexity of $\mathcal{O}\left(\sharp K \times\left|L_{s}\right|\right)$ for the above algorithm.

Strict key cycles and key orders. For the other two properties $P_{s k c}$ and $\bar{P}_{\prec}$ we proceed in a similar manner. The following lemma show that it is sufficient to analyse $\tau$ when verifying the properties $P_{s k c}$ and $\bar{P}_{\prec}$.

Lemma 2.36 Let $C$ be a solved constraint system, L a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$ and $\operatorname{lhs}(C) \subseteq L_{s}$, and $\theta$ a partial solution of $C$. For any $k, k^{\prime} \in \operatorname{hidden}\left(L_{s} \theta\right)$, if $k$ encrypts $k^{\prime}$ in $L_{s} \theta$ then $k$ encrypts $k^{\prime}$ in $L_{s} \tau$.

We give the proof of this lemma in Section 2.3.1.5 also.
We deduce that deciding whether $C$ has a solution for $P_{s k c}$ w.r.t. $L$ can be done simply by deciding whether the restriction of the relation $\rho_{e}^{L_{s} \tau}$ to $K \times K$ is cyclic.

Deciding whether $C$ has a solution for $\bar{P}_{\prec}$ w.r.t. $L$ can be done by deciding whether the restriction to $K \times K$ of the relation $\rho_{e}^{L_{s} \tau}$ has the following property $P$ : there are $k, k^{\prime} \in K$ such that $k \rho_{e}^{L_{s} \tau} k^{\prime}$ and $k \preceq k^{\prime}$.

Testing whether the relation $\rho_{e}^{L_{s} \tau}$ is cyclic can be done by testing for cycles in the corresponding directed graph using a classic algorithm in $\mathcal{O}\left(|K|^{2}\right)$. And verifying the property $P$ can be done by analysing all pairs $\left(k, k^{\prime}\right) \in K \times K$ hence also in $\mathcal{O}\left(|K|^{2}\right)$.

Verifying any of the three properties requires a preliminary step of computing $K=\operatorname{hidden}\left(L_{s} \tau\right)$. Since the intruder deduction problem can be solved in $\mathcal{O}\left(\left|L_{s} \tau\right|^{3}\right)$, this gives a complexity of $\mathcal{O}\left(\left|L_{s}\right|^{4}\right)$ for computing $K .\left|L_{s} \tau\right|=\mathcal{O}\left(\left|L_{s}\right| \times|\tau|\right)=\mathcal{O}\left(\left|L_{s}\right| \times|C|\right)=\mathcal{O}\left(\left|L_{s}\right|^{2}\right)$ (the last equality holds since $C$ is in solved form). And since $\sharp K \in \mathcal{O}\left(\left|L_{s}\right|\right)$ we obtain that the overall complexity of deciding whether a solved constrained system has a solution for any of the properties $P_{k c}$, $P_{s k c}$, and $\bar{P}_{\prec}$ w.r.t. to a list $L$ with $\operatorname{lhs}(C) \subseteq L_{s}$ is given by the intruder deduction problem, and hence it is $\mathcal{O}\left(\left|L_{s}\right|^{4}\right)$ (more exactly $\mathcal{O}\left(|L|+\left|L_{s}\right|^{4}\right)$ if we consider transforming the list $L$ into the set of terms $L_{s}$ ).

### 2.3.1.4 NP-completeness

Let $C$ be a constraint system and $L$ a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$ and $\operatorname{lhs}(C) \subseteq L_{s}$ The NP membership of deciding whether $C$ has a solution for $P_{k c}, P_{s k c}$ or $\bar{P}_{\prec}$ w.r.t. $L$ follows immediately from Corollary 2.12 and Proposition 2.33.

NP-hardness is obtained by adapting the construction for NP-hardness provided in [RT03]. More precisely, we consider the reduction of the 3SAT problem to our problem. For any 3SAT boolean formula we construct a protocol such that the intruder can deduce a message containing a key cycle if and only if the formula is satisfiable. The construction is the same as in [RT03] (pages 15 and 16) except that, in the last rule, the participant responds with the term $\{k k\}_{k}$, for some fresh key $k$ (initially secret), instead of Secret. Then it is easy to see that the only way to produce a key cycle on a secret key is to play this last rule which is equivalent, using [RT03], to the satisfiability of the corresponding 3SAT formula.

### 2.3.1.5 Proofs of lemmas

Lemma 2.37 Let $S$ be a set of terms, $m$ a term and $k$ a key such that $S \vdash m$ and $S \nvdash k$. Then for any plaintext occurrence $q$ of $k$ in $m$ there is a plaintext occurrence $q_{0}$ in $S$ such that if there is key $k^{\prime}$ with $S \nvdash k^{\prime}$ and which protects $q_{0}$ in $S$ then $k^{\prime}$ protects $q$ in $m$.

Proof We reason by induction on the depth of the proof of $S \vdash m$. We can have that

- the last rule is an axiom. Hence $m \in S$. Then just take $q_{0}=q$.
- the last rule is a decryption. Then $S \vdash\{m\}_{k^{\prime \prime}}$ and $S \vdash k^{\prime \prime}$ for some $k^{\prime \prime} \neq k$. Take the position $q_{1}=1 \cdot q$ in $\{m\}_{k^{\prime \prime}}$. It is an occurrence of $k$. Applying the induction hypothesis we obtain an occurrence $q_{0}$ of $k$ in $S$ such that if there is key $k^{\prime}$ with $S \nvdash k^{\prime}$ and which protects $q_{0}$ in $S$ then $k^{\prime}$ protects $q_{1}$ in $\{m\} k^{\prime \prime}$. Since $S \nvdash k^{\prime}$ it follows that $k^{\prime \prime} \neq k^{\prime}$ and hence $k^{\prime}$ protects $q$ in $m$.
- the last rule is a another rule. In all these cases a similar analysis as in the previous case can be done.

As a corollary we obtain :
Proposition 2.38 Let L be a list of terms, and $\prec$ a strict partial order on a set of keys. The predicate $P_{k c}$ (respectively, $P_{s k c}$ or $\bar{P}_{\prec}$ ) holds on $L$ if and only if $L_{s}$ contains a key cycle (respectively, $L_{s}$ contains a strict key cycle, or the encrypts relation on $L_{s}$ is not compatible with $\prec$ ).

Proof The right to left direction is trivial since $L_{s} \subseteq\left\{m \mid L_{s} \vdash m\right\}$.
We will prove the left to right direction only for the key cycle property, the other two properties having a similar treatment. Suppose that there is no strict partial order satisfying the conditions in Definition 2.29 for $\left\{m \mid L_{s} \vdash m\right\}$. In other words, for any strict partial order $\prec$ on hidden $\left(L_{s}\right)$ there is a key $k$ and an occurrence $q$ of $k$ in $\left\{m \mid L_{s} \vdash m\right\}$ such that for any key $k^{\prime}, k^{\prime}$ protects $q$ in $\left\{m \mid L_{s} \vdash m\right\}$ implies $k^{\prime} \nprec k$. Using the previous lemma we can replace $\left\{m \mid L_{s} \vdash m\right\}$ by $L_{s}$ in the previous phrase, thus obtaining that there is a key cycle in $L_{s}$.

The next lemma will be used to show that hidden $\left(L_{s} \theta\right)=$ hidden $\left(L_{s} \tau\right)$ for any partial solution $\theta$.

Lemma 2.39 Let $T \Vdash x$ be a constraint of a solved constraint system $C, \theta$ a partial solution of $C$ and $m$ a non-variable term. If $T \theta \vdash m$ then there is a non-variable term $u$ with $\operatorname{var}(u) \subseteq \operatorname{var}(T)$ such that $T \cup \operatorname{var}(T) \vdash u$ and $m=u \theta$.

Proof We write $C$ as $\bigwedge_{i}\left(T_{i} \Vdash x_{i}\right)$, with $1 \leq i \leq n$ and $T_{i} \subseteq T_{i+1}$. Consider the index $i$ of the constraint $T \Vdash x$, that is such that $\left(T_{i} \Vdash u_{i}\right) \in C, T_{i}=T$ and $u_{i}=x$. The lemma is proved by induction on $(i, l)$ (considering the lexicographical order) where $l$ is the length of the proof of $T_{i} \theta \vdash m$. Consider the last rule of the proof :

- (axiom rule) $m \in T_{i} \theta$ or $m$ is a public constant. If the latter holds then take $u=m$. Otherwise, there is $u \in T_{i}$ such that $m=u \theta$. If $u$ is a variable then there is $j<i$ such that $T_{j} \Vdash u$ is a constraint of $C$. We have $T_{j} \theta \vdash u \theta$. Then by induction hypothesis there is a non-variable term $u^{\prime}$ with $\operatorname{var}\left(u^{\prime}\right) \subseteq \operatorname{var}\left(T_{j}\right)$ such that $T_{j} \cup \operatorname{var}\left(T_{j}\right) \vdash u^{\prime}$ and $u \theta=u^{\prime} \theta$. Hence $u^{\prime}$ satisfies the conditions.
- (decomposition rule) Suppose the rule is the decryption rule. Then the premises of the rule are $T_{i} \theta \vdash\{m\}_{k}$ and $T_{i} \theta \vdash k$ for some term $k$. By induction hypothesis there are non-variable terms $u_{1}$ and $u_{2}$ with $\operatorname{var}\left(u_{1}\right), \operatorname{var}\left(u_{2}\right) \subseteq \operatorname{var}\left(T_{i}\right)$ such that $T_{i} \cup \operatorname{var}\left(T_{i}\right) \vdash u_{1}$, $T_{i} \cup \operatorname{var}\left(T_{i}\right) \vdash u_{2}, u_{1} \theta=\left\{\{m\}_{k}\right.$ and $u_{2} \theta=k$. Then $u_{1}=\{u\}_{u_{2}^{\prime}}$ with $u \theta=m$ and $u_{2}^{\prime} \theta=k$. If $u$ is a variable then, as in the previous case, we find an $u^{\prime}$ satisfying the conditions. Suppose $u$ is not a variable. We still need to show that $T_{i} \cup \operatorname{var}\left(T_{i}\right) \vdash u$. If $u_{2}^{\prime}$ is a variable then $T_{i} \cup \operatorname{var}\left(T_{i}\right) \vdash u_{2}^{\prime}$ since $u_{2}^{\prime} \in \operatorname{var}\left(T_{i}\right)$. If $u_{2}^{\prime}$ is not a variable then $u_{2}^{\prime} \theta=u_{2}^{\prime}$ (since, as keys are atomic, $u_{2}^{\prime}$ is a constant), hence $u_{2}^{\prime}=u_{2}$. In both cases it follows that $T_{i} \cup \operatorname{var}\left(T_{i}\right) \vdash u$. The projection rule case is simpler and is treated similarly.
- (composition rule) This case follows easily from the induction hypothesis applied on the premises.

The following corollary says that any two executions allow the same set of keys to be deduced.
Corollary 2.40 Let $T \Vdash x$ be a constraint of a solved constraint system $C$, and $\theta, \theta^{\prime}$ be two partial solutions of $C$. Then for any key $k, T \theta \vdash k$ if and only if $T \theta^{\prime} \vdash k$.

Proof Suppose that $T \theta \vdash k$. From the previous lemma we obtain that there is a non-variable $u$ with $\operatorname{var}(u) \subseteq \operatorname{var}(T)$ such that $T \cup \operatorname{var}(T) \vdash u$ and $k=u \theta$. Since keys are atomic and $\theta$ is a ground substitution it follows that $u=k$. Hence $T \theta^{\prime} \cup\left\{x \theta^{\prime} \mid x \in \operatorname{var}(T)\right\} \vdash k$. So $T \theta^{\prime} \vdash k$, since
$\theta^{\prime}$ is a partial solution (and thus $T \theta^{\prime} \vdash x \theta^{\prime}$ for all $x \in \operatorname{var}(T)$ ) and by using the cut elimination lemma (i.e. Lemma 2.14).

We are now ready to prove Lemma 2.34.
Lemma 2.34 Let $C$ be a solved constraint system, $L$ a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$, $\operatorname{lhs}(C) \subseteq L_{s}$, and $C$ has a solution for $P_{k c}$ w.r.t L. Then $\tau$ is a solution of $C$ for $P_{k c}$ w.r.t L.

Proof We have to prove that if there is no partial order satisfying the conditions in Definition 2.29 for the set $L_{s} \theta$ (according to Proposition 2.32) then there is no partial order satisfying the same conditions for $L_{s} \tau$. Suppose that there is a strict partial order $\prec$ which satisfies the conditions for $L_{s} \tau$. We prove that the same partial order does the job for $L_{s} \theta$.

Let $C^{\prime}=C \wedge\left(L_{s} \Vdash z\right)$ where $z$ is a new variable. $C^{\prime}$ is a constraint system since $\operatorname{lhs}(C) \subseteq L_{s}$. We write $C^{\prime}$ as $\bigwedge_{i}\left(T_{i} \Vdash x_{i}\right)$, with $1 \leq i \leq n$ and $T_{i} \subseteq T_{i+1}$. We prove by induction on $i$ that for all $k \in \operatorname{hidden}\left(L_{s} \theta\right)$, for all plaintext occurrences $q$ of $k$ in $T_{i} \theta$ there is a key $k^{\prime} \in \operatorname{hidden}\left(L_{s} \theta\right)$ such that $k^{\prime} \prec k$ and $k^{\prime}$ protects $q$ in $T_{i} \theta$. It is sufficient to prove this since for $i=n$ we have $T_{i}=L_{s}$. Remark also that from Corollary 2.40 applied to $L_{s} \Vdash z$ we obtain that hidden $\left(L_{s} \theta\right)=$ hidden $\left(L_{s} \tau\right)$.

For $i=1$ we have $T_{1}=T_{1} \theta=T_{1} \tau$ hence the property is clearly satisfied for $\theta$ since it is satisfied for $\tau$.

Let $i>1$. Consider an occurrence $q$ of a key $k \in$ hidden $\left(L_{s} \theta\right)$ in a plaintext position of $w$ for some $w \in T_{i} \theta$. Let $t \in T_{i}$ such that $w=t \theta$.

If $q$ is a non-variable position in $t$ then it is a position in $t \tau$. And since $\tau$ is a solution we have that there is a key $k^{\prime} \in \operatorname{hidden}\left(L_{s} \tau\right)$ (hence $k^{\prime} \in \operatorname{hidden}\left(L_{s} \theta\right)$ ) such that $k^{\prime} \prec k$ and $q$ is protected by $k^{\prime}$ in $t \tau$. The key $k^{\prime}$ cannot occur in some $x \tau$, with $x \in \operatorname{var}(t)$ since otherwise $k^{\prime}$ is deducible (indeed $x \tau=k^{\prime}$ since the keys are atomic and $T_{x} \tau \vdash x \tau$ ). Hence $k^{\prime}$ occurs in $t$. Then $k^{\prime}$ protects $q$ in $t$, and thus in $w$ also.

If $q$ is not a non-variable position in $t$ then there is a variable $x_{j} \in \operatorname{var}(t)$ with $j<i$ such that the occurrence $q$ in $t \theta$ is an occurrence of $k$ in $x_{j} \theta$ (formally $q=p \cdot q^{\prime}$ where $p$ is some position of $x_{j}$ in $t$ and $q^{\prime}$ is some occurrence of $k$ in $x_{j} \theta$ ). Applying Lemma 2.37 we obtain that there is an occurrence $q_{0}$ of $k$ in $T_{j} \theta$ such that if there is a key $k^{\prime}$ with $T_{j} \theta \nvdash k^{\prime}$ and which protects $q_{0}$ in $T_{j} \theta$ then $k^{\prime}$ protects $q^{\prime}$ in $x_{j} \theta$. The existence of the key $k^{\prime}$ is assured by the induction hypothesis on $T_{j} \theta$. Hence $k^{\prime}$ protects $q^{\prime}$ in $x_{j} \theta$ and thus $q$ in $w$.

Lemma 2.41 Let $T \Vdash x$ be a constraint of a solved constraint system $C$ and $\theta$ be a partial solution. Let $m, u, k$ be terms such that

$$
T \theta \vdash m \text { and }\{u\}_{k} \sqsubseteq m \text { and } T \theta \nvdash k .
$$

Then there exists a non-variable term $v$ such that $v \sqsubseteq w$ for some $w \in T$ and $v \theta=\{u\}_{k}$.
Proof We write $C$ as $\bigwedge_{i}\left(T_{i} \Vdash x_{i}\right)$, with $1 \leq i \leq n$ and $T_{i} \subseteq T_{i+1}$. Consider the index $i$ of the constraint $T \Vdash x$, that is such that $\left(T_{i} \Vdash x_{i}\right) \in C, T_{i}=T$ and $x_{i}=x$. The lemma is proved by induction on ( $i, l$ ) (lexicographical order) where $l$ is the length of the proof of $T_{i} \theta \vdash m$. Consider the last rule of the proof :

- (axiom rule) $m=t \theta$ for some $t \in T_{i}$. We can have that either there is $t^{\prime} \sqsubseteq t$ such that $t^{\prime} \theta=\{u\}_{k}$, or $\{u\}_{k} \sqsubseteq y \theta$ for some $y \in \operatorname{var}(t)$. In the first case take $v=t^{\prime}, w=t$. In the second case, by the definition of constraint systems, there exists $\left(T_{j} \Vdash y\right) \in C$ with $j<i$. Since $T_{j} \theta \vdash y \theta$ and $T_{j} \theta \nvdash k$ (since $T_{j} \subseteq T_{i}$ ), we deduce by induction hypothesis that there exists a non-variable term $v$ such that $v \sqsubseteq w$ for some $w \in T_{j}$, hence $w \in T_{i}$ and $v \theta=\{u\}_{k}$.
- (decomposition rule) Let $m^{\prime}$ be the premise of the rule. We have that $T_{i} \theta \vdash m^{\prime}$ (with a proof of a strictly smaller length) and $m \sqsubseteq m^{\prime}$ thus $\{u\}_{k} \sqsubseteq m^{\prime}$. By induction hypothesis, we deduce that there exists a non-variable term $v$ such that $v \sqsubseteq w$ for some $w \in T_{i}$, and $v \theta=\left\{\{u\}_{k}\right.$.
- (composition rule) All cases are similar to the previous one except if $m=\{u\}_{k}$ and the rule is $\frac{S \vdash x S \vdash y}{S \vdash\{x\}_{y}}$. But this case contradicts $T_{i} \theta \nvdash k$.

The following simple lemma is also needed for the proof of Lemma 2.36.
Lemma 2.42 Let $T \Vdash x$ be a constraint of a solved constraint system $C, \theta$ be a partial solution, $k \in$ hidden $(T \theta)$, and $m$ a term such that $T \theta \vdash m$. If $k \rho_{1} m$ then there is $t \in T$ such that $k \rho_{1} t$.

Proof We write $C$ as $\bigwedge_{i}\left(T_{i} \Vdash x_{i}\right)$, with $1 \leq i \leq n$ and $T_{i} \subseteq T_{i+1}$. Consider the index $i$ of the constraint $T \Vdash x$, that is such that $\left(T_{i} \Vdash u_{i}\right) \in C, T_{i}=T$ and $u_{i}=x$. The lemma is proved by induction on $(i, l)$ (considering the lexicographical order) where $l$ is the length of the proof of $T_{i} \theta \vdash m$. Consider the last rule of the proof:

- (axiom rule) $m \in T_{i} \theta$ or $m$ a public constant. If $m$ is a public constant then $k \neq m$ since $k \in$ hidden $(T \theta)$. Thus there is $t \in T_{i}$ such that $m=t \theta$. If $k \rho_{1} t$ then we're done. Otherwise there is a variable $y \in \operatorname{var}(t)$ such that $k \rho_{1} y \theta$. Also, there is $j<i$ such that $T_{j} \Vdash y$ is a constraint of $C$. Then, by induction hypothesis, there is $t^{\prime} \in T_{j}$, hence in $T_{i}$, such that $k \rho_{1} t^{\prime}$.
- (composition or decomposition rule) By inspection of all the composition and decomposition rules we observe that there is always a premise $T_{i} \theta \vdash m^{\prime}$ with $k \rho_{1} m^{\prime}$ for some term $m^{\prime}$. The conclusion follows then directly from the induction hypothesis.

We can prove now Lemma 2.36.
Lemma 2.36 Let $C$ be a solved constraint system, $L$ a list of terms such that $\operatorname{var}\left(L_{s}\right) \subseteq \operatorname{var}(C)$ and $\operatorname{lhs}(C) \subseteq L_{s}$, and $\theta$ a partial solution of $C$. For any $k, k^{\prime} \in \operatorname{hidden}\left(L_{s} \theta\right)$, if $k$ encrypts $k^{\prime}$ in $L_{s} \theta$ then $k$ encrypts $k^{\prime}$ in $L_{s} \tau$.

Proof Remember that hidden $\left(L_{s} \theta\right)=$ hidden $\left(L_{s} \tau\right)$ (from Corollary 2.40, as shown in the proof of Lemma 2.34).

Consider two keys $k, k^{\prime} \in \operatorname{hidden}\left(L_{s} \theta\right)$ such that $k$ encrypts $k^{\prime}$ in $L_{s} \theta$. Then there are terms $u, u^{\prime}$ such that $u^{\prime} \in L_{s} \theta,\{u\}_{k} \sqsubseteq u^{\prime}$ and $k^{\prime} \rho_{1} u$. We can have that either (first case) there are $v, w$ such that $v \sqsubseteq w \in L_{s}, v$ non-variable and $\{u\}_{k}=v \theta$, or (second case) $\{u\}_{k} \sqsubseteq x \theta$ with $x \in \operatorname{var}\left(L_{s}\right)$. In the second case, consider the constraint $\left(T_{x} \Vdash x\right) \in C$. We have $T_{x} \theta \vdash x \theta$. Hence we can apply Lemma 2.41 for $x \theta, u$ and $k$ to obtain that there exists a non-variable term $v$ such that $v \sqsubseteq w$ for some $w \in T_{x}$ and $v \theta=\{u\}_{k}$. Hence, in both cases, we obtained that there is a non-variable term $v \in \operatorname{st}\left(L_{s}\right)$ (since $\left.T_{x} \subseteq L_{s}\right)$ such that $v \theta=\{u\}_{k}$. Thus there is $v_{0}$ such that $v=\left\{v_{0}\right\}_{k}$. Indeed, otherwise $v=\left\{v_{0}\right\}_{y}$ for some $y \in \operatorname{var}\left(L_{s}\right)$, hence $y \in \operatorname{var}(C)$. Since $C$ is solved we have $T_{y} \sigma \vdash y \sigma$. But $y \sigma=k$, contradicting $k \in$ hidden $\left(L_{s} \theta\right)$.

We have $v_{0} \theta=u$. Since $k^{\prime} \rho_{1} u$ and $k^{\prime}$ is a constant or a variable, we can have that $k^{\prime} \rho_{1} v_{0}$, or $k^{\prime} \rho_{1} y \theta$ for some $y \in \operatorname{var}\left(v_{0}\right)$. If $k^{\prime} \rho_{1} v_{0}$ then $k$ encrypts $k^{\prime}$ in $L_{s}$, hence in $L_{s} \tau$ also. If $k^{\prime} \rho_{1} y \theta$ then from the previous lemma $k^{\prime} \rho_{1} t$ for some $t \in T_{y}$, and hence $k^{\prime} \rho_{1} y \tau$. Therefore in both cases we have that $k$ encrypts $k^{\prime}$ in $L_{s} \tau$.

### 2.3.2 Secrecy for protocols with timestamps

For modeling timestamps, we introduce a new sort Time $<$ Msg for time and we assume an infinite number of constants of sort Time, represented by rational numbers or integers ${ }^{11}$. We assume that the only two sorts are Time and Msg. Any value of time should be known to an intruder, that is why we add to the deduction system the rule $\overline{S \vdash x}$ where $x$ is a variable of sort Time. All the previous results can be easily extended to such a deduction system since ground deducibility remains decidable in polynomial time.

To express relations between timestamps, we use timed constraints. An integer timed constraint or a rational timed constraint $T$ is a conjunction of formulas of the form

$$
\Sigma_{i=1}^{k} \alpha_{i} x_{i} \ltimes \beta
$$

where the $\alpha_{i}$ and $\beta$ are rational numbers, $\ltimes \in\{<, \leq\}$, and the $x_{i}$ are variables of sort Time. A solution of a rational (resp. integer) timed constraint $T$ is a closed substitution $\sigma=\left\{{ }^{c_{1}} / x_{1}, \ldots,{ }^{c_{k}} / x_{k}\right\}$, where the $c_{i}$ are rationals (resp. integers), that satisfies the constraint.

Timed constraints between the variables of sort Time are expressed through satisfiability of security properties.

Definition 2.43 A predicate $P$ is a timed property if $P$ is generated by some (rational or integer) timed constraint $T$, that is if $T$ has variables $x_{1}, \ldots, x_{k}$ then for any list $L$ of messages $P(L)$ holds if and only if

- $L$ contains exactly $k$ messages $t_{1}, \ldots, t_{k}$ of sort Time that appear in this order in the list, and
- $T\left(t_{1}, \ldots, t_{k}\right)$ is true.

Such timed properties can be used for example to say that a timestamp $x_{1}$ must be fresher than a timestamp $x_{2}\left(x_{1} \geq x_{2}\right)$ or that $x_{1}$ must be at least 30 seconds fresher than $x_{2}\left(x_{1} \geq\right.$ $x_{2}+30$ ).

Exemple 2.44 We consider the Wide Mouthed Frog Protocol [CJ97].

$$
\begin{array}{ll}
A \rightarrow S: & A,\left\{\left\{T_{a}, B, K_{a b}\right\}_{K a s}\right. \\
S \rightarrow B: & \left\{\left\{T_{s}, A, K_{a b}\right\}_{K_{b s}}\right.
\end{array}
$$

A sends to a server $S$ a fresh key $K_{a b}$ intended for $B$. If the timestamp $T_{a}$ is fresh enough, the server answers by forwarding the key to $B$, adding its own timestamps. $B$ simply checks whether this timestamp is older than any other message he has received from S. As explained in [CJ97], this protocol is flawed because an attacker can use the server to keep a session alive as long as he wants by replaying the answers of the server.

This protocol can be modeled by the following constraint system :

$$
\begin{array}{rlll}
S_{1} \stackrel{\text { def }}{=}\left\{a, b, s,\left\langle a,\left\{\left\{0, b, k_{a b}\right\} k_{a s}\right\rangle\right\}\right. & \Vdash & \left\langle a,\left\{\left\{x_{t_{1}}, b, y_{1}\right\} k_{a s}\right\rangle, x_{t_{2}}\right. \\
& S_{2} \stackrel{\text { def }}{=} S_{1},\left\{\left\{x_{t_{2}}, a, y_{1}\right\} k_{b_{s}}\right. & \Vdash & \left\langle b,\left\{\left\{x_{t_{3}}, a, y_{2}\right\}\right\}_{b_{s}}\right\rangle, x_{t_{4}} \\
S_{3} \stackrel{\text { def }}{=} S_{2},\left\{\left\{x_{t_{4}}, b, y_{2}\right\} k_{a s}\right. & \Vdash & \left\langle a,\left\{\left\{x_{t_{5}}, b, y_{3}\right\}\right\}_{a s}\right\rangle, x_{t_{6}} \\
S_{4} \stackrel{\text { def }}{=} S_{3},\left\{\left\{x_{t_{6}}, a, y_{3}\right\}\right\} k_{b s} & \Vdash & \left.\left\{x_{t_{7}}, a, k_{a b}\right\}\right\} k_{b s} \tag{2.7}
\end{array}
$$

[^7]where $y_{1}, y_{2}, y_{3}$ are variables of sort Msg and $x_{t_{1}}, \ldots, x_{t_{7}}$ are variables of sort Time. We add explicitly the timestamps emitted by the agents on the right hand side of the constraints (that is in the messages expected by the participants) since the intruder can schedule the message transmission whenever he wants.

Initially, the intruder simply knows the identities of the agents and A's message at time 0. Then $S$ answers alternatively to requests from $A$ and $B$. Since the intruder controls the network, the messages can be scheduled as slow (or fast) as the intruder needs it. The server $S$ should not answer if A's timestamp is too old (let's say older than 30 seconds) thus $S$ 's timestamp cannot be too much delayed (no more than 30 seconds). This means that we should have $x_{t_{2}} \leq x_{t_{1}}+30$. Similarly, we should have $x_{t_{4}} \leq x_{t_{3}}+30$ and $x_{t_{6}} \leq x_{t_{5}}+30$. The last rule corresponds to $B$ 's reception. In this scenario, $B$ does not perform any check on the timestamp since it is the first message he receives.

We say that there is an attack if there is a solution to the constraint system that satisfies the previously mentioned time constraints and such that the timestamp received by $B$ is too fresh to come from $A: x_{t_{7}} \geq 30$. Formally, we consider the timed property generated by the following timed constraint :

$$
x_{t_{2}} \leq x_{t_{1}}+30 \wedge x_{t_{4}} \leq x_{t_{3}}+30 \wedge x_{t_{6}} \leq x_{t_{5}}+30 \wedge x_{t_{7}} \geq 30
$$

Then the substitution corresponding to the attack is

$$
\sigma=\left\{k_{a b} / y_{1},{ }^{k_{a b} / y_{2}},{ }^{k_{a b} / y_{3}},{ }^{k_{a b} / y_{4}},{ }^{0} / x_{t_{1}},{ }^{30} / x_{t_{2}},{ }^{30} / x_{t_{3}},{ }^{60 / x_{t_{4}}}, 6 / x_{t_{5}}, 90 / x_{t_{6}}, 90 / x_{t_{7}}\right\}
$$

Proposition 2.45 Any timed property can be decided in non-deterministic polynomial time on solved constraint systems.

Proof Let $C$ be a solved constraint system, $P$ a timed property and $T$ a timed constraint generating $P$. Let $y_{1}, \ldots, y_{n}$ be the variables of sort Msg in $C$ and $x_{1}, \ldots, x_{k}$ the variables of sort Time in $C$. Clearly, any substitution $\sigma$ of the form $y_{i} \sigma=u_{i}$ where $u_{i} \in S_{i}$ for some $\left(S_{i} \Vdash y_{i}\right) \in C$ and $x_{i} \sigma=t_{i}$ for $t_{i}$ any constant of sort Time is a solution of $C$ for the true property. Let $\sigma^{\prime}$ be the restriction of $\sigma$ to the timed variables $x_{1}, \ldots, x_{k}$.

Clearly, $\sigma$ is a solution of $C$ for $P$ if and only if $\sigma^{\prime}$ is a solution to $T$. Thus there exists a solution of $C$ for $P$ if and only if $T$ is satisfiable. The satisfiability of $T$ is solved by usual linear programming [Sch98]. It is polynomial in the case of rational timed constraints and it is NP-complete in the case of integer timed constraints, thus the result.

### 2.3.2.1 NP-completeness

We deduce by combining Theorem 2.10 and Proposition 2.45 that the problem of deciding timed properties on arbitrary constraint systems is in NP.

NP-hardness directly follows from the NP-hardness of constraint system solving by considering a predicate corresponding to an empty timed constraint.

### 2.4 Conclusions

We have shown how the generic approach we have derived from [CLS03, RT03] can be used to retrieve two NP-completeness results. The first one allows us to detect key cycles, and the second one to solve constraint systems with timed constraints. In the two cases, we had to
provide a decision procedure only for a simple class of constraint systems. Since the constraintbased approach [CLS03, RT03] has already been implemented in Avispa [ABB $\left.{ }^{+} 05\right]$, we plan, using our results, to adapt this implementation to the case of key cycles and timestamps.

Regarding key cycles, our approach is valid for a bounded number of sessions only. Secrecy is undecidable in general [DLM04] for an unbounded number of sessions. Such an undecidability result could be easily adapted to the problem of detecting key cycles. Several decidable fragments have been designed [RS03, CLC03a, BP03b, VSS05] for secrecy and an unbounded number of sessions. We plan to investigate how such fragments could be used to decide key cycles.

## Chapitre 3

# Decidability results for Horn clauses. Application to protocols using CBC encryption and blind signatures 

Recently, several procedures for deciding secrecy have been proposed for operators with algebraic properties for a bounded [CKRT03, DLLT06, BC06, DLL07] or unbounded [CLC03a, VSS05] number of sessions. The properties of blind signatures were considered in [BC06], and in [CKRT03] the prefix property (which is very similar to homomorphism) is also handled along with the properties of XOR. Homomorphism theory with associative-commutative operators is considered in [LLT05] for the case of a passive intruder, and homomorphism with XOR or abelian groups is considered for an active intruder in [DLLT06, Del06]. An electronic voting protocol has been analysed in [KR05]. The protocol relies on a blind signature scheme whose properties have been modeled by equations; secrecy of votes have been proved automatically using the ProVerif tool by B. Blanchet [Bla01]. This tool can handle an unbounded number of sessions and arbitrary equational theories [BAF05] but it does not guarantee termination (even in the absence of equations).

The above mentioned works do not address the decidability of secrecy with CBC encryption or blind signatures in the case of an unbounded number of sessions. In this chapter, we consider exactly this setting. Following the line of [CLC03a], we tackle the problem by introducing a new fragment of Horn clauses. We show the decidability of this fragment using a combination of several resolution strategies. We apply this result to fix the Needham-Schroeder symmetric key authentication protocol, which is known to be flawed when CBC mode is used.

Outline of the chapter In Section 3.1, we introduce Horn clauses and explain how protocols can be modeled using them. We then introduce the new fragment of first order clauses in Section 3.2. In Section 3.3, we present our resolution strategy and apply it to this fragment, proving that this strategy is both complete and terminating for this class. The application to the Needham-Schroeder symmetric key protocol is shown in Section 3.4.

### 3.1 The model

The aim of this section is to introduce Horn clauses and show how we use them to model cryptographic protocols.

### 3.1.1 Horn clauses

To our purposes a single unary predicate suffices. Let $I$ be this predicate. Atoms $A$ are of the form $I(u)$ where $u$ is a term. Literals $L$ are either positive literals $+A$ (or simply $A$ ) or negative literals $-A$ where $A$ is an atom. A clause is a finite set of literals. If $C_{1}$ and $C_{2}$ are clauses, $C_{1} \vee C_{2}$ denotes $C_{1} \cup C_{2}$. A Horn clause is a clause that contains at most one positive literal. For Horn clauses we may use the alternative notation $A_{1}, A_{2}, \ldots, A_{n-1} \rightarrow A_{n}$ to denote the clause $-A_{1} \vee-A_{2} \vee \ldots \vee-A_{n-1} \vee A_{n}$. We distinguish from the context the atom $I(u)$ and the clause $I(u)$ consisting of the positive literal $+I(u)$.

If $M$ is an atom, a literal, a clause, or a set of such objects, and $\sigma$ is a substitution, then $M \sigma$ obtained by applying $\sigma$ to $M$ is defined as usual. For example, for an atom $A=I(u)$ and a substitution $\sigma, A \sigma$ denotes the atom $I(u \sigma)$. We also extend as usual the notation of unifier from terms to literals.

A (Herbrand) interpretation is a set of ground atoms. An ground atom $I(u)$ is true in the interpretation $\mathfrak{I}$ if $u \in \mathfrak{I}$, and it is false otherwise. A ground clause $C$ is satisfied by $\mathfrak{I}$ if and only if there is a positive literal $+I(u) \in C$ such that $I(u)$ is true in $\mathfrak{I}$ or there is a negative literal $-I(u) \in C$ such that $I(u)$ is false in $\mathfrak{I}$. A clause $C$ is satisfied by $\mathfrak{I}$ if for all ground substitutions $\sigma, C \sigma$ is satisfied by $\mathfrak{I}$. If $C$ is satisfied by $\mathfrak{I}$ then we say that $\mathfrak{I}$ is a model of $C$; we say that $\mathfrak{I}$ is a model of a set of clauses $\mathcal{C}$ if it is a model of all clauses in $\mathcal{C}$. A clause (or a set of clauses) is satisfiable if it has a model, and unsatisfiable otherwise.

Given two sets of clauses $\mathcal{C}$ and $\mathcal{C}^{\prime}$, we say that $\mathcal{C}^{\prime}$ is a logical consequence of $\mathcal{C}$ if every model of $\mathcal{C}$ is also a model of $\mathcal{C}^{\prime}$. When $\mathcal{C}^{\prime}$ is a singleton consisting of $C^{\prime}$ then we simply write $\mathcal{C} \models C^{\prime}$ instead of $\mathcal{C} \models\left\{C^{\prime}\right\}$. It is easy to see that, for a ground term $m, \mathcal{C} \cup\{-I(m)\}$ is unsatisfiable if and only if $\mathcal{C} \models I(m)$.

If $u$ is a term, $\|u\|$ is the depth of $u$, that is 1 plus the maximal length of the positions of $u$. For a variable $x,\|u\|_{x}$ is the maximal depth of $x$ in $u$, that is 1 plus the maximal length of the occurrences of $x$ in $u$. By convention, if $x$ is a variable and $x \notin \operatorname{var}(u)$ then $\|u\|_{x}=0$. The definitions of $\|\cdot\|$ and $\|\cdot\|_{x}$ are extended to literals by $\| \pm I(u)\|=\|u\|$ and $\| \pm I(u)\|_{x}=\|u\|_{x}$.

### 3.1.1.1 An ordering on terms

We consider a strict and total ordering $<_{\mathcal{F}}$ on the function symbols. We define next a partial ordering on terms. The ordering is chosen in order to ensure the termination of our resolution procedure.

Definition 3.1 (ordering $<$ ) Let $u$ and $v$ be two terms. We say that $u<v$ if one of following two conditions holds :

1. $\|u\|<\|v\|$, and $\|u\|_{x}<\|v\|_{x}$ for every $x \in \operatorname{var}(u) \cup \operatorname{var}(v)$;
2. $\|u\| \leq\|v\|,\|u\|_{x} \leq\|v\|_{x}$ for every $x \in \operatorname{var}(u) \cup \operatorname{var}(v)$, $u$ and $v$ are not variables or names, and one of the following two conditions holds :
(a) head $(u)<_{\mathcal{F}} \operatorname{head}(v)$,
(b) head $(u)=\operatorname{head}(v), \forall i, u_{i} \leq v_{i}$, and $\exists i$ such that $u_{i}<v_{i}$, where $u=f\left(u_{1}, \ldots, u_{n}\right)$ and $v=f\left(v_{1}, \ldots, v_{n}\right)$, for some $f \in \mathcal{F}$ of arity $n \geq 0$.

For example, if $u$ is a strict subterm of $v$ then $u<v$. Variables (and names) are incomparable. We have $\langle a, x\rangle<\mathrm{h}\left(\mathrm{h}(x)\right.$ ) but $\langle\mathrm{h}(\mathrm{h}(a)), x\rangle \nless \mathrm{h}(\mathrm{h}(x))$. We also have that $\{x\}_{z}<\left\{\{\langle x, y\rangle\}_{z}\right.$.

An ordering is said liftable if for any two terms $u, v$ and for any substitution $\theta, u<v$ implies $u \theta<v \theta$. This is a crucial property for the completeness of ordered resolution.

Proposition 3.2 The relation < is a strict liftable ordering.
Proof Transitivity and irreflexivity of $<$ are obvious. We have

$$
\begin{equation*}
\|w \sigma\|=\max \left(\|w\|, \max _{y \in \operatorname{var}(w)}\left(\|w\|_{y}+\|y \sigma\|-1\right)\right) \tag{3.1}
\end{equation*}
$$

and

$$
\|w \sigma\|_{x}= \begin{cases}0 & \text { if } x \notin \operatorname{var}(w \sigma) \\ \max _{y \in \operatorname{var}(w)}\left(\|w\|_{y}+\|y \sigma\|_{x}-1\right) & \text { otherwise. }\end{cases}
$$

Also, head $(w \sigma)=\operatorname{head}(w)$ if $w$ is not a variable. Moreover, if $u<v$ then $\operatorname{var}(u) \subseteq \operatorname{var}(v)$, since otherwise there exists $x \in \operatorname{var}(u) \backslash \operatorname{var}(v)$ with $\|u\|_{x}>\|v\|_{x}=0$ (contradiction). Remark that $\operatorname{var}(w \sigma)=\cup_{x \in \operatorname{var}(w)} \operatorname{var}(x \sigma)$. Thus, if $x \in \operatorname{var}(u \sigma)$ and $\operatorname{var}(u) \subseteq \operatorname{var}(v)$ then $x \in \operatorname{var}(v \sigma)$.

Let $u$ and $v$ be terms such that $u<v$. We prove by induction on the depth of $u$ that $u \sigma<v \sigma$.
For the base case, $\|u\|=1$ and then $u$ is either a variable, a name or a constant. If $\|v\|=1$ then $u$ and $v$ are constants, and thus so are $u \sigma$ and $v \sigma$. Suppose $\|v\|>1$. If $u$ is a name or a constant then $u \sigma<v \sigma$ by using the first point of Definition 3.1. If $u$ is a variable $x$ then $x \in \operatorname{var}(v)$ and thus $u \sigma=x \sigma<v \sigma$ (since $x \sigma$ is a subterm of $v \sigma$ ).

We consider now the inductive case $(\|u\|>1)$.
Suppose $\|u\|<\|v\|$, and $\|u\|_{x}<\|v\|_{x}$ for every $x \in \operatorname{var}(u) \cup \operatorname{var}(v)$. Then for all $x \in$ $\operatorname{var}(u \sigma) \cup \operatorname{var}(v \sigma),\|u \sigma\|_{x}=\max _{y \in \operatorname{var}(u)}\left(\|u\|_{y}+\|y \sigma\|_{x}-1\right)<\max _{y \in \operatorname{var}(u)}\left(\|v\|_{y}+\|y \sigma\|_{x}-1\right) \leq$ $\max _{y \in \operatorname{var}(v)}\left(\|v\|_{y}+\|y \sigma\|_{x}-1\right)=\|v \sigma\|_{x}$. Next, using the just obtained strict inequality, equation 3.1, and that $\operatorname{var}(u) \subseteq \operatorname{var}(v)$ we obtain that $\|u \sigma\|<\|v \sigma\|$. Thus, by the first point of Definition 3.1, $u \sigma<v \sigma$.

Suppose now that $\|u\| \leq\|v\|$, and $\|u\|_{x} \leq\|v\|_{x}$ for every $x \in \operatorname{var}(u) \cup \operatorname{var}(v)$. Then using a similar analysis as in the previous case we obtain that $\|u \sigma\| \leq\|v \sigma\|$, and $\|u \sigma\|_{x} \leq\|v \sigma\|_{x}$ for every $x \in \operatorname{var}(u \sigma) \cup \operatorname{var}(v \sigma)$. If head $(u)<_{\mathcal{F}} \operatorname{head}(v)$ then head $(u \sigma)<_{\mathcal{F}} \operatorname{head}(v \sigma)$, thus $u \sigma<v \sigma$. Otherwise (i.e. head $(u)=\operatorname{head}(v)$ ), we have and $\forall i, u_{i} \leq v_{i}$, and $\exists i$ such that $u_{i}<v_{i}$ where $u=f\left(u_{1}, \ldots, u_{n}\right)$ and $v=f\left(v_{1}, \ldots, v_{n}\right)$ for some $f \in \mathcal{F}, n>0$. Applying the induction hypothesis we obtain that $\forall i, u_{i} \sigma \leq v_{i} \sigma$, and $\exists i$ such that $u_{i} \sigma<v_{i} \sigma$. Then clearly $u \sigma<v \sigma$ (by point 2 b of Definition 3.1).

A term $v$ is said maximal in a set $S$ if there is no term $u \in S$ such that $v<u$.
The ordering is extended to literals by $\pm I(u)< \pm^{\prime} I(v)$ if and only if $u<v$.

### 3.1.2 From protocols to Horn clauses

The predicate $I$ represents the knowledge of the intruder : $I(m)$ means that the intruder knows the term (or message) $m$. Thus a clause $I\left(u_{1}\right), \ldots, I\left(u_{n}\right) \rightarrow I(v)$ should be read as "if the intruder knows some messages of the form $u_{1}, \ldots, u_{n}$ respectively, then he knows $v$ ". There is thus a natural correspondence between deductions and Horn clauses, as we will see in what follows.

### 3.1.2 1 Intruder clauses

Let $\mathcal{I}$ be a deduction system without conditions. The set of clauses associated with $\mathcal{I}$ is

$$
\mathcal{C}_{\mathcal{I}} \stackrel{\text { def }}{=}\left\{I\left(u_{1}\right), \ldots, I\left(u_{n}\right) \rightarrow I(v) \left\lvert\, \frac{S \vdash u_{1} \quad \ldots \quad S \vdash u_{n}}{S \vdash v} \in \mathcal{I}\right.\right\} .
$$

Exemple 3.3 The Dolev-Yao rules presented in Section 1.2.3.1 (page 41), more exactly the rules of $\mathcal{I}_{d}$ from Figure 1.3 and the composition rules (for the function symbols occurring in Figure 1.3), are represented by the following set of Horn clauses:

$$
\begin{array}{ll}
I(x), I(y) \rightarrow I(\langle x, y\rangle) & \text { pairing of messages } \\
I(x), I(y) \rightarrow I\left(\{x\}_{y}\right) & \text { symmetric encryption } \\
I(x), I(y) \rightarrow I\left(\{x x\}_{y}\right) & \text { asymmetric encryption } \\
I(x), I(y) \rightarrow I\left(\llbracket x \rrbracket_{y}\right) & \text { digital signing } \\
I(x) \rightarrow I(\operatorname{ek}(x)) & \text { obtaining the encryption key } \\
I(\langle x, y\rangle) \rightarrow I(x) & \text { first projection } \\
I(\langle x, y\rangle) \rightarrow I(y) & \text { second projection } \\
I\left(\{x\}_{y}\right), I(y) \rightarrow I(x) & \text { symmetric decryption } \\
I\left(\{x x\}_{\operatorname{ek}(y)}\right), I(\operatorname{dk}(y)) \rightarrow I(x) & \text { asymmetric decryption }
\end{array}
$$

Observe that the deduction system $\mathcal{I}\left(\mathcal{R}_{0}\right)$ (see Definition 1.8 and Figure 1.2) contains also the membership rule and an infinite number of composition rules for public constants (hence the set $\mathcal{C}_{\mathcal{I}\left(\mathcal{R}_{0}\right)}$ is also infinite). The membership rule is a conditional rule and is hence not represented by an associated clause. As it we will see next, we represent explicitly the initial knowledge of some set of terms (i.e. the left hand side $S$ of a deduction rule $S \vdash u$ ).

Given a set of terms $T$, we define the associated set of clauses $\mathcal{C}_{T} \xlongequal{\text { def }}\{I(u) \mid u \in T\}$.
Lemma 3.4 Let $\mathcal{I}$ be a deduction system without conditions, $T$ a set of ground terms and $m$ a ground term. If $T \vdash_{\mathcal{I}} m$ then $\mathcal{C}_{\mathcal{I}} \cup \mathcal{C}_{T} \models I(m)$.

Proof Consider a proof of $T \vdash m$. We reason by induction on the depth of the proof. Then, by considering the last rule of the proof we can have the following possibilities.

- The last rule is an axiom and $m \in T$. Then $I(m) \in \mathcal{C}_{T}$ and hence $\mathcal{C}_{T} \models I(m)$.
- The last rule is

$$
\frac{S \vdash u_{1} \quad \ldots \quad S \vdash u_{n}}{S \vdash v}
$$

and $v \sigma=m$ for some substitution $\sigma$. Then $\left(I\left(u_{1}\right), \ldots, I\left(u_{n}\right) \rightarrow I(v)\right) \in \mathcal{C}_{\mathcal{R}}$, and, by induction hypothesis, $\mathcal{C}_{\mathcal{R}} \cup \mathcal{C}_{T} \models I\left(u_{i} \sigma\right)$ for all $i$. Consider an arbitrary model $\mathfrak{I}$ of $\mathcal{C}_{\mathcal{R}} \cup \mathcal{C}_{T}$. Then $\mathfrak{I}$ is also a model for all $I\left(u_{i} \sigma\right)$. If $I(v \sigma)$ is false in $\mathfrak{I}$ then the clause $I\left(u_{1} \sigma\right), \ldots, I\left(u_{n} \sigma\right) \rightarrow$ $I(v \sigma)$ is not satisfied by $\mathfrak{I}$. Hence neither is the clause $I\left(u_{1}\right), \ldots, I\left(u_{n}\right) \rightarrow I(v)$. But this contradicts $\mathfrak{I}$ being a model of $\mathcal{C}_{\mathcal{R}} \cup \mathcal{C}_{T}$. Thus $I(v \sigma)$ is true in $\mathfrak{I}$. That is, $\mathfrak{I}$ is also a model of $I(m)$.

### 3.1.2.2 Protocol clauses

We now show how the rules of a protocol can also be modeled using Horn clauses. With every rule we associate a clause. We perform first some abstraction by letting the nonces only depend on the agent that has created it and the agent that should receive it; and similarly, a fresh session key will be parameterised by the agents who share the key. This is formalised next.

We consider again only roles with matching and simply call them roles. Let $\Pi=(\mathcal{R}, \mathcal{S})$ be a $k$-party protocol. We consider the partial function $\mathcal{D}$ given by $\mathcal{D}(r, p)=\left(r^{\prime}, p^{\prime}\right)$ if and only if $\mathcal{S}\left(r^{\prime}, p^{\prime}\right)=(r, p)$. That is, $\mathcal{D}$ returns for each role/control-point pair $(r, p)$, the role/control-point pair $\left(r^{\prime}, p^{\prime}\right)$ of the expected destination of the message sent by role $r$ at step $p$. The function $\mathcal{D}$ is used to obtain, for a fresh nonce or key, which is the agent that should receive it.

Let $R_{r}\left(z_{1}, \ldots, z_{k}\right)=\nu \widetilde{x}_{r} . \operatorname{recv}\left(u_{r}^{1}\right), \operatorname{send}\left(v_{r}^{1}\right) ; \ldots ; \operatorname{recv}\left(u_{r}^{p_{r}}\right), \operatorname{send}\left(v_{r}^{p_{r}}\right)$ with $1 \leq r \leq k$ be the roles of $\Pi$. We assume that no different roles have common variables (hence no common fresh items neither), and we let $\cup_{1 \leq r \leq k} \widetilde{x}_{r}=\left\{x_{1}, \ldots, x_{n}\right\}$. We also suppose that the signature $\mathcal{F}$ contains $n$ private function symbols $\mathrm{ff}_{1}, \ldots, \mathrm{ff}_{n}$ of arity 2 .

Consider the following substitution $\sigma_{0}$ with $\operatorname{dom}\left(\sigma_{0}\right)=\cup_{1 \leq r \leq k} \widetilde{x}_{r}$ and $x_{i} \sigma_{0}=\mathrm{ff}_{i}\left(z_{r}, z_{d}\right)$ where $r$ is such that $x_{i} \in \widetilde{x}_{r}$ and $d$ is given $(d, \cdot)=\mathcal{D}(r, p)$ with $p$ being the control-point at which $x_{i}$ first occurs in the instructions of $r$.

The set of clauses associated with the protocol $\Pi$ is then

$$
\mathcal{C}_{\Pi} \stackrel{\text { def }}{=} \bigcup_{1 \leq r \leq k}\left\{I\left(u_{r}^{i} \sigma_{0}\right) \rightarrow I\left(v_{r}^{i} \sigma_{0}\right) \mid 1 \leq i \leq p_{r}\right\}
$$

The initial knowledge of the intruder $I K$ is given by a set of ground terms, and thus modeled by the set of clauses $\mathcal{C}_{I K}$. The secrecy of a message $s$ is thus represented by the unsatisfiability of the set of clauses $\mathcal{C}_{\mathcal{I}} \cup \mathcal{C}_{I K} \cup \mathcal{C}_{\Pi} \cup\{\neg I(s)\}$.

Next, for each $i$, we rename the function symbol $\mathrm{ff}_{i}$ by $\mathrm{n}_{i}$ or $\mathrm{k}_{i}$ depending on the role it plays in modeling : abstracting a nonce or respectively a key.

Exemple 3.5 The following set of clauses $\mathcal{C}_{\text {NSpk }}$ model the Needham-Schroeder protocol (see Example 1.28, page 47) :

$$
\begin{aligned}
& \rightarrow I\left(\left\{\left[\mathrm{n}_{1}\left(z_{a}, z_{b}\right), z_{a}\right]\right\}_{\operatorname{ek}\left(z_{b}\right)}\right) \\
I\left(\left\{\left[\mathrm{n}_{1}\left(z_{a}, z_{b}\right), x_{n_{b}}\right]\right\}_{\operatorname{ek}\left(z_{a}\right)}\right) & \rightarrow I\left(\left\{\left[x_{n_{b}}\right\}\right\}_{\operatorname{ek}\left(z_{b}\right)}\right) \\
\left.I\left(\left\{y_{n_{a}}, z_{a}\right]\right\}_{\operatorname{ek}\left(z_{b}\right)}\right) & \left.\rightarrow I\left(\left\{\left[y_{n_{a}}, \mathrm{n}_{2}\left(z_{b}, z_{a}\right)\right)\right]\right\}_{\mathrm{ek}(a)}\right)
\end{aligned}
$$

The first two clauses corresponding to $A$ 's role, while the third to $B$ 's role. For simplicity, we have omitted the literal $-I$ (init) from the first clauses, and the clause

$$
I\left(\left\{\left[\mathrm{n}_{2}\left(z_{b}, z_{a}\right)\right]\right\}_{\mathrm{ek}\left(z_{b}\right)}\right) \rightarrow I(\text { stop })
$$

(corresponding to the second rule of $B$ 's role). This is without loss of generality (w.r.t. to the satisfiability problem) since init and stop are public constants and hence the corresponding clauses (i.e. $I$ (init) and $I$ (stop)) would be in $\mathcal{C}_{I K}$.

Since the clauses can be applied in any order, any number of times, we also abstract away the order of the rules of the protocol. The order could be enforced by associating the clause $I\left(u_{1}\right), \ldots, I\left(u_{i}\right) \rightarrow I\left(v_{i}\right)$ (instead of $\left.I\left(u_{i}\right) \rightarrow I\left(v_{i}\right)\right)$ to each step $i$ of a role. However, this enhancement does not assure that a rule is not played several times.

Note that all these abstractions are correct w.r.t. the secrecy property, i.e. if a protocol is deemed secure using these abstractions then it is secure without abstractions. The converse does not hold, i.e. these abstractions are not complete, as the following example shows.

Exemple 3.6 Consider the following protocol

$$
\begin{array}{ll}
A \Rightarrow B: & \left\{N_{a}, K_{1}\right\}_{K_{a b}},\left\{\left\{N_{a}, K_{2}\right\}_{K_{a b}}\right. \\
B \Rightarrow A: & \left\{N_{a}, K_{1}\right\}_{K_{a b}} \\
A \Rightarrow B: & K_{1},\left\{\{s\}_{\left\langle K_{1}, K_{2}\right\rangle}\right.
\end{array}
$$

in which $N_{a}$ is a fresh nonce, and $K_{1}, K_{2}$ are two fresh keys and $K_{a b}$ is a long-term shared key between $A$ and $B$. The agent $B$ just sends back to $A$ the first ciphertext. Next, $A$ just verifies
that the first component is the right one (i.e. the nonce $N_{a}$ that she sent in the first step), but she does not verify the second component (the key $K_{1}$ ). That is, using the model of Chapter 1, the second rule of $A$ 's role is $\operatorname{recv}\left(\left\{\left\{n_{a}, y\right\}\right\} \mathbf{k}\left(z_{a}, z_{b}\right)\right)$, send $\left(\left\langle y,\left\{\{s\}\left\langle k_{1}, k_{2}\right\rangle\right\rangle\right)\right.$, where $n_{a}, k_{1}, k_{2}$ are the fresh items of $A$ 's role. The intruder can obtain, in each sessions, either $K_{1}$ or $K_{2}$ but not both. And since the secret $s$ is encrypted in each session with a new pair of keys the intruder is not able to obtain the secret. However, in our Horn clause model, the secret can be obtained by the intruder.

The set of clauses modeling the above protocol is

$$
\begin{aligned}
& \rightarrow I\left(\left\langle\left\{\left\{\mathrm{n}\left(z_{a}, z_{b}\right), \mathrm{k}_{1}\left(z_{a}, z_{b}\right)\right\}_{\mathrm{k}\left(z_{a}, z_{b}\right)},\left\{\mathrm{n}\left(z_{a}, z_{b}\right), \mathrm{k}_{2}\left(z_{a}, z_{b}\right)\right\}_{\left.\left.\mathrm{k}\left(z_{a}, z_{b}\right)\right\rangle\right)}\right.\right.\right. \\
I\left(\left\langle y_{1}, y_{2}\right\rangle\right) & \rightarrow I\left(y_{1}\right) \\
I\left(\left\{\left\{\mathrm{n}\left(z_{a}, z_{b}\right), x\right\}\right\}_{\mathbf{k}\left(z_{a}, z_{b}\right)}\right) & \rightarrow I\left(\left\langlex,\left\{\{s\}_{\left.\left.\left\langle\mathrm{k}_{1}\left(z_{a}, z_{b}\right), \mathrm{k}_{2}\left(z_{a}, z_{b}\right)\right\rangle\right\rangle\right)}\right.\right.\right.
\end{aligned}
$$

Here the intruder obtains both keys by using twice the third rule (with the pair of ciphertexts of the first rule as it is, and with the ciphertexts interchanged). This is only possible due to our modeling of fresh items by the same term (in all sessions between the same agents) ; A wouldn't normally accept a ciphertext from an old session since she verifies the freshness of her nonce.

Other security properties can also be encoded as Horn clauses. B. Blanchet has encoded authentication [Bla02], strong secrecy [Bla04], and some other equivalence properties [BAF05] by expressing them in a pi-like process calculus and translating processes to Horn clauses [AB02].

### 3.2 A fragment of Horn clauses

We have seen that for some protocol, some intruder capabilities, and some secret message, if the corresponding set of clauses is satisfiable then the secrecy of the message is preserved. However, deciding the satisfiability of a set of clauses is in general undecidable. Several decidable classes do exist [FLHT01]. One of such fragments, which is quite well-suited for modeling security protocols, was identified by V. Cortier and H. Comon in [CLC03a]. Other such fragment(s) tailored for security protocols can by found in [SV05, SV06]. We extend the fragment of [CLC03a] in order to capture some special primitives not considered before in this context. In Sections 3.2.1 and 3.2.2 we present existing fragments, while in Section 3.2 .3 we introduce the extension.

A class of clauses is a set of sets of clauses. We denote classes of clauses using the symbol $\mathfrak{C}$. By language abuse we say that a clause $C$ is the class $\mathfrak{C}$, if $\{C\}$ is in the class $\mathfrak{C}$. Also, for a set $\mathcal{C}$ of clauses and a class of clauses $\mathfrak{C}$, we denote $\mathcal{C} \cup \mathfrak{C} \stackrel{\text { def }}{=}\left\{\mathcal{C} \cup \mathcal{C}^{\prime} \mid \mathcal{C}^{\prime} \in \mathfrak{C}\right\}$. When we say that a set of clauses $\mathcal{C}_{0}$ belongs to the class of clauses in $\mathfrak{C}$ or $\mathfrak{C}^{\prime}$, we mean that $\mathcal{C}_{0} \in\left\{\mathcal{C} \cup \mathcal{C}^{\prime} \mid \mathcal{C} \in \mathfrak{C}, \mathcal{C}^{\prime} \in \mathfrak{C}^{\prime}\right\}$.

### 3.2.1 Intruder clauses

Note that each of the clauses in Example 3.3, except the one for asymmetric decryption, contains at most one function symbol. That is why we consider the following class of clauses.

Definition 3.7 (class $\mathfrak{C}_{I}$ ) The class $\mathfrak{C}_{I}$ is the class of Horn clauses of the form :

$$
\pm I\left(f\left(x_{1}, \ldots, x_{n}\right)\right) \vee \bigvee_{j=1}^{m} \pm I\left(x_{i_{j}}\right)
$$

### 3.2.2 Protocol clauses

For simplicity we consider next only two-party protocols.
H. Comon and V. Cortier [CLC03b] have shown (using a different Horn clause encoding) that, for secrecy properties, it is sufficient to verify the correctness of a protocol for only three parties : two honest and one dishonest participants. Hence we consider three agents having their identities represented by the constants $a, b$ and $i$, where $a$ and $b$ stand for the honest participants, while $i$ stands for the dishonest participant. The initial knowledge of the intruder thus contains the (finite) private data of $i$, but not that of $a$ and $b$.

We suppose that all roles have the following two parameters $z_{a}, z_{b}$, and we define the set of substitutions $\left\{\sigma_{i} \mid 1 \leq i \leq 6\right\}$ with $\operatorname{dom}\left(\sigma_{i}\right)=\left\{z_{a}, z_{b}\right\}$ and $\operatorname{ran}\left(\sigma_{i}\right) \subseteq\{a, b, i\}$ such that $\sigma\left(z_{a}\right) \neq$ $\sigma\left(z_{b}\right)$. Then the set of clauses modeling a protocol is

$$
\mathcal{C}_{\Pi}^{\prime} \stackrel{\text { def }}{=} \bigcup_{1 \leq i \leq 6} \mathcal{C}_{\Pi} \sigma_{i}
$$

Note that the variables of $\mathcal{C}_{\Pi}^{\prime}$ are exactly those of the protocol (thus excluding parameters and fresh items).

We observe that each of the clauses in the set $\mathcal{C}_{\text {NSpk }}^{\prime}$ (see Example 3.5) has at most one variable. As noticed in [CLC03a], this is the case of protocols with single blind copying, i.e. protocols for which, at each step of the protocol, at most one part of the received message is blindly "copied" to the sent message. For example, in the first rule of $B$ 's role of the NeedhamSchroeder protocol (see page 14), the only blindly copied part is $N_{a}$ since the other part (i.e. A) is an identity known by the $B$. Therefore, the second class of clauses we consider is the class of Horn clauses that contain at most one variable.

Definition 3.8 (class $\mathfrak{C}_{P}$ ) The class $\mathfrak{C}_{P}$ is the class of Horn clauses that contain at most one variable.

Note that by considering a finite number of agents we can also consider public encryption by adding for each identity the clauses for encryption and decryption. More exactly we can replace the clause $I\left(\{x x\}_{\text {ek }(y)}\right), I(\operatorname{dk}(y)) \rightarrow I(x)$ (which is not in $\left.\mathfrak{C}_{I}\right)$ with the three clauses $I\left(\{x]_{\mathrm{ek}_{\alpha}}\right), I\left(\mathrm{dk}_{\alpha}\right) \rightarrow I(x)$ where $\alpha \in\{a, b, i\}$ and $\mathrm{ek}_{\alpha}, \mathrm{dk}_{\alpha}$ are constants. These three clauses are in $\mathfrak{C}_{P}$.

Note also that all ground clauses are in $\mathfrak{C}_{P}$. Hence clauses modeling the initial intruder knowledge and the secrecy property (i.e. $-I(s)$ ) fall in the class. Thus, for standard Dolev-Yao rules and for protocols with single blind copying, the secrecy problem can be modeled (as we have seen in the previous section) by a set of clauses in the class $\mathfrak{C}_{I} \cup \mathfrak{C}_{P}$. The satisfiability of this set of clauses will prove the secrecy property.
H. Comon and V. Cortier [CLC03a] have shown that satisfiability of a set of clauses of $\mathfrak{C}_{I} \cup \mathfrak{C}_{P}$ is decidable in 3-EXPTIME, and H. Seidl and K. Verma [SV05] have shown that satisfiability is in fact DEXPTIME-complete.

### 3.2.3 Extending the intruder power

The aim of the chapter is to extend the decidability result of [CLC03a] to a larger class of clauses, in order to model an extended power of the intruder. Indeed, the set of clauses, described in Example 3.3, represents the capabilities of an intruder, assuming perfect cryptography. In particular, the intruder cannot learn anything from an encrypted message $\{m\}_{k}$, except if he
has the inverse key. However, depending on the implementation of the cryptographic primitives, the intruder may be able to deduce more messages. We consider here CBC encryption and blind signatures.

### 3.2.3.1 Prefix property

Depending on the encryption scheme, an intruder may be able to get from an encrypted message the encryption of any of its prefixes : from a message $\{x, y\} z$, he can deduce the message $\{\{x\}\}_{z}$. This is encoded by the clause :

$$
C_{\text {pre }} \xlongequal{\text { def }}-I\left(\{\{\langle x, y\rangle\}\}_{z}\right) \vee I(\{\{x\} z z)
$$

This is for example the case for Cipher Block Chaining (CBC) encryption. We recall that in such a system, the encryption of the message block sequence $P_{1} P_{2} \cdots P_{n}$ (where some bits may be added to $P_{n}$ such that every block has the same length) with the key $K$ is $C_{1} C_{2} \cdots C_{n}$ where $C_{0}=I V$ (initialisation vector) and $C_{i}=\left\{C_{i-1} \oplus P_{i}\right\}_{K}$. The CBC encryption system has the following property :

$$
\text { if } C_{1} C_{2} \cdots C_{i} C_{i+1} \cdots C_{n}=\left\{\left\{P_{1} P_{2} \cdots P_{i} P_{i+1} \cdots P_{n}\right\}_{K} \text { then } C_{1} C_{2} \cdots C_{i}=\left\{\left\{P_{1} P_{2} \cdots P_{i}\right\}_{K}\right.\right.
$$

That is to say an intruder can get $\{x\}_{z}$ from $\{x, y\}_{z}$ if the length of $x$ is a multiple of the block length used by the cryptographic algorithm. This property can be used to mount attacks on several well-known protocols. For example, we explain in Section 3.4.1 the attack discovered by O. Pereira and J.-J. Quisquater [PQ00] on the Needham-Schroeder symmetric key authentication protocol [NS78].

The prefix property also holds for homomorphic encryption, i.e. encryption schemes that verify that $\{\langle x, y\rangle\}_{k}=\left\langle\{x\}_{k},\left\{\{y\}_{k}\right\rangle\right.$. This is the case of the ECB (Electronic Code Book) encryption scheme for example, where the encryption of message block sequence $P_{1} P_{2} \cdots P_{n}$ with the key $K$ is simply the sequence $\left.\left\{P_{1}\right\}\right\}_{K}\left\{P_{2}\right\}_{K} \cdots\left\{P_{n}\right\}_{K}$. For such encryption schemes, the clause $C_{\text {pre }}$ models only partially the intruder power. Indeed, the intruder is able to recombine messages, an action which is not modeled by the clause.

A drawback of our modeling is that we cannot obtain $\left\{\left\{\left\langle x_{1}, x_{2}\right\rangle\right\}_{y}\right.$ from $\left\{\left\langle\left\langle x_{1},\left\langle x_{2}, x_{3}\right\rangle\right\rangle\right\}_{y}\right.$ using only the clause $C_{\text {pre }}$. This is mainly due to the use of pairing instead of concatenation. On the other hand, note that considering concatenation leads to a non-deterministic model (see Example 1.22, page 45).

### 3.2.3.2 Blind signatures

Blind signatures are used in voting protocols like the FOO 92 voting protocol [FOO92, KR05]. The idea of the protocol is that the voter first commits its vote $v$ using a blinding function blind and a random blinding factor $r$ : he sends the message blind $(v, r)$ together with a signature of the message. The administrator $A$ verifies that the voter has the right to vote and has not voted yet. If it is the case, he signs the message, i.e. sends the message $\llbracket b l i n d ~(v, r) \rrbracket_{\mathrm{sk}_{a}}$. Note that the administrator does not have access to the vote since it is blinded. Now, the voter can unblind the message, getting $\llbracket v \rrbracket_{\text {sk }_{a}}$, using that unblind $\left(\llbracket \mathrm{blind}(v, r) \rrbracket_{\mathrm{sk}_{a}}, r\right)=\llbracket v \rrbracket_{\mathrm{sk}_{a}}$. Then the voter can send its vote to the collector.

The "standard" composition and decomposition properties of blinding are modeled by the following clauses :

$$
\begin{aligned}
& I(x), I(y) \rightarrow I(\operatorname{blind}(x, y)) \\
& I(\operatorname{blind}(x, y)), I(y) \rightarrow I(x)
\end{aligned}
$$

Note that these clauses fall into the class $\mathfrak{C}_{I}$.
The "commutativity" property between blinding and signing can be modeled by the clause :

$$
C_{s i g} \stackrel{\text { def }}{=}-I\left(\llbracket \mathrm{blind}(x, y) \rrbracket_{z}\right) \vee-I(y) \vee I\left(\llbracket x \rrbracket_{z}\right) .
$$

### 3.2.3.3 Definition of the class $\mathfrak{C}_{S}$

First let us note that the clauses $C_{\text {pre }}$ and $C_{s i g}$ are neither in the class $\mathfrak{C}_{I}$ nor in the class $\mathfrak{C}_{P}$. Therefore they cannot be treated by the techniques of [CLC03a, SV05].

In order to extend the intruder power to clauses such as $C_{\text {pre }}$ or $C_{s i g}$, we consider the class of special clauses, denoted by $\mathfrak{C}_{S}$.

We assume that the set of function symbols $\mathcal{F}$ contains a special symbol $f_{0}$ and that this symbol is the smallest symbol of $\mathcal{F}$ for the ordering $<_{\mathcal{F}}$. This special symbol stands for encryption in the case of the prefix property, and stands for signing in the case of blind signatures.

Definition 3.9 (class $\mathfrak{C}_{S}$ ) The class $\mathfrak{C}_{S}$ is the class of Horn clauses of the form :

$$
\begin{equation*}
-I\left(f_{0}\left(u\left[g\left(y_{1}, \ldots, y_{k}\right)\right], v\right)\right) \vee \bigvee_{i=1}^{p}-I\left(w_{i}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]\right) \vee \bigvee_{l=1}^{q}-I\left(y_{i_{l}}\right) \vee I\left(f_{0}\left(y_{j}, z\right)\right) \tag{3.2}
\end{equation*}
$$

where $k>0,\left\{j, i_{1}, \ldots, i_{q}\right\} \subseteq\{1, \ldots, k\}, p, q \geq 0, u, w_{i}$ are ground contexts, $v$ is a term with $\operatorname{var}(v)=\{z\}, g \neq f_{0}$, and $I\left(f_{0}\left(u\left[g\left(y_{1}, \ldots, y_{k}\right)\right], v\right)\right)$ is greater (w.r.t. $<$ ) than any other literal of the clause.

For example, the clause $C_{\text {pre }}$ is obtained when $u=v=z, j=1, p=q=0, f_{0}=\left\{\left\{_{-}\right\}_{-}\right.$and, $g=\left\langle_{-},\right\rangle_{-}$. The clause $C_{\text {sig }}$ is obtained when $u=v=z, j=1, p=0, q=1, f_{0}=\llbracket_{-} \rrbracket_{-}^{-}$and, $g=$ blind. We could also consider for example the clause $-I\left(\{\langle x, y\rangle\}_{z}\right) \vee I\left(\{y\}_{z}\right)$.

This class could also be used to express more complex protocol clauses.

### 3.3 A decidability result

We show that satisfiability of clauses of $\mathfrak{C}_{I P S} \stackrel{\text { def }}{=}\left\{C_{1} \cup C_{2} \cup C_{3} \mid C_{1} \in \mathfrak{C}_{I}, C_{2} \in \mathfrak{C}_{P}, C_{3} \in \mathfrak{C}_{S}\right\}$ is still decidable, under a slight semantical assumption. To get this result we consider a variant of ordered resolution where resolution between clauses of a saturated set are forbidden. In Section 3.3.1, we recall the definition of ordered resolution. In Section 3.3.2, we introduce our variant of ordered resolution. We prove our decidability result in Section 3.3.3 and show in Section 3.3.4 that both CBC encryption and blind signatures satisfy the hypotheses of our theorem.

### 3.3.1 Ordered resolution

We consider a liftable partial ordering $\prec$, total on closed atoms.
Let $A$ and $B$ be two unifiable atoms, $\sigma=\operatorname{mgu}(A, B)$, and $C_{1}$ and $C_{2}$ be two clauses such that $C_{1}=C_{1}^{\prime} \vee A$ and $C_{2}=C_{2}^{\prime} \vee-B$ for some clauses $C_{1}^{\prime}$ and $C_{2}^{\prime}$. The binary resolution rule is defined by :

$$
\frac{C_{1}^{\prime} \vee A-B \vee C_{2}^{\prime}}{C_{1}^{\prime} \sigma \vee C_{2}^{\prime} \sigma}
$$

The clause $C_{1}^{\prime} \sigma \vee C_{2}^{\prime} \sigma$ is called resolvent of the clauses $C_{1}$ and $C_{2}$. The atom $A \sigma$ is called the resolved atom. We have implicitly supposed here that the clauses $C_{1}$ and $C_{2}$ do not share
variables, which can be obtained by renaming the variables of one of the clauses. Note that, by the definition of clauses, the same literal cannot appear twice in a clause. Indeed, we suppose that the resolution rule contains an implicit factorisation which immediately replaces $L \vee L \vee C$ by $L \vee C$.

The ordered resolution (w.r.t. $\prec$ ) requires that there is no atom in the resolvent greater than the resolved atom. Note that in this case, since $\prec$ is liftable, $A$ and $B$ in the above resolution rule are maximal in $C_{1} \vee C_{2}$.

If $C_{1}, C_{2}, \ldots, C_{n}$ are clauses such that their sets of variables are pairwise disjoint then we note the clause $C_{1} \vee C_{2} \vee \cdots \vee C_{n}$ by $C_{1} \sqcup C_{2} \sqcup \cdots \sqcup C_{n}$, in order to emphasise this property. Considering a set $\mathfrak{C}$ whose elements are sets of clauses, the splitting rule is defined as follows :

$$
\mathfrak{C} \rightarrow_{\text {spl }}(\mathfrak{C} \backslash\{\mathcal{C}\}) \cup\left\{\left(\mathcal{C} \backslash\left\{C_{1} \sqcup C_{2}\right\}\right) \cup\left\{C_{1}\right\}\right\} \cup\left\{\left(\mathcal{C} \backslash\left\{C_{1} \sqcup C_{2}\right\}\right) \cup\left\{C_{2}\right\}\right\},
$$

where $\mathcal{C} \in \mathfrak{C}$ and $C_{1} \sqcup C_{2} \in \mathcal{C}$ and $C_{1}, C_{2}$ not empty. We write $\mathfrak{C} \Rightarrow_{s p l} \mathfrak{C}^{\prime}$ to say that $\mathfrak{C} \rightarrow_{s p l}^{*} \mathfrak{C}^{\prime}$ and no application of the splitting rule on $\mathfrak{C}^{\prime}$ is possible anymore.

It is well known that ordered resolution with splitting is complete for Horn clauses [BG01]. However, while ordered resolution was sufficient to prove decidability of satisfiability for clauses of the classes $\mathfrak{C}_{I} \cup \mathfrak{C}_{P}$, this is not the case anymore. Consider for example the ordering $<$ defined in Section 3.1.1.1 (which extends the ordering considered in [CLC03a]). Ordered resolution between the clause $C_{\text {pre }}$ and the clause $I(x), I(y) \rightarrow I\left(\{x\}_{y}\right)$ yields $I(\langle x, y\rangle), I(z) \rightarrow I\left(\{x\}_{z}\right)$. Resolving again this clause with $C_{\text {pre }}$ yields $I\left(\left\langle\left\langle x, x^{\prime}\right\rangle, y\right\rangle\right), I(z) \rightarrow I\left(\{x\}_{z}\right)$ and so on. Thus ordered resolution does not terminate. However, we note that deriving the clause $I(\langle x, y\rangle), I(z) \rightarrow I(\{\{x\} z z)$ is useless (w.r.t. the completeness of the resolution) thanks to the clause $I(\langle x, y\rangle) \rightarrow I(x)$. This will be formally proved in Section 3.3.4. In terms of resolution theory [BG01], the set $\mathcal{I} \cup\left\{C_{\text {pre }}\right\}$, where $\mathcal{I}^{12}$ is the set of clauses described in Example 3.3, is already saturated. We formalise this notion in the next section.

### 3.3.2 Our resolution method

A partial ordered interpretation $\mathfrak{I}$ is a set of ground literals such that if $A \in \mathfrak{I}$ then $-A \notin \mathfrak{I}$ and conversely, and if $\pm A \in \mathfrak{I}$ and $B \prec A$ then $\pm^{\prime} B \in \mathfrak{I}$ for some sign $\pm^{\prime}$. A ground clause $C$ is false in $\mathfrak{I}$ if, for every literal $\pm A$ in $C$, the opposite literal $\mp A$ belongs to $\mathfrak{I}$. A clause $C$ is unsatisfiable in the partial interpretation $\mathfrak{I}$ if there exists a ground substitution $\theta$ such that all atoms of $C \theta$ are among those of $\mathfrak{I}$ and $C \theta$ is false in the interpretation. A set of clauses is unsatisfiable in the partial interpretation $\mathfrak{I}$ if there is a clause in the set that is unsatisfiable in ป.

Definition 3.10 (saturated set of clauses) $A$ set $\mathcal{S}$ of clauses is saturated w.r.t. the ordering $\prec$ if for every resolvent $C$ obtained by ordered resolution from $\mathcal{S}$ and for every partial interpretation $\mathfrak{I}$, if $C$ is unsatisfiable in $\mathfrak{I}$ then $\mathcal{S}$ is unsatisfiable in $\mathfrak{I}$.

Let $\mathcal{S}$ be a saturated set of clauses. For a set of clauses $\mathcal{T}$ we denote by $\operatorname{Res}_{\prec, \mathcal{S}}(\mathcal{T})$ the set of clauses derived by ordered resolution method with the restriction that we do not apply resolution if the two premises are clauses of $\mathcal{S}$. We may drop the subscripts when they are clear from the context.

[^8]We define $\operatorname{Res}_{\prec, \mathcal{S}}^{*}(\mathcal{T}) \stackrel{\text { def }}{=} \mathcal{T} \cup \operatorname{Res}_{\prec, \mathcal{S}}(\mathcal{T})$. For a class $\mathfrak{C}$ of sets of clauses we denote by $\operatorname{Res}_{\prec, \mathcal{S}}^{*}(\mathfrak{C}) \stackrel{\text { def }}{=}\left\{\operatorname{Res}_{\prec, \mathcal{S}}^{*}(\mathcal{T}) \mid \mathcal{T} \in \mathfrak{C}\right\}$. Also we write $\mathfrak{C} \Rightarrow_{\prec, \mathcal{S}, s p l} \mathfrak{C}^{\prime}$ to say that $\operatorname{Res}_{\prec, \mathcal{S}}^{*}(\mathfrak{C}) \Rightarrow_{s p l} \mathfrak{C}^{\prime}$. Remark that $\mathfrak{C}^{\prime}$ is unique.

For a liftable ordering $\prec$, and a set of clauses $\mathcal{S}$, we denote by $\mathcal{R}_{\prec, \mathcal{S}}$ the ordered resolution method with splitting together with the mentioned restriction. The following result states the refutational completeness of this method :

Proposition 3.11 For any liftable ordering $\prec$, for any sets $\mathcal{S}$ and $\mathcal{T}$ of clauses, such that $\mathcal{S}$ is saturated w.r.t. $\prec$ and $\mathcal{S} \subseteq \mathcal{T}, \mathcal{T}$ is unsatisfiable if and only if $\{\mathcal{T}\} \Rightarrow{ }_{\prec, \mathcal{S}, \text { spl }}^{*} \mathfrak{C}$, for some $\mathfrak{C}$ such that every set of clauses in $\mathfrak{C}$ contains the empty clause.

The proof is a direct consequence of the refutational completeness of the standard strategy since, from the hypothesis that $\mathcal{S}$ is saturated, all inferences performed between clauses from $\mathcal{S}$ are useless.

We extend the presented resolution method with a tautology elimination rule and a subsumption rule. These rules do not compromise the completeness result of the method.

### 3.3.3 A decidable class

We consider the ordering $<$ defined in Section 3.1.1.1. By Proposition 3.2, < is a liftable ordering. We apply the resolution method $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ (defined in Section 3.3.2) to sets of clauses $\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}$, with $\mathcal{I} \in \mathfrak{C}_{I}, \mathcal{S} \in \mathfrak{C}_{S}, \mathcal{P} \in \mathfrak{C}_{P}$. Thanks to Proposition 3.11 this method is refutationally complete. Hence to get decidability we only need to show its termination.

However, our resolution method is still not sufficient to ensure termination for clauses of $\mathfrak{C}_{I P S}$.

Exemple 3.12 Let $C=-I(u[x]) \vee I\left(\{x\}_{v[x]}\right)$ such that $\left\{\{x\}_{v[x]} \nless u[x]\right.$. Resolving $C$ with $C_{\text {pre }}$ gives $C^{\prime}=-I\left(u\left[\left\langle x^{\prime}, y^{\prime}\right\rangle\right]\right) \vee I\left(\left\{\{x\}_{v\left[\left\langle x^{\prime}, y^{\prime}\right\rangle\right]}\right)\right.$ which can be again resolved with $C_{\text {pre }}$, and so on.

Thus, we consider an additional slight syntactic restriction. From a protocol point of view, this restriction does not reduce the expressivity of the fragment of clauses under consideration.

## Definition 3.13 (well-behaved term, well-behaved clause)

We say that a term is well-behaved if for any of its subterms of the form $f_{0}(u, v)$ the following two implications hold :

- if $\operatorname{var}(u) \neq \emptyset$ then $v$ is a constant;
- if $\operatorname{var}(v) \neq \emptyset$ then $u$ is a ground term.

We say that a clause of $\mathfrak{C}_{S}$ is well-behaved if the terms $v, u\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$ and $w_{i}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$, for all $i$, (see Definition 3.9) are well-behaved.

We say that a clause $C$ not in $\mathfrak{C}_{S}$ is well-behaved if for every literal $\pm I(w)$ of $C$, $w$ is well-behaved.

Usually, the terms used in modeling cryptographic protocols are well-behaved. For example, if $\mathcal{S}=\left\{C_{\text {pre }}\right\}$ (or $\mathcal{S}=\left\{C_{\text {sig }}\right\}$ ) (see previous section) then $\mathcal{S} \cup \mathcal{C}_{\text {NSpk }}^{\prime}$ is well-behaved.

We are now ready to state our main result.
Theorem 3.14 Let $\mathcal{I}, \mathcal{P}, \mathcal{S}$ be finite sets of clauses included respectively in the classes $\mathfrak{C}_{I}, \mathfrak{C}_{P}$ and $\mathfrak{C}_{S}$. If $\mathcal{I} \cup \mathcal{S}$ is saturated and $\mathcal{P} \cup \mathcal{S}$ is well-behaved then the satisfiability of $\mathcal{I} \cup \mathcal{P} \cup \mathcal{S}$ is decidable.

The rest of the subsection is devoted to the outline of the proof of the theorem. For the sake of clarity, some proofs of intermediate results are postponed to Section 3.3.5.

Our resolution method applied to clauses of the class $\mathfrak{C}_{I P S}$ may create clauses outside the class $\mathfrak{C}_{I P S}$. To obtain an invariant, we introduce the following auxiliary class of clauses. We define $\mathfrak{C}_{J}$ to be the class of clauses of the form :

$$
\bigvee_{i=1}^{r}-I\left(w_{i}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]\right) \vee \bigvee_{l=1}^{s}-I\left(y_{i_{l}}\right) \vee I\left(f_{0}\left(y_{j}, a\right)\right)
$$

where $k>0, r \geq 1, s \geq 0,\left\{j, i_{1}, \ldots, i_{s}\right\} \subseteq\{1, \ldots, k\}, g \neq f_{0}, w_{i}$ is a ground context for any $i$, and $a$ is a constant.

We have that the resolution method $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ applied to any set of clauses of $\mathcal{I} \cup \mathcal{S} \cup \mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$ yields a clause in $\mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$.

Lemma 3.15 Let $\mathcal{I}, \mathcal{P}^{\prime}, \mathcal{S}$ and $\mathcal{J}$ be sets of unspittable clauses of respectively $\mathfrak{C}_{I}, \mathfrak{C}_{P}, \mathfrak{C}_{S}$ and, $\mathfrak{C}_{J}$, such that $\mathcal{I} \cup \mathcal{S}$ is saturated and $\mathcal{P}^{\prime}, \mathcal{S}$, and $\mathcal{J}$ are well-behaved. The application of $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution on $\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}^{\prime} \cup \mathcal{J}$ produces clauses in $\mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$. Moreover, the set of resolvents is well-behaved.

The proof is done in Section 3.3.5.1.
We define the depth of a non-empty clause $C$ to be $\|C\| \xlongequal{\text { def }} \max _{L \in C}\|L\|$.
We prove in Section 3.3.5.2 that the depth of clauses obtained applying the $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution does not increase except if they are ground, in which case the depth may double.

Lemma 3.16 Let $C_{1}$ and $C_{2}$ be respectively two unsplittable clauses in $\mathfrak{C}_{I}, \mathfrak{C}_{S}, \mathfrak{C}_{P}$, or $\mathfrak{C}_{J}$, such that for $i \in\{1,2\}$, if $C_{i}$ is in $\mathfrak{C}_{P}, \mathfrak{C}_{S}$ or $\mathfrak{C}_{J}$ then $C_{i}$ is well-behaved. The resolvent $C$ derived by $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution satisfies : $\|C\| \leq \max \left(\left\|C_{1}\right\|,\left\|C_{2}\right\|\right)$ if $C$ is not ground or if $C_{1}$ or $C_{2}$ is ground, and $\|C\| \leq 2 \max \left(\left\|C_{1}\right\|,\left\|C_{2}\right\|\right)$ otherwise (that is, if $C$ is ground, and $C_{1}$ and $C_{2}$ are not ground).

These two lemmas allow us to conclude. We denote by $\mathcal{C}_{0}$ the set of clauses $\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}$ and by $\mathfrak{C}_{0}$ the class $\left\{\mathcal{C}_{0}\right\}$. For every $i \geq 0$ we define recursively $\mathfrak{C}_{i+1}$ to be the class defined by $\mathfrak{C}_{i} \Rightarrow_{<, \mathcal{I} \cup \mathcal{S}, s p l} \mathfrak{C}_{i+1}$. Due to the application of the splitting rule, for any $i$, the elements of the class $\mathfrak{C}_{i+1}$ are sets of clauses such that each of the clauses in these sets is either a ground literal, or does not contain any ground literal.

Using Lemma 3.15, we obtain by induction that for every $i$, for every $\mathcal{C} \in \mathfrak{C}_{i}$, we can write $\mathcal{C}=\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}^{\prime} \cup \mathcal{J}$, where $\mathcal{P}^{\prime}$ and $\mathcal{J}$ are well-behaved sets of clauses of the classes $\mathfrak{C}_{P}$ and $\mathfrak{C}_{J}$ respectively.

Let $N \stackrel{\text { def }}{=} \max _{C \in \mathcal{C}_{0}}\|C\|$. Applying now Lemma 3.16 and induction, we deduce that for every $i$, for every $\mathcal{C} \in \mathfrak{C}_{i}$, for every $C \in \mathcal{C}$, we have that $\|C\| \leq N$ if $C$ is not ground and $\|C\| \leq 2 N$ if $C$ is ground.

From the definition of classes $\mathfrak{C}_{I}, \mathfrak{C}_{S}, \mathfrak{C}_{P}$ and $\mathfrak{C}_{J}$ we observe that clauses in sets $\mathcal{C} \in \mathfrak{C}_{i}$, for every $i$, have at most $k+1$ variables, where $k$ is the maximal arity of function symbols in $\mathcal{F}$ (indeed, clauses in $\mathfrak{C}_{S}$ may have $k+1$ variables : $y_{1}, \ldots, y_{k}$ and $z$ ).

Since there is a finite number of sets of clauses of bounded depth (up to variable renaming), we deduce that the $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution terminates.

With regard to the complexity of this decision procedure we obtain, using a similar argument as in [Cor03], that the satisfiability of the set $\mathcal{I} \cup \mathcal{P} \cup \mathcal{S}$ is decidable in 3-EXPTIME.

### 3.3.4 Examples

In this section we show that the intruder clauses corresponding to our two examples (CBC encryption and blind signatures) are saturated. This means that we can analyse any protocol encoded in $\mathfrak{C}_{P}$ in the presence of an extended intruder that has access either to CBC encryption or blind signatures.

We assume a fixed basic set of capabilities for the intruder, modeled by the set $\mathcal{I}_{0}$ consisting of the clauses in Example 3.3 (except the three clauses concerning asymmetric encryption, which are neither in $\mathfrak{C}_{I}$, nor in $\mathfrak{C}_{P}$ ), and of the two clauses modeling composition and decomposition of blind messages (see page 89).

We first consider the case of the CBC encryption.
Proposition 3.17 The set $\mathcal{I}_{0} \cup\left\{C_{\text {pre }}\right\}$ is saturated.
Proof Given a partial interpretation $\mathfrak{I}$ and an atom $A$ belonging to $\mathfrak{I}$, we say that $A$ is true (resp. false) in $\mathfrak{I}$ if $A$ appears with sign + (resp. with sign - ).

We consider an ordered resolution between clauses of $\mathcal{I}_{0} \cup\left\{C_{\text {pre }}\right\}$. If both premises are clauses of $\mathcal{I}_{0}$ then all the resolvents are tautologies. Therefore they are satisfiable for any partial interpretation. The only interesting cases are when one of the premise is $C_{\text {pre }}$.

Consider first that the other premise is $-I(x) \vee-I(y) \vee+I\left(\{x\}_{y}\right)$. The resolvent of these two clauses is $C_{1} \stackrel{\text { def }}{=}-I(\langle x, y\rangle) \vee-I(z) \vee+I\left(\{x\}_{\}}\right)$. We consider an arbitrary partial interpretation $\mathfrak{I}$ such that $C_{1}$ is unsatisfiable in $\mathfrak{I}$. By definition, there exists a ground substitution $\theta$ such that $C_{1} \theta$ is false in $\mathfrak{I}$. The clause $C_{1} \theta$ has the form $-I(\langle u, v\rangle) \vee-I(w) \vee+I\left(\{u\}_{w}\right)$, where $u, v$ and $w$ are ground terms. Thus the literals $+I(\langle u, v\rangle),+I(w)$ and $-I\left(\left\{\{u\}_{w}\right)\right.$ are in $\mathfrak{I}$. Also, since $u<\{u\}_{w}$, one of the literals $+I(u)$ or $-I(u)$ must appear in $\mathfrak{I}$. We consider the two cases.

- Either the atom $I(u)$ is true in $\mathfrak{I}$ then the clause $-I(u) \vee-I(w) \vee+I\left(\{u\}_{w}\right)$ is false in $\mathfrak{I}$ and it follows that the clause $-I(x) \vee-I(y) \vee+I\left(\{x\}_{y}\right)$ is unsatisfiable in $\mathfrak{I}$;
- Or the atom $I(u)$ is false in $\mathfrak{I}$ then the clause $-I(\langle u, v\rangle) \vee+I(u)$ is false in $\mathfrak{I}$, therefore the clause $-I(\langle x, y\rangle) \vee+I(x)$ is unsatisfiable in $\mathfrak{I}$.
In both cases a clause of $\mathcal{I}_{0} \cup\left\{C_{\text {pre }}\right\}$ is unsatisfiable in $\mathfrak{I}$.
In the other cases the ordering does not allow the resolution step. Indeed, if both premises are $C_{\text {pre }}$ then the resolvent is $-I\left(\left\{\left\{\left\langle\langle x, y\rangle, y^{\prime}\right\rangle\right\}_{z}\right) \vee+I(\{x\}\}_{z}\right)$ and the resolved atom is $\left\{\{\langle x, y\rangle\}_{z}\right.$. But $\left\{\langle\langle x, y\rangle\}_{z}<\left\{\left\{\left\langle\langle x, y\rangle, y^{\prime}\right\rangle\right\}_{z}\right.\right.$. If the premises are $C_{p r e}$ and the decryption clause then the resolvent is $-I\left(\left\{\{x, y\}_{z}\right) \vee-I(z) \vee+I(x)\right.$ and the resolved atom is $I\left(\left\{\{x\}_{z}\right)\right.$. But $\{x x\}_{z}<\{\{x, y\} z$.

We conclude that the set $\mathcal{I}_{0} \cup\left\{C_{p r e}\right\}$ is saturated.
The same property is true in the blind signature case.
Proposition 3.18 The set $\mathcal{I}_{0} \cup\left\{C_{\text {sig }}\right\}$ is saturated.
Proof The proof is similar to the previous one. The only interesting case is when one of the premises is $C_{s i g}$. It must be the case that the second premise is $-I(x) \vee-I(y) \vee+I\left(\llbracket x \rrbracket_{y}\right)$. The resolvent of these two clauses is $-I(b \operatorname{lind}(x, y)) \vee-I(y) \vee-I(z) \vee+I\left(\llbracket x \rrbracket_{z}\right)$. An analogous reasoning as in the previous lemma shows that if the resolvent is unsatisfiable in some partial interpretation $\mathfrak{I}$ then $\mathcal{I}_{0} \cup\left\{C_{\text {sig }}\right\}$ is unsatisfiable in $\mathfrak{I}$. The intuition is that the resolvent could already be obtained from the clauses $-I(x) \vee-I(z) \vee+I\left(\llbracket x \rrbracket_{z}\right)$ and $-I($ blind $(x, y)) \vee-I(y) \vee+I(x)$.

As a consequence of these two propositions and applying Theorem 3.14, we get that for any well-behaved set $\mathcal{P}$ (encoding both a protocol and a security property), the satisfiability of
$\mathcal{I}_{0} \cup\left\{C_{\text {pre }}\right\} \cup \mathcal{P}\left(\right.$ resp. of $\left.\mathcal{I}_{0} \cup\left\{C_{\text {sig }}\right\} \cup \mathcal{P}\right)$ is decidable. Since for example secrecy can be modeled using a ground clause (for example $-I(\mathrm{n}(a, b))$ to express that the intruder should not learn the nonce between $a$ and $b$ ), we obtained a (correct but incomplete) procedure for verifying the secrecy of protocols that use the described prefix property or blind signatures.

In addition, in the case of other extensions of the intruder power leading to other sets $\mathcal{S}$ of clauses in $\mathfrak{C}_{S}$, the saturation of the set $\mathcal{I} \cup \mathcal{S}$ can be easily verified by hand (like in our examples).

### 3.3.5 Proofs of intermediate results

### 3.3.5.1 Invariance under resolution

We show in this subsection that our resolution method on a set of clauses in $\mathfrak{C}_{I}, \mathfrak{C}_{S}, \mathfrak{C}_{P}$, or $\mathfrak{C}_{J}$ produces a set of resolvents that belongs to the class of clauses in $\mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$. We first prove a helpful lemma.

Lemma 3.19 Let $w_{1}$ and $w_{2}$ be two well-behaved unifiable terms, and let $\sigma=\operatorname{mgu}\left(w_{1}, w_{2}\right)$. Then $w \sigma$ is well-behaved for any well-behaved term $w$.

Proof Suppose that there is a subterm $f_{0}(u, v)$ of $w \sigma$ such that $f_{0}(u, v)$ is not well-behaved. We have the following possibilities for $f_{0}(u, v)$ : either it is a subterm of $w$, or $f_{0}(u, v)=f_{0}\left(u^{\prime}, v^{\prime}\right) \sigma$ where $f_{0}\left(u^{\prime}, v^{\prime}\right)$ is a subterm of $w$, or it is a subterm of $x \sigma$, where $x \in \operatorname{var}(w)$. In the first two cases we obtain immediately that $w$ is not well-behaved, since $f_{0}(u, v)$ and respectively $f_{0}\left(u^{\prime}, v^{\prime}\right)$ are not well-behaved. In the third case there is a subterm $f_{0}\left(u^{\prime \prime}, v^{\prime \prime}\right)$ of $w_{1}$ or $w_{2}$ such that $f_{0}\left(u^{\prime \prime}, v^{\prime \prime}\right) \sigma=f_{0}(u, v)$. Therefore $w_{1}$ or $w_{2}$ is not well-behaved. Hence we obtained a contradiction, and so the supposition is false.

Lemma 3.15 Let $\mathcal{I}, \mathcal{P}^{\prime}, \mathcal{S}$ and $\mathcal{J}$ be sets of unspittable clauses of respectively $\mathfrak{C}_{I}, \mathfrak{C}_{P}, \mathfrak{C}_{S}$ and, $\mathfrak{C}_{J}$, such that $\mathcal{I} \cup \mathcal{S}$ is saturated and $\mathcal{P}^{\prime}, \mathcal{S}$, and $\mathcal{J}$ are well-behaved. The application of $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution on $\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}^{\prime} \cup \mathcal{J}$ produces clauses in $\mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$. Moreover, the set of resolvents is well-behaved.

Proof Let $C_{1}$ and $C_{2}$ be clauses in $\mathcal{I} \cup \mathcal{S} \cup \mathcal{P}^{\prime} \cup \mathcal{J}$. Let $C$ be a resolvent of $C_{1}$ and $C_{2}$ with $C=C_{1}^{\prime} \sigma \vee C_{2}^{\prime} \sigma$, where $C_{1}=C_{1}^{\prime} \vee L_{1}, C_{2}=C_{2}^{\prime} \vee L_{2}$, and $\sigma=\operatorname{mgu}\left(L_{1}, L_{2}\right)$. We have to prove that the clause $C$ is in the class $\mathfrak{C}_{P}$ or $\mathfrak{C}_{J}$. In order to obtain this, we examine all possible cases according to the membership of $C_{1}$ and $C_{2}$ to the sets $\mathcal{I}, \mathcal{S}, \mathcal{P}^{\prime}$, and $\mathcal{J}$.

For $l \in\{0,1\}$, if $C_{l}$ belongs to $\mathcal{I}, \mathcal{S}$ or $\mathcal{J}$ then $C_{l}$ is written as in the definition of classes $\mathfrak{C}_{I}, \mathfrak{C}_{S}$, and $\mathfrak{C}_{J}$, respectively. If $C_{l} \in \mathcal{P}^{\prime}$ and $C_{l}$ is ground then the resolvent is also ground and hence in $\mathfrak{C}_{P}$ (indeed, since $C_{l}$ is unsplittable, it is either a ground literal or it does not contain any ground literal). Therefore, in what follows, we suppose that for $C_{l} \in \mathcal{P}^{\prime}, C_{l}$ is not ground. Also, in what follows, we may denote a term $u$ having only one variable, say $x$, by $u(x)$ in order to emphasise this property. Hence for $C_{l} \in \mathcal{P}^{\prime}$, we write $C_{l}= \pm I(s(x)) \vee \bigvee_{i=1}^{m} \pm I\left(t_{i}(x)\right)$, where $m \geq 0$, and we assume that the resolution inference is performed on the literal $\pm I(s(x))$. If $C_{l} \in \mathcal{J}$ then we assume that the literal of $C_{l}$ upon which resolution is performed is $\pm I\left(w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]\right.$ ) (indeed it cannot be $I\left(f_{0}\left(y_{j}, a\right)\right)$ since $f_{0}\left(y_{j}, a\right)<w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$; even if the context $w_{1}$ is empty we have $f_{0}<\mathcal{F} g$ ).

The case study follows :

1. $C_{1}, C_{2} \in \mathcal{P}^{\prime}$. The resolvent $C$ has at most one variable, hence $C$ is a clause of $\mathfrak{C}_{P}$.
2. $C_{1} \in \mathcal{P}^{\prime}$ and $C_{2} \in \mathcal{S}$. Then $L_{2}=-I\left(f_{0}\left(u\left[g\left(y_{1}, \ldots, y_{k}\right)\right], v(z)\right)\right)$ since $L_{2}$ is maximal in $C_{2}$. The literal $L_{1}$ is $+I(s(x))$. The following two cases are possible :

- $s(x)=x$. Then, by maximality of $s(x)$ in $C_{1}$, we have $C_{1}=+I(x)$. Hence the resolvent is an instance of $C_{1}$. Since subsumed clauses are eliminated, this case does not produce a new clause.
$-s(x)=f_{0}\left(s_{1}, s_{2}\right)$. By hypothesis, $s(x)$ is well-behaved.
Suppose that $\operatorname{var}\left(s_{1}\right) \neq \emptyset$. Then $s_{2}=a$, for some constant $a$. We deduce that $v=z$ and $z \sigma=a$. The following three cases are possible : (1) $y_{i} \sigma=s_{i}^{\prime}$, where each $s_{i}^{\prime}$ is a subterm of $s_{1}$ and by consequence the resolvent is in $\mathfrak{C}_{P}$; (2) $x \sigma=u^{\prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$, where $u^{\prime}$ is a subcontext of $u$, and, in this case, the resolvent is in $\mathfrak{C}_{J} ;(3) x \sigma=u^{\prime}$ where $u^{\prime}$ is a ground subterm of $u$, and in this case $\sigma$ is ground, thus $C$ is in $\mathfrak{C}_{P}$.
Suppose now that $\operatorname{var}\left(s_{2}\right) \neq \emptyset$. Then $s_{1}$ is a ground term. Thus $y_{i} \sigma$ is ground for any $i$. It follows that the resolvent is a clause of $\mathfrak{C}_{P}$.
Observe that, in all the cases, $f_{0}\left(y_{j}, z\right) \sigma$ is well-behaved. Since $u, v$, and $w_{i}$ are wellbehaved we obtain, following the same line of proof as in Lemma 3.19, that the resolvent is also well-behaved.

3. $C_{1} \in \mathcal{P}^{\prime}$ and $C_{2} \in \mathcal{I}$ : We have $L_{1}= \pm I(s(x))$ and $L_{2}=\mp I\left(f\left(x_{1}, \ldots, x_{n}\right)\right)$. The following two cases are possible :
$-s(x)=x$. Then, by maximality of $s(x)$ we have $C_{1}= \pm I(x)$. Therefore $C$ is subsumed by $C_{1}$.

- $s(x)=f\left(s_{1}, \ldots, s_{n}\right)$, where, for all $i, s_{i}$ is a subterm of $s(x)$. Hence, for all $i, x_{i} \sigma=s_{i}$. So the resolvent is in $\mathfrak{C}_{P}$.

4. $C_{1} \in \mathcal{P}^{\prime}$ and $C_{2} \in \mathcal{J}$ : We have $L_{1}= \pm I(s(x))$ and $L_{2}=\mp I\left(w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]\right)$. Again, the following two cases are possible :

- for all $i, y_{i} \sigma=s_{i}$, where $s_{i}$ is a subterm of $s(x)$. In this case $C$ is in $\mathfrak{C}_{P}$.
- $x \sigma=w^{\prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$, where $w^{\prime}$ is a subcontext of $w_{1}$. If $r>1$ then $C$ is in $\mathfrak{C}_{J}$. If $r=1$ then $C$ is of the form $I\left(f_{0}\left(y_{j}, a\right)\right) \vee \bigvee_{l} I\left(y_{j_{l}}\right)$ which splits into clauses of $\mathfrak{C}_{P}$ and either $I\left(f_{0}\left(y_{j}, a\right)\right) \vee I\left(y_{j_{l}}\right)$ (if there is $l$ with $\left.j_{l}=k\right)$ or $I\left(f_{0}\left(y_{j}, a\right)\right)$ (otherwise), which are both again in $\mathfrak{C}_{P}$.

5. $C_{1}, C_{2} \in \mathcal{I} \cup \mathcal{S}$ : the strategy forbids any resolution in this case.
6. $C_{1} \in \mathcal{I}$ and $C_{2} \in \mathcal{J}$ : We have $L_{1}= \pm I\left(f\left(x_{1}, \ldots, x_{n}\right)\right)$ and $L_{2}=\mp I\left(w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]\right)$. As before, two cases are possible :

- $w_{1}$ is the empty context and $g=f$. The clauses derived by resolution (and possibly splitting) belong to $\mathfrak{C}_{P}$ if $r=1$ and to $\mathfrak{C}_{J}$ if $r>1$.
- for all $i, x_{i} \sigma=w_{i}^{\prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$, where $w_{i}^{\prime}$ is a subcontext of $w_{1}$. Hence in this case $C$ is in $\mathfrak{C}_{J}$.

7. $C_{1}, C_{2} \in \mathcal{S} \cup \mathcal{J}$ : Since none of the positive literals in $C_{1}, C_{2}$ is maximal in its clause, the resolution inferences are blocked.
To finish the proof of the lemma we have to show that the resolvent $C$ is well-behaved. This is a consequence of the invariance of the well-behaviour property under application of substitutions, which was proved in the Lemma 3.19.

### 3.3.5.2 Termination of the resolution method

We first give some lemmas which will be used in the proof of termination. The two following lemmas are similar to Proposition 8.5 in §8.2.1.3 of [Cor03].
Lemma 3.20 Let $u$ and $v$ be two unifiable terms having at most one variable, and let $\sigma=$ $\operatorname{mgu}(u, v)$. Then $\|u \sigma\| \leq \max (\|u\|,\|v\|)$ if $\sigma$ is not ground or if $u_{1}$ or $u_{2}$ is ground, and $\|u \sigma\| \leq$ $2 \max (\|u\|,\|v\|)$ otherwise.

Proof If one of the terms, say $u$, is ground then $u \sigma=u$ and the inequality follows directly.
We suppose that each term has exactly one variable. We denote by $x$ the variable of $u$ and by $y$ the variable of $v$.

Remark that $\|u \sigma\|=\max \left(\|u\|,\|u\|_{x}+\|x \sigma\|-1\right) \leq\|u\|+\|x \sigma\|-1$ (as $\left.\|u\|_{x} \leq\|u\|\right)$, and similarly for $v$. Thus if $x \sigma=x$ or $y \sigma=y$ then we're done.

Suppose that $x \sigma \neq x$ and $y \sigma \neq y$. In this case $\sigma$ is ground. Consider an arbitrary occurrence $q_{x}$ of $x$ in $u$. Then $q_{x}$ is a also position in $v$ (otherwise $x \sigma=x$ ).

- If $\left.v\right|_{q_{x}}$ is ground then $x \sigma=\left.v\right|_{q_{x}}$, and thus $\|u \sigma\| \leq\|u\|+\|v\|-1 \leq 2 \max (\|u\|,\|v\|)$.
- Otherwise, $y \in \operatorname{var}\left(\left.v\right|_{q_{x}}\right)$. Let $q_{y}$ be a position $y$ in $v$. Then $q_{y}$ is also a position in $u$ (otherwise $y \sigma=y$ ). We have $x \notin \operatorname{var}\left(\left.u\right|_{q_{y}}\right)$ (otherwise $u$ and $v$ would not be unifiable). Then $y \sigma=\left.u\right|_{q_{y}}$ and $\left.u\right|_{q_{y}}$ is ground. Hence $\|v \sigma\| \leq\|v\|+\|u\|-1 \leq 2 \max (\|u\|,\|v\|)$.

Using exactly the same proof technique as in the previous lemma, we can show the following similar result.

Lemma 3.21 Let $u$ and $v$ be two unifiable terms such that $u=u^{\prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$ where $u^{\prime}$ is a ground context, $k>0$, and $v$ has at most one variable. Let $\sigma=\operatorname{mgu}(u, v)$. Then $\|u \sigma\| \leq$ $\max (\|u\|,\|v\|)$ if $\sigma$ is not ground or if $u$ or $v$ is ground, and $\|u \sigma\| \leq 2 \max (\|u\|,\|v\|)$ otherwise.

The next lemma bounds the depth of the resolvant of two clauses from the class we are intersted in.

Lemma 3.22 Let $C_{1}=I\left(u_{1}\right) \vee C_{1}^{\prime}, C_{2}=-I\left(u_{2}\right) \vee C_{2}^{\prime}$, be two unsplittable clauses of $\mathfrak{C}_{P} \cup$ $\mathfrak{C}_{I} \cup \mathfrak{C}_{S} \cup \mathfrak{C}_{J}$, such that for $i \in\{1,2\}$, if $C_{i}$ is in $\mathfrak{C}_{P}, \mathfrak{C}_{S}$, or $\mathfrak{C}_{J}$ then $C_{i}$ is well-behaved. Let $C=C_{1}^{\prime} \sigma \vee C_{2}^{\prime} \sigma$ be the resolvent of $C_{1}$ and $C_{2}$ with $\sigma=\operatorname{mgu}\left(u_{1}, u_{2}\right)$. Let $\alpha \in\{1,2\}$, with $\alpha=1$ if $\sigma$ is not ground or if $C_{1}$ or $C_{2}$ is ground, and $\alpha=2$ otherwise. Then $\left\|u_{1} \sigma\right\| \leq \alpha \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.

Proof We prove this lemma by performing a similar case study as in the proof of Lemma 3.15. But first observe that, since $C_{i}$ is unsplittable, $C_{i}$ is ground if and only if $u_{i}$ is ground (for $i \in\{1,2\}$ ). We suppose that $u_{1}$ and $u_{2}$ are not ground, since otherwise we trivially have that $\left\|u_{1} \sigma\right\| \leq \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.

1. $C_{1}, C_{2} \in \mathfrak{C}_{P}$. We can apply Lemma 3.20 directly to obtain that $\left\|u_{1} \sigma\right\| \leq \alpha \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.
2. $C_{1} \in \mathfrak{C}_{P}$ and $C_{2} \in \mathfrak{C}_{S}$. Then $u_{2}=f_{0}\left(u\left[g\left(y_{1}, \ldots, y_{k}\right)\right], v\right)$, where $u$ and $v$ are as in Definition 3.9.
We denote by $x$ the variable of $C_{1}$. If $u_{1}=x$ then $u_{2} \sigma=u_{2}$ and hence the property is clearly satisfied. Suppose $u_{1}=f_{0}\left(s_{1}, s_{2}\right)$. By hypothesis, $u_{1}$ is well-behaved.

- If $\operatorname{var}\left(s_{1}\right) \neq \emptyset$ then $s_{2}=a$, for some constant $a$. In this case we have $v=z$ and $z \sigma=a$. We have that $\sigma$ and $\operatorname{mgu}\left(u_{1}, u_{2}[a / z]\right)$ are equal on $\left\{x, y_{1}, \ldots, y_{k}\right\}$. Thus, by Lemma 3.21 applied on $u_{1}$ and $u_{2}\left[{ }^{a} / z\right]$, we have $\left\|u_{1} \sigma\right\| \leq \alpha \max \left(\left\|u_{1} \sigma\right\|,\left\|\left(u_{2}\left[{ }^{a} / z\right]\right) \sigma\right\|\right)=$ $\alpha \max \left(\left\|u_{1} \sigma\right\|,\left\|u_{2} \sigma\right\|\right)$.
- If $\operatorname{var}\left(s_{2}\right) \neq \emptyset$ then $s_{1}$ is ground.

Let $\sigma_{0}$ be the restriction of $\sigma$ on $\left\{y_{1}, \ldots, y_{k}\right\}$. We have that $u\left[g\left(y_{1}, \ldots, y_{k}\right)\right] \sigma_{0}=s_{1}$ and $\sigma_{0}$ is ground. Also $\operatorname{mgu}\left(u_{1}, u_{2} \sigma_{0}\right)$ is the restriction of $\sigma$ on $\{x, z\}$. Then, applying Lemma 3.20 on $u_{1}$ and $u_{2} \sigma_{0}$ we obtain that $\left\|u_{1} \sigma\right\| \leq \alpha \max \left(\left\|u_{1} \sigma\right\|,\left\|\left(u_{2} \sigma_{0}\right) \sigma\right\|\right)=$ $\alpha \max \left(\left\|u_{1} \sigma\right\|,\left\|u_{2} \sigma\right\|\right)$.
3. $C_{1} \in \mathfrak{C}_{P}$ and $C_{2} \in \mathfrak{C}_{I}$. Then $u_{2}=f\left(x_{1}, \ldots, x_{n}\right)$ and $\operatorname{var}\left(u_{1}\right) \subseteq\{x\}$ for some variable $x$. We have either $u_{1}=x$ and $x \sigma=u_{2}$, or $u_{1} \neq x$ and $u_{1}, u_{2} \sigma$ are equal up to variable renaming. In both cases $\left\|u_{1} \sigma\right\|=\max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.
4. $C_{1} \in \mathfrak{C}_{P}$ and $C_{2} \in \mathfrak{C}_{J}$. Then $\operatorname{var}\left(u_{1}\right) \subseteq\{x\}$ for some variable $x$, and $u_{2}=w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$. We can apply Lemma 3.21 directly to obtain that $\left\|u_{1} \sigma\right\| \leq \alpha \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.
5. $C_{1}, C_{2} \in \mathcal{I} \cup \mathcal{S}$. The strategy forbids any resolution in this case.
6. $C_{1} \in \mathcal{I}$ and $C_{2} \in \mathcal{J}$. We have $u_{1}=f\left(x_{1}, \ldots, x_{n}\right)$ and $u_{2}=w_{1}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$. We then have $u_{1} \sigma, u_{2}$ are equal up to variable renaming, and thus $\left\|u_{1} \sigma\right\|=\max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.
7. $C_{1}, C_{2} \in \mathcal{S} \cup \mathcal{J}$. Since none of the positive literals in $C_{1}, C_{2}$ is maximal in its clause, the resolution inferences are blocked.

We now show that that every clause derived by our resolution strategy has its size bounded by (twice) the maximum of the sizes of its premises.

Lemma 3.16 Let $C_{1}$ and $C_{2}$ be respectively two unsplittable clauses in $\mathfrak{C}_{I}, \mathfrak{C}_{S}$, $\mathfrak{C}_{P}$, or $\mathfrak{C}_{J}$, such that for $i \in\{1,2\}$, if $C_{i}$ is in $\mathfrak{C}_{P}, \mathfrak{C}_{S}$ or $\mathfrak{C}_{J}$ then $C_{i}$ is well-behaved. The resolvent $C$ derived by $\mathcal{R}_{<, \mathcal{I} \cup \mathcal{S}}$ resolution satisfies : $\|C\| \leq \max \left(\left\|C_{1}\right\|,\left\|C_{2}\right\|\right)$ if $C$ is not ground or if $C_{1}$ or $C_{2}$ is ground, and $\|C\| \leq 2 \max \left(\left\|C_{1}\right\|,\left\|C_{2}\right\|\right)$ otherwise (that is, if $C$ is ground, and $C_{1}$ and $C_{2}$ are not ground).

Proof Let $C_{1}=I\left(u_{1}\right) \vee C_{1}^{\prime}, C_{2}=-I\left(u_{2}\right) \vee C_{2}^{\prime}$, and $C=C_{1}^{\prime} \sigma \vee C_{2}^{\prime} \sigma$ be the resolvent of $C_{1}$ and $C_{2}$ with $\sigma=\operatorname{mgu}\left(u_{1}, u_{2}\right)$. Again, $C_{i}$ is ground if and only if $u_{i}$ is ground, for $i \in\{1,2\}$.

It suffices to show that for every term $w$ such that $\pm I(w) \in C_{1} \vee C_{2}$ we have $\|w \sigma\| \leq$ $\max \left(\|w\|,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$ if $\sigma$ is not ground or if $u_{1}$ or $u_{2}$ is ground, and $\|w \sigma\| \leq 2 \max \left(\|w\|,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$ otherwise. We suppose next that $w$ is not ground, since for $w$ ground the two inequalities are trivial. In this case, both $u_{1}$ and $u_{2}$ are not ground (by the unsplittability of clauses $C_{1}$ and $C_{2}$ ).

Lemma 3.22 ensures that $\left\|u_{1} \sigma\right\| \leq \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$ if $\sigma$ is not ground or if $u_{1}$ or $u_{2}$ is ground, and $\left\|u_{1} \sigma\right\| \leq 2 \max \left(\left\|u_{1}\right\|\right.$,
$\left.\left\|u_{2}\right\|\right)$ otherwise. Recall that $u_{1} \sigma$ is maximal in $C$, and thus $u_{1}$ is maximal in $C_{1}$.
If $\sigma$ is ground then $\|w \sigma\| \leq\left\|u_{1} \sigma\right\|$, since otherwise it follows that $w \sigma>u_{1} \sigma$ (which contradicts the maximality of $u_{1} \sigma$ in $C$ ). Thus $\|w \sigma\| \leq\left\|u_{1} \sigma\right\| \leq 2 \max \left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$, and we're done.

We consider now that $\sigma$ is not ground. We assume without loss of generality that $\pm I(w)$ is a literal of $C_{1}$. We can have one of the following cases:

1. $C_{1} \in \mathfrak{C}_{P}$. Let $x$ be the variable of $C_{1}$. We compare the depth of $w$ with that of $u_{1}$.

- Case $\|w\|>\left\|u_{1}\right\|$. By maximality of $u_{1}$ in $C_{1},\|w\|_{x} \leq\left\|u_{1}\right\|_{x}$. We have that

$$
\|w \sigma\|=\max \left(\|w\|,\|w\|_{x}+\|x \sigma\|-1\right) \leq \max \left(\|w\|,\left\|u_{1}\right\|_{x}+\|x \sigma\|-1\right) \leq \max \left(\|w\|,\left\|u_{1} \sigma\right\|\right) .
$$

- Case $\|w\| \leq\left\|u_{1}\right\|$. If $\|w\|_{x} \leq\left\|u_{1}\right\|_{x}$ then $\|w \sigma\| \leq\left\|u_{1} \sigma\right\|$. If $\|w\|_{x}>\left\|u_{1}\right\|_{x}$ then for all $y \in \operatorname{var}(x \sigma),\|w \sigma\|_{y}>\left\|u_{1} \sigma\right\|_{y}$. Therefore $\|w \sigma\| \leq\left\|u_{1} \sigma\right\|$ because otherwise $w \sigma>u_{1} \sigma$.
In both cases $\|w \sigma\| \leq \max \left(\|w\|,\left\|u_{1} \sigma\right\|\right)$. Thus, $\|w \sigma\| \leq \max \left(\|w\|,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.

2. $C_{1} \in \mathfrak{C}_{I}$. Then $w<u_{1}$ since $u_{1}=f\left(x_{1}, \ldots, x_{n}\right)$ and $w=x_{i}$ for some $1 \leq i \leq n$.
3. $C_{1} \in \mathfrak{C}_{S}$. Then $w<u_{1}$ by the definition of the class $\mathfrak{C}_{S}$ (see Definition 3.9).
4. $C_{1} \in \mathfrak{C}_{J}$. Then $u_{1}=w^{\prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$ for some closed context $w^{\prime}$. If $w=f_{0}\left(y_{j}, a\right)$ or $w=y_{i_{l}}$ then $w<u_{1}$. Suppose that $w=w^{\prime \prime}\left[g\left(y_{1}, \ldots, y_{k}\right)\right]$. Observe that for $v \in\left\{w, u_{1}\right\}$, the quantity $\|v\|_{y_{j}}$ is the same for all $j$. Also note that $\operatorname{var}(w \sigma)=\operatorname{var}\left(u_{1} \sigma\right)=\cup_{j} \operatorname{var}\left(y_{j} \sigma\right)$. Then by performing the same analysis as in the case $C_{1} \in \mathfrak{C}_{P}$ (by replacing $x$ with $y_{j}$ for some $j$ ), we obtain that $\|w \sigma\| \leq \max \left(\|w\|,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$.

### 3.4 Application to the Needham-Schroeder symmetric key protocol

### 3.4.1 Presentation of the protocol

We consider the Needham-Schroeder symmetric key authentication protocol [NS78] as an example of application of our result. The goal of the protocol is the key exchange between two parties, which we call Alice and Bob, and the mutual conviction of the possession of the key by each other. The key is created by a trusted server which shares the secret keys $K_{a s}$ and $K_{b s}$ with Alice and Bob respectively. The description of the protocol is as follows :

$$
P_{\text {NS }}: \begin{cases}A \Rightarrow S: & A, B, N_{a} \\ S \Rightarrow A: & \left\{N_{a}, B, K_{a b},\left\{\left\{K_{a b}, A\right\}_{K_{b s}}\right\}_{K_{a s}}\right. \\ A \Rightarrow B: & \left\{\left\{K_{a b}, A\right\}_{K_{b s}}\right. \\ B \Rightarrow A: & \left\{N_{b}\right\} K_{a b} \\ A \Rightarrow B: & \left\{N_{b}-1\right\} K_{a b}\end{cases}
$$

Here we concentrate on the key exchange goal, rather than on the authentication of the two parties. The key exchange goal can be expressed as the secrecy of the nonce $N_{b}$. Intuitively, if $N_{b}$ remains secret, it means that the key $K_{a b}$ used by $B$ has also been kept secret.

If the encryption scheme used to implement this protocol is used in the CBC mode then the following attack [PQ00] is possible. In a first session (1), an intruder can listen to the message $\left\{\left\{N_{a}, B, K_{a b},\left\{\left\{K_{a b}, A\right\} K_{K_{b s}}\right\}_{K_{a s}}\right.\right.$ and then, using the prefix property, he can compute $\left\{\left\{N_{a}, B\right\} K_{a s}\right.$. In another session of the protocol, he can send it to Alice in the third round. Alice thinks that Bob has started a session (2) with her : Bob plays the role of the initiator and Alice the role of the second participant. And so Alice would use $N_{a}$ as the shared key, while it is a publicly known message. This attack is summarised in Figure 3.1.

| (1).1 | $A \Rightarrow S:$ | $A, B, N_{a}$ |
| :--- | :--- | :--- |
| (1). 2 | $S \Rightarrow A:$ | $\left\{N_{a}, B, K_{a b},\left\{\left\{K_{a b}, A\right\}_{K_{b s}}\right\}_{K_{a s}}\right.$ |
| (2).3 | $I(B) \Rightarrow A:$ | $\left.\left\{N_{a}, B\right\}\right\}_{K_{a s}}$ |
| (2).4 | $A \Rightarrow I(B):$ | $\left.\left\{N_{a}^{\prime}\right\}\right\}_{N_{a}}$ |

Fig. 3.1 - Attack on the Needham-Schroeder protocol, using the prefix property
The clauses that model the protocol rules are the following ones :

$$
\begin{aligned}
& \rightarrow I\left(\left\langle z_{a}, z_{b}, \mathrm{n}_{1}\left(z_{a}, z_{b}\right)\right\rangle\right) \\
I\left(\left\langle z_{a}, z_{b}, x\right\rangle\right) & \rightarrow I\left(\left\{x, z_{b}, \mathrm{k}\left(z_{a}, z_{b}\right),\left\{\left\{\mathrm{k}\left(z_{a}, z_{b}\right), z_{a}\right\}_{\mathrm{k}\left(z_{b}, z_{s}\right)}\right)\right\}_{\mathrm{k}\left(z_{a}, z_{s}\right)}\right) \\
I\left(\left\{\mathrm{n}_{1}\left(z_{a}, z_{b}\right), z_{b}, y, z\right\}_{\mathrm{k}\left(z_{a}, z_{s}\right)}\right) & \rightarrow I(z) \\
I\left(\left\{y, z_{a}\right\}_{\mathrm{k}\left(z_{b}, z_{s}\right)}\right) & \rightarrow I\left(\left\{\mathrm{n}_{2}\left(z_{b}, z_{a}\right)\right\}_{y}\right) \\
I\left(\{x\}_{y}\right) & \rightarrow I\left(\{\operatorname{pred}(x)\}_{y}\right)
\end{aligned}
$$

where pred is public function symbol of sort Nonce $\rightarrow$ Nonce. Then the protocol is modeled as in Section 3.2 .2 by the set of clause $\mathcal{C}_{\text {NS }}^{\prime}$ obtained from the above clause by instantiating the parameters $z_{a}$ and $z_{b}$ by the constants $a, b$, and $i$, and $z_{s}$ by $s$.

The intruder has also some initial knowledge. He knows the identities of the participating parties, he can create nonces and, he knows the secret key of the compromised agent. This initial
knowledge is modeled by the following clauses :

$$
\begin{array}{ll}
\rightarrow I(a) & \rightarrow I(\mathrm{k}(i, s)) \\
\rightarrow I(b) & \rightarrow I\left(\mathrm{n}_{1}(i, x)\right) \\
\rightarrow I(i) & \rightarrow I\left(\mathrm{n}_{2}(i, x)\right)
\end{array}
$$

We denote this set of clauses, corresponding to the initial knowledge of the intruder, by $\mathcal{P}_{0}$. We remark that these clauses are either ground or with a single variable, and thus belong to $\mathfrak{C}_{P}$.

In addition, we enrich the set $\mathcal{I}$ (i.e. the clauses of Example 3.3) with the clause $I(x) \rightarrow$ $I(\operatorname{pred}(x))$ that models the ability of the intruder to compute the predecessor of a message (seen as a number). We denote by $\mathcal{I}^{\prime}$ this enriched set.

### 3.4.2 Correcting the protocol

We remark that the attack comes from the fact that the intruder, using the second rule of the protocol together with the CBC property, can get the encryption of any message by the key $K_{a s}$ : replacing the nonce $N_{a}$ by any plaintext $m$ of its choice in the first message, he obtains a message of the form $\{m, \ldots\}_{K_{a s}}$ from the server and using the CBC property he gets $\{m\}_{K_{a s}}$.

To avoid this, we interchange the place of $N_{a}$ and $B$ in the message sent in the second round. But a similar attack is still possible since the intruder can modify the first message of Alice and send $\langle A, B, B\rangle$ to the server. Then the shared key would be the identity $B$. Such an attack is possible only if identities can be confused with keys.

To avoid such a type flaw attack, we add a hash of the shared key as the first component of the message sent by the server to Alice and then to Bob. Note that this second transformation is not sufficient by itself (i.e. without interchanging $N_{a}$ and $B$ ) since the intruder has also the ability to produce hashes. The obtained protocol is described below. We refer to this version as the corrected protocol.

$$
P_{\mathrm{NSC}}: \begin{cases}A \Rightarrow S: & A, B, N_{a} \\ S \Rightarrow A: & \left\{B, N_{a}, K_{a b},\left\{\left\{h\left(K_{a b}\right), K_{a b}, A\right\}_{K_{b s}}\right\}_{K_{a s}}\right. \\ A \Rightarrow B: & \left\{h\left(K_{a b}\right), K_{a b}, A\right\}_{K_{b s}} \\ B \Rightarrow A: & \left\{N_{b}\right\} K_{a b} \\ A \Rightarrow B: & \left\{N_{b}-1\right\} K_{a b}\end{cases}
$$

The clauses that model the rules of this protocol are the following ones:

$$
\begin{aligned}
& \rightarrow I\left(\left\langle z_{a}, z_{b}, \mathrm{n}_{1}\left(z_{a}, z_{b}\right)\right\rangle\right) \\
I\left(\left\langle z_{a}, z_{b}, x\right\rangle\right) & \rightarrow I\left(\left\{\left\{z_{b}, x, \mathrm{k}\left(z_{a}, z_{b}\right),\left\{\mathrm{h}\left(\mathrm{k}\left(z_{a}, z_{b}\right)\right), \mathrm{k}\left(z_{a}, z_{b}\right), z_{a}\right\}_{\mathrm{k}\left(z_{b}, s\right)}\right)\right\}_{\mathrm{k}\left(z_{a}, s\right)}\right) \\
I\left(\left\{\left\{z_{b}, \mathrm{n}_{1}\left(z_{a}, z_{b}\right), y, z\right\}_{\mathrm{k}}\left(z_{a}, s\right)\right)\right. & \rightarrow I(z) \\
I\left(\left\{\mathrm{~h}(y), y, z_{a}\right\}_{\mathrm{k}\left(z_{b}, s\right)}\right) & \rightarrow I\left(\left\{\left\{\mathrm{n}_{2}\left(z_{b}, z_{a}\right)\right\}_{y}\right)\right. \\
I\left(\left\{\{x\}_{y}\right)\right. & \rightarrow I\left(\{\operatorname{pred}(x)\}_{y}\right)
\end{aligned}
$$

As for the protocol $P_{\text {NS }}$, we denote by $\mathcal{C}_{\text {NSc }}$ the set of clauses modeling the protocol NSc as in Section 3.2.2.

The aim of the rest of the section is to prove that the corrected protocol preserves the secrecy of $N_{b}$.

### 3.4.3 A transformation preserving secrecy

We observe that the clauses corresponding to the third round and fifth round of the protocol $P_{\mathrm{NSc}}$ are not in $\mathfrak{C}_{P}$ since they have two variables. Therefore we cannot apply directly our result and we are led to an additional modification of the protocol.

We remark that the server sends to Alice in the second round an encrypted message that Alice cannot decrypt. This message could be directly sent to Bob by the server. In addition, the last rule of the protocol does not seem to be able to compromise the secrecy of $N_{b}$, thus we remove it. These modifications yield the following protocol :

$$
P_{\mathrm{NSv}}: \begin{cases}A \Rightarrow S: & A, B, N_{a} \\ S \Rightarrow A: & \left\{B, N_{a}, K_{a b}\right\}_{K_{a s}} \\ S \Rightarrow B: & \left\{h\left(K_{a b}\right), K_{a b}, A\right\}_{K_{b s}} \\ B \Rightarrow A: & \left\{\left\{N_{b}\right\}\right\}_{a b}\end{cases}
$$

The set of clauses that model the protocol are listed below :

$$
\begin{aligned}
& \rightarrow I\left(\left\langle z_{a}, z_{b}, \mathrm{n}_{1}\left(z_{a}, z_{b}\right)\right\rangle\right) \\
I\left(\left\langle z_{a}, z_{b}, x\right\rangle\right) & \rightarrow I\left(\left\{z_{b}, x, \mathrm{k}\left(z_{a}, z_{b}\right)\right\}_{\mathrm{k}\left(z_{a}, s\right)}\right) \\
I\left(\left\langle z_{a}, z_{b}, x\right\rangle\right) & \rightarrow I\left(\left\{\left\{\mathrm{~h}\left(\mathrm{k}\left(z_{a}, z_{b}\right)\right), \mathrm{k}\left(z_{a}, z_{b}\right), z_{a}\right\}_{\mathrm{k}\left(z_{b}, s\right)}\right)\right. \\
I\left(\left\{\mathrm{~h}(y), y, z_{a}\right\}_{\mathrm{k}\left(z_{b}, s\right)}\right) & \rightarrow I\left(\left\{\left\{\mathrm{n}_{2}\left(z_{b}, z_{a}\right)\right\}_{y}\right)\right.
\end{aligned}
$$

As before, we denote by $\mathcal{C}_{\text {NSv }}$ the set of clauses modeling the protocol NSv as in Section 3.2.2.
Our approach is as follows : we prove that this version is a weaker version than the corrected protocol, i.e. that its correctness implies the correctness of the corrected version. Then, since this version fits our class, we apply our resolution method to prove that this version preserves the secrecy of $N_{b}$, which allow us to conclude that the corrected version also preserves the secrecy of $N_{b}$.

For each protocol $P_{l}$, where $l$ is NS, NSc or NSv, we note by $\mathcal{I}_{l} \stackrel{\text { def }}{=} \mathcal{I}^{\prime} \cup \mathcal{P}_{0} \cup \mathcal{C}_{l}^{\prime} \cup\left\{C_{\text {pre }}\right\}$ the entire set of clauses that model the protocol ( $\mathcal{C}_{l}$ is the set of clauses representing only the rounds of the protocol). The secrecy property of the protocol $P_{l}$ can be formulated as the satisfiability of the set of clauses $\mathcal{T}_{l} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$.

We have already seen that $\mathcal{T}_{\mathrm{NS}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is not satisfiable. We prove that the satisfiability of $\mathcal{T}_{\mathrm{NS} \mathcal{c}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ can be reduced to the satisfiability of $\mathcal{T}_{\mathrm{NSv}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$.

Proposition 3.23 If the set of clauses $\mathcal{T}_{\mathrm{NSv}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is satisfiable then the set of clauses $\mathcal{T}_{\mathrm{NS} \mathrm{c}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is also satisfiable.

To prove this proposition, we use another variant of the resolution method, the positive resolution [BG01], which requires that one of the premise is a positive clause (i.e. a clause having only positive literals). The method is also refutationally complete. Since we consider Horn clauses, the set $\mathcal{T}_{l} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is unsatisfiable if and only if there is a deduction of the clause $+I\left(\mathrm{n}_{2}(b, a)\right)$ by positive resolution on $\mathcal{T}_{l}$. We denote by $P_{l} \Vdash I(m)$ the fact that the clause $+I(m)$ can be obtained by positive resolution on $\mathcal{T}_{l}$.

The following property ensures that the transformation of protocol $P_{\mathrm{NSc}}$ in $P_{\mathrm{NSv}}$ preserves the secrecy. In other words, if there is an attack in $P_{\mathrm{NSc}}$ then there is a corresponding attack in $P_{\mathrm{NSv}}$.

Proposition 3.24 If $P_{\mathrm{NSc}} \Vdash I\left(\mathrm{n}_{2}(b, a)\right)$ then $P_{\mathrm{NSv}} \Vdash I\left(\mathrm{n}_{2}(b, a)\right)$.

Proof To prove the proposition, it is sufficient to find an application $t \mapsto \bar{t}$ on the set of ground terms such that $\overline{\mathrm{n}_{2}(b, a)}=\mathrm{n}_{2}(b, a)$ and, for all message $m$, if $P_{\mathrm{NSc}} \Vdash I(m)$ then $P_{\mathrm{NSv}} \Vdash I(\bar{m})$. We
show that the following application satisfies the required properties.

$$
\begin{aligned}
\bar{a} & =a, \text { for all constant } a \\
\bar{x} & =x, \text { for all variable } x \\
\overline{\left\{\{u\}_{v}\right.} & = \begin{cases}\left\langle\left\{a, \bar{t}, \overline{t^{\prime}}\right\}_{\mathbf{k}\left(a^{\prime}, s\right)}, \overline{t^{\prime \prime}}\right\rangle & \text { if }\{u\}_{v}=\left\{a, t, t^{\prime}, t^{\prime \prime}\right\}_{\mathbf{k}\left(a^{\prime}, s\right),}, \\
\mathrm{n}_{1}(i, i) & \text { if } u=\operatorname{pred}(r), \\
\{\bar{u}\}_{\bar{v}} & \text { otherwise. }\end{cases} \\
\overline{\operatorname{pred}(u)} & =\mathrm{n}_{1}(i, i)
\end{aligned}
$$

In what follows, $a, b$ are arbitrary constants, $r, t$ are arbitrary terms, while $i$ and $s$ are fixed constants, standing for the intruder and server identities respectively.

We only need to consider deductions of the form :

$$
\frac{C \stackrel{\text { def }}{=} \bigvee_{i=1}^{n}-I\left(u_{i}\right) \vee+I(u)+I\left(u_{1}\right) \cdots+I\left(u_{n}\right)}{+I(u)}
$$

where $C$ is an instance of a clause of $\mathcal{T}_{\mathrm{NS}}$. Thus we are reduced to show that, for each ground instance $\bigvee_{i=1}^{n}-I\left(m_{i}\right) \vee+I(m)$ of a clause $C$ of $\mathcal{T}_{\mathrm{NS} \mathrm{c}}$, if $P_{\mathrm{NSv}} \Vdash I\left(\overline{m_{i}}\right)$, for every $i$, then $P_{\mathrm{NSv}} \Vdash$ $I(\bar{m})$. We only present here the more interesting cases.
$-C=-I(x) \vee-I(y) \vee+I\left(\{x\}_{y}\right)$. We have to verify that if $P_{\mathrm{NSv}} \Vdash I(\bar{u})$ and $P_{\mathrm{NSv}} \Vdash I(\bar{v})$, where $u$ and $v$ are two ground terms, then $P_{\mathrm{NSv}} \Vdash I\left(\overline{\left\{\{u\}_{v}\right.}\right)$.
Suppose that $\left\{\{u\}_{v}\right.$ is of the form $\left\{a, t, t^{\prime}, t^{\prime \prime}\right\}_{\mathrm{k}\left(a^{\prime}, s\right)}$. Then we have that $P_{\mathrm{NSv}} \Vdash I\left(\left\langle a, \bar{t}, \overline{t^{\prime}}, \overline{t^{\prime \prime}}\right\rangle\right)$ and $P_{\mathrm{NSv}} \Vdash I\left(\mathrm{k}\left(a^{\prime}, s\right)\right)$. The projection clauses are in $T_{\mathrm{NSv}}$. Using them with the first relation we obtain $P_{\mathrm{NSv}} \Vdash I\left(\left\langle a, \bar{t}, \overline{t^{\prime}}\right\rangle\right)$ and $P_{\mathrm{NSv}} \Vdash I\left(\overline{t^{\prime \prime}}\right)$. Now using the encryption clause and then the pairing clause we obtain that $P_{\mathrm{NSv}} \Vdash I\left(\left\langle\left\{a, \bar{t}, \overline{t^{\prime}}\right\}_{\mathrm{k}\left(a^{\prime}, s\right)}, \overline{t^{\prime \prime}}\right\rangle\right)$, which is what we needed.
Suppose now that $u=\operatorname{pred}(r)$. Then we have $\overline{\{u\}_{v}}=\mathrm{n}_{1}(i, i)$. But $P_{\mathrm{NSv}} \Vdash \overline{\mathrm{n}_{1}(i, i)}$, as $+I\left(\mathrm{n}_{1}(i, i)\right)$ is a clause from $\mathcal{P}_{0}$.
If we are in none of these two special cases then it is sufficient to use the encryption clause in order to obtain that $P_{\mathrm{NSv}} \Vdash I\left(\overline{\{u\}_{v}}\right)$.
$-C=-I\left(\left\{\{x\}_{y}\right) \vee-I(y) \vee+I(x)\right.$. We have to show that if $P_{\mathrm{NSv}} \Vdash I\left(\overline{\left\{\{u\}_{v}\right.}\right)$ and $P_{\mathrm{NSv}} \Vdash I(\bar{v})$, where $u$ and $v$ are two ground terms, then $P_{\mathrm{NSv}} \Vdash I(\bar{u})$.
If $\{u\}_{v}=\left\{a, t, t^{\prime}, t^{\prime \prime}\right\}_{\mathbf{k}\left(a^{\prime}, s\right)}$ then we have $\left.P_{\mathrm{NSv}} \Vdash I\left(\left\langle\left\{a, \bar{t}, \overline{t^{\prime}}\right\}_{\mathbf{k}\left(a^{\prime}, s\right)}, \overline{t^{\prime \prime}}\right\rangle\right)\right)$. Therefore we obtain $P_{\mathrm{NSv}} \Vdash I\left(\left\{a, \bar{t}, \bar{t}^{\prime}\right\}_{\mathrm{k}\left(a^{\prime}, s\right)}\right)$ and $P_{\mathrm{NSv}} \Vdash I\left(\overline{t^{\prime \prime}}\right)$. But we also have $P_{\mathrm{NSv}} \Vdash I\left(\mathrm{k}\left(a^{\prime}, s\right)\right)$. And, as the decryption clause is in the model of $P_{\mathrm{NSv}}$, we obtain $P_{\mathrm{NSv}} \Vdash I\left(\left\langle a, \bar{t}, \overline{t^{\prime}}\right\rangle\right)$. From which we arrive at the desired relation $P_{\mathrm{NSv}} \Vdash I\left(\left\langle a, \bar{t}, \overline{t^{\prime}}, \overline{t^{\prime \prime}}\right\rangle\right)$.
If $u=\operatorname{pred}(r)$ then there is nothing to prove because $\operatorname{pred}(u)=\mathrm{n}_{1}(i, i)$ and $P_{\mathrm{NSv}} \Vdash$ $I\left(\mathrm{n}_{1}(i, i)\right)$. Otherwise, the proof is direct.
$-C=-I(\langle a, b, x\rangle) \vee+I\left(\left\{\left\{b, x, \mathrm{k}(a, b),\left\{\{\mathrm{h}(\mathrm{k}(a, b)), \mathrm{k}(a, b), a\}_{\mathrm{k}(b, s)}\right\}_{\mathrm{k}(a, s)}\right)\right.\right.$. Knowing that $P_{\mathrm{NSV}} \Vdash$ $I(\overline{\langle a, b, u\rangle})$, where $u$ is a ground term, we must obtain that the transformed positive literal of $C$ is deductible from $\mathcal{T}_{\mathrm{NSv}}$.
The second clause of $\mathcal{C}_{\mathrm{NSv}}$ assures that we have $P_{\mathrm{NSv}} \Vdash I\left(\{b, \bar{u}, \mathrm{k}(a, b)\}_{\mathbf{k}(a, s)}\right)$. Applying the pairing clause and the third clause of $\mathcal{C}_{\mathrm{NSv}}$, we obtain what we needed, i.e. $P_{\mathrm{NSv}} \Vdash$ $I\left(\left\langle\{b, \bar{u}, \mathrm{k}(a, b)\}_{\mathrm{k}(a, s)},\{\{\mathrm{h}(\mathrm{k}(a, b)), \mathrm{k}(a, b), a\}\}_{\mathrm{k}(b, s)}\right\rangle\right)$.
$-C=-I\left(\left\{\left\{b, \mathrm{n}_{1}(a, b), y, z\right\} \mathbf{k}(a, s)\right) \vee+I(z)\right.$. For any two ground terms $u$ and $v$, we must prove that if $P_{\mathrm{NSv}} \Vdash I\left(\overline{\left\{\left\{b, \mathrm{n}_{1}(a, b), u, v\right\}\right\} \mathrm{k}(a, s)}\right)$ then $P_{\mathrm{NSv}} \Vdash I(\bar{v})$. But this is immediate, from the definition of the application and by using the projection on the second component.
$-C=-I\left(\underline{\left.\{x\}_{y}\right) \vee+I}\left(\left\{\{\operatorname{pred}(x)\}_{y}\right)\right.\right.$. As we have $P_{\mathrm{NSv}} \Vdash I\left(\mathrm{n}_{1}(i, i)\right)$ and, for all ground terms $u$ and $v, \overline{\{\operatorname{qpred}(u)\}_{v}}=\mathrm{n}_{1}(i, i)$, this case is trivial.
The conclusion in the remaining cases follows directly from the definition of the application $t \mapsto \bar{t}$.

### 3.4.4 Secrecy of the corrected protocol

Since the clauses of $\mathcal{T}_{\text {NSv }}$ satisfy the hypotheses of our main result, we have verified using our resolution method that the transformed protocol $P_{\mathrm{NSv}}$ has no attack. The verification was done automatically using a prototype implementation of the procedure in [CLC03a] that we have extended for our resolution method.

Proposition 3.25 The set of clauses $\mathcal{T}_{\mathrm{NS} v} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is satisfiable.
We can state now the correctness of the protocol $P_{\mathrm{NS}}$.
Corollary 3.26 The set of clauses $\mathcal{T}_{\mathrm{NS}} \cup\left\{-I\left(\mathrm{n}_{2}(b, a)\right)\right\}$ is satisfiable.
Proof Immediate, by Propositions 3.23 and 3.25 .

### 3.5 Conclusions

We have obtained new decidability results for the secrecy of cryptographic protocols that employ encryption primitives satisfying properties that could not be treated by previous decision procedures (modulo the approximations introduced by Horn clauses). The results followed from the termination of a resolution strategy on a class of Horn clauses. This resolution strategy might be useful for larger classes of protocols and more encryption properties. Indeed, while termination is no more ensured for larger classes, completeness is still guaranteed.

We have applied our technique to the debugging of a protocol under a more realistic threat model than the one usually considered. We have transformed this protocol so that it falls into the scope of our Horn class. This transformation preserves the attacks and therefore the correctness of the target protocol ensures the correctness of the initial one. The transformation is interesting in itself. We would like to further investigate this type of transformations and to characterise the protocols to which they can be safely applied.

We have used a prototype implementation to automatically test the correctness of protocols presented in this chapter. We would like to further develop it, optimise it, and test it against a library of protocols like [CJ97].
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As we have seen in the Introduction, two styles of definitions are usually considered to express that a security protocol preserves the confidentiality of a data s. Simple secrecy says that the secret is never accessible to the adversary. For example, consider the following protocol where the agent $A$ simply sends a secret $s$ to an agent $B$, encrypted with $B$ 's public key.

$$
A \rightarrow B:\{\mathrm{s}\}_{\mathrm{pub}(B)}
$$

An intruder cannot deduce $\mathbf{s}$, thus $\boldsymbol{s}$ is a simple ${ }^{13}$ secret. Although this notion of secrecy may be sufficient in many scenarios, in others, stronger security requirements are desirable. For instance consider a setting where $\boldsymbol{s}$ is a vote and $B$ behaves differently depending on its value. If the actions of $B$ are observable, s remains a simple secret but an attacker can learn the values of the vote by watching $B$ 's actions. The design of equivalence-based secrecy is targeted at such scenarios and intuitively says that an adversary cannot observe the difference when the value of the secret changes. This definition is essential to express properties like confidentiality of a vote, of a password, or the anonymity of participants to a protocol.

[^9]Although the second formulation ensures a higher level of security and is closer to cryptographic notions of secrecy, so far decidability results and automatic tools have mainly focused on the first definition.

Related work on strong secrecy Many works have been dedicated to proving correctness properties of protocols such as strong secrecy using contextual equivalences on process calculi, like the spi calculus [AG97]. In particular framed bisimilarity has been introduced by M. Abadi and A. Gordon [AG98] for this purpose. However it was not well suited for automation, as the definition of framed bisimilarity uses several levels of quantification over infinite domains (e.g. set of contexts). In [EHHN99] the authors introduce fenced bisimilarity as an attempt to eliminate one of the quantifiers. Another approach to circumvent the context quantification problems is presented in [BNP99] where labeled transition systems are constrained by the knowledge the environment has of nonces and keys. This approach allows for more direct proofs of equivalence. Similarly, in [BBN04], J. Borgström et al propose a sound but incomplete decision procedure based on a symbolic bisimulation. In [DSV00] model-checking techniques for the verification of spi calculus testing equivalence are explored. The technique is limited to finite processes but seems to perform well on some examples. The concept of logical relations for the polymorphic lambda calculus has also been employed to prove behavioural equivalences between programs that rely on encryption in a compositional manner [SP03].

We should mention here some related works based on the concept of non-interference [GM82]. This notion formalises the absence of unauthorised information flow in multilevel computer systems. Non-interference has been widely investigated in the context of language-based security (e.g. [VIS96, ZM01]). It can be expressed with process equivalence techniques and has been applied also to security protocols in [FGM00, BCR03]. An advantage of this approach is that various security properties, including secrecy, can be modeled by selecting proper equivalence relations. However, as far as we know, decidability results for non-interference properties of security protocols have not been reported.

Despite the efforts towards automatically checking of equivalence-based properties for security protocols, the only tool capable of proving strong secrecy for un unbounded number of sessions is the resolution-based algorithm of ProVerif [Bla04] that has been extended for this purpose. ProVerif has also been enhanced [BAF05] for handling equivalences of processes that differ only in the choice of some terms in the context of the applied pi calculus [AF01]. However, in ProVerif termination is not ensured in general.

Finally, very few decidability results are available for strong secrecy. In [Hüt02], H. Hüttel proves decidability for a finite spi calculus (i.e. no replication, thus a bounded number of sessions) for framed bisimilarity. Considering finite processes too, this time in an extension of the applied pi calculus, M. Baudet gives a procedure [Bau05, Bau07] for deciding equivalence-based properties (mainly strong secrecy and resistance to guessing attacks).

Outline of the chapter In this chapter we investigate the situations where simple secrecy entails strong secrecy. We first show that in the passive case (§4.2), reachability-based secrecy actually implies equivalence-based secrecy provided that encryption is probabilistic and that the secret is not used to encrypt messages. We next handle the case of active adversaries (§4.3), for which we provide sufficient (and rather tight) conditions on protocols for this implication to hold. We establish our transfer result in the applied pi calculus framework (§4.1). Since we do not make any restriction on the use of the replication symbol, protocols with an unbounded number of sessions (as well as bounded number of sessions) can be considered.

### 4.1 The model

The aim of this section is to briefly introduce the applied pi calculus, and to show how protocols and their secrecy properties can be express within it.

### 4.1.1 The applied pi calculus

The applied pi calculus [AF01] is a process algebra introduced by M. Abadi and C. Fournet, well-suited for modeling cryptographic protocols, generalising the spi calculus [AG97]. We shortly describe its syntax and semantics. This part is mostly borrowed from [AF01].

We suppose for the moment an arbitrary signature $\Sigma$ and an arbitrary equational theory $\mathcal{E}$ over $\Sigma$. In contrast with the other chapters, we denote here terms by capital letters.

### 4.1.1.1 Syntax

Processes, also called plain processes, are defined by the grammar :

| $P, Q:=$ processes |  |
| :--- | :--- |
| $\mathbf{0}$ | null process |
| $P \mid Q$ | parallel composition |
| $!P$ | replication |
| $\nu n . P$ | name restriction |
| if $T=T^{\prime}$ then $P$ else $Q$ | conditional |
| $u(z) . P$ | message input |
| $\bar{u}\langle M\rangle . P$ | message output |

where $n$ is a name, $M, T, T^{\prime}$ are terms, and $u$ is a name or a variable. The null process $\mathbf{0}$ does nothing. Parallel composition executes the two processes concurrently. Replication $!P$ creates unboundedly many instances of $P$. Name restriction $\nu n . P$ builds a new, private name $n$, binds it in $P$ and then executes $P$. The conditional if $T=T^{\prime}$ then $P$ else $Q$ behaves like $P$ or $Q$ depending on the result of the test $T=T^{\prime}$. If $Q$ is the null process then we use the notation [ $\left.T=T^{\prime}\right] . P$ instead. Finally, the process $u(z) . P$ inputs a message on channel $u$ and executes $P$ binding the variable $z$ to the received message, while the process $\bar{u}\langle M\rangle . P$ outputs the message $M$ on channel $u$ and then behaves like $P$. We may omit $P$ if it is $\mathbf{0}$.

Extended processes are defined by the grammar :

| $A, B:=$ | extended processes |
| :---: | :--- |
| $P$ | plain process |
| $A \mid B$ | parallel composition |
| $\nu n . A$ | name restriction |
| $\nu x . A$ | variable restriction |
| $\{M / x\}$ | active substitution |

Active substitutions generalise the let binding, in the sense that $\nu x .\left(\left\{{ }^{M} / x\right\} \mid P\right)$ corresponds to the let $x=M$ in $P$ standard construction. However, when unrestricted, $\{M / x\}$ behaves like a permanent knowledge, permitting to refer globally to $M$ by means of $x$. Substitutions $\left\{{ }^{M_{1}} / x_{1}, \ldots,{ }^{M_{l}} / x_{l}\right\}$ with $l \geq 0$ are identified with extended processes $\left\{{ }^{M_{1}} / x_{1}\right\}|\ldots|\left\{{ }^{M_{l} / x_{l}}\right\}$. In particular, the empty substitution is identified with the null process.

We denote by $\mathrm{fv}(A), \operatorname{bv}(A), \operatorname{fn}(A)$, and $\operatorname{bn}(A)$ the sets of free and bound variables and free and bound names of $A$ respectively. They are defined inductively as usual with $\operatorname{fv}\left(\left\{{ }^{M} / x\right\}\right)=$
$\operatorname{fv}(M) \cup\{x\}$ and $\operatorname{fn}\left(\left\{{ }^{M} / x\right\}\right)=\operatorname{names}(M)$ for active substitutions. An extended process is closed if it each free variable is defined by an active substitution. For example, $\{a / x\}$ is ground, while $\left\{y_{x}\right\}$ is not.

Extended processes built up from the null process and active substitutions (using the given constructions, that is, parallel composition, restriction and active substitutions) are called frames. To every extended process $A$ we associate the frame $\varphi(A)$ obtained by replacing all embedded plain processes with $\mathbf{0}$. For example, if $A=\nu y, k, r .\left\{{ }^{\operatorname{enc}(m, k, r)} / x, a / y\right\} \mid \bar{c}\langle y\rangle$ then $\varphi(A)=\nu y, k, r .\{\operatorname{enc}(m, k, r) / x, a / y\} \mid \mathbf{0}$.

### 4.1.1.2 Operational semantics

An evaluation context is an extended process with a hole not under a replication, a conditional, an input or an output.

Structural equivalence ( $\equiv$ ) is the smallest equivalence relation on extended processes that is closed by $\alpha$-conversion of names and variables, by application of evaluation contexts and such that the standard structural rules for the null process, parallel composition and restriction (such as associativity and commutativity of |, commutativity and binding behaviour of $\nu$ ), together with the following three rules hold.

$$
\begin{array}{rlr}
\nu x .\left\{{ }^{M} / x\right\} & \equiv \mathbf{0} & \text { ALIAS } \\
\left\{{ }^{M / x}\right\} \mid A & \equiv\left\{{ }^{M} / x\right\} \mid A\left\{{ }^{M} / x\right\} & \text { SUBST } \\
\left\{{ }^{M / x}\right\} & \equiv\left\{^{N} / x\right\} \quad \text { if } M=\mathcal{E} N & \text { REWRITE }
\end{array}
$$

If $\widetilde{n}$ represents the (possibly empty) set $\left\{n_{1}, \ldots, n_{k}\right\}$, we abbreviate by $\nu \widetilde{n}$ the sequence $\nu n_{1} . \nu n_{2} \ldots \nu n_{k}$. Every closed extended process $A$ can be brought to the form

$$
\nu \widetilde{n} .\left\{{ }^{M_{1} / x_{1}}\right\}|\ldots|\left\{{ }^{M_{l} / x_{l}}\right\} \mid P
$$

by using structural equivalence, where $P$ is a plain closed process, $l \geq 0$ and $\widetilde{n} \subseteq \cup_{i} \operatorname{names}\left(M_{i}\right)$. As a consequence, if $A \equiv B$ then $\varphi(A) \equiv \varphi(B)$. Observe also that modulo structural equivalence, frames always take the form $\nu \widetilde{n} . \sigma$ where $\widetilde{n}$ is a finite set of names and $\sigma$ is an (active) substitution.

Two operational semantics can be considered for this calculus, given by internal reduction and by labeled reduction respectively. These semantics lead to two equivalence relations between processes : observational equivalence (which is standard and not recalled here) and labeled bisimilarity. These two bisimilarity relations are in fact equal [AF01], assuming a type system which in particular forbids sending encrypted channel names. We use here the latter since it allows a neater and incremental treatment of the problem we focus on.

Internal reduction is the smallest relation on extended processes which is closed by structural equivalence and application of evaluation contexts, and such that :

$$
\begin{array}{lr}
\qquad \bar{c}\langle x\rangle \cdot P|c(x) \cdot Q \rightarrow P| Q & \text { COMM } \\
\text { if } T=T^{\prime} \text { then } P \text { else } Q \rightarrow P & \text { THEN } \\
\text { for any ground terms } T \text { and } T^{\prime} \text { such that } T=\mathcal{E} T^{\prime} & \\
\text { if } T=T^{\prime} \text { then } P \text { else } Q \rightarrow Q & \text { ELSE } \\
\text { for any ground terms } T \text { and } T^{\prime} \text { such that } T \neq \mathcal{E} T^{\prime} &
\end{array}
$$

On the other hand, labeled reduction is defined by the following rules :
$c(x) . P \xrightarrow{c(M)} P\left\{{ }^{M} / x\right\}$
( $\ddagger$ ) IN
$\bar{c}\langle u\rangle . P \xrightarrow{\bar{c}\langle u\rangle} P$
OUT-ATOM
$\frac{A \xrightarrow[{\nu u . A \xrightarrow{\bar{c}\langle u\rangle} A^{\prime}}]{\text { 文 }\langle u\rangle} A^{\prime}}{} u \neq c$
OPEN-ATOM
$\frac{A \xrightarrow{\alpha} A^{\prime}}{A\left|B \xrightarrow{\alpha} A^{\prime}\right| B}{ }^{(\dagger)} \quad$ PAR

where $c$ is a name and $u$ is a metavariable that ranges over names and variables, and the condition $(\dagger)$ of the rule PAR is $\operatorname{bv}(\alpha) \cap \mathrm{fv}(B)=\operatorname{bn}(\alpha) \cap \mathrm{fn}(B)=\emptyset$, and the condition ( $\ddagger$ ) of the rule in is that $M$ is public w.r.t. $\emptyset$. A term $M$ is said public w.r.t. a set of names $\widetilde{n}$ if names $(M) \cap \widetilde{n}=\emptyset$ and private function symbols do not occur in $M$ (that is, $M \in \mathcal{T}\left(\mathcal{F}_{\text {pub }}, \mathcal{X}, \mathcal{N} \backslash \widetilde{n}\right)$ ).

To define labeled bisimilarity we also need an equivalence relation between frames. For a frame $\varphi=\nu \widetilde{n} . \sigma$, we denote $\operatorname{dom}(\varphi)=\operatorname{dom}(\sigma)$ and $\operatorname{ran}(\varphi)=\operatorname{ran}(\sigma)$.

Definition 4.1 We say that a frame $\varphi$ passes the test $(U, V)$ where $U, V$ are two terms, denoted by $(U=V) \varphi$, if $\varphi=\nu \widetilde{n} . \sigma, U \sigma=\mathcal{E} V \sigma$, and $(\operatorname{names}(U) \cup \operatorname{names}(V)) \cap \widetilde{n}=\emptyset$ for some set of names $\widetilde{n}$ and substitution $\sigma$.

Two frames $\varphi=\nu \widetilde{n} . \sigma$ and $\varphi^{\prime}=\nu \widetilde{m} . \sigma^{\prime}$ are statically equivalent, written $\varphi \approx_{s} \varphi^{\prime}$, if they pass the same public tests, that is $\operatorname{dom}(\varphi)=\operatorname{dom}\left(\varphi^{\prime}\right)$ and for all terms $U, V$ public w.r.t. $\widetilde{n} \cup \widetilde{m}$ such that $(\operatorname{var}(U) \cup \operatorname{var}(V)) \subseteq \operatorname{dom}(\varphi)$, we have $(U=V) \varphi$ if and only if $(U=V) \varphi^{\prime}$.

Definition 4.2 Labeled bisimilarity $\left(\approx_{l}\right)$ is the largest symmetric relation $\mathcal{R}$ on closed extended processes such that $A \mathcal{R} B$ implies:

1. $\varphi(A) \approx_{s} \varphi(B)$;
2. if $A \rightarrow A^{\prime}$ then $B \rightarrow{ }^{*} B^{\prime}$ and $A^{\prime} \mathcal{R} B^{\prime}$, for some $B^{\prime}$;
3. if $A \xrightarrow{\alpha} A^{\prime}$ and $\mathrm{fv}(\alpha) \subseteq \operatorname{dom}(\varphi(A))$ and $\operatorname{bn}(\alpha) \cap \mathrm{fn}(B)=\emptyset$ then $B \rightarrow{ }^{*} \xrightarrow{\alpha}{ }^{*} B^{\prime}$ and $A^{\prime} \mathcal{R} B^{\prime}$, for some $B^{\prime}$.

### 4.1.2 Modeling protocols within the applied pi calculus

We work in this chapter with a particular equational theory $E$, its equations being listed in Figure 4.1. The only functions symbols are those appearing in these equations and $\mathrm{k}(\cdot, \cdot)$. However, the definitions of this section (e.g. those of security properties) are independent of the equational theory in use.

$$
\begin{aligned}
& \pi_{1}\left(\left\langle z_{1}, z_{2}\right\rangle\right) \doteq z_{1} \\
& \pi_{2}\left(\left\langle z_{1}, z_{2}\right\rangle\right) \doteq z_{2} \\
& \operatorname{dec}\left(\operatorname{enc}\left(z_{1}, z_{2}, z_{3}\right), z_{2}\right) \doteq z_{1} \\
& \operatorname{deca}\left(\operatorname{enca}\left(z_{1}, \operatorname{pub}\left(z_{2}\right), z_{3}\right), \operatorname{priv}\left(z_{2}\right)\right) \doteq z_{1} \\
& \operatorname{check}\left(z_{1}, \operatorname{sign}\left(z_{1}, \operatorname{priv}\left(z_{2}\right)\right), \operatorname{pub}\left(z_{2}\right)\right) \doteq \operatorname{ok} \\
& \text { retrieve }\left(\operatorname{sign}\left(z_{1}, z_{2}\right)\right) \doteq z_{1}
\end{aligned}
$$

Fig. 4.1 - The equational theory $E$.
Since protocols are in fact collections of programs executed concurrently, process calculi are good models for protocols as long as they can also handle the cryptographic aspect. The applied
pi calculus does this by representing the properties of cryptographic primitives by equations, like the ones in Figure 4.1. Remark that the model of Chapter 1 can also be viewed as a process calculus. However, the applied pi calculus is more expressive since for instance it allows for branching inside a process.

For completeness, we briefly describe next how a process modeling a protocol can be obtained from the model of Chapter 1. Thus, we consider in this chapter roles with equality. Each role is modeled by a process in which the sequence of instructions is represented by a sequence of inputs and outputs, and fresh items are represented by new names under restriction. These processes are first replicated (in order to represent an unbounded number of sessions) and then put in parallel. Since we consider that it is the intruder who starts any role session, we assume that each role process first receives the identities with which it is supposed to communicate, the parameters of roles being thus instantiated. Agent corruption is implicit, in the sense that it is implemented by sending to the environment the private data of corrupted agents.

We exemplify the above discussion by providing a process modeling the Yahalom protocol, which will constitute our running example. We first describe the protocol :

$$
\begin{aligned}
& A \Rightarrow B: A, N_{a} \\
& B \Rightarrow S: B,\left\{A, N_{a}, N_{b}\right\}_{K_{b s}} \\
& S \Rightarrow A:\left\{\left\{B, K_{a b}, N_{a}, N_{b}\right\} K_{a s},\left\{\left\{A, K_{a b}\right\} K_{b s}\right.\right. \\
& \left.A \Rightarrow B:\left\{A, K_{a b}\right\}\right\} K_{b s}
\end{aligned}
$$

In this protocol, two participants $A$ and $B$ wish to establish a shared key $K_{a b}$. The key is created by a trusted server $S$ which shares the secret keys $K_{a s}$ and $K_{b s}$ with $A$ and $B$ respectively. The protocol is modeled by the following process :

$$
P_{Y}=\bar{c}\langle\mathrm{k}(i, s)\rangle\left|\left(!P_{A}\right)\right|\left(!P_{B}\right)\left|\left(!\nu k \cdot P_{S}(k)\right)\right| \nu k_{a b} \cdot P_{S}\left(k_{a b}\right)
$$

with

$$
\begin{aligned}
& P_{A}=c\left(z_{a}\right) \cdot c\left(z_{b}\right) \cdot \nu n_{a} \cdot \bar{c}\left\langle z_{a}, n_{a}\right\rangle \cdot c\left(y_{a}\right) \cdot\left[z_{b}=U_{b}\right] \cdot\left[n_{a}=U_{n_{a}}\right] \cdot \bar{c}\left\langle\pi_{2}\left(y_{a}\right)\right\rangle \\
& P_{B}=c\left(z_{a}\right) \cdot c\left(z_{b}\right) \cdot c\left(y_{b}\right) \cdot \nu n_{b}, r_{b} \cdot \bar{c}\left\langle z_{b}, \operatorname{enc}\left(\left\langle\pi_{1}\left(y_{b}\right),\left\langle\pi_{2}\left(y_{b}\right), n_{b}\right\rangle\right\rangle, \mathrm{k}\left(z_{b}, s\right), r_{b}\right)\right\rangle . \\
& \begin{array}{c}
c\left(y_{b}^{\prime}\right) \cdot\left[z_{a}=\pi_{1}\left(\operatorname{dec}\left(y_{b}^{\prime}, \mathrm{k}\left(z_{b}, s\right)\right)\right)\right] \\
P_{S}(x)=c\left(z_{a}\right) \cdot c\left(z_{b}\right) \cdot c\left(y_{s}\right) \cdot\left[z_{a}=V_{a}\right] \cdot\left[z_{b}=\pi_{1}\left(y_{s}\right)\right] \cdot \nu r_{s}, r_{s}^{\prime} . \\
\bar{c}\left\langle\left\langle\operatorname{enc}\left(\left\langle\pi_{1}\left(y_{s}\right),\left\langle x, V_{n}\right\rangle\right\rangle, \mathrm{k}\left(z_{a}, s\right), r_{s}\right), \operatorname{enc}\left(\left\langle V_{a}, x\right\rangle, \mathrm{k}\left(z_{b}, s\right), r_{s}^{\prime}\right)\right\rangle\right\rangle
\end{array}
\end{aligned}
$$

where

$$
\begin{array}{ll}
U_{b}=\pi_{1}\left(\operatorname{dec}\left(\pi_{1}\left(y_{a}\right), \mathrm{k}\left(z_{a}, s\right)\right)\right) & U_{n_{a}}=\pi_{1}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(\pi_{1}\left(y_{a}\right), \mathrm{k}\left(z_{a}, s\right)\right)\right)\right)\right) \\
V_{a}=\pi_{1}\left(\operatorname{dec}\left(\pi_{2}\left(y_{s}\right), \mathrm{k}\left(z_{b}, s\right)\right)\right) & V_{n}=\pi_{2}\left(\operatorname{dec}\left(\pi_{2}\left(y_{s}\right), \mathrm{k}\left(z_{b}, s\right)\right)\right) .
\end{array}
$$

In order to be able to model the secrecy properties we describe next, we have emphasised a particular key $k_{a b}$ which we will require to remain secret. We have also supposed the existence of a corrupted agent $i$.

A sample execution of the role of $A$ is given next, where the intruder chooses the concrete agent $a$ and $b$ as participants, obtains the first message sent by $A$ and then sends back a new messages formed by concatenating the identity $b$ with the recently obtained message, and the execution stops since the test does not pass.

$$
\begin{aligned}
P_{A} \xrightarrow{c(a)} \xrightarrow{c(b)} & \nu n_{a} \cdot\left(\nu z \cdot\left\{\left\langle a, n_{a}\right\rangle / z\right\} \mid \bar{c}\langle z\rangle \cdot c\left(y_{a}\right) \cdot\left[b=U_{b}\right] \cdot\left[n_{a}=U_{n_{a}}\right] \cdot \bar{c}\left\langle\pi_{2}\left(y_{a}\right)\right\rangle\right) \\
\xrightarrow{\nu z(\langle z)} & \left.\nu n_{a} \cdot\left(\left\{z_{a}, n_{a}\right\rangle / z\right\} \mid c\left(y_{a}\right) \cdot\left[b=U_{b}\right] \cdot\left[n_{a}=U_{n_{a}}\right] \cdot \bar{c}\left\langle\pi_{2}\left(y_{a}\right)\right\rangle\right) \\
\xrightarrow{c(\langle b, z\rangle)} & \nu n_{a} \cdot\left(\left\{z^{\left\langle z_{a}, n_{a}\right\rangle} / z\right\} \mid\left[b=\pi_{1}\left(\operatorname{dec}\left(b, \mathrm{k}\left(z_{a}, s\right)\right)\right)\right] \cdot\left[n_{a}=U_{n_{a}}^{\prime}\right] \cdot \bar{c}\left\langle z_{a}, n_{a}\right\rangle\right) \rightarrow \mathbf{0}
\end{aligned}
$$

In what follows, for simplicity and concision, we only consider two honest agents. However, we could extend the processes to the case where the roles of $A$ and $B$ are played by arbitrary agents who may also interact with corrupted identities, and establish a similar result. For example, the process modeling the Yahalom protocol is now :

$$
P_{Y}^{\prime}=\nu k_{a s}, k_{b s} \cdot\left(!P_{A}^{\prime}\right)\left|\left(!P_{B}^{\prime}\right)\right|\left(!\nu k . P_{S}^{\prime}(k)\right) \mid \nu k_{a b} \cdot P_{S}^{\prime}\left(k_{a b}\right)
$$

with

$$
P_{A}^{\prime}=\nu n_{a} \cdot \bar{c}\left\langle a, n_{a}\right\rangle \cdot c\left(y_{a}\right) \cdot\left[b=U_{b}^{\prime}\right] \cdot\left[n_{a}=U_{n_{a}}^{\prime}\right] \cdot \bar{c}\left\langle\pi_{2}\left(y_{a}\right)\right\rangle
$$

and similarly for for the other roles (we have mainly eliminated the input of arbitrary parameters and we have replaced $z_{a}, z_{b}$ by $a, b$, and the private terms $\mathrm{k}\left(z_{a}, s\right)$ and $\mathrm{k}\left(z_{b}, s\right)$ by fresh names $k_{\text {as }}$ and $k_{b s}$ respectively).
Remark The applied pi calculus relies on a sort system for terms (which is compatible with our sort system of Chapter 1). This sort system is extended to processes and it requires in particular that in input and output constructions $u(x)$ and $\bar{u}\langle N\rangle, u$ has sort Channel $(\tau)$ while $x$ and $N$ have sort $\tau$. Thus, names and variables used for specifying the protocol (having basic sorts) cannot be used as channels.

We give next some notations and lemmas useful in the sequel.
Let $\mathcal{M}_{o}(P)$ be the set of outputs of $P$, that is the set of terms $m$ such that $\bar{c}\langle m\rangle$ is a message output construct for some channel name $c$ in $P$, and let $\mathcal{M}_{t}(P)$ be the set of operands of tests of $P$, where a test is a pair $T=T^{\prime}$ occurring in a conditional and its operands are $T$ and $T^{\prime}$. Let $\mathcal{M}(P)=\mathcal{M}_{o}(P) \cup \mathcal{M}_{t}(P)$ be the set of messages of $P$.

For the Yahalom protocol the set of outputs and operands of tests are respectively :

$$
\begin{aligned}
\mathcal{M}_{o}\left(P_{Y}^{\prime}\right)= & \left\{\left\langle a, n_{a}\right\rangle, \pi_{2}\left(y_{a}\right),\left\langle b, \operatorname{enc}\left(\left\langle\pi_{1}\left(y_{b}\right),\left\langle\pi_{2}\left(y_{b}\right), n_{b}\right\rangle\right\rangle, k_{b s}, r_{b}\right)\right\rangle,\right. \\
& \left.\left\langle\operatorname{enc}\left(\left\langle\pi_{1}\left(y_{s}\right),\left\langle x, V_{n}^{\prime}\right\rangle\right\rangle, k_{a s}, r_{s}\right), \operatorname{enc}\left(\left\langle V_{a}^{\prime}, x\right\rangle, k_{b s}, r_{s}^{\prime}\right)\right\rangle\right\} \text { and } \\
\mathcal{M}_{t}\left(P_{Y}^{\prime}\right)= & \left\{b, U_{b}^{\prime}, n_{a}, U_{n_{a}}^{\prime}, a, \pi_{1}\left(\operatorname{dec}\left(y_{b}^{\prime}, k_{b s}\right)\right), V_{a}^{\prime}, \pi_{1}\left(y_{s}\right)\right\} .
\end{aligned}
$$

where

$$
\begin{array}{ll}
U_{b}^{\prime}=\pi_{1}\left(\operatorname{dec}\left(\pi_{1}\left(y_{a}\right), k_{a s}\right)\right) & U_{n_{a}}^{\prime}=\pi_{1}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(\pi_{1}\left(y_{a}\right), k_{a s}\right)\right)\right)\right) \\
V_{a}^{\prime}=\pi_{1}\left(\operatorname{dec}\left(\pi_{2}\left(y_{s}\right), k_{b s}\right)\right) & V_{n}^{\prime}=\pi_{2}\left(\operatorname{dec}\left(\pi_{2}\left(y_{s}\right), k_{b s}\right)\right) .
\end{array}
$$

We write $A \Rightarrow B$ if $A \rightarrow B$ or $A \xrightarrow{\alpha} B$ for some $\alpha$.
Definition 4.3 (Valid frame) A frame $\varphi$ is valid w.r.t. a process $P$ if there is $A$ such that $P \Rightarrow^{*} A$ and $\varphi \equiv \varphi(A)$.

The following lemma intuitively states that any message contained in a valid frame is an output instantiated by messages deduced from previous sent messages.

Lemma 4.4 Let $P$ be a closed plain process, and $A$ be a closed extended process such that $P \Rightarrow^{*} A$. There are $l \geq 0, \widetilde{n} \subseteq \operatorname{bn}(P)$, and

- ground substitutions $\sigma_{1}, \ldots, \sigma_{l}$ with $\sigma_{i}=\sigma_{i-1} \uplus\left\{{ }^{M_{i} \theta_{i} \sigma_{i-1} / y_{i}}\right\}$, where $\sigma_{0}$ is the empty substitution, and for all $1 \leq i \leq l, M_{i}$ is an output in $P$, and $\theta_{i}$ is a substitution public w.r.t. $\widetilde{n}$,
- an extended process $B=\nu \widetilde{n} . \sigma_{l} \mid P_{B}$, such that $A \equiv B$, where $P_{B}$ is some plain process,
- a substitution $\theta$ public w.r.t. $\widetilde{n}$,
such that for every operand of a test or an output $M$ of $P_{B}$ there is a message $M_{0}$ in $P$ (an operand of a test or an output respectively), with $M=M_{0} \theta \sigma_{l}$.

Proof We provide an inductive and constructive proof. We reason by induction on the number of reductions in $P \Rightarrow^{*} A$. Intuitively, $B$ is obtained by applying the subST rule (from left to right) as much as possible until there are no variables left in the plain process.

The base case is evident.
Assume that $P \Rightarrow^{l} A_{k}$ and that there are $l, B_{l}$ and $\theta$ as in the statement of the lemma. Suppose that $A_{l} \Rightarrow A_{l+1}$ and consider the reduction rule that was used :

- If it is an internal reduction then, since static equivalence is closed by structural equivalence and by internal reduction (see Lemma 1 in [AF01]), it is sufficient to consider as searched values the same as for $A_{l}$.
- If it is a labeled reduction then we prove the following property : $\alpha \neq \bar{c}\langle x\rangle$ (for any $a$ and $x)$ and there is an extended process $B_{l+1}=\varphi\left(B_{l+1}\right) \mid P_{l+1}$ such that $B_{l+1} \equiv A_{l+1}$ and
- if $\alpha=\nu x . \bar{c}\langle x\rangle$ then $P_{l+1}=P_{l}$ and $\varphi\left(B_{l+1}\right)=\nu \widetilde{n} . \sigma_{k+1}$, where $\sigma_{k+1}=\sigma_{k} \uplus\left\{{ }^{M_{l} / x}\right\}$ and $M_{l}$ is an output in $P_{l}$.
- if $\alpha=c(M)$ then $\varphi\left(B_{l+1}\right)=\varphi\left(B_{l}\right)$ and for every message (an operand of a test or an output) $M_{l+1}$ in $P_{l+1}$ there is a message (an operand of a test or an output, respectively) $M_{l}$ in $P_{l}$, such that $M_{l+1}=M_{l} \theta^{\prime} \sigma_{k}$, for some substitution $\theta^{\prime}$ public w.r.t. $\nu \widetilde{n}$.
- if $\alpha=\bar{c}\langle n\rangle$ or $\alpha=\nu n . \bar{c}\langle n\rangle$ then $P_{l+1}=P_{l}$, and $\varphi\left(B_{l+1}\right)=\varphi\left(B_{l}\right)$ or $\varphi\left(B_{l+1}\right)=$ $\nu\{\tilde{n}\} \backslash\{n\} . \sigma_{k}$, respectively.
It is easy to see that this property is sufficient to prove the inductive step.
The property can be verified, by showing, using induction on the shape of the derivation tree, that for any extended processes $A^{\prime}, A^{\prime \prime}, B^{\prime}$ such that $A^{\prime} \xrightarrow{\alpha} A^{\prime \prime}, A^{\prime} \equiv B^{\prime}, B^{\prime}=\nu \widetilde{n} . \sigma \mid Q$ there is $B^{\prime \prime}$ such that $A^{\prime \prime} \equiv B^{\prime \prime}$ and $B^{\prime}=\nu \widetilde{n}^{\prime} \cdot \sigma^{\prime} \mid Q^{\prime}$ where
- if $\alpha=c(M)$ then $\widetilde{n}^{\prime}=\widetilde{n}, \sigma^{\prime}=\sigma$ and $N^{\prime \prime}=N^{\prime}\left\{{ }^{M} / x\right\}$ for each term $N^{\prime \prime}$ of $B^{\prime \prime}$ where $N^{\prime}$ is the corresponding term in $B^{\prime}$ and $c(x)$ is an input in $B^{\prime}$;
- if $\alpha=\nu x . \bar{c}\langle x\rangle$ then $Q^{\prime}=Q, \widetilde{n}^{\prime}=\widetilde{n}$, and $\sigma^{\prime}=\sigma \uplus\left\{{ }^{M} / x\right\}$ where $\bar{c}\langle M\rangle$ is an input in $B^{\prime}$;
- if $\alpha=\bar{c}\langle x\rangle, \alpha=\bar{c}\langle n\rangle$ or $\alpha=\nu n . \bar{c}\langle n\rangle$ then $\widetilde{n}^{\prime}=\widetilde{n}$ for the first two cases, and $\left\{\widetilde{n}^{\prime}\right\}=$ $\{\tilde{n}\} \backslash\{n\}$ for the third one, $\sigma^{\prime}=\sigma$ and $Q^{\prime}=Q$.

Note that $B$ is unique up to the structural rules different from alias, subst and Rewrite. We say that $\varphi(B)$ is the standard frame w.r.t. $A$.

We say that a frame $\varphi=\nu \widetilde{n} . \sigma$ is ground is $\sigma$ is ground. Remark that if a frame $\varphi$ is valid w.r.t. some closed process $P$ then there is a ground frame $\varphi^{\prime} \equiv \varphi$.

### 4.1.3 Secrecy properties

### 4.1.3.1 Passive case

A passive adversary only eavesdrops the communication, and thus he knows the messages sent on the network and also in which order they were sent. As we have already seen, this information is represented in the applied pi calculus by frames. Lemma 4.4 assures that these frames can always be written as $\nu \widetilde{n} . \sigma$ with $\sigma$ a ground substitution. Thus, in the passive case, we always suppose that frames are ground.

The names in $\widetilde{n}$ are said to be restricted in $\varphi$. Intuitively, these names are a priori unknown to the intruder. The names outside $\widetilde{n}$ are said to be free in $\varphi$. The set of free names occurring in $\varphi$ is denoted $\operatorname{fn}(\varphi)$. A term $M$ is said public w.r.t. a frame $\nu \widetilde{n} . \sigma$ (or w.r.t. a set of names $\widetilde{n}$ ) if $\operatorname{names}(M) \cap \widetilde{n}=\emptyset$ and private function symbols do not occur in $M$ (that is, $M \in \mathcal{T}\left(\mathcal{F}_{\text {pub }}, \mathcal{X}, \mathcal{N} \backslash\right.$ $\widetilde{n})$ ). The frame or the set of names might be omitted when it is clear from the context, and simply say that a term is public.

In the sequel, we assume that the secret is a term (usually a name denoted by s) of some basic sort, thus not a channel name.

Simple secrecy As we have seen, the intruder knowledge is represented by ground frames. Also, in this chapter, we suppose that all names which are not explicitly restricted (with regard to some process or frame) are available to the intruder. Thus, we define the deducibility relation between ground frames and terms as follows:

$$
\varphi \vdash_{\mathcal{E}} M \stackrel{\text { def }}{\Longleftrightarrow} \operatorname{ran}(\sigma) \cup(\mathcal{N} \backslash \widetilde{n}) \vdash_{\mathcal{I}(\mathcal{E})} M
$$

with $\vdash_{\mathcal{I}}(\mathcal{E})$ given by Definition 1.9 (page 39). We drop the subscript $\mathcal{E}$ when it is clear from the context.

A message is usually said secret if it is not in the intruder's knowledge, that is if it not deducible from the messages sent on the network.
Definition 4.5 (Simple secrecy) We say that a term $M$ is a simple secret in $\varphi$ if $\varphi \nvdash M$.
We will often use another characterisation of deducible terms.
Proposition 4.6 Let $\varphi=\nu \widetilde{n} . \sigma$ be a frame and $M$ be a term. $\varphi \vdash M$ if and only if there exists a public term $T$ w.r.t. $\varphi$ such that $T \sigma=\mathcal{E} M$.

This is easily proved by induction on the length of the deducibility proof. It is in fact equivalent with Lemma 1.10.

Exemple 4.7 The terms $k$ and $\left\langle k, k^{\prime}\right\rangle$ are deducible from the frame $\nu k, k^{\prime}, r .\left\{\operatorname{enc}\left(k, k^{\prime}, r\right) / x, k^{\prime} / y\right\}$. The "recipes" guaranteed by the previous proposition are $\operatorname{dec}(x, y)$ and $\langle\operatorname{dec}(x, y), y\rangle$ respectively.

Strong secrecy Deducibility does not always suffice to express all the abilities of an intruder. Some abilities are better captured by static equivalence.
Exemple 4.8 Let $\sigma_{1}=\left\{\operatorname{enc}\left(n_{1}, k, r_{1}\right) / x\right\}, \sigma_{2}=\left\{\operatorname{enc}\left(n_{2}, k, r_{2}\right) / x\right\}, \sigma^{\prime}=\left\{{ }^{\left\langle n_{1}, n_{2}\right\rangle} / y\right\}, \sigma^{\prime \prime}=\left\{{ }^{k} / z\right\}$, and $\widetilde{n}=\left\{k, n_{1}, n_{2}, r_{1}\right\}$. Then the frames $\nu \widetilde{n} .\left(\sigma_{1} \uplus \sigma^{\prime}\right)$ and $\nu \widetilde{n}$. $\left(\sigma_{2} \uplus \sigma^{\prime}\right)$ are statically equivalent, and so are the frames $\nu \widetilde{n}$. $\left(\sigma_{1} \uplus \sigma^{\prime \prime}\right)$ and $\nu \widetilde{n}$. $\left(\sigma_{2} \uplus \sigma^{\prime \prime}\right)$. However, the frames $\varphi_{1}=\nu \widetilde{n} .\left(\sigma_{1} \uplus \sigma^{\prime} \uplus \sigma^{\prime \prime}\right)$ and $\varphi_{2}=\nu \widetilde{n}$. $\left(\sigma_{2} \uplus \sigma^{\prime} \uplus \sigma^{\prime \prime}\right)$ are not, since $\left(\operatorname{dec}(x, z)=\pi_{1}(y)\right) \varphi_{1}$ but $\left(\operatorname{dec}(x, z) \neq \pi_{1}(y)\right) \varphi_{2}$.

Note that the set of deducible messages is the same for all pairs of frames. However, an attacker is able to detect that in the frames $\varphi_{1}$ and $\varphi_{2}$ the first message (i.e. $x \sigma_{1}$ and $x \sigma_{2}$ respectively) corresponds to distinct nonces. In particular, the attacker is able to distinguish the two "worlds" represented by $\varphi_{1}$ and $\varphi_{2}$.

Let $\varphi=\nu \widetilde{n} . \sigma$ be a frame and $s \in \widetilde{n}$ a restricted name in $\varphi$. Let $M$ be a term such that names $(M) \cap \widetilde{n}=\emptyset$. We denote by $\varphi\left[{ }^{M} / \mathrm{s}\right]$ the frame $\nu \widetilde{n} . \sigma\left[{ }^{M} / \mathrm{s}\right]$ obtained by instantiating s with $M$ in each term of the substitution $\sigma$. For simplicity we may omit s and write $\varphi[M]$ instead of $\varphi\left[^{M / s}\right]$.

Definition 4.9 (Strong secrecy) We say that s is a strong secret in $\varphi$ if for any closed terms $M, M^{\prime}$ public w.r.t. $\varphi$, we have $\varphi\left[{ }^{M} / \mathrm{s}\right] \approx_{s} \varphi\left[{ }^{M^{\prime} / \mathrm{s}}\right]$.

In other words, $s$ is a strong secret if the intruder cannot distinguish the frames obtained by instantiating the secret $s$ by two terms of its choice.

### 4.1.3.2 Active case

Given an extended process $A$ we denote by $A\left[{ }^{M} / s\right]$ the extended process obtained from $A$ by replacing each occurrence of the name $s$ (except the name restrictions $\nu s$ ) with $M$.

Definition 4.10 (Simple and strong secrecy) Let $P$ be a closed plain process and s a bound name of $P$.

We say that $\mathbf{s}$ is a simple secret in $P$ if for every ground valid frame $\varphi$ w.r.t. $P, \varphi \nvdash \mathrm{~s}$.
We say that $\mathbf{s}$ is a strong secret if for any closed terms $M, M^{\prime}$ public w.r.t. $\operatorname{bn}(P), P\left[{ }^{M} / \mathrm{s}\right] \approx_{l}$ $P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.

Examples will be provided in Section 4.3.

### 4.2 Passive case

### 4.2.1 Simple secrecy implies strong secrecy

Simple secrecy is usually weaker than strong secrecy! We first exhibit some examples of frames that preserves simple secrecy but not strong secrecy. They all rely on different properties.

Probabilistic encryption. The frame $\psi_{1}=\nu \mathbf{s}, k, r .\{\operatorname{enc}(\mathbf{s}, k, r) / x$, enc $(n, k, r) / y\}$ does not preserve the strong secrecy of s. Indeed, $\psi_{1}[n] \not \overbrace{s} \psi_{1}\left[n^{\prime}\right]$ since $(x=y) \psi_{1}[n]$ but $(x \neq y) \psi_{1}\left[n^{\prime}\right]$. This would not happen if each encryption used a distinct randomness, that is if the encryption was probabilistic.

Key position. The frame $\psi_{2}=\nu \mathbf{s}, n .\left\{\operatorname{enc}\left(\left\langle n, n^{\prime}\right\rangle, \mathbf{s}, r\right) / x\right\}$ does not preserve the strong secrecy of s. Indeed, $\psi_{2}[k] \not \nsim s_{s} \psi_{2}\left[k^{\prime}\right]$ since $\left(\pi_{2}(\operatorname{dec}(x, k))=n^{\prime}\right) \psi_{2}[k]$ but $\left(\pi_{2}(\operatorname{dec}(x, k)) \neq n^{\prime}\right) \psi_{2}\left[k^{\prime}\right]$. If s occurs in key position in some ciphertext, the intruder may try to decrypt the ciphertext since s is replaced by public terms and check for some redundancy. It may occur that the encrypted message does not contain any verifiable part. In that case, the frame may preserve strong secrecy. It is for example the case for the frame $\nu n .\{\operatorname{enc}(n, \mathbf{s}, r) / x\}$. Such cases are however quite rare in practice.

No destructors. The frame $\psi_{3}=\nu$ s. $\left\{\pi_{1}(\mathbf{s}) / x\right\}$ does not preserve the strong secrecy of $\mathbf{s}$ simply because $[x=k]$ is true for $\psi_{3}\left[\left\langle k, k^{\prime}\right\rangle\right]$ while not for $\psi_{3}[k]$.

Retrieve rule. The retrieve $\left(\operatorname{sign}\left(z_{1}, z_{2}\right)\right)=z_{1}$ equation may seem arbitrary since not all signature schemes enable to get the signed message out of a signature. It is actually crucial for our result. For example, the frame $\psi_{4}=\nu \mathbf{s}$. $\{\operatorname{sign}(\mathrm{s}, \operatorname{priv}(a)) / x, \operatorname{pub}(a) / y\}$ does not preserve the strong secrecy of s because [check $(n, x, y)=\mathrm{ok}]$ passes for $\psi_{4}[n]$ but not for $\psi_{4}\left[n^{\prime}\right]$. However, because of the retrieve equation, the frame neither preserves the simple secrecy of $s$.

In the first three cases, the frames preserve the simple secrecy of $\mathbf{s}$, that is $\psi_{i} \nvdash \mathbf{s}$, for $1 \leq i \leq 3$. In the fourth case, we would also have $\psi_{4} \nvdash \mathrm{~s}$ without the retrieve equation.

We define agent encryptions as encryptions which use "true" randomness, that is fresh names. Note that in the passive case all encryptions are produced by agents and not by the intruder. Encryption (as a primitive) is probabilistic if each (application of) encryption uses a distinct randomness. Next, we define these notions formally.

We say that an occurrence $q_{\text {enc }}$ of an encryption in a term $U$ is an agent encryption w.r.t. a set of names $\widetilde{n}$ if $\left.U\right|_{\text {qenc } \cdot 3} \in \widetilde{n}$. We say that an occurrence $q_{\text {enc }}$ of an encryption in a term $U$ is a probabilistic encryption w.r.t. a set of terms $S$ if no distinct term shares the same randomness,
that is, for any term $V \in S$ and position $p$ such that $\left.V\right|_{p}=\left.U\right|_{q_{\text {enc }} \cdot 3}$ we have that $p=q \cdot 3$ for some $q$ and $\left.V\right|_{q}=\left.U\right|_{q_{\text {enc }}}$.

The previous examples lead us to the following definition.
Definition 4.11 (Well-formed frame) A frame $\varphi=\nu \widetilde{n} . \sigma$ is well-formed w.r.t. some name s if

1. any encryption in $\sigma$ is an agent encryption w.r.t. $\widetilde{n} \backslash\{\mathbf{s}\}$ and a probabilistic encryption w.r.t. the set of terms of $\sigma$;
2. s is not part of a key or a randomness, i.e. for all enc $(M, K, R)$, enca $\left(M^{\prime}, K^{\prime}, R^{\prime}\right)$, $\operatorname{sign}(U, V)$, $\operatorname{pub}(W), \operatorname{priv}\left(W^{\prime}\right)$ subterms of $\varphi, \mathrm{s} \notin \operatorname{names}\left(K, K^{\prime}, V, W, W^{\prime}, R, R^{\prime}\right)$;
3. $\varphi$ does not contain destructor symbols.

For well-formed frames, simple secrecy is actually equivalent to strong secrecy.
Theorem 4.12 Let $\varphi$ be a well-formed frame w.r.t. s , where s is a restricted name in $\varphi$.

$$
\varphi \nvdash \mathrm{s} \text { if and only if } \varphi\left[{ }^{M} / \mathrm{s}\right] \approx_{s} \varphi\left[{ }^{M^{\prime}} / \mathrm{s}\right]
$$

for all $M, M^{\prime}$ closed public terms w.r.t. $\varphi$.
Proof Let $\varphi=\nu \widetilde{n} . \sigma$ be a well-formed frame w.r.t. s . If $\varphi \vdash \mathrm{s}$, this trivially implies that $\mathbf{s}$ is not a strong secret. Indeed, there exists a public term $T$ w.r.t. $\varphi$ such that $T \sigma={ }_{E} \mathbf{s}$, by Proposition 4.6. Let $n_{1}, n_{2}$ be fresh names such that $n_{1}, n_{2} \notin \widetilde{n}$ and $n_{1}, n_{2} \notin \operatorname{fn}(\varphi)$. Since $T \sigma\left[{ }^{n_{1}} / \mathrm{s}\right]={ }_{E} n_{1}$ the frames $\varphi\left[{ }^{n_{1}} / \mathrm{s}\right]$ and $\varphi\left[{ }^{n_{2}} / \mathrm{s}\right]$ are distinguishable by the test $\left[T=n_{1}\right]$.

We assume now that $\varphi \nvdash \mathrm{s}$. We first show that any syntactic equality satisfied by the frame $\varphi\left[{ }^{M} / \mathrm{s}\right]$ is already satisfied by $\varphi$.

Lemma 4.13 Let $\varphi=\nu \widetilde{n} . \sigma$ be a well-formed frame w.r.t. $\mathrm{s} \in \widetilde{n}$ such that $\varphi \nvdash \mathrm{s}$. Let $U, V$ and $M$ be public terms w.r.t. $\varphi$, with $\operatorname{var}(U), \operatorname{var}(V) \subseteq \operatorname{dom}(\sigma)$ and $M$ ground. Then $U \sigma\left[{ }^{M} / \mathrm{s}\right]=V \sigma\left[{ }^{M} / \mathrm{s}\right]$ implies $U \sigma=V \sigma$.

This lemma is proved in Section 4.2.2.
The key lemma is that any reduction that applies to a deducible term $U$ where s is replaced by some $M$, directly applies to $U$.

Lemma 4.14 Let $\varphi=\nu \widetilde{n} . \sigma$ be a well-formed frame w.r.t. $\mathrm{s} \in \widetilde{n}$ such that $\varphi \nvdash \mathrm{s}$. Let $U$ be a term with $\operatorname{var}(U) \subseteq \operatorname{dom}(\varphi)$ and $M$ be a closed term in normal form such that $U$ and $M$ are public w.r.t. $\varphi$. If $U \sigma\left[{ }^{M} / \mathrm{s}\right] \rightarrow V$, for some term $V$, then there exists a frame $\varphi^{\prime}=\nu \widetilde{n} . \sigma^{\prime}$ well-formed w.r.t. s

- extending $\varphi$, that is $x \sigma^{\prime}=x \sigma$ for all $x \in \operatorname{dom}(\sigma)$,
- preserving deducible terms : $\varphi \vdash W$ if and only if $\varphi^{\prime} \vdash W$,
- and such that $V=V^{\prime} \sigma^{\prime}\left[{ }^{M} / \mathrm{s}\right]$ and $U \sigma \rightarrow V^{\prime} \sigma^{\prime}$ for some $V^{\prime}$ public w.r.t. $\varphi^{\prime}$.

This lemma (proved in Section 4.2.2) allows us to conclude the proof of Theorem 4.12. Fix arbitrarily two public closed terms $M, M^{\prime}$. We can assume w.l.o.g. that $M$ and $M^{\prime}$ are in normal form. Let $U \neq V$ be two public terms such that $\operatorname{var}(U), \operatorname{var}(V) \subseteq \operatorname{dom}(\varphi)$ and $U \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E} V \sigma\left[{ }^{M} / \mathrm{s}\right]$. Then there are $U_{1}, \ldots, U_{k}$ and $V_{1}, \ldots, V_{l}$ such that $U \sigma\left[{ }^{M} / \mathrm{s}\right] \rightarrow U_{1} \rightarrow \ldots \rightarrow U_{k}, V \sigma\left[{ }^{M} / \mathrm{s}\right] \rightarrow V_{1} \rightarrow$ $\ldots \rightarrow V_{l}, U_{k}=U \sigma\left[{ }^{M} / \mathrm{s}\right] \downarrow, V_{l}=V \sigma\left[^{M} / \mathrm{s}\right] \downarrow$ and $U_{k}=V_{l}$.

Applying repeatedly Lemma 4.14 we obtain that there exist public terms $U_{1}^{\prime}, \ldots, U_{k}^{\prime}$ and $V_{1}^{\prime}, \ldots, V_{l}^{\prime}$ and well-formed frames $\varphi_{i}=\nu \widetilde{n} . \sigma_{i}$, for $i \in\{1, \ldots, k\}$ and $\psi_{j}=\nu \widetilde{n} . \theta_{j}$, for $j \in\{1, \ldots, l\}$
(as in the lemma) such that $U_{i}=U_{i}^{\prime} \sigma_{i}\left[{ }^{M} / \mathrm{s}\right], U \sigma \rightarrow U_{1}^{\prime} \sigma_{1}, U_{i}^{\prime} \sigma_{i} \rightarrow U_{i+1}^{\prime} \sigma_{i+1}, V_{j}=V_{j}^{\prime} \theta_{j}\left[{ }^{M} / \mathrm{s}\right]$, $V \sigma \rightarrow V_{1}^{\prime} \theta_{1}$ and $V_{j}^{\prime} \theta_{j} \rightarrow V_{j+1}^{\prime} \theta_{j+1}$.

The substitution $\sigma_{k}$ extends $\sigma$, which means that $\sigma_{k}=\sigma \uplus \sigma_{k}^{\prime}$ with $\operatorname{dom}(\sigma) \cap \operatorname{dom}\left(\sigma_{k}^{\prime}\right)=\emptyset$. Similarly, $\theta_{l}=\sigma \uplus \theta_{l}^{\prime}$ with $\operatorname{dom}(\sigma) \cap \operatorname{dom}\left(\theta_{l}^{\prime}\right)=\emptyset$. By possibly renaming the variables of $\theta_{l}^{\prime}$ and of the $V_{j}^{\prime}$, we can assume that $\operatorname{dom}\left(\sigma_{k}^{\prime}\right) \cap \operatorname{dom}\left(\theta_{l}^{\prime}\right)=\emptyset$. We consider $\varphi^{\prime}=\nu \widetilde{n} . \sigma^{\prime}$ where $\sigma^{\prime}=\sigma \uplus \sigma_{k}^{\prime} \uplus \theta_{l}^{\prime}$. Since only subterms of $\varphi$ have been added to $\varphi^{\prime}$, it is easy to verify that $\varphi^{\prime}$ is still a well-formed frame and for every term $W$ we have that $\varphi \vdash W$ if and only if $\varphi^{\prime} \vdash W$. In particular $\varphi^{\prime} \nvdash \mathrm{s}$.

By construction we have that $U_{k}^{\prime} \sigma_{k}\left[{ }^{M} / \mathrm{s}\right]=V_{l}^{\prime} \theta_{l}[M / \mathrm{s}]$. Then, by Lemma 4.13, we deduce that $U_{k}^{\prime} \sigma_{k}=V_{l}^{\prime} \theta_{l}$ that is $U \sigma={ }_{E} V \sigma$. By stability of substitution of names, we have $U \sigma\left[{ }^{M^{\prime}} / \mathrm{s}\right]={ }_{E}$ $V \sigma\left[{ }^{M^{\prime}} / \mathrm{s}\right]$. We deduce that $\varphi\left[{ }^{M} / \mathrm{s}\right] \approx_{s} \varphi\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.

### 4.2.2 Generalisation of well-formed frames

In the active case, we need a more general definition for well-formed frames and for the corresponding lemmas. In particular, we need to consider frames with destructor symbols. Thus we provide here the definition of extended well-formed frames, show that well-formed frames are special cases of extended well-formed (when the frames preserve simple secrecy), and then prove analogous lemmas for extended well-formed frames.

In the sequel, especially in the proofs, we often assume a tree visualisation of terms with the root (i.e. the head symbol) at the top, and we thus use notions as "above", "below", "lowest", etc. when talking about occurrences in terms. For example, an occurrence $p$ is above an occurrence $q$ if $p \leq q$. Moreover, we may say that a term $V$ is "in" a term $U$ if $V$ is a subterm of $U$.

We say that there is an encryption plaintext-above a subterm $T$ of a term $U$ at position $q_{T}$ if there is a position $q<q_{T}$ such that $\left.U\right|_{q}$ is a ciphertext (that is, $\operatorname{head}\left(\left.U\right|_{q}\right) \in\{$ enc, enca\}), and $T$ occurs in the plaintext subterm of the encrypted term (that is, $q \cdot 1 \leq q_{T}$ ).

Definition 4.15 (Extended well-formed frame) We say that a frame $\varphi=\nu \widetilde{n} . \sigma$ is an extended well-formed w.r.t. s if

1. all the terms of $\sigma$ are in normal form,
2. any agent encryption w.r.t. $\widetilde{n}$ in $\sigma$ is a probabilistic encryption w.r.t. $\operatorname{ran}(\sigma)$,
3. for every occurrence $q_{\mathrm{s}}$ of s in $y \sigma$ with $y \in \operatorname{dom}(\sigma)$, there exists an agent encryption (say $\left.q_{\text {enc }}\right)$ w.r.t. $\widetilde{n} \backslash\{\mathrm{~s}\}$ plaintext-above s ,
4. the lowest agent encryption $q_{0}$ plaintext-above satisfies head $\left(\left.y \sigma\right|_{q}\right) \in\{\rangle$, sign $\}$, for all positions $q$ with $q_{0}<q<q_{\mathrm{s}}$.

This definition ensures in particular that there is no destructor directly above s.
Exemple 4.16 The frame $\varphi=\nu \mathrm{s}, k$, $n .\left\{\pi_{1}\left(\operatorname{enc}(a, \operatorname{enc}(\langle b, \mathbf{s}\rangle, k, n)), n^{\prime \prime}\right) / x, \operatorname{enc}\left(a, k^{\prime}, n^{\prime}\right) / y, \operatorname{enc}\left(b, k^{\prime}, n^{\prime}\right) / z\right\}$ is extended well-formed, while the frames $\varphi_{2}=\nu n .\{\operatorname{enc}(a, k, n) / y, \operatorname{enc}(b, k, n) / z\}, \varphi_{3}=\nu n .\{\operatorname{enc}(a, \mathbf{s}, n) / x\}$, and $\varphi_{4}=\nu \mathrm{s}, k, n .\left\{\operatorname{enc}\left(\pi_{1}(\mathrm{~s}), k, n\right) / x\right\}$ are not, each frame $\varphi_{i}$ contradicting condition i. of the Definition 4.15 (i.e. $\varphi_{1}$ contradicts condition 1. and so on).

We first start by a preliminary lemma which states that in a well-formed frame w.r.t. s, either every occurrence of $s$ is under some encryption or $s$ is deducible.

Lemma 4.17 Let $\varphi=\nu \widetilde{n} . \sigma$ be a well-formed frame w.r.t. $\mathrm{s} \in \widetilde{n}$ such that $\varphi \nvdash \mathrm{s}$. For any $y \in \operatorname{dom}(\sigma)$ and for any occurrence $q_{\mathrm{s}}$ of s in $y \sigma$ there is an encryption plaintext-above $q_{\mathrm{s}}$ in $y \sigma$.

Proof Assume by contradiction that there is an occurrence $q_{\mathrm{s}}$ of $\mathbf{s}$ in $y \sigma$ such that there is no encryption plaintext-above $s$. Then, from conditions 2 and 3 of the definition of well-formed frames, we have that there are only pairs and signatures as function symbols above s. It follows that s is deducible (by applying the projections and the retrieve equations), which contradicts the hypothesis.

Thus, there exists a position $q<q_{\mathbf{s}}$ such that $\left.y \sigma\right|_{q}$ is an encryption. By condition 2 of the definition of well-formed frames, s must occur in the plaintext part of the encryption, that is $q \cdot 1 \leq q_{\mathrm{s}}$.

Lemma 4.18 Let $\varphi=\nu \widetilde{n} . \sigma$ be a frame and s a restricted name in $\varphi$ such that $\varphi \nvdash \mathrm{s}$. If $\varphi$ is a well-formed frame w.r.t. s then it is an extended well-formed frame w.r.t. s.

Proof Since there are no destructor symbols in $\varphi$ all terms are in normal form. Since any encryption in $\sigma$ is probabilistic it will be a fortiori the case for agent encryptions.

Consider an occurrence $q_{\mathrm{s}}$ of s in $y \sigma$ with $y \in \operatorname{dom}(\sigma)$. From Lemma 4.17 we have that there is at least an encryption plaintext-above s in $y \sigma$. Consider the lowest one. Then condition 1 of the definition of well-formed frames says that this encryption is an agent encryption. Conditions 2 and 3 impose that the only function symbols in between may be $\rangle$ and sign.

The following lemma states that if in two distinct terms the secret is protected by agent probabilistic encryptions then by replacing the secret with any term we cannot obtain two syntactically equal terms.

Lemma 4.19 Let $\widetilde{n}$ be a set of names and s be a name, $\mathrm{s} \in \widetilde{n}$. Let $M$ be a ground public term w.r.t. $\widetilde{n}$ and $U, V$ be two terms such that for any occurrence $q_{\mathrm{s}}$ of s (in $U$ or $V$ ) there is an encryption $q_{\mathrm{enc}}$ (in $U$ or $V$ respectively) with $q_{\mathrm{enc}} \cdot 1 \leq q_{\mathrm{s}}$ such that $q_{\mathrm{enc}}$ is an agent encryption w.r.t. $\widetilde{n} \backslash\{\mathbf{s}\}$ and $q_{\text {enc }}$ is a probabilistic encryption w.r.t. $\{U, V\}$. Then $U\left[{ }^{M} / \mathbf{s}\right]=V\left[{ }^{M} / \mathbf{s}\right]$ implies $U=V$.

Proof Suppose that $U\left[{ }^{M} / \mathrm{s}\right]=V\left[{ }^{M} / \mathrm{s}\right]$ and $U \neq V$. Then there is an occurrence $q_{\mathrm{s}}$ of $\mathbf{s}$, say in $U$, such that $\left.V\right|_{q_{\mathrm{s}}} \neq \mathrm{s}$. Consider an agent probabilistic encryption $q_{\text {enc }}$ with $q_{\text {enc }} \cdot 1 \leq q_{\mathrm{s}}$ as in the lemma. We have $\left.U\right|_{q_{\text {enc }} \cdot 3} \in \widetilde{n} \backslash\{\mathbf{s}\}$. It follows that $\left.V\left[{ }^{M} / \mathbf{s}\right]\right|_{q_{\text {enc }} \cdot 3} \in \widetilde{n} \backslash\{\mathbf{s}\}$. Since $M$ is public this implies that $q_{\mathrm{enc}} \cdot 3$ is a position in $V$. And since $q_{\mathrm{enc}}$ is a probabilistic encryption and $\left.U\right|_{q_{\text {enc }} \cdot 3}=\left.V\right|_{q_{\text {enc }} \cdot 3}$ it follows that $\left.U\right|_{q_{\text {enc }}}=\left.V\right|_{q_{\text {enc }}}$. Hence $\left.U\right|_{q_{\mathrm{s}}}=\left.V\right|_{q_{\mathrm{s}}}$ which represents a contradiction with $\left.V\right|_{q_{\mathrm{s}}} \neq \mathrm{s}$.

Corollary 4.20 Let $\varphi=\nu \widetilde{n} . \sigma$ be an extended well-formed frame w.r.t. $\mathrm{s} \in \widetilde{n}$ such that $\varphi \nvdash \mathrm{s}$. Let $U, V$ and $M$ be public terms w.r.t. $\varphi$, with $\operatorname{var}(U), \operatorname{var}(V) \subseteq \operatorname{dom}(\sigma)$ and $M$ ground. Let $W, W^{\prime}$ be subterms of terms in $\operatorname{ran}(\sigma)$ such that for every occurrence $q_{\mathrm{s}}$ of s in $W$ (or $W^{\prime}$ ) there is an occurrence of an encryption $q_{\mathrm{enc}}$ in $W$ (or $W^{\prime}$ respectively) with $q_{\mathrm{enc}}<q_{\mathrm{s}}$. Then

1. $U \sigma\left[{ }^{M} / \mathrm{s}\right]=V \sigma\left[{ }^{M} / \mathrm{s}\right]$ implies $U \sigma=V \sigma$;
2. $U \sigma\left[{ }^{M} / \mathrm{s}\right]=W\left[{ }^{M} / \mathrm{s}\right]$ implies $U \sigma=W$;
3. $W\left[{ }^{M} / \mathrm{s}\right]=W^{\prime}\left[{ }^{M} / \mathrm{s}\right]$ implies $W=W^{\prime}$.

Proof We prove below that in $U \sigma$ and in $W$ for each occurrence $q_{\mathrm{s}}$ of s there is an encryption $q_{\text {enc }}^{\prime}$ (in $y \sigma$ for some $y \in \operatorname{var}(U)$, and in $W$ respectively) with $q_{\text {enc }}^{\prime} \cdot 1 \leq q_{\mathrm{s}}$ such that $q_{\text {enc }}^{\prime}$ is an agent encryption w.r.t. $\widetilde{n} \backslash\{\mathbf{s}\}$. Then, by analogy, the same thing holds for $V \sigma$ and $W^{\prime}$. Since by condition (2) of extended well-formed frames an agent encryption w.r.t. $\tilde{n}$ is a probabilistic
encryption, it follows that each pair $(U \sigma, V \sigma),(U \sigma, W)$ and $\left(W, W^{\prime}\right)$ satisfies the conditions of Lemma 4.19. Then the result follows directly.

Consider an occurrence $q_{\mathrm{s}}$ of s in $U \sigma$. Since $U$ is public, there is a variable $y \in \operatorname{var}(U) \subseteq$ $\operatorname{dom}(\sigma)$ and an occurrence $p_{y}$ of it in $U$ such that $p_{y} \leq q_{\mathrm{s}}$. From the definition of extended well-formed frames we know that there is an encryption $q_{\text {enc }}^{\prime}$ in $y \sigma$ with $q_{\text {enc }}^{\prime} \cdot 1 \leq q_{\mathrm{s}}$ which is an agent encryption w.r.t. $\widetilde{n} \backslash\{\mathrm{~s}\}$. Hence $q_{\text {enc }}^{\prime}$ satisfies the conditions of Lemma 4.19.

In $W$ for each occurrence $q_{\mathrm{s}}$ of $\mathbf{s}$ there is an occurrence $q_{\mathrm{enc}}$ of an encryption above $q_{\mathrm{s}}$. Then we can consider the lowest occurrence $q_{\text {enc }}^{\prime}$ of an encryption above $q_{\mathrm{s}}$ in $W$. By the definition of extended well-formed frames, the lowest encryption above $q_{\mathrm{s}}$ is an agent encryption and is plain-text above $q_{\mathrm{s}}$. Hence $q_{\text {enc }}^{\prime}$ satisfies the conditions of Lemma 4.19.

Lemma 4.13 can now be easily deduced since it is the analogous statement of Point 1 of Corollary 4.20 for well-formed frames (which are extended well-formed frames as we have seen in Lemma 4.18).

The following lemma is the generalisation of Lemma 4.14 for extended well-formed frames.
Lemma 4.21 Let $\varphi=\nu \widetilde{n} . \sigma$ be an extended well-formed frame w.r.t. $\mathrm{s} \in \widetilde{n}$ such that $\varphi \nvdash \mathrm{s}$. Let $U$ be a term with $\operatorname{var}(U) \subseteq \operatorname{dom}(\varphi)$ and $M$ be a closed term in normal form such that $U$ and $M$ are public w.r.t. $\varphi$. If $U \sigma\left[{ }^{M} / \mathrm{s}\right] \rightarrow V$, for some term $V$, then there exists an extended well-formed frame $\varphi^{\prime}=\nu \widetilde{n} . \sigma^{\prime}$ w.r.t. s

- extending $\varphi$, that is $x \sigma^{\prime}=x \sigma$ for all $x \in \operatorname{dom}(\sigma)$,
- preserving deducible terms : $\varphi \vdash W$ if and only if $\varphi^{\prime} \vdash W$,
- and such that $V=V^{\prime} \sigma^{\prime}\left[{ }^{M} / \mathrm{s}\right]$ and $U \sigma \rightarrow V^{\prime} \sigma^{\prime}$ for some $V^{\prime}$ public w.r.t. $\varphi^{\prime}$.

Proof Let $U, V, M$ be terms with $U$ and $M$ public w.r.t. $\varphi, M$ being closed and in normal form such that $U \sigma\left[{ }^{M} / \mathrm{s}\right] \rightarrow V$, as in the statement of the lemma. Let $(L \rightarrow R) \in \mathcal{R}(E)$ be the rule that was applied in the above reduction and let $p$ be the position at which it was applied, i.e. $\left.U \sigma\left[{ }^{M} / \mathrm{s}\right]\right|_{p}=L \theta$. Since $M$ is in normal form, $p \in \operatorname{pos}(U \sigma)$.

Assume that there is a substitution $\theta_{0}$ such that $\left.U \sigma\right|_{p}=L \theta_{0}$. This will be proved in the Fact below. It follows that $U \sigma$ is reducible. If $p \notin \operatorname{pos}_{\mathrm{nv}}(U)$ then there is a term of $\operatorname{ran}(\sigma)$ which is reducible. This contradicts the fact that $\varphi$ is an extended-well formed frame (since all terms in such a frame should be in normal form). Hence we have that $p \in \operatorname{pos}_{\mathrm{nv}}(U)$. Let $T=\left.U\right|_{p}$. We have $T \sigma\left[{ }^{M} / \mathrm{s}\right]=L \theta$ and $T \sigma=L \theta_{0}$.

For our equational theory $E, R$ is either a constant (i.e. ok) or a variable. If $R$ is a constant then we take $V^{\prime}=U[R]_{p}$ and $\sigma^{\prime}=\sigma$. It is easy to verify that the conditions of the lemma are satisfied in this case.

Suppose now that $R$ is a variable $z_{0}$. Consider the ${ }^{14}$ position $q$ of $z_{0}$ in $L$. This position $q$ is also in $L \theta_{0}$, that is in $T \sigma$. Hence one of the two following possibilities may occur :

1. If $q \in \operatorname{pos}_{\mathrm{nv}}(T)$, that is there is no $y \in \operatorname{dom}(\sigma)$ above $z_{0}$, then we consider $V^{\prime}=U\left[\left.T\right|_{q}\right]_{p}$ and $\sigma^{\prime}=\sigma$. In this case also, it is easy to verify that the conditions of the lemma are satisfied.
2. If $q \notin \operatorname{pos}_{\mathrm{nv}}(T)$, that is there is some $y \in \operatorname{dom}(\sigma)$ above $z_{0}$, then we consider $V^{\prime}=U\left[y^{\prime}\right]_{p}$ and $\sigma^{\prime}=\sigma \uplus\left\{R \theta_{0} / y^{\prime}\right\}$, where $y^{\prime}$ is a new variable (i.e. $y^{\prime} \notin \operatorname{dom}(\sigma)$ ). The term $V^{\prime}$ is clearly public w.r.t. $\varphi^{\prime}$. Since $T \sigma={ }_{E} R \theta_{0}, \varphi \vdash R \theta_{0}$. This shows that $\varphi \vdash W$ if and only if $\varphi^{\prime} \vdash W$ for any term $W$ by using the cut-elimination lemma (see Lemma 2.14 at page 61)
We have $V^{\prime} \sigma^{\prime}=\left(U\left[y^{\prime}\right]_{p}\right) \sigma^{\prime}=U \sigma^{\prime}\left[y^{\prime} \sigma^{\prime}\right]_{p}=U \sigma\left[R \theta_{0}\right]_{p}$. Hence $U \sigma \rightarrow V^{\prime} \sigma^{\prime}$.
[^10]From $T \sigma=L \theta_{0}$ and $T \sigma\left[{ }^{M} / \mathrm{s}\right]=L \theta$ we deduce that $z \theta_{0}\left[{ }^{M} / \mathrm{s}\right]=z \theta$ for all $z \in \operatorname{var}(L)$, hence $R \theta_{0}\left[{ }^{M} / \mathrm{s}\right]=R \theta$. Thus $V^{\prime} \sigma^{\prime}\left[{ }^{M} / \mathrm{s}\right]=\left(U \sigma\left[{ }^{M} / \mathrm{s}\right]\right)[R \theta]_{p}=V$.

Since there is some $y \in \operatorname{dom}(\varphi)$ above $z_{0}, R \theta_{0}=z_{0} \theta$ is a subterm of a term of $\sigma$. Then $R \theta_{0}$ is in normal form since all the terms in $\operatorname{ran}(\sigma)$ are in normal form. Also all agent encryptions in $\varphi^{\prime}$ are probabilistic. Suppose that there is an occurrence of sin $R \theta_{0}$ such that there is no encryption plaintext-above it (in $R \theta_{0}$ ). In this case we have that all the function symbols above this occurrence in $R \theta_{0}$ are $\left\rangle\right.$ or sign. Thus s is deducible from $\varphi^{\prime}$ and hence from $\varphi$, which represents a contradiction with the hypothesis. Hence there is an encryption plaintext-above any occurrence of $s$ in $R \theta_{0}$. All this proves that $\varphi^{\prime}$ is also an extended well-formed frame.

Fact : Let us now prove that there exists $\theta_{0}$ such that $\left.U \sigma\right|_{p}=L \theta_{0}$. Assume by contradiction that it is not the case. Then at least one of the following cases occurs :

1. there is a position in $L$ which is not a position in $\left.U \sigma\right|_{p}$;
2. there is a variable $z$ in $L$ having at least two occurrences, say at positions $p_{1}, p_{2}$, for which $\left.\left(\left.U \sigma\right|_{p}\right)\right|_{p_{1}} \neq\left.\left(\left.U \sigma\right|_{p}\right)\right|_{p_{2}}$.

Let us examine in detail the two cases :

1. Consider a minimal position $q^{\prime}$ (w.r.t. the prefix ordering) in $L$ which is not a position in $\left.U \sigma\right|_{p}$. Then $q^{\prime}=q \cdot i$ for some positive integer $i$, with $q$ a position of $\left.U \sigma\right|_{p}$ and there is an s at position $q$ in $\left.U \sigma\right|_{p}$ (since such minimal positions in $L$ must be positions in $\left.U \sigma\left[{ }^{M} / \mathrm{s}\right]\right|_{p}$, but not in $\left.U \sigma\right|_{p}$ ). Also $q \neq \epsilon$ (i.e. it does not correspond to the head of $L$ ) since otherwise $M$ would not be in normal form (because $\left.U \sigma\right|_{p}=s$ and $\left.U \sigma\left[{ }^{M} / \mathrm{s}\right]\right|_{p}=M=L \theta$ ).
By examining all rules in $\mathcal{R}(E)$, we observe that at least one of the conditions in the definition of extended well-formed frames is not satisfied. For example, if $L \rightarrow R$ is the rule $\pi_{1}\left(\left\langle z_{1}, z_{2}\right\rangle\right) \rightarrow z_{1}$ then $q=1$. Then either $\pi_{1}(y)$ is the subterm at position $p$ in $U$ and $y \sigma=\mathbf{s}$ (impossible case since $\mathbf{s}$ would be deducible), or $\pi_{1}(\mathbf{s})$ is the subterm at position $p$ in $U \sigma$ and this subterm is also a subterm of a term of $\sigma$ (again an impossible case because there are no destructors right above s in term of an extended well-formed frame). If $L \rightarrow R$ is the rule deca $\left(\operatorname{enca}\left(z_{1}, \operatorname{pub}\left(z_{2}\right), z_{3}\right), \operatorname{priv}\left(z_{2}\right)\right) \rightarrow z_{1}$ then $q$ might be 1 or $1 \cdot 2$. The case $q=1$ is similar with the previous one. If $q=1 \cdot 2$ then we have a term in $\sigma$ having enca $(W, s)$ as subterm for some $W$ (otherwise s would be deducible). But this again contradicts the definition of extended well-formed frames. The analysis for the other rules is similar.
2. Let $T_{1}=\left.\left(\left.U \sigma\right|_{p}\right)\right|_{p_{1}}$ and $T_{2}=\left.\left(\left.U \sigma\right|_{p}\right)\right|_{p_{2}}$. We have $T_{1} \neq T_{2}$, but $T_{1}\left[{ }^{M} / \mathrm{s}\right]=T_{2}\left[{ }^{M} / \mathrm{s}\right]$. Consider an arbitrary position $q_{\mathrm{s}}$ of s in $T_{1}$. Since $U$ is public, there is a variable $y \in \operatorname{var}(U)$ at position say $p_{y}$ such that $p_{y} \leq p \cdot p_{1} \cdot q_{\mathbf{s}}$. Consider the lowest agent encryption $q_{\text {enc }}$ plaintext-above $q_{\mathrm{s}}$ in $U \sigma$. It occurs in $y \sigma$ according to the definition of extended wellformed frames. Suppose that $p \cdot p_{1}>q_{\text {enc }}$. The function symbols between $q_{\text {enc }}$ and $p \cdot p_{1}$ must be $\rangle$ or sign. But this doesn't hold for none of rules in $\mathcal{R}(E)$. Hence there is an agent encryption plaintext-above $q_{\mathrm{s}}$ in $T_{1}$. The same argument applies to $T_{2}$. We can thus use Point 3 of Corollary 4.20 to $T_{1}$ and $T_{2}$ and obtain a contradiction, that is $T_{1}=T_{2}$.

We have seen that the two cases lead to contradictions. So there is $\theta_{0}$ such that $\left.U \sigma\right|_{p}=L \theta_{0}$.

### 4.3 Active case

### 4.3.1 Our hypotheses

In what follows, we assume s to be the desired secret. As in the passive case, destructors above the secret must be forbidden. We also restrict ourself to processes with ground terms in key position. Indeed, consider the process

$$
P_{1}=\nu \mathbf{s}, k, r, r^{\prime} .\left(\bar{c}\langle\operatorname{enc}(\mathbf{s}, k, r)\rangle \mid c(z) \cdot \bar{c}\left\langle\operatorname{enc}\left(a, \operatorname{dec}(z, k), r^{\prime}\right)\right\rangle\right) .
$$

The name s in $P_{1}$ is a simple secret but not a strong secret. Indeed,

$$
\begin{array}{rlrl}
P_{1} & \equiv \nu \mathbf{s}, k, r, r^{\prime} \cdot\left(\nu x .\left(\{\operatorname{enc}(\mathbf{s}, k, r) / x\}|\bar{c}\langle x\rangle| c(z) . \bar{c}\left\langle\operatorname{enc}\left(a, \operatorname{dec}(z, k), r^{\prime}\right)\right\rangle\right)\right) \\
& \rightarrow \nu \mathbf{s}, k, r, r^{\prime} .\left(\{\operatorname{enc}(\mathbf{s}, k, r) / x\} \mid \bar{z}\left\langle\operatorname{enc}\left(a, \mathbf{s}, r^{\prime}\right)\right\rangle\right) & \text { (COMM rule) } \\
& \equiv \nu \mathbf{s}, k, r, r^{\prime} \cdot\left(\nu y \cdot\left(\left\{\operatorname{enc}(\mathbf{s}, k, r) / x, \operatorname{enc}\left(a, \mathbf{s}, r^{\prime}\right) / y\right\} \mid \bar{c}\langle y\rangle\right)\right) \\
& \xrightarrow{\nu y . \bar{c}\langle y\rangle} P_{1}^{\prime}=\nu \mathbf{s}, k, r, r^{\prime} \cdot\left\{\operatorname{enc}^{\prime}(\mathbf{s}, k, r) / x, \operatorname{enc}\left(a, \mathbf{s}, r^{\prime}\right) / y\right\}
\end{array}
$$

and $P_{1}^{\prime}$ does not preserve the strong secrecy of $\mathbf{s}$, since the frame $\varphi\left(P_{1}^{\prime}\right)$ does not preserve it. Indeed, using the same idea as for the frame $\psi_{2}$ of Section 4.2.1, one distinguishing test would be $\left[\operatorname{dec}\left(y, k^{\prime}\right)=a\right]$ for some public name $k^{\prime}$. This test would succeed when $\mathbf{s}$ is instantiated by $k^{\prime}$ but not if s is instantiated by some other value, say $k^{\prime \prime}$.

We denote by enc (respectively $\mathrm{dec}_{\mathrm{g}}$ ) a generic encryption (decryption), that is when using it we refer to both symmetric and asymmetric encryption (decryption) ${ }^{15}$.

Without loss of generality with respect to cryptographic protocols, we assume that terms occurring in processes are in normal form and that no destructor appears above constructors. Indeed, terms like $\pi_{1}\left(\operatorname{enc}_{\mathrm{g}}(M, K, R)\right)$ are usually not used to specify protocols. We also assume that tests do not contain constructors. Indeed a test $\left[\left\langle T_{1}, T_{2}\right\rangle=T^{\prime}\right]$ can be rewritten as $\left[T_{1}=T_{1}^{\prime}\right] \cdot\left[T_{2}=T_{2}^{\prime}\right]$ if $T^{\prime}=\left\langle T_{1}^{\prime}, T_{2}^{\prime}\right\rangle$, and $\left[T_{1}=\pi_{1}\left(T^{\prime}\right)\right] \cdot\left[T_{2}=\pi_{2}\left(T^{\prime}\right)\right]$ if $T^{\prime}$ does not contain constructors, and will never hold otherwise. Similar rewriting applies for encryption, except for the test $\left[\mathrm{enc}_{\mathrm{g}}\left(T_{1}, T_{2}, T_{3}\right)=T^{\prime}\right]$ if $T^{\prime}$ does not contain constructors. It can be rewritten in $\left[\operatorname{dec}_{\mathrm{g}}\left(T^{\prime}, T_{2}\right)=T_{1}\right]$ but this is not equivalent. However since the randomness of encryption is not known to the agents, explicit tests on the randomness should not occur in general.

This leads us to consider the following class of processes.
Definition 4.22 (Well-formed process) A process $P$ is well-formed w.r.t. a name s if it is closed, and :

1. the symbol retrieve does not occur in $\mathcal{M}(P)$, the symbol check does not occur in $\mathcal{M}(P)$ except in head of a test, that is, the check symbol can only appear in tests of the form $[\operatorname{check}(M, N, K)=\mathrm{ok}]$ where check does not appear in $M, N, K$;
2. any encryption in some term of $\mathcal{M}(P)$ is a probabilistic agent encryption w.r.t. $\mathcal{M}(P)$ and $\mathrm{bn}(P) \backslash\{\mathrm{s}\}$ respectively;
3. for any term $\operatorname{enc}_{\mathrm{g}}(M, K, R), \operatorname{dec}_{\mathrm{g}}(M, K)$ or $\operatorname{sign}(M, K)$ occurring in $\mathcal{M}(P), K$ is a closed term and $\mathrm{s} \notin \operatorname{names}(K)$;
4. in $\mathcal{M}(P)$ there are no destructors, nor pub or priv function symbols above constructors, nor above s;
5. for any test,
[^11]- either each operand of a test $T \in \mathcal{M}_{t}$ is a name, a constant or has the form

$$
\pi^{1}\left(\operatorname{dec}_{1}\left(\ldots \pi^{l}\left(\operatorname{dec}_{l}\left(\pi^{l+1}(z), K_{l}\right)\right) \ldots, K_{1}\right)\right)
$$

with $l \geq 0$, where $\operatorname{dec}_{i} \in\{\operatorname{dec}$, deca $\}$, $\pi^{i}$ are words on $\left\{\pi_{1}, \pi_{2}\right\}$ and $z$ is a variable,

- or the test is $[\operatorname{check}(M, N, K)=\mathrm{ok}]$ with $K$ being a closed term, and $M$ and $N$ being of the previously described form.
Conditionals should not test on s. For example, consider the following process :

$$
P_{2}=\nu \mathbf{s}, k, r \cdot(\bar{c}\langle\operatorname{enc}(\mathbf{s}, k, r)\rangle \mid c(z) \cdot[\operatorname{dec}(z, k)=a] . \bar{c}\langle\mathrm{ok}\rangle)
$$

where $a$ is a non restricted name. The name s in $P_{2}$ is a simple secret but not a strong secret. Indeed, $P_{2} \rightarrow \nu \mathbf{s}, k, r .(\{\operatorname{enc}(\mathbf{s}, k, r) / z\} \mid[\mathbf{s}=a] . \bar{c}\langle\mathrm{ok}\rangle)$ and the process $P_{2}[a / \mathrm{s}]$ reduces further, while $P_{2}[\mathrm{~b} / \mathrm{s}]$ does not.

That is why we have to prevent hidden tests on s. Such tests may occur nested in equality tests. For example, let

$$
\begin{aligned}
& P_{3}=\nu \mathbf{s}, k, r, r_{1}, r_{2} \cdot\left(\bar{c}\langle\operatorname{enc}(\mathbf{s}, k, r)\rangle \mid \bar{c}\left\langle\operatorname{enc}\left(\operatorname{enc}\left(a, k^{\prime}, r_{2}\right), k, r_{1}\right)\right\rangle\right. \\
&\left.\mid c(z) \cdot\left[\operatorname{dec}\left(\operatorname{dec}(z, k), k^{\prime}\right)=a\right] \cdot \bar{c}\langle\mathrm{ok}\rangle\right) \rightarrow \\
& P_{3}^{\prime}=\nu \mathbf{s}, k, r, r_{1}, r_{2} \cdot\left(\{\operatorname{enc}(\mathbf{s}, k, r) / z\}\left|\bar{c}\left\langle\operatorname{enc}\left(\operatorname{enc}\left(a, k^{\prime}, r_{2}\right), k, r_{1}\right)\right\rangle\right|\left[\operatorname{dec}\left(\mathbf{s}, k^{\prime}\right)=a\right] . \bar{c}\langle\mathrm{ok}\rangle\right)
\end{aligned}
$$

Then $P_{3}\left[\operatorname{enc}\left(a, k^{\prime}, r^{\prime}\right) / \mathrm{s}\right]$ is not equivalent to $P_{3}[n / \mathrm{s}]$, since the process $P_{3}^{\prime}\left[{ }^{[n c}\left(a, k^{\prime}, r^{\prime}\right) / \mathrm{s}\right]$ emits the message ok while $P_{3}^{\prime}[n / \mathrm{s}]$ does not. This relies on the fact that the decryption $\operatorname{dec}(z, k)$ allows access to s in the test.

For the remaining of the section we assume that x and $\mathrm{z}_{0}$ are new fixed variables. To prevent hidden tests on the secret, we compute an over-approximation of the ciphertexts that may contain the secret, by marking with x all positions under which the secret may appear in clear.

We first introduce a function $f_{e p}$ that extracts the lowest encryption over s and "cleans up" the pairing and signing functions above s. Formally, we define the partial function

$$
f_{e p}: \mathcal{T} \times \mathbb{N}_{+}^{*} \quad \hookrightarrow \mathcal{T} \times \mathbb{N}_{+}^{*}
$$

$f_{e p}(U, p)=(V, q)$ where $V$ and $q$ are defined as follows : $q \leq p$ is the position (if it exists) of the lowest encryption on the path $p$ in $U$. If $q$ does not exist or if $p$ is not a maximal position in $U$ or if $q \cdot 1 \not \leq p$, then $f_{e p}(U, p)=\perp$. Otherwise, $V$ is obtained from $\left.U\right|_{q}$ by replacing all arguments of pairs and signatures that are not on the path $p$ with new variables. More precisely, let $V^{\prime}=\left.U\right|_{q}$. If the subterm $V^{\prime}$ is not of the form $\operatorname{enc}_{\mathbf{g}}\left(M_{1}, M_{2}, M_{3}\right)$ or if $p \neq q \cdot 1 \cdot q^{\prime}$ for some position $q^{\prime}$ then $f_{e p}(U, p)=\perp$. Otherwise, $V$ is defined by $V=\operatorname{enc}_{\mathrm{g}}\left(M_{1}^{\prime}, M_{2}, M_{3}\right)$ with $M_{1}^{\prime}=\operatorname{prune}\left(M_{1}, q^{\prime}\right)$ where prune is recursively defined by :

$$
\begin{aligned}
& \operatorname{prune}(N, \epsilon)=N \\
& \operatorname{prune}\left(\left\langle N_{1}, N_{2}\right\rangle, 1 \cdot r\right)=\left\langle\operatorname{prune}\left(N_{1}, r\right), x_{2 \cdot r}\right\rangle \\
& \operatorname{prune}\left(\left\langle N_{1}, N_{2}\right\rangle, 2 \cdot r\right)=\left\langle x_{1 \cdot r}, \operatorname{prune}\left(N_{2}, r\right)\right\rangle \\
& \text { prune }(\operatorname{sign}(M, K), 1 \cdot r)=\operatorname{sign}\left(\operatorname{prune}(M), x_{2 \cdot r}\right) \\
& \text { prune }\left(f\left(N_{1}, \ldots, N_{k}\right), r\right)=f\left(N_{1}, \ldots, N_{k}\right) \text { if } f \text { is a destructor }
\end{aligned}
$$

and is undefined in all other cases. For example,


The function $f_{e}$ is the composition of the first projection with $f_{e p}$. With the function $f_{e}$, we can extract from the outputs of a protocol $P$ the set of ciphertexts where s appears explicitly below the encryption.

$$
\mathcal{E}_{0}(P)=\left\{f_{e}\left(M[\mathrm{x}]_{p}, p\right)\left|M \in \mathcal{M}_{o}(P) \wedge M\right|_{p}=\mathrm{s}\right\}
$$

For example, $\mathcal{E}_{0}\left(P_{Y}^{\prime}\right)=\left\{\operatorname{enc}\left(\left\langle z_{1 \cdot 1},\left\langle\mathrm{x}, z_{2}\right\rangle\right\rangle, k_{a s}, r_{s}\right)\right.$, enc $\left.\left(\left\langle z_{1}, \mathrm{x}\right\rangle, k_{b s}, r_{s}^{\prime}\right)\right\}$, where $P_{Y}^{\prime}$ is the process corresponding to the Yahalom protocol defined in previous section and s denotes $k_{a b}$.

However s may appear in other ciphertexts sent later on during the execution of the protocol after decryptions and encryptions. Thus we also extract from outputs the destructor parts (which may open encryptions). Namely, we define the partial function

$$
f_{d p}: \mathcal{T} \times \mathbb{N}_{+}^{*} \hookrightarrow \mathcal{T} \times \mathbb{N}_{+}^{*}
$$

$f_{d p}(U, p)=(V, q)$ where $V$ and $q$ are defined as follows : $q \leq p$ is the occurrence of the highest destructor different from check above $p$ (if it exists). Let $r \leq p$ be the occurrence of the lowest decryption above $p$ (if it exists). We have $\left.U\right|_{r}=\operatorname{dec}_{\mathrm{g}}\left(U_{1}, U_{2}\right)$. Then $U_{1}$ is replaced by the variable $\mathrm{z}_{0}$ that is $V=\left.\left(U\left[\operatorname{dec}_{\mathrm{g}}\left(\mathrm{z}_{0}, U_{2}\right)\right]_{r}\right)\right|_{q}$. If $q$ or $r$ do not exist then $f_{d p}(U, p)=\perp$.

For example, $f_{d p}\left(\operatorname{enc}\left(\pi_{1}\left(\operatorname{dec}\left(\pi_{2}(y), k_{1}\right)\right), k_{2}, r_{2}\right), 1 \cdot 1 \cdot 1 \cdot 1\right)=\left(\pi_{1}\left(\operatorname{dec}\left(z_{0}, k_{1}\right)\right), 1\right)$.
The function $f_{d}$ is the composition of the first projection with $f_{d p}$. By applying the function $f_{d}$ to messages of a well-formed process $P$ we always obtain either terms $D$ of the form ${ }^{16} D=$ $D_{1}\left(\ldots D_{n}\right)$ where $D_{i}\left(\mathrm{z}_{0}\right)=\pi^{i}\left(\operatorname{dec}_{\mathrm{g}}\left(\mathrm{z}_{0}, K_{i}\right)\right)$ with $1 \leq i \leq n, K_{i}$ are ground terms and $\pi^{i}$ is a (possibly empty) sequence of projections $\pi_{j_{1}}\left(\pi_{j_{2}}\left(\ldots\left(\pi_{j_{l}}\right) \ldots\right)\right.$ ), or terms check $(M, D, K)$ where $D$ is of the previously defined form.

With the function $f_{d}$, we can extract from the outputs of a protocol $P$ the meaningful destructor part.

$$
\mathcal{D}_{o}(P)=\left\{f_{d}(M, p) \mid M \in \mathcal{M}_{o}(P) \wedge p \in \operatorname{pos}_{\mathrm{v}}(M)\right\}
$$

Remember that $\operatorname{pos}_{\mathrm{v}}(M)$ is the set of variable positions.
For example, $\mathcal{D}_{o}\left(P_{Y}^{\prime}\right)=\left\{\pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{b s}\right)\right), \pi_{1}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{b s}\right)\right)\right\}$.
We are now ready to mark (with x ) all the positions where the secret might be transmitted (thus tested). We define inductively the sets $\mathcal{E}_{i}(P)$ as follows. For each element $E$ of $\mathcal{E}_{i}$ we can show that there is an unique term in normal form denoted by $\bar{E}$ such that $\operatorname{var}(\bar{E})=\left\{z_{0}\right\}$ and $\bar{E}(E) \downarrow=\mathrm{x}$. That is, intuitively, $\bar{E}$ opens $E$ until x. For example, let $E_{1}=\operatorname{enc}\left(\left\langle z_{1},\left\langle\mathrm{x}, z_{2}\right\rangle\right\rangle, k_{a s}, r_{s}\right)$, then $\overline{E_{1}}=\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right)\right)$. We define

$$
\begin{aligned}
\overline{\mathcal{E}_{i}}(P)= & \left\{U \mid \exists E \in \mathcal{E}_{i}(P), U \leq s t\right. \\
\mathcal{E}_{i+1}(P)= & \left\{M^{\prime}[\mathrm{x}]_{q} \mid \exists M \in \mathcal{M}_{o}(P), p \in \operatorname{pos}_{\mathrm{v}}(M) \text { s.t. } f_{e p}(M, p)=\left(M^{\prime}, p^{\prime}\right)\right. \\
& \left.f_{d p}\left(M^{\prime}, p^{\prime \prime}\right)=(D, q), p=p^{\prime} \cdot p^{\prime \prime}, D=D_{1}\left(\ldots D_{n}\right), \text { and } D_{1} \in \overline{\mathcal{E}}_{i}(P)\right\}
\end{aligned}
$$

For example,

$$
\begin{aligned}
& \overline{\mathcal{E}_{0}}\left(P_{Y}^{\prime}\right)=\left\{\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right)\right), \pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right), \operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right), \pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{b s}\right)\right), \operatorname{dec}\left(\mathrm{z}_{0}, k_{b s}\right)\right\} \\
& \mathcal{E}_{1}\left(P_{Y}^{\prime}\right)=\left\{\operatorname{enc}\left(\left\langle z_{1 \cdot 2},\left\langle z_{1}, \mathrm{x}\right\rangle\right\rangle, k_{a s}, r_{s}\right)\right\} \\
& \overline{\mathcal{E}_{1}}\left(P_{Y}^{\prime}\right)=\left\{\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right)\right), \pi_{2}\left(\operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right), \operatorname{dec}\left(\mathrm{z}_{0}, k_{a s}\right)\right\} \\
& \text { and } \mathcal{E}_{i}\left(P_{Y}^{\prime}\right)=\emptyset \text { for } i \geq 2
\end{aligned}
$$

Note that $\mathcal{E}(P)=\cup_{i \geq 0} \mathcal{E}_{i}(P)$ is finite up-to renaming of the variables since for every $i \geq 1$, every term $M \in \mathcal{E}_{i}(P), \operatorname{pos}(M)$ is included in the (finite) set of positions occurring in terms of $\mathcal{M}_{0}$.

[^12]We can now define an over-approximation of the set of tests that may be applied over the secret.

$$
\begin{aligned}
& \mathcal{M}_{t}^{\mathrm{s}}(P)=\left\{T \in \mathcal{M}_{t}(P) \mid T=\mathrm{s} \text { or } \exists p \in \operatorname{pos}_{\mathrm{v}}(T) \text { s.t. } D_{1}\left(\ldots D_{n}\right)=f_{d}(T, p) \neq \perp,\right. \\
& \left.\quad \exists E \in \mathcal{E}(P), \exists i \text { s.t. } D_{i}=\pi^{i}\left(\operatorname{dec}_{\mathrm{g}}\left(\mathrm{z}_{0}, K\right)\right), E=\operatorname{enc}(U, K, R) \text { and } \mathrm{x} \in D_{i}(E) \downarrow\right\}
\end{aligned}
$$

For example, $\mathcal{M}_{t}^{\mathbf{s}}\left(P_{Y}^{\prime}\right)=\left\{\pi_{1}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(\pi_{1}\left(y_{a}\right), k_{a s}\right)\right)\right)\right)\right\}$.
Definition 4.23 ("no test on the secret" process) A well-formed process $P$ w.r.t. s does not test over s if the following conditions are satisfied:

1. for all $E \in \mathcal{E}(P)$, for all $D=D_{1}\left(\ldots D_{n}\right) \in \mathcal{D}_{o}(P)$, if $D_{i}=\pi^{i}\left(\operatorname{dec}_{\mathrm{g}}\left(\mathrm{z}_{0}\right), K\right)$ and $E=$ $\operatorname{enc}_{\mathrm{g}}(U, K, R)$ and $\mathrm{x} \in \operatorname{var}\left(D_{i}(E) \downarrow\right)$ then $i=1$ and $\bar{E} \nless_{s t} D_{1}$,
2. if $\left[T=T^{\prime}\right],\left[T^{\prime}=T\right]$, $\left[\operatorname{check}\left(T, T^{\prime}, K\right)=\mathrm{ok}\right]$ or $\left[\operatorname{check}\left(T^{\prime}, T, K\right)=\mathrm{ok}\right]$ is a test of $P$ and $T \in \mathcal{M}_{t}^{\mathbf{s}}(P)$ then $T^{\prime}$ is a restricted name different from $\mathbf{s}$.

For example, $P_{Y}^{\prime}$ does not test over $\mathbf{s}$. Note that $\mathcal{E}(P)$ can be computed in polynomial time from $P$ and that whether $P$ does not test over s is decidable. We show in the next section that the first condition is sufficient to ensure that frames obtained from $P$ are extended well-formed. It ensures in particular that there are no destructors right above s. Indeed, informally, if some $D_{i}$ cancels some encryption in some $E$ and $\mathrm{x} \in \operatorname{var}\left(D_{i}(E) \downarrow\right)$ then all its destructors should reduce in the normal form computation (otherwise some destructors (namely projections from $D_{i}$ ) remain above x ). Also we have $i=1$ since otherwise a $D_{i}$ may have consumed the lowest encryption above x , thus the other decryption may block, and again there would be destructors left above x .

The second condition requires that whenever an operand of a test [ $T=T^{\prime}$ ] is potentially dangerous (that is $T$ or $T^{\prime}$ is in $\mathcal{M}_{t}^{\mathrm{s}}(P)$ ) then the other operand should be a restricted name.

Exemple 4.24 A simple class of protocols that do not test on the secret is the one where in all messages sent by the protocol, the secret occurs only in the second component of pairs, and the tests apply only on the first component of pairs. For example, if for a protocol $P_{4}$ we have

$$
\mathcal{M}_{o}\left(P_{4}\right)=\left\{\operatorname{enc}\left(\left\langle n_{a}, \mathrm{~s}\right\rangle, k, r\right), \operatorname{enc}\left(\left\langle n_{a}, \pi_{2}(\operatorname{dec}(z, k)), k^{\prime}, r^{\prime}\right)\right\rangle\right\}
$$

and the test is $\left[\pi_{1}\left(\operatorname{dec}\left(z^{\prime}, k^{\prime}\right)\right)=\pi_{1}\left(\operatorname{dec}\left(z^{\prime \prime}, k\right)\right)\right]$ then there will be no test on s . Moreover, this protocol also satisfies the first condition and hence we obtain that s is a strong secret using the main result of this section.

We also give examples of protocols not satisfying the two conditions of Definition 4.23. Consider first a protocol $P_{5}$ for which

$$
\mathcal{M}_{o}\left(P_{5}\right)=\left\{\operatorname{enc}\left(\pi_{1}(\operatorname{dec}(z, k)), k, r^{\prime}\right), \operatorname{enc}(\mathbf{s}, k, r)\right\} .
$$

$P_{5}$ does not satisfy the first condition of the previous definition because the term enc $\left(\pi_{1}(\mathrm{~s}), k, r\right)$ (with a destructor right above s) could be obtained by sending the first message to the agent which constructs the second message.

A second example of protocol not satisfying the conditions (this time the second one) is inspired from the Otway-Rees protocol. Consider a protocol $P_{6}$ where the server waits for $A$, $\left\{\left\{N_{a}, A\right\}_{K_{a s}}\right.$, performs a test on $A$ and then sends $\left.\left\{N_{a}, K_{a b}\right\}\right\}_{\text {as }}$. Using a second session, the intruder is able to transform the test that the server does on $A$ into a test on the secret. Formally, the outputs are

$$
\mathcal{M}_{o}\left(P_{6}\right)=\left\{\left\langle a, \operatorname{enc}\left(\left\langle n_{a}, a\right\rangle, k_{a s}, r\right)\right\rangle, \operatorname{enc}\left(\left\langle\pi_{1}\left(\operatorname{dec}\left(\pi_{2}(z), k_{a s}\right)\right), \mathrm{s}\right\rangle\right), k_{a s}, r^{\prime}\right\}
$$

and the process modeling the first actions of the server is $c(z) \cdot\left[\pi_{1}(z)=\pi_{2}\left(\operatorname{dec}\left(\pi_{2}(z), k_{\text {as }}\right)\right)\right]$. Then $\pi_{2}\left(\operatorname{dec}\left(\pi_{2}(z), k_{\text {as }}\right)\right) \in \mathcal{M}_{t}^{\mathbf{s}}\left(P_{6}\right)$, but $\pi_{1}(z)$ is not a restricted name.

### 4.3.2 Main result

We are now ready to prove that simple secrecy is actually equivalent to strong secrecy for protocols that are well-formed and do not test over the secret.

Theorem 4.25 Let $P$ be well-formed process w.r.t. a bound name s such that $P$ does not test over s . We have $\varphi \nvdash \mathrm{s}$ for any valid frame $\varphi$ w.r.t. $P$ if and only if $P\left[{ }^{M} / \mathrm{s}\right] \approx_{l} P^{\left.M^{M^{\prime}} / \mathrm{s}\right]}$, for all ground terms $M, M^{\prime}$ public w.r.t. $\operatorname{bn}(P)$.

The remaining of the section is devoted to the proof of the theorem.
Consider first the simpler implication, that is strong secrecy implies simple secrecy. Suppose that there is a valid frame $\varphi$ w.r.t. $P$ such that $\varphi \vdash \mathrm{s}$. Then, as for the passive case, there are $M$ and $M^{\prime}$ public ground terms such that $\varphi\left[{ }^{M} / \mathrm{s}\right] \not \approx s \varphi\left[{ }^{M^{\prime}} / \mathrm{s}\right]$. Since $\varphi$ is a valid frame there is an extended process $A$ such that $P \Rightarrow^{*} A$ and $\varphi=\varphi(A)$. Then clearly $P\left[{ }^{M} / \mathrm{s}\right] \Rightarrow^{*} A\left[{ }^{M} / \mathrm{s}\right]$ and $P\left[{ }^{M^{\prime}} / \mathrm{s}\right] \Rightarrow{ }^{*} A\left[{ }^{M^{\prime}} / \mathrm{s}\right]$. Thus if $P\left[{ }^{M} / \mathrm{s}\right] \approx_{l} P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ then $A\left[{ }^{M} / \mathrm{s}\right] \approx_{l} A\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ and moreover $\varphi\left(A\left[{ }^{M} / \mathrm{s}\right]\right) \approx_{s} \varphi\left(A\left[{ }^{M^{\prime}} / \mathrm{s}\right]\right)$. Since $\varphi\left(A\left[{ }^{T} / x\right]\right)=\varphi(A)\left[{ }^{T} / x\right]$ for any term $T$, we get $\varphi\left[{ }^{M} / \mathrm{s}\right] \approx_{s} \varphi\left[{ }^{M^{\prime} / \mathrm{s}}\right]$, contradiction. We deduce $P\left[{ }^{M} / \mathrm{s}\right] \not \nsim l_{l} P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ and thus s is not a strong secret in $P$.

Consider now the converse implication. Let $P$ be well-formed process w.r.t. a bound name $\mathbf{s}$ with no test over $\mathbf{s}$ and assume that $\mathbf{s}$ is a simple secret in $P$. Let $M, M^{\prime}$ be two public terms w.r.t. $\operatorname{bn}(P)$. To prove that $P[M / \mathrm{s}]$ and $P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ are labeled bisimilar, we need to show that each move of $P\left[{ }^{M} / \mathrm{s}\right]$ can be matched by a move in $P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ such that the corresponding frames are bisimilar (and conversely). By hypothesis, s is a simple secret in $P$ thus for any valid frame $\varphi$ w.r.t. $P$, we have $\varphi \nvdash \mathrm{s}$. In order to apply our previous result in the passive setting (Theorem 4.12), we need to show that all the valid frames are well-formed. However, frames may now contain destructors in particular if the adversary sends messages that contain destructors. That is why we consider extended well-formed frames, defined in Section 4.2.2.

Theorem 4.12 can easily be generalised to extended well-formed frames.
Proposition 4.26 Let $\varphi$ be an extended well-formed frame w.r.t. s , where s is a restricted name in $\varphi$. Then $\varphi \nvdash \mathrm{s}$ if and only if $\varphi\left[{ }^{M} / \mathrm{s}\right] \approx_{s} \varphi\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ for all $M, M^{\prime}$ closed public terms w.r.t. $\varphi$.
The proof of Proposition 4.26 is exactly the same as the proof of Theorem 4.12 except that it uses Corollary 4.20 and Lemma 4.21 instead of Lemmas 4.13 and 4.14 respectively.

The first step of the proof of Theorem 4.25 is to show that any frame produced by the protocol is an extended well-formed frame. We actually prove directly a stronger result, crucial in the proof: the secret s always occurs under an agent encryption and this encryption is an instance of a term in $\mathcal{E}(P)$. This shows that $\mathcal{E}(P)$ is indeed an approximation of the ciphertexts that may contain the secret.

Lemma 4.27 Let $P$ be a well-formed process with no test over sand $\varphi=\nu \widetilde{n} . \sigma$ be a valid frame w.r.t. $P$ such that $\varphi \nvdash \mathrm{s}$. Consider the corresponding standard frame $\nu \widetilde{n} . \bar{\sigma}=\nu \widetilde{n} .\left\{U_{i} / y_{i} \mid 1 \leq i \leq l\right\}$. For every $i$ and every occurrence $q_{\mathbf{s}}$ of $\mathbf{s}$ in $U_{i} \downarrow$, we have $f_{e}\left(U_{i} \downarrow, q_{\mathbf{s}}\right)=E\left[{ }^{W} / \mathbf{x}\right]$ for some $E \in \mathcal{E}(P)$ and some term $W$. In addition $\nu \widetilde{n} . \sigma_{i} \downarrow$ is an extended well-formed frame w.r.t. s.

The lemma is proved in Section 4.3.3. The proof uses an induction on $i$ and relies deeply on the construction of $\mathcal{E}(P)$.

The second step of the proof consists in showing that any successful test in the process $P\left[{ }^{M} / \mathrm{s}\right]$ is also successful in $P$ and thus in $P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.
Lemma 4.28 Let $P$ be a well-formed process with no test over s, $\varphi=\nu \widetilde{n} . \sigma$ a valid frame for $P$ such that $\varphi \nvdash \mathrm{s}, \theta$ a public substitution and $M$ a public ground term. If $T_{1}=T_{2}$ is a test in $P$, then $T_{1} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E} T_{2} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]$ implies $T_{1} \theta \sigma={ }_{E} T_{2} \theta \sigma$.

This lemma is proved in Section 4.3 .3 by case analysis, depending on whether $T_{1}, T_{2} \in \mathcal{M}_{t}^{\mathbf{s}}(P)$ and whether soccurs or not in names $\left(T_{1} \theta \sigma\right)$ and names $\left(T_{2} \theta \sigma\right)$.

Using Lemmas 4.27 and 4.28 , we are ready to complete the proof of Theorem 4.25, showing that $P\left[{ }^{M} / \mathrm{s}\right]$ and $P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ are labeled bisimilar.

We consider the relation $\mathcal{R}$ between closed extended processes defined as follows : $A \mathcal{R} B$ if there is an extended process $A_{0}$ and ground terms $M, M^{\prime}$ public w.r.t. $\operatorname{bn}(P)$ such that $P \Rightarrow^{*} A_{0}$, $A=A_{0}\left[{ }^{M} / \mathrm{s}\right]$ and $B=A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.

We show that $\mathcal{R}$ satisfies the three points of the definition of labeled bisimilarity. Suppose $A \mathcal{R} B$, that is $A_{0}\left[{ }^{M} / \mathrm{s}\right] \mathcal{R} A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ for some $A_{0}, M, M^{\prime}$ as above.

1. Let us show that $\varphi\left(A_{0}\left[{ }^{M} / \mathrm{s}\right]\right) \approx_{s} \varphi\left(A_{0}\left[{ }^{M^{\prime} / \mathrm{s}}\right]\right)$. We know that $\varphi\left(A_{0}\right)$ is a valid frame w.r.t. $P$ (from the definition of $\mathcal{R}$ ), hence $\varphi\left(A_{0}\right) \nvdash \mathrm{s}$ (from the hypothesis). Let $\varphi^{\prime} \equiv \varphi\left(A_{0}\right)$ having only ground and normalised terms (take for example $\varphi^{\prime}=\overline{\varphi(A)} \downarrow$, where $\overline{\varphi(A)}$ is the standard frame w.r.t. A). Then, by Lemma 4.27, we have that $\varphi^{\prime}$ is an extended well-formed frame. We can then use Proposition 4.26 to obtain that $\varphi\left(A_{0}\left[{ }^{M} / \mathrm{s}\right]\right) \approx_{s} \varphi\left(A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right]\right)$.
2. Let us show that if $A_{0}\left[{ }^{M} / \mathrm{s}\right] \rightarrow A^{\prime}$ then $A^{\prime} \equiv A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right], A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right] \rightarrow A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$, and $A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right] \mathcal{R}$ $A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$, for some $A_{0}^{\prime}$. We distinguish two cases, according to whether the transition rule was the COMm rule or one of the THEN and else rules:

- if the COMm rule was used then $A_{0}\left[{ }^{M} / \mathrm{s}\right] \equiv C\left[{ }^{M} / \mathrm{s}\right]\left[\bar{c}\langle z\rangle \cdot Q\left[{ }^{M} / \mathrm{s}\right] \mid c(z) \cdot R\left[{ }^{M} / \mathrm{s}\right]\right]$, where $C$ is an evaluation context and $A^{\prime}=C\left[{ }^{M} / \mathrm{s}\right]\left[Q\left[{ }^{M} / \mathrm{s}\right] \mid R\left[{ }^{M} / \mathrm{s}\right]\right]$. Then $A_{0} \equiv C[\bar{c}\langle z\rangle \cdot Q \mid c(z) \cdot R]$. Take $A_{0}^{\prime}=C[Q \mid R]$. We have that $P \Rightarrow^{*} A_{0}^{\prime}$ and thus, by definition of $\mathcal{R}$, we have that $A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right] \mathcal{R} A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.
- otherwise, $A_{0}\left[{ }^{M} / \mathrm{s}\right] \equiv C\left[{ }^{M} / \mathrm{s}\right]\left[\right.$ if $T^{\prime}\left[{ }^{M} / \mathrm{s}\right]=T^{\prime \prime}\left[{ }^{M} / \mathrm{s}\right]$ then $Q\left[{ }^{M} / \mathrm{s}\right]$ else $\left.R\left[{ }^{M} / \mathrm{s}\right]\right]$. Then $A_{0} \equiv$ $C\left[\right.$ if $T^{\prime}=T^{\prime \prime}$ then $Q$ else $R$ ]. From Lemma 4.4 we know that $T^{\prime}=T_{0}^{\prime} \theta \sigma$ and $T^{\prime \prime}=T_{0}^{\prime \prime} \theta \sigma$, where $T_{0}^{\prime}=T_{0}^{\prime \prime}$ is a test in $P$ and $\nu \widetilde{n} . \sigma \equiv \varphi\left(A_{0}\right)$ is the standard frame w.r.t. $A_{0}$. Take $A_{0}^{\prime}=C[Q]$ if $T_{0}^{\prime} \theta \sigma={ }_{E} T_{0}^{\prime \prime} \theta \sigma$ and $A_{0}^{\prime}=C[R]$ otherwise. From Lemma 4.28 we have that $T_{0}^{\prime} \theta \sigma={ }_{E} T_{0}^{\prime \prime} \theta \sigma$ if and only if $T_{0}^{\prime} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E} T_{0}^{\prime \prime} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]$. Hence $A_{0}\left[{ }^{M} / \mathrm{s}\right] \rightarrow A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right]$, $A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right] \rightarrow A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ and $A_{0} \rightarrow A_{0}^{\prime}$. We conclude $A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right] \mathcal{R} A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ from the definition of $\mathcal{R}$.

3. Let us show that if $A_{0}\left[{ }^{M} / \mathrm{s}\right] \xrightarrow{\alpha} A^{\prime}$ and $\mathrm{fv}(\alpha) \subseteq \operatorname{dom}\left(\varphi\left(A_{0}\left[{ }^{M} / \mathrm{s}\right]\right)\right)$ and $\operatorname{bn}(\alpha) \cap \mathrm{fn}\left(A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right]\right)=$ $\emptyset$ then $A^{\prime} \equiv A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right], A_{0}\left[{ }^{M^{\prime}} / \mathrm{s}\right] \xrightarrow{\alpha} A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ and $A_{0}^{\prime}\left[{ }^{M} / \mathrm{s}\right] \mathcal{R} A_{0}^{\prime}\left[{ }^{M^{\prime}} / \mathrm{s}\right]$, for some $A_{0}^{\prime}$. Depending on the form of $\alpha$, we consider the following cases :
$-\alpha=c(T)$. Suppose $A_{0}\left[{ }^{M} / \mathrm{s}\right] \equiv C\left[{ }^{M} / \mathrm{s}\right]\left[c(z) \cdot Q\left[{ }^{M} / \mathrm{s}\right]\right]$. Then take $A_{0}^{\prime}=C\left[Q\left\{{ }^{T} / z\right\}\right]$.
$-\alpha=\bar{c}\langle u\rangle$. Suppose $A_{0}\left[{ }^{M} / \mathrm{s}\right] \equiv C\left[{ }^{M} / \mathrm{s}\right]\left[\bar{c}\langle u\rangle \cdot Q\left[{ }^{M} / \mathrm{s}\right]\right]$. Then take $A_{0}^{\prime}=C[Q]$.

- $\alpha=\nu u . \bar{c}\langle u\rangle$. Suppose $A_{0}\left[{ }^{M} / \mathrm{s}\right] \equiv C\left[{ }^{M} / \mathrm{s}\right]\left[\nu u . A_{1}\left[{ }^{M} / \mathrm{s}\right]\right]$, where $A_{1}\left[{ }^{M} / \mathrm{s}\right] \xrightarrow{\bar{c}\langle u\rangle} A_{1}^{\prime}\left[{ }^{M} / \mathrm{s}\right]$. Then take $A_{0}^{\prime}=C\left[A_{1}\right]$.
The above discussion proves that $\mathcal{R} \subseteq \approx_{l}$. Since we have $P\left[{ }^{M} / \mathrm{s}\right] \mathcal{R} P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$ it follows that $P\left[{ }^{M} / \mathrm{s}\right] \approx_{l} P\left[{ }^{M^{\prime}} / \mathrm{s}\right]$.


### 4.3.3 Proofs of intermediate results

In what follows we usually simply write $\mathcal{M}, \mathcal{M}_{t}, \mathcal{M}_{o}, \mathcal{D}_{o}, \mathcal{E}$ instead of respectively $\mathcal{M}(P)$, $\mathcal{M}_{t}(P), \mathcal{M}_{o}(P), \mathcal{D}_{o}(P), \mathcal{E}(P)$, etc.

We also define the partial subtraction function $-: \mathbb{N}_{+}^{*} \times \mathbb{N}_{+}^{*} \rightarrow \mathbb{N}_{+}^{*}$ as follows : $p-q=r$ if $p=q \cdot r$ and $p-q=\perp$ otherwise.

Let $U$ and $V$ be two terms. We define $\operatorname{pos}(U, V)=\left\{p \in \operatorname{pos}(U)|U|_{p}=V\right\}$.
Observe that for the rewriting system corresponding to equational theory $E$, there is at most one rule that can be applied and for each rule $L \rightarrow R$, there is exactly one occurrence of $R$ in $L$.

We denote by $U \rightarrow^{q} V$ the reduction $U \rightarrow V$ such that $\left.U\right|_{q}=L \theta$ and $V=U[R \theta]_{q}$, where $q$ is a position in $U, L \rightarrow R$ is a rule in $\mathcal{R}(E)$, and $\theta$ is a substitution. Let $p$ be a position in $U$. We define a partial function $\operatorname{par}_{1}(U, p, q)$ that computes, when $U \rightarrow^{q} V$, the position after one rewriting of a function symbol at position $p$ in $U$. In particular, if $\operatorname{par}_{1}(U, p, q) \neq \perp$ then $\left.U\right|_{p}=\left.V\right|_{\operatorname{par}_{1}(U, p, q)}$. Formally, we define the function $\operatorname{par}_{1}: \mathcal{T} \times \mathbb{N}_{+}^{*} \times \mathbb{N}_{+}^{*} \rightarrow \mathbb{N}_{+}^{*}$ as follows :

$$
\operatorname{par}_{1}(U, p, q)= \begin{cases}p^{\prime}, & \text { if } U \rightarrow^{q} V \\ \perp, & \text { otherwise }\end{cases}
$$

where

$$
p^{\prime}= \begin{cases}p, & \text { if } p \nsupseteq q, \\ \perp, & \text { if } p \geq q \wedge p \nsupseteq q \cdot q_{r}, \\ q \cdot\left(p-q \cdot q_{r}\right), & \text { if } p \geq q \cdot q_{r},\end{cases}
$$

and $L \rightarrow R$ is the rule that was applied and $q_{r}$ is the position of $R$ in $L$.
Similarly, the function $\operatorname{par}(U, p)$ computes the position after rewriting in $U \downarrow$. The function par: $\mathcal{T} \times \mathbb{N}_{+}^{*} \hookrightarrow \mathbb{N}_{+}^{*}$ is formally defined by $\operatorname{par}(U, p)=p_{k}$ where $U \rightarrow^{q_{1}} \cdots \rightarrow^{q_{k}} U_{k}, U_{k}=U \downarrow$, $p_{i}=\operatorname{par}_{1}\left(U, p_{i-1}, q_{i}\right)$, for $1 \leq i \leq k$ and $p_{0}=p$. Due to the particular form of our equational theory, the choice of the rewriting steps does not change the final value of $p_{k}$ thus the definition is correct.

The function $\operatorname{par}^{-1}(U, p)$ is the inverse function : to a position $p$ in $U \downarrow$ it associates the corresponding position in $U$, that is, $\operatorname{par}^{-1}: \mathcal{T} \times \mathbb{N}_{+}^{*} \hookrightarrow \mathbb{N}_{+}^{*}, \operatorname{par}^{-1}(U, p)=p^{\prime}$ if and only if $\operatorname{par}\left(U, p^{\prime}\right)=p$.

We say that a function symbol at position $p$ is consumed in $V$ w.r.t. the reduction $U \rightarrow^{q} V$ if $\operatorname{par}_{1}(U, p, q)$ is undefined. Similarly, we say that a function symbol at position $p$ is consumed in $U \downarrow$ w.r.t. the normal form $U \downarrow$ if $\operatorname{par}(U, p)$ is undefined. We say simply that an occurrence is consumed in some term when it is clear from the context which definition is used.

Lemma 4.27 Let $P$ be a well-formed process with no test over s and $\varphi=\nu \widetilde{n} . \sigma$ be a valid frame $w . r . t . P$ such that $\varphi \nvdash \mathrm{s}$. Consider the corresponding standard frame $\nu \widetilde{n} . \bar{\sigma}=\nu \widetilde{n} .\left\{{ }_{U_{i}} / y_{i} \mid 1 \leq i \leq l\right\}$. For every $i$ and every occurrence $q_{\mathbf{s}}$ of $\mathbf{s}$ in $U_{i} \downarrow$, we have $f_{e}\left(U_{i} \downarrow, q_{\mathbf{s}}\right)=E\left[{ }^{W} / \mathbf{x}\right]$ for some $E \in \mathcal{E}(P)$ and some term $W$. In addition $\nu \widetilde{n} . \sigma_{i \downarrow} \downarrow$ is an extended well-formed frame w.r.t. s.

Proof We write the standard frame $\bar{\sigma}$ as in the statement of Lemma 4.4, that is $U_{i}=M_{i} \theta_{i} \sigma_{i-1}$ for all $1 \leq i \leq l$ with $M_{i}$ an output in $P, \theta_{i}$ a public substitution w.r.t s and $\sigma_{i}=\sigma_{i-1} \uplus\left\{U_{i} / y_{i}\right\}$, $\sigma_{0}$ being the empty substitution. We reason by induction on $i$.

Base case : $i=1$. We have that $U_{1}=M_{1} \theta_{1}$. Then $U_{1} \downarrow=M_{1}\left(\theta_{1} \downarrow\right)$ since there are no destructors in the output $M_{1}$. Hence any position $q_{\mathrm{s}}$ of $\boldsymbol{s}$ is in fact a position in $M_{1}$ since $\mathbf{s}$ cannot appear in $\theta_{1}$ because s is restricted and $\theta$ is a public substitution. There must an encryption above $q_{\mathrm{s}}$ in $M_{1}$ (that is a position $q_{\mathrm{enc}} \cdot 1 \leq q_{\mathrm{s}}$ ), since otherwise s would be deducible (the same argument as in Lemma 4.17 applies). Then the result follows immediately from the definition of $\mathcal{E}_{0}$ (take $W=\mathbf{s}$ ) and the properties of well-formed processes.

Inductive step. Let $p_{\mathrm{s}}=\operatorname{par}^{-1}\left(U_{i}, q_{\mathrm{s}}\right)$.
If $p_{\mathbf{s}} \in \operatorname{pos}\left(M_{i}\right)$ then, as in the previous paragraph, $f_{e}\left(U_{i} \downarrow, q_{\mathrm{s}}\right)[\mathrm{x} / \mathrm{s}] \in \mathcal{E}_{0}$.
Otherwise, since $\theta_{i}$ is public, $p_{\mathbf{s}} \notin \operatorname{pos}\left(M_{i} \theta\right)$. It follows that there are $z \in \operatorname{var}\left(M_{i}\right)$ and $y_{i_{1}} \in \operatorname{var}\left(M_{i} \theta_{i}\right)$ at positions $p_{z}$ and $p_{y_{1}}$ respectively, such that $p_{z} \leq p_{y_{1}} \leq p_{\mathrm{s}}$ and $1 \leq i_{1} \leq i-1$. Let $p_{\mathrm{s}}^{1}=p_{\mathrm{s}}-p_{y_{1}}$ and $q_{\mathrm{s}}^{1}=\operatorname{par}\left(U_{i_{1}}, p_{\mathrm{s}}^{1}\right)$. By induction hypothesis, $\sigma_{i-1}$ is an extended well-formed frame and $f_{e}\left(U_{i_{1}} \downarrow, q_{\mathbf{s}}^{1}\right)=E\left[{ }^{W} / \mathbf{x}\right]$ with $E \in \mathcal{\mathcal { E } _ { l }}$, for some term $W$ and some $l \geq 0$. It follows from
the definition of extended well-formed frames that in $y_{1} \sigma_{i_{1}}$ there is an encryption above $q_{\mathbf{s}}^{1}$, that is $q_{\text {enc }}^{1}=\max \left\{q \in \operatorname{pos}\left(U_{i_{1}} \downarrow\right) \mid q<q_{\mathrm{s}}^{1} \wedge \operatorname{head}\left(\left.\left(U_{i_{1}} \downarrow\right)\right|_{q}\right)=\operatorname{enc} \mathrm{g}_{\mathrm{g}}\right\}$ exists. Let $p_{\text {enc }}^{1}=\operatorname{par}^{-1}\left(U_{i_{1}}, q_{\mathrm{enc}}^{1}\right)$.

If $p_{y_{1}} \cdot p_{\text {enc }}^{1}$ is not consumed in $U_{i} \downarrow$ then $\operatorname{par}\left(U_{i}, p_{y_{1}} \cdot p_{\text {enc }}^{1}\right)$ is the lowest encryption in $U_{i} \downarrow$ above $q_{\mathrm{s}}^{1}$ (since it corresponds to $\left.q_{\text {enc }}^{1}\right)$. It follows that $f_{e}\left(U_{i} \downarrow, q_{\mathbf{s}}\right)=f_{e}\left(U_{i_{1}} \downarrow, q_{\mathrm{s}}^{1}\right)$.

Otherwise, that is if $p_{y_{1}} \cdot p_{\text {enc }}^{1}$ is consumed in $U_{i} \downarrow$, consider the occurrence of $\operatorname{dec}_{\mathrm{g}}$ in $U_{i}$, say $p_{\text {dec }}$, that consumes it. Since $p_{\text {enc }}^{1}$ is not consumed w.r.t. $U_{i_{1}} \downarrow$ it follows that $p_{\text {dec }} \in \operatorname{pos}\left(M_{i} \theta_{i}\right)$, and all encryptions above $p_{\text {enc }}^{1}$ in $U_{i_{1}}$ are consumed in $U_{i} \downarrow$. If $p_{\text {dec }}$ is in $z \theta_{i}$ (that is, $\left.p_{\text {dec }} \notin \operatorname{pos}_{\mathrm{nv}}\left(M_{i}\right)\right)$ then all encryptions above $p_{\text {enc }}^{1}$ in $U_{i_{1}}$ are consumed by decryptions that are in $z \theta_{i}$. This means that in $\left(z \theta_{i} \sigma_{i-1}\right) \downarrow$ there is no encryption above $\mathbf{s}$ and thus $\varphi \vdash \mathbf{s}$. Hence $p_{\text {dec }}$ is in $M_{i}$ (that is, $\left.p_{\text {dec }} \in \operatorname{pos}_{\mathrm{nv}}\left(M_{i}\right)\right)$.

Let $U, V, K, K^{\prime}$ and $R$ be terms such that $\operatorname{dec}_{\mathrm{g}}(U, K)=\left.U_{i}\right|_{p_{\text {dec }}}$ and enc $\mathrm{g}_{\mathrm{g}}\left(V, K^{\prime}, R\right)=\left.U_{i}\right|_{p_{y_{1}} \cdot p_{\text {enc }}^{1}}=$ $\left.U_{i_{1}}\right|_{p_{\text {enc }}^{1}}$. We have that $K={ }_{E} K^{\prime}$ since $p_{\text {dec }}$ consumes $p_{y_{1}} \cdot p_{\text {enc }}^{1}$. We then have $\operatorname{dec}_{\mathrm{g}}(U, K) \rightarrow^{*}$ $\operatorname{dec}_{\mathrm{g}}\left(\operatorname{enc}_{\mathrm{g}}(V, K, R), K\right) \rightarrow^{*} V \downarrow$.

Let $(D, p)=f_{d p}\left(M_{i}, p_{z}\right)$ and write it as $D=D_{1}\left(\ldots D_{n}\right)$ where $D_{j}=\pi^{j}\left(\operatorname{dec}_{\mathrm{g}}\left(\mathrm{z}_{0}, K_{j}\right)\right)$ with $1 \leq j \leq n$ and consider $D_{k}$ such that the decryption $p_{\text {dec }}$ is that of $D_{k}$. Clearly $\mathrm{x} \in \operatorname{var}\left(D_{j}(E) \downarrow\right)$. From the first condition of processes that do not test over s we have that $j=1$ and $\bar{E} \not \Varangle_{s t} D_{1}$. Since $p_{\text {dec }}$ consumes $p_{y_{1}} \cdot p_{\text {enc }}^{1}$, above $p_{\text {dec }}$ in $D_{1}$ there are only projections, below enc ${ }_{\mathrm{g}}$ in $E$ there are only pairs and $\bar{E} \not \Varangle_{s t} D_{1}$ it follows that $D_{1} \leq_{s t} \bar{E}$. Hence $D_{1} \in \overline{\mathcal{E}}_{l}$.

Suppose that there is no encryption above $p_{\mathrm{dec}}$ in $M_{i}$. Then since $D_{1}$ is consumed and above $D_{1}$ in $M_{i}$ there are only pairs or signatures, it follows that s is deducible from $\sigma_{i}$ (more exactly from $U_{i} \downarrow$ ). Thus there is at least one encryption above $p_{\text {dec }}$ in $M_{i}$. Let $\left(M^{\prime}, p_{\text {enc }}\right)=f_{\text {ep }}\left(M_{i}, p_{z}\right)$. Then $M^{\prime}[\mathrm{x}]_{p} \in \mathcal{E}_{l+1}$.

Since $p_{\text {enc }}$ is not consumed in $U_{i} \downarrow$, and in $M^{\prime}$ all function symbols above $p$ are not destructors we have that $f_{e}\left(U_{i}, p_{\mathbf{s}}\right) \rightarrow^{*}\left(M^{\prime}[\mathbf{x}]_{p}\right)\left[{ }^{\prime} / \mathrm{x}\right]$ with $p_{\mathrm{s}}^{\prime}=p_{\mathrm{s}}^{1}-p_{\mathrm{enc}}^{1}$ and $W^{\prime}=D_{1}\left(f_{e}\left(\right.\right.$ enc $\left.\left._{\mathrm{g}}\left(V, K^{\prime}, R\right), p_{\mathrm{s}}^{\prime}\right)\right) \downarrow$. Hence $f_{e}\left(U_{i} \downarrow, q_{\mathrm{s}}\right)=\left(M^{\prime}[\mathrm{x}]_{p}\right)\left[{ }^{W^{\prime}} / \mathbf{x}\right]$. That is we have the first part of the lemma.

In order to prove that $\sigma \downarrow$ is an extended well-formed frame we just need to show that $M^{\prime}[\mathrm{x}]_{p}$ and $W^{\prime}$ contain only pairs and signatures (except for the head of $M^{\prime}[\mathrm{x}]_{p}$ which is an encryption) ; obviously all agent encryptions are probabilistic encryption, either by the definition of well-formed process or by induction hypothesis. From the definition of $M^{\prime}$ all function symbols (except for the head) in $M^{\prime}[\mathrm{x}]_{p}$ are pairs and signatures. And since $\sigma_{i_{1}}$ is an extended well-formed frame and the term $W^{\prime}$ is a subterm of $f_{e}\left(\right.$ enc $\left._{\mathrm{g}}\left(V \downarrow, K^{\prime}, R\right), q_{\mathrm{s}}^{\prime}\right)$ which (except for the head) contains only pairs as function symbols and signatures by definition of $f_{e}$.

Lemma 4.29 Let $P$ be a well-formed process with no test over $\mathbf{s}, \varphi=\nu \widetilde{n} . \sigma$ be a valid frame w.r.t. $P$ such that $\varphi \nvdash \mathrm{s}, T \in \mathcal{M}_{t}(P)$ be an operand of a test and $\theta$ be a public substitution. If $T \notin \mathcal{M}_{t}^{\mathrm{s}}$ then for any occurrence $q_{\mathrm{s}}$ of s in $(T \theta \sigma) \downarrow$ there is an encryption $q_{\mathrm{enc}}$ plaintext-above it such that this encryption is an agent encryption w.r.t. $\widetilde{n} \backslash\{\mathrm{~s}\}$, is a probabilistic encryption w.r.t. $\operatorname{ran}(\sigma)$ and $\operatorname{head}\left(\left.(T \theta \sigma) \downarrow\right|_{q}\right) \in\left\{\rangle\right.$, sign $\}$, for all positions $q$ with $q_{\mathrm{enc}}<q<q_{\mathrm{s}}$.

Proof Suppose that $T \notin \mathcal{M}_{t}^{\mathbf{s}}$ and consider an occurrence $q_{\mathbf{s}}$ of $\mathbf{s}$ in $(T \theta \sigma) \downarrow$. Hence $T$ is not ground and denote by $z$ the variable of $T$ and by $p_{z}$ its position. Let $T_{z}=(z \theta \sigma) \downarrow$.

Let $\bar{\sigma}=\left\{{ }^{U_{1}} / y_{1}, \ldots,{ }^{U_{l}} / y_{l}\right\}$ be the standard frame w.r.t. $A$ (where $\varphi=\varphi(A)$ for some extended process $A)$. Let $p_{\mathrm{s}}=\operatorname{par}^{-1}\left(T \theta \bar{\sigma}, q_{\mathrm{s}}\right)$. Let $y_{i}$ be the variable of $z \theta$ on the path to $p_{\mathbf{s}}$ at position say $p_{y}$, with $1 \leq i \leq l$. Applying Lemma 4.27 to $U_{i}$ we obtain that $f_{e}\left(U_{i} \downarrow, q_{\mathbf{s}}\right)=E\left[{ }^{W} / \mathrm{x}\right]$ with $E \in \mathcal{E}(P)$, for some term $W$. Consider the lowest encryption $q_{\text {enc }}$ in $U_{i \downarrow} \downarrow$ above $q_{\mathrm{s}}^{\prime}$, where $q_{\mathrm{s}}^{\prime}$ is the position in $U_{i} \downarrow$ of $q_{\mathrm{s}}$.

Suppose that this encryption is consumed. Then it must be consumed by a dec ${ }_{\mathrm{g}}$ from $T$ since otherwise s would be deducible. It follows that there is $1 \leq j \leq l$ such that $D_{j}=\pi^{j}\left(\operatorname{dec}\left(\mathrm{z}_{0}, K\right)\right)$, where $f_{d}\left(T, p_{z}\right)=D_{1}\left(\ldots D_{n}\right), E=\operatorname{enc}(U, K, R)$ and $\mathrm{x} \in D_{i}(E) \downarrow$ for some terms $U, K$ and $R$. Thus $T \in \mathcal{M}_{t}^{\mathrm{s}}$, but this contradicts the hypothesis. Hence $q_{\text {enc }}$ is not consumed in $(T \theta \sigma) \downarrow$. Since $\nu \widetilde{n} . \sigma \downarrow$ is an extended well-formed frame (again from Lemma 4.27) then the encryption $q_{\text {enc }}$ clearly satisfies the hypothesis.

Lemma 4.28 Let $P$ be a well-formed process with no test over s, $\varphi=\nu \widetilde{n} . \sigma$ a valid frame for $P$ such that $\varphi \nvdash \mathrm{s}, \theta$ a public substitution and $M$ a public ground term. If $T_{1}=T_{2}$ is a test in $P$, then $T_{1} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E} T_{2} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]$ implies $T_{1} \theta \sigma={ }_{E} T_{2} \theta \sigma$.

Proof $\quad T_{1} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E} T_{2} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]$ rewrites in $\left(T_{1} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]\right) \downarrow=\left(T_{2} \theta \sigma\left[{ }^{M} / \mathrm{s}\right]\right) \downarrow$. Since the rewrite system $\mathcal{R}(E)$ is convergent, it follows that $\left(\left(T_{1} \theta \sigma\right) \downarrow\left[{ }^{M} / \mathrm{s}\right]\right) \downarrow=\left(\left(T_{2} \theta \sigma\right) \downarrow\left[{ }^{M} / \mathrm{s}\right]\right) \downarrow$.

Suppose first that $T_{1}, T_{2} \notin \mathcal{M}_{t}^{\mathrm{s}}$. Then from Lemma 4.29 right above any occurrence of s in $\left(T_{1} \theta \sigma\right) \downarrow$ there are no destructors, hence $\left(T_{1} \theta \sigma\right) \downarrow\left[{ }^{M} / \mathrm{s}\right]$ is already in normal form. The same thing holds for $T_{2}$. Thus $\left(T_{1} \theta \sigma\right) \downarrow\left[{ }^{M} / \mathrm{s}\right]=\left(T_{2} \theta \sigma\right) \downarrow\left[{ }^{M} / \mathrm{s}\right]$. Lemma 4.29 also ensures that in $\left(T_{1} \theta \sigma\right) \downarrow$ and $\left(T_{2} \theta \sigma\right) \downarrow$ there is an agent probabilistic encryption above each occurrence of s. Hence we can apply Lemma 4.19 and obtain that $\left(T_{1} \theta \sigma\right) \downarrow=\left(T_{2} \theta \sigma\right) \downarrow$, that is $T_{1} \theta \sigma={ }_{E} T_{2} \theta \sigma$.

Suppose now that $T_{1} \in \mathcal{M}_{t}^{\mathrm{s}}$. Then $T_{2}=n$ where $n$ is a restricted name. The name $n$ is a subterm of $\left(T_{1} \theta \sigma\left[{ }^{M} / s\right]\right) \downarrow$ appearing at a position $p$ in $T_{1} \theta \sigma\left[{ }^{M} / s\right]$. Since $M$ is public, while $T_{2}$ is restricted it follows $n$ is not a subterm of $M$, that is there is no occurrence $q_{\mathrm{s}}$ of s in $T_{1} \theta \sigma$ such that $q_{\mathbf{s}} \leq p$. Then $\left(\left(T_{1} \theta \sigma\right) \downarrow\left[{ }^{M} / s\right]\right) \downarrow=\left(T_{1} \theta \sigma\right) \downarrow\left[{ }^{M} / s\right]$. Hence $\left(T_{1} \theta \sigma\right) \downarrow=n$.

If the test is $\operatorname{check}\left(T, T^{\prime}, K\right)=\mathrm{ok}$ then $T \theta \sigma\left[{ }^{M} / \mathrm{s}\right]={ }_{E}$ retrieve $\left(T^{\prime}\right) \theta \sigma\left[{ }^{M} / \mathrm{s}\right]$. Applying the lemma for the test $T={ }_{E}$ retrieve $\left(T^{\prime}\right)$ we obtain that $T \theta \sigma={ }_{E}$ retrieve $\left(T^{\prime}\right) \theta \sigma$. Since the keys are ground then it follows that $\operatorname{check}\left(T, T^{\prime}, K\right) \theta \sigma={ }_{E}$ ok.

### 4.4 Application to some cryptographic protocols

We apply our result to three protocols (Yahalom, Needham-Schroeder with symmetric keys and Wide-Mouthed-Frog), known to preserve the usual simple secrecy property. Since all these three protocols satisfy our hypotheses, we directly deduce that they preserve the strong secrecy property.

### 4.4.1 Yahalom

We have seen in Section 4.3.1 that $P_{Y}$ is a well-formed process w.r.t. $k_{a b}$ and does not test over $k_{a b}$. Applying Theorem 4.25, if $P_{Y}^{\prime}$ preserves the simple secrecy of $k_{a b}$, we can deduce that the Yahalom protocol preserves the strong secrecy of $k_{a b}$ that is

$$
P_{Y}^{\prime}\left[{ }^{\left.M / k_{a b}\right]}\right] \approx_{l} P_{Y}^{\prime}\left[{ }^{M^{\prime} / k_{a b}}\right]
$$

for any public terms $M, M^{\prime}$ w.r.t. $\operatorname{bn}\left(P_{Y}^{\prime}\right)$. We did not formally prove that the Yahalom protocol preserves the simple secrecy of $k_{a b}$ but this was done with several tools in slightly different settings (e.g. [BLP03, Pau01]).

### 4.4.2 Needham-Schroeder symmetric key protocol

A simplified version of the Needham-Schroeder symmetric key protocol [NS78] is described below :

$$
\begin{array}{ll}
A \Rightarrow S: & A, B, N_{a} \\
S \Rightarrow A: & \left\{N_{a}, B, K_{a b},\left\{\left\{K_{a b}, A\right\}_{K_{b s}}\right\}_{K_{a s}}\right. \\
A \Rightarrow B: & \left\{K_{a b}, A\right\}_{K_{b s}}
\end{array}
$$

The target secret is $K_{a b}$. The protocol is modeled by the following process :

$$
P_{\mathrm{NS}}=\nu k_{a s} \cdot \nu k_{b s} .(!A)\left|\left(!c\left(y_{b}\right)\right)\right|(!\nu k \cdot S(k)) \mid \nu k_{a b} \cdot S\left(k_{a b}\right)
$$

where

$$
\begin{gathered}
A=\nu n_{a} \cdot \bar{c}\left\langle a, b, n_{a}\right\rangle \cdot c\left(y_{a}\right) \cdot\left[\pi_{1}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)=n_{a}\right] . \\
{\left[\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)\right)=b\right] \cdot \bar{c}\left\langle\pi_{2}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)\right)\right)\right\rangle} \\
S(x)=c\left(y_{s}\right) \cdot \nu r, r^{\prime} \cdot \bar{c}\left\langle\operatorname { e n c } \left(\left\langle\pi_{2}\left(\pi_{2}\left(y_{s}\right)\right), \pi_{1}\left(\pi_{2}\left(y_{s}\right)\right), x,\right.\right.\right. \\
\left.\left.\left.\operatorname{enc}\left(\left\langle x, \pi_{1}\left(y_{s}\right)\right\rangle, k_{b s}, r^{\prime}\right)\right\rangle, k_{a s}, r\right)\right\rangle
\end{gathered}
$$

Note that other processes should be added to considered corrupted agents or roles $A, B$ and $S$ talking to other agents but this would not really change the following sets of messages.

The output messages are :

$$
\mathcal{M}_{o}=\left\{\begin{array}{l}
a, b, n_{a} \\
\pi_{2}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)\right)\right) \\
\operatorname{enc}\left(\left\langle\pi_{2}\left(\pi_{2}\left(y_{s}\right)\right), \pi_{1}\left(\pi_{2}\left(y_{s}\right)\right),\right.\right. \\
\left.\left.k_{a b}, \operatorname{enc}\left(\left\langle k_{a b}, \pi_{1}\left(y_{s}\right)\right\rangle, k_{b s}, r^{\prime}\right)\right\rangle, k_{a s}, r\right)
\end{array}\right\}
$$

The tests are :

$$
\left\{\begin{array}{l}
\pi_{1}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)=n_{a} \\
\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)\right)=b
\end{array}\right\}
$$

We define $\max \overline{\mathcal{E}_{i}}=\left\{\bar{e} \mid e \in \mathcal{E}_{i}\right\}$ in order to increase readability, and since it is easy to deduce $\overline{\mathcal{E}_{i}}$ from max $\overline{\mathcal{E}_{i}}$.

$$
\begin{gathered}
\mathcal{D}_{o}=\left\{\pi_{2}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(z, k_{a s}\right)\right)\right)\right)\right\} \\
\mathcal{E}_{0}=\left\{\operatorname{enc}\left(\left\langle z_{1},\left\langle z_{2},\left\langle\mathrm{x}, z_{3}\right\rangle\right\rangle\right\rangle, k_{a s}, r\right), \operatorname{enc}\left(\left\langle\mathbf{x}, z_{4}\right\rangle, k_{b s}, r^{\prime}\right)\right\} \\
\max \overline{\mathcal{E}}_{0}=\left\{\pi_{1}\left(\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(z, k_{a s}\right)\right)\right)\right), \pi_{1}\left(\operatorname{dec}\left(z, k_{b s}\right)\right)\right\} \\
\mathcal{D}_{o} \cap \overline{\mathcal{E}}_{0}=\emptyset \\
\mathcal{M}_{t}^{k_{a b}}=\emptyset
\end{gathered}
$$

We deduce that $P_{\mathrm{NS}}$ is a well-formed process w.r.t. $k_{a b}$, that does not test over $k_{a b}$. Applying Theorem 4.25 and since the Needham-Schroeder symmetric key protocol is known to preserve simple secrecy of $k_{a b}$, we deduce that the protocol preserves strong secrecy of $k_{a b}$ that is

$$
P_{\mathrm{NS}}\left[{ }^{M / k_{a b}}\right] \approx_{l} P_{\mathrm{NS}}\left[{ }^{M^{\prime}} / k_{a b}\right]
$$

for any public terms $M, M^{\prime}$ w.r.t. $\operatorname{bn}\left(P_{\mathrm{NS}}\right)$.

### 4.4.3 Wide Mouthed Frog Protocol (modified)

We consider a modified version of the Wide Mouthed Frog Protocol [BAN90], where timestamps are replaced by nonces.

$$
\begin{array}{ll}
A \Rightarrow B: & N_{a} \\
B \Rightarrow S: & \left\{N_{a}, A, K_{a b}\right\}_{K_{b s}} \\
S \Rightarrow A: & \left\{\left\{N_{a}, B, K_{a b}\right\}\right\}_{b a s}
\end{array}
$$

The target secret is $K_{a b}$. The protocol is modeled by the following process :

$$
P_{\mathrm{WMF}}=\nu k_{a s} \cdot \nu k_{b s} \cdot(!A)|(!S)|(!\nu k \cdot B(k)) \mid \nu k_{a b} \cdot B\left(k_{a b}\right)
$$

where

$$
\begin{aligned}
A= & \nu n_{a} \cdot \bar{c}\left\langle n_{a}\right\rangle \cdot c\left(y_{a}\right) \cdot\left[\pi_{1}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)=n_{a}\right] \\
B(x)= & c\left(y_{b}\right) \cdot \nu r \cdot \bar{c}\left\langle\operatorname{enc}\left(\left\langle y_{b}, a, x\right\rangle, k_{b s}, r\right)\right\rangle \\
S= & c\left(y_{s}\right) \cdot\left[\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right)=a\right] .\right. \\
& \nu r^{\prime} \cdot \bar{c}\left\langle\operatorname{enc}\left(\left\langle\pi_{1}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right), b, \pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right)\right)\right\rangle, k_{a s}, r^{\prime}\right)\right\rangle
\end{aligned}
$$

Note that other processes should be added to considered corrupted agents or roles $A, B$ and $S$ talking to other agents but again, this would not really change the following sets of messages.

The output messages are :

$$
\mathcal{M}_{o}=\left\{\begin{array}{l}
n_{a} \\
\operatorname{enc}\left(\left\langle y_{b}, a, k_{a b}\right\rangle, k_{b s}, r\right) \\
\operatorname{enc}\left(\left\langle\pi_{1}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right), b,\right.\right. \\
\left.\left.\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right)\right)\right\rangle, k_{a s}, r^{\prime}\right)
\end{array}\right\}
$$

The tests are :

$$
\begin{gathered}
\left\{\begin{array}{l}
\pi_{1}\left(\operatorname{dec}\left(y_{a}, k_{a s}\right)\right)=n_{a} \\
\pi_{1}\left(\pi_{2}\left(\operatorname{dec}\left(y_{s}, k_{b s}\right)\right)\right)=a
\end{array}\right\} \\
\mathcal{D}_{o}=\left\{\pi_{1}\left(\operatorname{dec}\left(z, k_{b s}\right)\right), \pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(z, k_{b s}\right)\right)\right)\right\} \\
\mathcal{E}_{0}=\left\{\operatorname{enc}\left(\left\langle z_{1},\left\langle z_{2}, \mathrm{x}\right\rangle, k_{b s}, r\right)\right\rangle\right\} \\
\max \overline{\mathcal{E}}_{0}=\left\{\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(z, k_{b s}\right)\right)\right)\right\} \\
\mathcal{E}_{1}=\left\{\operatorname{enc}\left(\left\langle z_{1},\left\langle z_{2}, \mathrm{x}\right\rangle, k_{a s}, r\right)\right\rangle\right\} \\
\max \overline{\mathcal{E}}_{1}=\left\{\pi_{2}\left(\pi_{2}\left(\operatorname{dec}\left(z, k_{a s}\right)\right)\right)\right\} \\
\mathcal{D}_{o} \cap \overline{\mathcal{E}}_{1}=\emptyset \\
\mathcal{M}_{t}^{k_{a b}}=\emptyset
\end{gathered}
$$

We obtain similarly that $P_{\mathrm{WMF}}$ is a well-formed process w.r.t. $k_{a b}$, that does not test over $k_{a b}$. Applying Theorem 4.25 and since the Wide Mouthed Frog protocol is known to preserve simple secrecy of $k_{a b}$, we deduce that the protocol preserves strong secrecy of $k_{a b}$ that is

$$
P_{\mathrm{WMF}}\left[{ }^{M} / k_{a b}\right] \approx_{l} P_{\mathrm{WMF}}\left[{ }^{M^{\prime}} / k_{a b}\right]
$$

for any public terms $M, M^{\prime}$ w.r.t. $\operatorname{bn}\left(P_{\mathrm{WMF}}\right)$.

### 4.5 Conclusions

In recent years many automatic tools have been developed for verifying security protocols. The overwhelming majority of them address reachability-based properties such as simple secrecy. On the other hand some important security notions such as strong secrecy rely on provable equivalences between systems. Typically the impossibility of guessing a vote or a password is commonly expressed that way. Hence in order to widen the scope of the current protocol analysis tools, in the present chapter we have shown how simple secrecy actually implies strong secrecy in both passive and active setting under some conditions, motivated by counterexamples. In particular such a result cannot hold for deterministic encryption and we had to assume that it is probabilistic.

As future work, we would like to relax our syntactic conditions. One such condition requires in the passive case that the secret does not appear in keys, and in the active case that keys are ground. This deters us from analysing for example protocols against guessing attacks. We plan to investigate whether such conditions can be replaced by more semantics ones, like asking, in the passive case, that the plaintexts encrypted by the secret are simple secrets.

We also plan to investigate whether the procedure [Bau05] for deciding static equivalence of M. Baudet can be combined with our condition on the tests in order to obtain a (non-complete) procedure allowing us to verify strong secrecy for a wider class of protocols. We would have thus to answer the challenging question of whether the exists a finite number of frames characterising (in some way) all executions of a protocol.
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In this chapter we introduce a transformation that takes as input a protocol that is secure (in a sense that we discuss below) in a single execution of the protocol, with no adversary present (not even a passive eavesdropper). The output of the transformation is a protocol that withstands a realistic adversary with absolute control of the communication between an unbounded number of protocol sessions.

At a high level, the transformation works by binding messages to sessions using digital signatures on the concatenation of these messages with dynamically generated session identifiers, and hiding messages from the adversary using public key encryption. More specifically, the transformation is as follows. Consider a protocol with $k$ participants $A_{1}, \ldots, A_{k}$ and $n$ exchanges of messages.

$$
\begin{array}{ccc}
A_{i_{1}} \rightarrow A_{j_{1}}: & & m_{1} \\
\vdots & & \\
A_{i_{n}} \rightarrow A_{j_{n}}: & & m_{n}
\end{array}
$$

The transformed protocol starts with a preliminary phase, where each participant $A_{i}$ broadcasts a fresh nonce $N_{i}$ to all other participants. The concatenation of the nonces with the identities
of the participants forms a session identifier sessionID $=\left\langle A_{1}, A_{2}, \ldots, A_{k}, N_{1}, N_{2}, \ldots, N_{k}\right\rangle$. Note that the adversary may of course interact in this preliminary phase and may send faked nonces for example. Such a behaviour would however be detected in the next phase. The remainder of the protocol works roughly as the original one except that each message is sent together with a signature on the message concatenated with the session identifier, and the whole construct is encrypted under the recipient's public key :

$$
\begin{aligned}
A_{i_{1}} & \rightarrow A_{j_{1}}: & & \left\{\left[m_{1}, \llbracket m_{1}, p_{1}, \text { sessionID } \rrbracket_{\operatorname{sk}\left(A_{i_{1}}\right)}\right]\right\}_{\operatorname{ek}\left(A_{j_{1}}\right)} \\
& \vdots & & \\
A_{i_{n}} & \rightarrow A_{j_{n}}: & & \left.\left\{m_{n}, \llbracket m_{n}, p_{n}, \text { sessionID } \rrbracket_{\operatorname{sk}\left(A_{i_{n}}\right)}\right)\right\}_{\operatorname{ek}\left(A_{j_{n}}\right)}
\end{aligned}
$$

where the $p_{i}$ 's are the current control points in the participant's programs.
Intuitively, our transformation ensures that the messages of the protocol sent between honest parties in any given session of the original protocol, cannot be learned and/or blindly replayed by the adversary to unsuspecting users in other protocol sessions. Indeed, the adversary cannot impersonate users in honest sessions (since in this case it would need to produce digital signatures on their behalf), and cannot learn secrets by replaying messages from one session to another (since messages are encrypted, and any blindly replayed message would be rejected due to un-matching session identifiers).

Although the transformation does not preserve all imaginable security properties (for example, any anonymity that the original protocol might enjoy is lost due to the use of public key encryption) it does preserve several interesting properties. In particular, we exhibit a class of logic formulas which, if satisfied in single executions of the original protocol are also satisfied by the transformed protocol in the presence of active adversaries. The class that we consider includes standard formulations for secrecy and authentication (for example injective agreement [Low97] and several other variants).

Our transformation enables more modular and manageable protocol development. One can start by building a protocol with the desirable properties built-in, and bearing in mind that no adversary is actually present. Then, the final protocol is obtained using the transformation that we propose. We remark that designers can easily deal with the case of single session and it is usually the more involved setting (multi-party, many-session) that causes the real problems. Indeed, for the class of properties that we consider security verification is trivial for single, honest executions. As an example, we show how to derive a simple protocol for authentication later in the chapter.

Related work Our work is inspired by a recent compiler introduced by Katz and Yung [KY03] which transforms any group key exchange protocol secure against a passive adversary into one secure against an active adversary. Their transformation is, in some sense, simpler since they do not require that the messages in the transformed protocol are encrypted. However, their transformation is also weaker since although it requires that the protocol be secure against passive adversaries, these adversaries still can corrupt parties adaptively (even after the execution has finished). Furthermore, while their transformation is sufficient for the case of group key exchange, it fails to guarantee the transfer of more general security properties. The reason for the failure is that an adversary can obtain a message (e.g. a ciphertext) from a session with only honest participants, and get information about the message (e.g. the underlying plaintext) by replaying it in some other sessions for which he can produce the necessary digital signatures. We further discuss and compare the two transformations via an illustrative example in Section 5.1.

Our transformation might be viewed as a way of transforming protocols into fail-stop protocols, introduced by Gong and Syverson [GS95], where any interference of an attacker is immediately observed and causes the execution to stop. But for fail-stop protocols, it is still necessary to consider the security issues related to the presence of passive adversaries. Here we achieve more since we obtain directly secure protocols. Moreover, a major difference is that we provide formal proof of the security of the resulting protocols while the approach of [GS95] is rather a methodology for prudent engineering. In particular, there are no proved guarantees on the security of the resulting protocols.

Corin et al $\left[\mathrm{CDF}^{+} 07\right]$ present a compiler for sessions (seen as patterns of communication) given as type declarations in an extended ML language to security protocols implementing the sessions. They prove that the resulting protocol implementation guarantees session integrity (which can be expressed as a set of correspodance properties). Their work can be seen as complementary with ours, since, while sesions are more general than the protocols that we consider (sessions can include loops), their compiler does not consider confidentiality properties.

Outline of the chapter Section 5.1 contains an example which illustrates the differences between the compiler of Katz and Yung and our compiler. In Section 5.2 we present the model in which we reason about security protocols. Section 5.3 introduces a simple logic and defines security properties within this logic. The protocol transformation is presented in Section 5.4. In Section 5.5 we present our main transfer result and sketch its proof, while in Section 5.5.6 we give detailed proofs.

### 5.1 Comparison with Katz and Yung's compiler

Consider the following simple protocol where an agent $A$ sends a session key $K_{a b}$ to $B$ using his public key. Then $B$ acknowledges $A$ 's message by forwarding the session key, encrypted under $A$ 's public key. We say that this protocol is secure if it preserves the secrecy of $K_{a b}$.

$$
\begin{array}{ll}
A \rightarrow B: & \left\{\left[K_{a b}\right]\right\}_{\mathrm{ek}(B)} \\
B \rightarrow A: & \left\{\left[K_{a b}\right]\right\}_{\mathrm{ek}(A)}
\end{array}
$$

Note that this protocol is secure when there is no adversary and is also secure even in the presence of an eavesdropper that may read any message sent over the network but cannot interfere in the protocol.

The resulting protocol obtained after applying Katz and Yung's compiler is the following one.

$$
\begin{array}{ll}
A \rightarrow B: & A, N_{a} \\
B \rightarrow A: & B, N_{b} \\
A \rightarrow B: & \llbracket\left\{\left[K_{a b}\right]_{\operatorname{ek}(B)}, A, B, N_{a}, N_{b} \rrbracket_{\operatorname{sk}(A)}\right. \\
B \rightarrow A: & \llbracket\left\{K_{a b}\right\}_{\mathrm{ek}(A)}, A, B, N_{a}, N_{b} \rrbracket_{\operatorname{sk}(B)}
\end{array}
$$

However, the compiled protocol is not secure against an adversary that may use corrupted identities. Note that the message $\llbracket\left\{\left[K_{a b}\right\}_{\text {ek }(B)} \rrbracket_{\operatorname{sk}(A)}\right.$ entirely reveals the message $\left\{\left[K_{a b}\right]\right\}_{\mathrm{ek}(B)}$. We
assume that the adversary owns a corrupted identity $I$. The attack works as follows.


This allows the intruder to learn any session key used between two honest agents.
In contrast, after applying our own transformation, the resulting protocol would be secure for an unbounded number of sessions, against a fully active attacker.

### 5.2 The model

In this chapter we basically use the model presented in Chapter 1. We consider again only roles with matching and we will just call them roles. In this section we introduce some useful notations and we detail further the model presented in Section 1.4.2.

The concrete setting (that is, the signature, deduction system) are almost as in Chapter 2. That is, the sort system is Sorts ${ }_{0}$ (with all sorts being different). The function symbols used here are those occurring in the deduction system $\mathcal{I}_{0}$ presented in Section 1.2.3.1 (page 40), and $\mathcal{I}_{0}$ is also the deduction system we consider in this chapter. Again the presence (or absence) of the rule (Retr) is not relevant here.

We denote by $\mathcal{X}$.a, $\mathcal{X}$.n, $\mathcal{X}$.k be sets of variables of sort agent, nonce, symmetric key. Variables are represented by capital letters $X, A, N, K$.

Throughout the chapter we fix a constant $k \in \mathbb{N}$ that represents the number of protocol participants. Furthermore, without loss of generality, we only use the set of agent variables $\left\{A_{1}, A_{2}, \ldots, A_{k}\right\} \subseteq \mathcal{X}$.a, and we partition the set of nonce (and key) variables, according to the party that generates them. Formally :

$$
\begin{aligned}
& \mathcal{X} . \mathrm{n}=\cup_{A \in \mathcal{X} . \mathrm{a}} \mathcal{X}_{\mathrm{n}}(A) \text { where } \mathcal{X}_{\mathrm{n}}(A)=\left\{N_{A}^{j} \mid j \in \mathbb{N}\right\} \\
& \mathcal{X} . \mathrm{k}=\cup_{A \in \mathcal{X} . \mathrm{a}} \mathcal{X}_{\mathrm{k}}(A) \text { where } \mathcal{X}_{\mathrm{k}}(A)=\left\{K_{A}^{j} \mid j \in \mathbb{N}\right\}
\end{aligned}
$$

This partition avoids to have to specify later which of the nonces (symmetric keys) are generated by the party executing the protocol, or are expected to be received from other parties.

In the same spirit, we define the following private constants of sort SymKey and Nonce respectively :

$$
\begin{aligned}
& \mathrm{T}_{\text {SymKey }}=\left\{\mathrm{k}^{a, j, s} \mid a \in \mathcal{T}_{\mathrm{Id}}\left(\mathcal{F}_{\text {pub }}\right), j \in \mathbb{N}, s \in \mathbb{N}\right\} \\
& \mathrm{T}_{\text {Nonce }}=\left\{\mathrm{n}^{a, j, s} \mid a \in \mathcal{T}_{\text {ld }}\left(\mathcal{F}_{\text {pub }}\right), j \in \mathbb{N}, s \in \mathbb{N}\right\}
\end{aligned}
$$

Let $\Pi=(\mathcal{R}, \mathcal{S})$ be a protocol with $k$ participants. For each role $r$ of $\Pi$, we suppose that its parameters are $A_{1}, \ldots, A_{k}$ and its fresh items are among $N_{A_{r}}^{j}$ and $K_{A_{r}}^{j}$ with $j \in \mathbb{N}$. We recall that the principal that executes role $\mathcal{R}(r)$ is represented by the parameter $A_{r}$, thus, in that role, every variable of the form $X_{A_{r}}^{j}$ represents a nonce or a symmetric key generated by $A_{r}$. In this way, it is not necessary anymore to specify the parameters and fresh items of a role. Hence, we denote the $r$-th role of $\Pi$ by $\mathcal{R}(r)=\left(\left(\operatorname{rcv}_{r}^{1}, \operatorname{snt}_{r}^{1}\right),\left(\operatorname{rcv}_{r}^{2}, \operatorname{snt}_{r}^{2}\right), \ldots\right)$, where $\operatorname{rcv}_{r}^{p}$ and $\operatorname{snt}_{r}^{p}$ are the "receive" and respectively the "send" terms of role $r$ at step $p$.

Exemple 5.1 Using the above conventions, the Needham-Schroeder protocol (presented in Section 0.1.2, page 10) is now specified by

$$
\begin{array}{lll}
\mathcal{R}(1): & \left.\left(\text { init, },\left\{N_{A_{1}}^{1}, A_{1}\right]\right\}_{\operatorname{ek}\left(A_{2}\right)}\right) & \mathcal{S}(1,1)=(0,0) \\
& \left(\left\{\left[N_{A_{1}}^{1}, N_{A_{2}}^{1}\right\}_{\text {ek }\left(A_{1}\right)},\left\{\left[N_{A_{2}}^{1}\right\}_{\text {ek }\left(A_{2}\right)}\right)\right.\right. & \mathcal{S}(1,2)=(2,1) \\
\mathcal{R}(2): & \left(\left\{\left[N_{A_{1}}^{1}, A_{1}\right]\right\}_{\text {ek }\left(A_{2}\right)},\left\{\left[N_{A_{1}}^{1}, N_{A_{2}}^{1}\right]\right\}_{\operatorname{ek}\left(A_{1}\right)}\right) & \mathcal{S}(2,1)=(1,1) \\
& \left(\left\{\left[N_{A_{2}}^{1}\right\}_{\text {ek }\left(A_{2}\right)}\right), \text { stop }\right) & \mathcal{S}(2,2)=(1,2)
\end{array}
$$

Here the notations are overloaded : for example, $N_{A_{1}}^{1}$ denotes a fresh item of sort Nonce in role $\mathcal{R}(1)$, while it is just an arbitrary variable of sort Msg in role $\mathcal{R}(2)$.

In this chapter we are also more explicit about corrupted agents and the initial knowledge of the intruder. In Chapter 1 (see Section 1.4.2, page 48) we have supposed that the corruption of agents is implicit, assuming that the data he obtained in this way is present in his initial knowledge (which was considered arbitrary). Here we assume that corrupting an agent is an explicit action of the intruder and that the initial knowledge $H_{0}$ is such that it does not contain any agent private data. This is only because we need later to differentiate between honest and corrupted agents. These extensions of the model (which are formalised next) only detail it, but do not restrict, nor generalise the class of protocols that we treat, and do not change their semantics.

A trace $\operatorname{tr}=\left(\mathrm{Sld}_{0}, \mathrm{f}_{0}, \mathrm{H}_{0}\right) \xrightarrow{\alpha_{1}}\left(\mathrm{SId}_{1}, \mathrm{f}_{1}, \mathrm{H}_{1}\right) \xrightarrow{\alpha_{2}} \ldots \xrightarrow{\alpha_{n}}\left(\mathrm{SId}_{n}, f_{n}, H_{n}\right)$ is defined by the statement of Definition 1.29 and by :

- $\mathrm{H}_{0}$ is such that $\mathrm{H}_{0} \nvdash \mathrm{k}(a, b), \mathrm{dk}(a), \operatorname{sk}(a)$, for all $a, b \in \mathcal{T}_{\mathrm{Id}}(\mathcal{F})$,
$-\alpha_{1}$ can also be the corrupt action : $\left(\operatorname{SId}_{0}, \mathrm{f}_{0}, H_{0}\right) \xrightarrow{\text { corrupt }\left(a_{1}, \ldots, a_{l}\right)}\left(\mathrm{Sld}_{1}, \mathrm{f}_{1}, \mathrm{H}_{1}\right)$ where $a_{1}, \ldots, a_{l} \in \mathcal{T}_{\text {ld }}\left(\mathcal{F}_{\text {pub }}\right)$ and $\mathrm{H}_{1}=\mathrm{H}_{0} \cup \bigcup_{1 \leq j \leq l}\left(\left\{\mathrm{dk}\left(a_{j}\right), \mathrm{sk}\left(a_{j}\right)\right\} \cup S K\left(a_{j}\right)\right)$. Here, $S K(a)$ denotes a finite set of symmetric keys shared by the agent $a$ with other agents, that is $S K(a) \subseteq\left\{\mathrm{k}(a, b), \mathrm{k}(b, a) \mid b \in \mathcal{T}_{\mathrm{ld}}\left(\mathcal{F}_{\text {pub }}\right)\right\}$.
- if $\alpha_{i}=\operatorname{new}\left(r, a_{1}, \ldots, a_{k}\right)$ and sid $=\left(s, r,\left(a_{1}, \ldots, a_{k}\right)\right)$ is the new session id then $\mathrm{f}_{i}($ sid $)=$ $\left(\sigma, p_{0}\right)$ where $p_{0}$ is the initial control point of role ${ }^{17} r$, and

$$
\begin{cases}\sigma\left(A_{j}\right)=a_{j} & 1 \leq j \leq k \\ \sigma\left(N_{A_{r}}^{j}\right)=\mathrm{n}^{a_{r}, j, s} & N_{A_{r}}^{j} \text { fresh item of role } \mathcal{R}(r) \\ \sigma\left(K_{A_{r}}^{j}\right)=\mathrm{k}^{a_{r}, j, s} & K_{A_{r}}^{j} \text { fresh item of role } \mathcal{R}(r)\end{cases}
$$

Given a protocol $\Pi$, we write $\operatorname{Exec}(\Pi)$ for the set of execution traces of $\Pi$. When specifying a trace, we sometimes omit the transitions and write it just as a sequence of states.

Exemple 5.2 Reexamining Example 1.30 (page 49), we obtained the following execution trace :

$$
\left(\emptyset, f_{1}, \emptyset\right) \xrightarrow{\operatorname{corrupt}\left(a_{3}\right)}\left(\emptyset, f_{1}, \mathrm{kn}\right) \xrightarrow{\text { new }\left(2, a_{1}, a_{2}\right)}\left(\left\{\operatorname{sid}_{1}\right\}, f_{2}, \mathrm{kn}\right)
$$

where $\mathrm{kn}=\left\{\mathrm{dk}\left(a_{3}\right), \operatorname{sk}\left(a_{3}\right)\right\}$, $\operatorname{sid}_{1}=\left(1,2,\left(a_{1}, a_{2}\right)\right)$, and $f_{2}, f_{3}$ are defined as follows : $f_{2}\left(\operatorname{sid}_{1}\right)=$ $\left(\sigma_{1}, 2,1\right), f_{3}\left(\operatorname{sid}_{1}\right)=\left(\sigma_{2}, 2,2\right)$ where $\sigma_{1}\left(A_{1}\right)=a_{1}, \sigma_{1}\left(A_{2}\right)=a_{2}, \sigma_{1}\left(N_{A_{2}}^{1}\right)=\mathrm{n}^{a_{2}, 1,1}$, and $\sigma_{2}$ extends $\sigma_{1}$ by $\sigma_{2}\left(N_{A_{1}}^{1}\right)=\mathrm{n}_{3}$, with $a_{1}, a_{2}, a_{3}$ public constants of sort Id, and $\mathrm{n}^{a_{2}, 1,1}, \mathrm{n}_{3}$ (private, respectively public) constants of sort Nonce.

[^13]In this chapter we consider a relaxed version of the definition of executable protocols. Indeed, for technical reasons we work only with protocols satisfying the first two points of the Definition 1.31 (on page 49) and we call such protocols executable. In particular, we suppose that the function $\mathcal{S}$ is injective. Moreover, since we sometimes use negative control points (with negatively indexed role rules), we consider that for executable protocols the function $\mathcal{S}(r, \cdot)$ is defined on exactly $\sharp \mathcal{R}(r)$ consecutive integers.

Given an arbitrary trace $\operatorname{tr}=\left(\operatorname{SId}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{1}} \ldots \xrightarrow{\alpha_{n}}\left(\operatorname{SId}_{n}, f_{n}, H_{n}\right)$ with $n \in \mathbb{N}$, we define the set of corrupted agents of a trace $\operatorname{tr}$ by $\mathrm{CA}(\operatorname{tr})=\left\{a_{1}, \ldots, a_{l}\right\}$ if $\alpha_{1}=\operatorname{corrupt}\left(a_{1}, \ldots, a_{l}\right)$ and $C A(\operatorname{tr})=\emptyset$ otherwise. The set $\operatorname{SId}^{h}(\operatorname{tr})$ of honest session identifiers is the set of session identifiers that correspond to sessions between non-corrupt agents :

$$
\operatorname{SId}^{\mathrm{h}}(\operatorname{tr})=\left\{\operatorname{sid} \in \operatorname{SId}_{n} \mid \operatorname{sid}=\left(\cdot, \cdot,\left(a_{1}, \ldots, a_{k}\right)\right), \mathrm{CA}(\operatorname{tr}) \cap\left\{a_{1}, \ldots, a_{k}\right\}=\emptyset\right\} .
$$

For a trace $\operatorname{tr}$ we denote by $\mathrm{I}(\mathrm{tr})$ the set of indexes $i$ of the transitions and global states of tr. For example, the above trace has $\mathrm{I}(\operatorname{tr})=\{0,1, \ldots, n\}$. If sid is a session id then we denote by $\operatorname{Ag}($ sid $)$ the set of agents involved in this session, that is $\operatorname{Ag}($ sid $)=\left\{a_{1}, \ldots, a_{k}\right\}$ when sid $=$ $\left(\cdot, \cdot,\left(a_{1}, \ldots, a_{k}\right)\right)$.

### 5.3 Security properties

We use a simple logic (similar with the one in [CHW06]) to express security properties on traces. We define the syntax and semantics of this logic and provide several examples of security properties that can be expressed within it.

### 5.3.1 A logic for security properties

### 5.3.1.1 Syntax

We assume an infinite set $\mathcal{X}_{\text {Sub }}$ of variables for substitutions, called substitution variables. Let $\mathrm{T}_{\text {Sub }}$ be the following set inductively defined by :

$$
\mathbf{T}_{S u b}::=\varsigma(X)|c| g\left(\mathbf{T}_{S u b}\right) \mid h\left(\mathbf{T}_{S u b}, \mathbf{T}_{S u b}\right)
$$

where $\varsigma \in \mathcal{X}_{\text {Sub }}, X \in \mathcal{X}$, and $c, g, h$ are function symbols of arity 0,1 and 2 respectively that range over Sigma. We call s-terms the elements of $\mathrm{T}_{\text {Sub }}$. Note that terms without names are s-terms, and s-terms without substitution variables are terms. We extend the notions of position and occurrence to s-terms in the expected way (with $\varsigma$ regarded as a function symbol of arity 1 ). If $u$ is an s-term and $\sigma$ is a substitution then we denote by $u[\sigma / \varsigma]$ the s-term obtained by replacing each occurrence of $\varsigma(X)$ by the term $\sigma(X)$, for any variable $X$. As for normal substitutions, we may abbreviate $\varsigma(X)$ by $X \varsigma$.

Exemple 5.3 Let $u=\left\langle\varsigma(X), \varsigma^{\prime}(Y)\right\rangle$ and $\sigma, \sigma^{\prime}$ be two substitutions such that $X \sigma=a$ and $Y \sigma^{\prime}=$ b. Let $u^{\prime}=u\left[\sigma^{\sigma} / \varsigma\right]=\left\langle\sigma(X), \varsigma^{\prime}(Y)\right\rangle=\left\langle a, \varsigma^{\prime}(Y)\right\rangle$. Then $u^{\prime}\left[\sigma^{\prime} / \varsigma^{\prime}\right]=\langle a, b\rangle$ is a both a s-term and a term, while $u^{\prime}$ is a s-term but not a term.

Besides standard propositional connectors, the logic has equality tests between s-terms, a predicate to specify honest agents, and existential and universal quantifiers over the local states of agents.

$$
\begin{aligned}
\llbracket \mathrm{NC}(a), \operatorname{tr} \rrbracket & = \begin{cases}1 & \text { if } a \notin \mathrm{CA}(\operatorname{tr}) \\
0 & \text { otherwise }\end{cases} \\
\llbracket \forall \varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi, \operatorname{tr} \rrbracket & = \begin{cases}1 & \text { if } \forall \sigma \in \mathcal{L} \mathcal{S}_{r, p}(\operatorname{tr}), \text { we have } \llbracket \phi[\sigma / \varsigma], \operatorname{tr} \rrbracket=1, \\
0 & \text { otherwise. }\end{cases} \\
\llbracket \exists \varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi, \operatorname{tr} \rrbracket & = \begin{cases}1 & \text { if } \exists \sigma \in \mathcal{L} \mathcal{S}_{r, p}(\operatorname{tr}), \text { s.t. } \llbracket \phi[\sigma / \varsigma], \operatorname{tr} \rrbracket=1, \\
0 & \text { otherwise. }\end{cases} \\
\llbracket \exists!\varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi, \operatorname{tr} \rrbracket & =\left\{\begin{array}{cl}
1 & \text { if } \exists!\text { sid } \in \operatorname{SId}(\operatorname{tr}), \exists i \in \mathrm{I}(\operatorname{tr}) \text { s.t. } \\
0 & f_{i}(\operatorname{sid})=(\sigma, p) \text { and } \llbracket \phi[\sigma / \varsigma], \operatorname{tr} \rrbracket=1,
\end{array}\right.
\end{aligned}
$$

Fig. 5.1 - Interpretation of formulas in $\mathcal{L}$.

Definition 5.4 The formulas of the logic $\mathcal{L}$ are inductively defined by:

$$
\phi::=\neg \phi|\phi \wedge \phi|[u=v]|\mathrm{NC}(\varsigma(A))| \forall \varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi\left|\exists \varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi\right| \exists!\varsigma \in \mathcal{L} \mathcal{S}_{r, p} \phi
$$

where $A \in \mathcal{X} . a, \varsigma \in \mathcal{X}_{S u b}, u, v \in \mathrm{~T}_{\text {Sub }}$ and $r, p \in \mathbb{N}$.
Here the predicate $\mathrm{NC}(\varsigma(A))$ of arity 1 is used to specify non corrupted agents. The quantifications $\forall \varsigma \in \mathcal{L} \mathcal{S}_{r, p}, \exists \varsigma \in \mathcal{L} \mathcal{S}_{r, p}$, and $\exists!\varsigma \in \mathcal{L} \mathcal{S}_{r, p}$ are over local states of agent $r$ at step $p$, as defined below. All these quantifiers bound the substitution variable $\varsigma$. Hence, a formula $\phi$ of $\mathcal{L}$ is closed if all substitution variables in $\phi$ are bound. For a formula $\phi$ and a substitution $\sigma$, the formula $\phi[\sigma / \varsigma]$ is defined as expected, by replacing each s-term $u$ in $\phi$ by $u[\sigma / \varsigma]$.

As usual, we assume that unary predicates bind tighter than binary predicates and the precedence for the latter predicates is $\Rightarrow, \vee, \wedge$ (in ascending order).

### 5.3.1.2 Semantics

The semantics of our logic is defined for closed formula by interpreting them on the execution traces of a protocol. We first define formally the range of the quantifications. The set of local states of role $r$ at step $p$ in a trace $\operatorname{tr}=\left(\mathrm{SId}_{i}, f_{i}, H_{i}\right)_{1 \leq i \leq n}$ is defined by

$$
\mathcal{L S}_{r, p}(\operatorname{tr})=\left\{\sigma \mid \exists i \in[n], \exists \text { sid } \in \operatorname{SId}_{i} \text { s.t. } f_{i}(\text { sid })=(\sigma, p)\right\} .
$$

Standard propositional connectors and negation are interpreted as usual. Equality is syntactic equality between terms, that is, $\llbracket[u=v], \operatorname{tr} \rrbracket=1$ if and only if $u=v$ (the interpretation is thus trace-independent). Indeed, when $[u=v]$ is a closed formula, the s-terms $u$ and $v$ are terms. Note that the terms $u, v$ need not be ground. The interpretation of quantifiers and the predicate NC is shown in Figure 5.1.

As usual, we use $[u \neq v], \phi_{1} \vee \phi_{2}$ and $\phi_{1} \Rightarrow \phi_{2}$ as shortcuts for $\neg[u=v], \neg\left(\neg \phi_{1} \wedge \neg \phi_{2}\right)$, and $\neg \phi_{1} \vee \phi_{2}$ respectively.

A security property is represented by a closed formula in the logic $\mathcal{L}$. Informally, a protocol $\Pi$ satisfies $\phi$ if $\phi$ is true on all traces of $\Pi$. Formally :
Definition 5.5 (Satisfiability) Let $\Pi$ be a protocol and $\phi \in \mathcal{L}$ be a closed formula. We say that $\Pi$ satisfies $\phi$, and write $\Pi \models \phi$ if for any trace $\operatorname{tr} \in \operatorname{Exec}(\Pi), \llbracket \phi, \operatorname{tr} \rrbracket=1$.

### 5.3.2 Examples of security properties

In this section we show how to specify secrecy and several variants of authentication, including those from Lowe's hierarchy [Low97], in the given security logic.

### 5.3.2.1 Secrecy

Let $\Pi$ be a $k$-party executable protocol. To specify our secrecy property we use a standard encoding. Namely, we add a role to the protocol, $\mathcal{R}(k+1)=(Y$, stop $)$, where $Y$ is a new variable of sort Msg. It can be seen as some sort of witness as it does nothing but waits for receiving a public data. Then a data $s$ is secret if and only if for any role session of role $k+1$, the value of $s$ is different from the value of $Y$.

Consider $X$ a fresh item of a role $r$. Informally, the definition of the secrecy property expressed by the formulas $\phi_{s}$ below states that, for any local state of an agent playing role $r$ in an honest session, a witness (i.e. an agent playing role $k+1$ ) cannot gain any knowledge on $X$. Formally, the property is specified by the following formula:

$$
\phi_{s} \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L} \mathcal{S}_{r, 1}\left(\bigwedge_{l \in[k]} N C\left(\varsigma\left(A_{l}\right)\right) \Rightarrow \forall \varsigma^{\prime} \in \mathcal{L S}_{k+1,2}\left[\varsigma(X) \neq \varsigma^{\prime}(Y)\right]\right)
$$

Note that, due to the assumption that $X$ is a fresh item and the role $k+1$ is at its final control point, the interpreted s-terms $\varsigma(X)$ and $\varsigma^{\prime}(Y)$ are ground terms. We can also model the secrecy of a data $X$ that is received in an honest session : we simply specify the control point $p$ (instead of 1) at which the data is received by the role $r$.

### 5.3.2.2 Authentication properties

We first show how to use the logic defined above to specify the injective agreement [Low97] between two parties $A$ and $B$. Informally, this property states that whenever an agent $A$ completes a run of the protocol, apparently with $B$, then there is unique run of $B$ apparently with $A$ such that two agents agree on the values of some fixed data items ${ }^{18}\left\{X_{1}, \ldots, X_{n}\right\}$, provided that $A$ and $B$ are honest. As usual, nothing is guaranteed in role sessions involving corrupted agents.

Let $p_{1}$ be the length of $A$ 's role, $p_{2}$ be the control point at which $B$ should have received all data items from $A$, and assume the indexes of $A$ 's and $B$ 's roles are 1 and 2 respectively. Then, the above intuition is captured by the following formula :

$$
\begin{aligned}
\phi_{a} \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L S}_{1, p_{1}}(\mathrm{NC}(A \varsigma) \wedge & \mathrm{NC}(B \varsigma) \Rightarrow \\
& \left.\exists!\varsigma^{\prime} \in \mathcal{L} \mathcal{S}_{2, p_{2}}\left(\left[A \varsigma=A \varsigma^{\prime}\right] \wedge\left[B \varsigma=B \varsigma^{\prime}\right] \wedge \bigwedge_{1 \leq i \leq n}\left[X_{i} \varsigma=X_{i} \varsigma^{\prime}\right]\right)\right)
\end{aligned}
$$

We show next how other several authentication definitions proposed by Lowe [Low97] can be modelled within the logic $\mathcal{L}$. The following formulas represent aliveness, weak agreement, and non-injective agreement properties, respectively, where $A, B, p_{1}, p_{2}$ and $\left\{X_{1}, \ldots, X_{n}\right\}$ have the same meaning as above.

[^14]\[

$$
\begin{aligned}
& \phi_{1} \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L S}_{1, p_{1}+1}\left(\mathrm{NC}(A \varsigma) \wedge \mathrm{NC}(B \varsigma) \Rightarrow \exists \varsigma^{\prime} \in \mathcal{L \mathcal { S } _ { 2 , 1 }}\left[B \varsigma=B \varsigma^{\prime}\right]\right) \\
& \phi_{2} \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L S}_{1, p_{1}+1}\left(\mathrm{NC}(A \varsigma) \wedge \mathrm{NC}(B \varsigma) \Rightarrow \exists \varsigma^{\prime} \in \mathcal{L S}_{2,1}\left(\left[B \varsigma=B \varsigma^{\prime}\right] \wedge\left[A \varsigma=A \varsigma^{\prime}\right]\right)\right) \\
& \phi_{3} \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L} \mathcal{S}_{1, p_{1}+1}(\mathrm{NC}(A \varsigma) \wedge \mathrm{NC}(B \varsigma) \Rightarrow \\
& \left.\forall \exists \varsigma^{\prime} \in \mathcal{L} \mathcal{S}_{2, p_{2}}\left(\left[B \varsigma=B \varsigma^{\prime}\right] \wedge\left[A \varsigma=A \varsigma^{\prime}\right] \wedge \bigwedge_{1 \leq i \leq n}\left[X_{i} \varsigma=X_{i} \varsigma^{\prime}\right]\right)\right)
\end{aligned}
$$
\]

We also model a simple security property for the multi-party case by requiring that each party authenticates any other party in the sense that each agent is convinced that the other agents were alive in the session. In our logic, this translates to the formula : $\phi_{m a} \stackrel{\text { def }}{=} \bigwedge_{r \in[k]} \phi_{m a}(r)$ with

$$
\phi_{m a}(r) \stackrel{\text { def }}{=} \forall \varsigma \in \mathcal{L} \mathcal{S}_{r, p_{r}+1}\left(\bigwedge_{l \in[k]} \mathrm{NC}\left(A_{l} \varsigma\right) \Rightarrow \bigwedge_{i \in[k], i \neq r}\left(\exists \varsigma_{i} \in \mathcal{L} \mathcal{S}_{i, 1} \bigwedge_{j \in[k]}\left[A_{j} \varsigma=A_{j} \varsigma_{i}\right]\right)\right)
$$

where $p_{r}$ is the final control point of the role $r$. We could enforce the property as for the two-party case by enlarging the set of equalities that should hold.

### 5.4 Transformation of protocols

The core idea of the transformation is to have parties agree on some common, dynamically generated, session identifier $s$, and then transmit the encryption of a message $m$ of the original protocol accompanied by a signature on $m$ concatenated with $s$.

The modification of the source protocol is performed in two steps. We first introduce an initialisation phase, where each agent generates a fresh nonce which is distributed to all other participants. The idea is that the concatenation of all these nonces and all the identities involved in the session plays the role of a unique session identifier. To avoid underspecification of the resulting protocol we fix a particular way in which the nonces are distributed. First, each agent generates a fresh nonce and then sends the nonces he received so far together with his nonce to the next agent. That is, in Alice-Bob notation,

$$
A_{i} \rightarrow A_{i+1}: N_{A_{1}}, \ldots, N_{A_{i}}
$$

for all $i$ in the sequence $1, \ldots, k-1$. Then, once the last agent received all nonces, each agent forwards the concatenation of all nonces to its predecesor. That is,

$$
A_{i} \rightarrow A_{i-1}: N_{A_{1}}, \ldots, N_{A_{k}}
$$

for all $i$ in the sequence $k, \ldots, 2$. In this way, at the end of this first phase all agents know each other's nonces.

We remark that the precise order in which participants send these nonces does not really matter, and we do not require that these nonces be authenticated in some way. In principle an active adversary is allowed to forward, block or modify the messages sent during the initialisation phase, but behaviours that deviate from the intended execution of the protocol are detected in the next phase.

In the second phase of the transformed protocol, the execution proceeds as prescribed by $\Pi$ with the difference that to each message $m$ that needs to be sent, the sending parties also
attaches a signature $\llbracket m, p$, nonces $\rrbracket_{\mathrm{sk}^{\prime}(a)}$ and encrypts the whole construct with the intended receiver public key. $p$ is the current control point and nonces is the concatenation of the nonces received during the first phase with the identities of the participants involved in the protocol. To avoid confusion and unintended interactions between the signatures and the encryptions produced by the compiler and those used in the normal execution of the protocol, the former use fresh signatures and public keys. Formally, we extend the signature $\Sigma$ with four new function symbols $s k^{\prime}, \mathrm{vk}^{\prime}$, $\mathrm{ek}^{\prime}$ and $\mathrm{dk}^{\prime}$ which have exactly the same functionality (that is the same sort and similar deduction rules) with sk, vk, ek and dk respectively. This formalises the assumption that in the transformed version of $\Pi$ each agent $a$ has associated two pairs of verification/signing keys $\left((\operatorname{vk}(a), \operatorname{sk}(a))\right.$ and $\left.\left(\mathrm{vk}^{\prime}(a), \mathrm{sk}^{\prime}(a)\right)\right)$ and two pairs of encryption/decryption keys $((\operatorname{ek}(a), \mathrm{dk}(a))$ and $\left(\mathrm{ek}^{\prime}(a), \mathrm{dk}^{\prime}(a)\right)$ ) and that these new pairs of keys were correctly distributed previously to any execution of the protocol. We assume that source protocols are constructed over $\Sigma$ only.

Definition 5.6 (Transformed protocol) Let $\Pi=(\mathcal{R}, \mathcal{S})$ be a $k$-party executable protocol such that the nonce variables $N_{A_{i}}^{0}$ do not appear in $\mathcal{R}$ (which can be ensured by renaming the nonce variables of $\Pi$ ) and all the initial control points are set to 1 (which can be ensured by rewriting the function $\mathcal{S}$ ).

The transformed protocol $\widetilde{\Pi}=(\widetilde{\mathcal{R}}, \widetilde{\mathcal{S}})$ is defined as follows : $\widetilde{\mathcal{R}}(r)=\mathcal{R}^{\text {init }}(r) \cdot \mathcal{R}^{\prime}(r)$ and $\widetilde{\mathcal{S}}=\mathcal{S}^{\text {init }} \cup \mathcal{S}$ where $\cdot$ denotes the concatenation of sequences and $\mathcal{R}^{\text {init }}, \mathcal{R}^{\prime}$ and $\mathcal{S}^{\text {init }}$ are defined as follows :

$$
\begin{aligned}
& \mathcal{R}^{\text {init }}(r)=\left(\left(\text { nonces }_{r-1}, \text { nonces }_{r}\right),\left(\text { nonces }_{k}, \text { nonces }_{k}\right)\right), \quad \forall 1 \leq r<k \\
& \mathcal{S}^{\text {init }}(r,-1)=(r-1,-1), \quad \mathcal{S}^{\text {init }}(r, 0)=(r+1,0), \quad \forall 1 \leq r<k \\
& \mathcal{R}^{\text {init }}(k)=\left(\left(\text { nonces }_{k-1}, \text { nonces }_{k}\right)\right) \quad \mathcal{S}^{\text {init }}(k, 0)=(k-1,-1)
\end{aligned}
$$

with nonces $_{0}=$ init and nonces $_{j}=\left\langle N_{A_{1}}^{0}, N_{A_{2}}^{0}, \ldots, N_{A_{j}}^{0}\right\rangle$ for $1 \leq j \leq k$.
Let $\mathcal{R}(r)=\left(\left(\operatorname{rcv}_{r}^{p}, \operatorname{snt}_{r}^{p}\right)\right)_{p \in\left[k_{r}\right]}$. Then $\mathcal{R}^{\prime}(r)=\left(\left(\widetilde{\mathrm{rcv}}_{r}^{p}, \widetilde{\operatorname{snt}}_{r}^{p}\right)\right)_{p \in\left[k_{r}\right]}$ such that
if $\mathrm{rcv}_{r}^{p}=$ init then $\widetilde{\mathrm{rcv}_{r}^{p}}=$ fake, if $\operatorname{snt}_{r}^{p}=$ stop then $\widetilde{\operatorname{snt}}_{r}^{p}=$ stop and otherwise

$$
\begin{aligned}
& \widetilde{\mathrm{rcv}_{r}^{p}}=\left\{\left[\operatorname{rcv}_{r}^{p}, \llbracket \mathrm{rcv}_{r}^{p}, p^{\prime} \text {, nonces } \rrbracket_{\mathrm{sk}^{\prime}\left(A_{r^{\prime}}\right)}\right]\right\}_{\mathrm{ek}^{\prime}\left(A_{r}\right)} \text {, } \\
& \widetilde{\mathrm{snt}}_{r}^{p}=\left\{\left[\operatorname{snt}_{r}^{p}, \llbracket \operatorname{snt}_{r}^{p}, p \text {, nonces } \rrbracket_{\mathrm{sk}^{\prime}\left(A_{r}\right)}\right]\right\}_{\mathrm{ek}^{\prime}\left(A_{r^{\prime \prime}}\right)}
\end{aligned}
$$

where $\left(r^{\prime}, p^{\prime}\right)=\mathcal{S}(r, p),(r, p)=\mathcal{S}\left(r^{\prime \prime}, p^{\prime \prime}\right)$ and nonces $=\left\langle A_{1}, \ldots, A_{k}\right.$, nonces $\left._{k}\right\rangle$.

The initial control point is now set to -1 (or 0 for $A_{k}$ ) since actions have been added for the initialisation stage. The special message fake is used to model for example the situation where an agent waits for more than one message in order to reply or when an agent sends more then one reply.

### 5.5 Transfer result

### 5.5.1 Honest, single session traces

We identify a class of executions, which we call honest, single session executions which, intuitively, correspond to traces where just one session is executed, session in which all parties are honest and there is no adversary. Our only hypothesis will be that the initial protocol has to be secure in this very weak setting.

Definition 5.7 (Honest, single session trace) Let $\Pi=(\mathcal{R}, \mathcal{S})$ be a $k$-party protocol and $\mathrm{tr}=$ $\left(\mathrm{SId}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{1}} \ldots \xrightarrow{\alpha_{n}}\left(\mathrm{SId}_{n}, f_{n}, H_{n}\right)$ be an execution trace of $\Pi$. The trace tr is an honest, single session trace if there are $k$ agent identities $a_{1}, \ldots, a_{k}$ such that

- for $1 \leq i \leq k, \alpha_{i}=\operatorname{new}\left(i, a_{1}, \ldots, a_{k}\right)$,
- for $k+1 \leq i \leq n, \alpha_{i}=\operatorname{send}(\operatorname{sid}, m), m=\operatorname{rcv}_{r}^{p} \sigma$ where $f_{i}(\operatorname{sid})=(\sigma, p+1)$, sid $=(\cdot, r, \cdot)$, and there exists $j<i$ such that $f_{j}\left(\mathrm{sid}^{\prime}\right)=\left(\sigma^{\prime}, p^{\prime}\right), \mathcal{S}(r, p)=\left(r^{\prime}, p^{\prime}\right)$, sid $=\left(\cdot, r^{\prime}, \cdot\right)$, and $m=\operatorname{snt}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$ for some sid ${ }^{\prime}$.

We denote by $\operatorname{Exec}^{p, 1}(\Pi)$ the set of honest, single session traces of $\Pi$.
Definition 5.8 (Passive, single session satisfiability) Let $\Pi$ be a protocol and $\phi \in \mathcal{L}$ be a closed formula. We say that $\Pi$ satisfies the closed formula $\phi$ for passive adversaries and a single session, and write $\Pi \models^{p, 1} \phi$ if for any trace $\operatorname{tr} \in \operatorname{Exec}^{p, 1}(\Pi), \llbracket \phi, \operatorname{tr} \rrbracket=1$.

### 5.5.2 Transferable security properties

We identify a fragment $\mathcal{L}^{\prime}$ of the logic $\mathcal{L}$ defined in Section 5.3 whose formulas specify the properties that can be transferred from the honest, single session case to the full active adversary case.

Definition 5.9 The set $\mathcal{L}^{\prime}$ consists of those formulas $\phi$ with

$$
\phi=\forall \varsigma \in \mathcal{L} \mathcal{S}_{r, p}\left(\bigwedge_{l \in[k]} \mathrm{NC}\left(A_{l} \varsigma\right) \Rightarrow \bigwedge_{i \in I}\left(\mathcal{Q}_{i} \varsigma_{i} \in \mathcal{L S}_{r_{i}, p_{i}} \bigwedge_{j \in J_{i}} \tau_{j}^{i}\left(u_{j}^{i}, v_{j}^{i}\right)\right)\right)
$$

where $\mathcal{Q}_{i} \in\{\forall, \exists, \exists!\}$, and for all $i \in I$, for all $j \in J_{i}$, if $\mathcal{Q}_{i}=\forall$ then $\tau_{j}^{i} \in\{\neq\}$ and if $\mathcal{Q}_{i} \in\{\exists, \exists!\}$ then $\tau_{j}^{i} \in\{=, \neq\}$; moreover, for each $i \in I$, if $\mathcal{Q}_{i}=\forall$ (respectively $\mathcal{Q}_{i}=\exists$ !) then for all (there is) $j \in J_{i}$ we have that (such that $\tau_{j}^{i} \in\{=\}$ and) there exists at least a subterm $\varsigma(X)$ in $u_{j}^{i}$ or $v_{j}^{i}$ with $X$ a nonce or key variable.

As usual, we require security properties to hold in sessions between honest agents. This means that no guarantee is provided in a session where a corrupted agent is involved. But this does not prevent honest agents from contacting corrupted agents in parallel sessions. Properties that can be expressed in our fragment $\mathcal{L}^{\prime}$ are correspondence relations between (data in) particular local states of agents in different sessions. It is a non-trivial class since e.g. the logical formulas given in Section 5.3 for expressing secrecy and authentication are captured by the above definition.

### 5.5.3 Transference theorem

The main result of this chapter is the following transference theorem. It informally states that the formulas of $\mathcal{L}^{\prime}$ that are satisfied in single, honest executions of a protocol are also satisfied by executions of the transformed protocol in the presence of a fully active adversary.

Theorem 5.10 Let $\Pi$ be a protocol and $\widetilde{\Pi}$ the corresponding transformed protocol. Let $\phi \in \mathcal{L}^{\prime}$ be a closed formula. Then $\Pi \models^{p, 1} \phi \Rightarrow \widetilde{\Pi} \models \phi$.

Remark The transfer result holds in fact for any conjunction or disjunction of formulas in $\mathcal{L}^{\prime}$. Indeed, if $\phi_{1} \wedge \phi_{2}$ is satisfied by a protocol $\Pi$ then both $\phi_{1}$ and $\phi_{2}$ are satisfied by $\Pi$. Then applying twice the transfer result, once for each formula, we obtain that $\phi_{1} \wedge \phi_{2}$ is also satisfied by the transformed protocol. For example, the formula $\phi_{m a}$ does not belong do the class $\mathcal{L}^{\prime}$ (it is not of the right form). It is however a conjunction of formulas of $\mathcal{L}^{\prime}$. We can thus also transfer this property.

The main intuition behind the proof is that any execution in the presence of an active adversary is closely mirrored by some honest execution (i.e. an execution with no adversarial interference plus some additional useless sessions). We define honest executions next.

### 5.5.4 Honest executions

Recall that we demand that protocols come with an intended execution order, in which the designer specifies the source of each message in an execution. Roughly, in an honest execution trace one can partition the set of session ids in sets of at most $k$ role sessions (each corresponding to a different role of the protocol) such that messages are exchanged only within partitions, and the message transmission within each partition follows the intended execution specification. Since we cannot prevent an intruder to create new messages and sign them with corrupted signing keys, clearly the property can hold only for session identifiers corresponding to honest participants. The above ideas are captured by the following definition.

Definition 5.11 (Honest execution traces) Let $\Pi$ be an executable protocol. An execution trace $\operatorname{tr}=\left(\operatorname{SId}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{1}} \ldots \xrightarrow{\alpha_{n}}\left(\operatorname{SId}_{n}, f_{n}, H_{n}\right)$ is honest if there is a partition PrtSId of the honest role session identifiers Sld $^{\mathrm{h}}(\mathrm{tr})$ such that:

1. for all $S \in \operatorname{PrtSId}$, for all sid, sid ${ }^{\prime} \in S$ with sid $\neq \operatorname{sid}^{\prime}$ and $\operatorname{sid}=\left(s, r,\left(a_{1}, \ldots a_{k}\right)\right)$ and $\operatorname{sid}^{\prime}=\left(s^{\prime}, r^{\prime},\left(a_{1}^{\prime}, \ldots a_{k}^{\prime}\right)\right)$, we have $r \neq r^{\prime}$, and $a_{j}=a_{j}^{\prime}$ for all $1 \leq j \leq k$; that is, in any protocol session each of the participants execute different roles ${ }^{19}$ and the agents agree on their communication partners;
2. whenever $\left(\operatorname{SId}_{i-1}, f_{i-1}, H_{i-1}\right) \xrightarrow{\text { send }(\operatorname{sid}, m)}\left(\operatorname{Sid}_{i}, f_{i}, H_{i}\right)$ with sid $\in \operatorname{SId}^{h}(\operatorname{tr}), m$ accepted, $m \neq$ fake and $m=\operatorname{rcv}_{r}^{p} \sigma, p \geq 1$, we have that there are $\operatorname{sid}^{\prime} \in[\operatorname{sid}]$ and $i^{\prime}<i$ such that $m=\operatorname{snt}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$ and $\mathcal{S}(r, p)=\left(r^{\prime}, p^{\prime}\right)$ where $f_{i}(\operatorname{sid})=(\sigma, p+1), f_{i^{\prime}}\left(\operatorname{sid}^{\prime}\right)=\left(\sigma^{\prime}, p^{\prime}\right)$, $\operatorname{sid}^{\prime}=\left(\cdot, r^{\prime} . \cdot\right)$ and $[$ sid $]$ is the partition to which sid belongs to.

Notice that the above definition considers partial executions in which not all roles finish their execution, and where not all roles in a protocol session need to be initialised. The following lemma states that for any transformed protocol, an active intruder cannot interfere with the execution of honest sessions.
Lemma 5.12 Let $\Pi$ be a protocol and $\widetilde{\Pi}$ the corresponding transformed protocol. In $\widetilde{\Pi}$, any execution trace is an honest execution trace.

Then it remains to show that any property expressed in $\mathcal{L}^{\prime}$ that holds for one honest, single session trace also holds for any honest execution trace of the transformed protocol. It relies in particular on the fact that due to encryption, fresh values of honest sessions cannot occur unprotected in dishonest sessions. Moreover, honest execution traces actually correspond to the honest, single session trace of the initial protocol. This intuition is further detailed in the next section.

[^15]
### 5.5.5 Proof sketch of the transference theorem

In this section we first present some useful lemmas and the ideas behind their proofs, and then we sketch the proof of the main result. Detailed proofs are found in Section 5.5.6.

Lemma 5.12 Let $\Pi$ be a protocol and $\widetilde{\Pi}$ the corresponding transformed protocol. In $\widetilde{\Pi}$, any execution trace is an honest execution trace.

Proof sketch Let tr be an execution trace of $\widetilde{\Pi}$. We construct the partition of session ids by simply grouping session ids that have the same value of nonces ; we write PrtSId(tr) for the resulting partition. It is easy to check that PrtSId(tr) satisfies the first condition of the definition of an honest execution trace. We prove that the second condition also holds by induction on the length of the trace. Assume that $\left(\operatorname{Sid}_{i-1}, f_{i-1}, H_{i-1}\right) \xrightarrow{\text { send(sid, }, m)}\left(\operatorname{Sid}_{i}, f_{i}, H_{i}\right)$ with sid $\in \operatorname{Sld}{ }^{\text {h }}(\operatorname{tr}), m$ accepted, $m \neq$ init and $m=\widetilde{\operatorname{rcv}}_{r}^{p} \sigma, p \geq 1$. Then, $m$ must be of the form $\left\{\left[m^{\prime}, \llbracket m^{\prime}, p, m_{0} \rrbracket_{\mathrm{sk}^{\prime}(a)}\right\}_{\mathrm{ek}^{\prime}(b)}\right.$ with $a, b$ honest agents and the agents occurring in $m_{0}$ being honest too. Since the adversary cannot forge $\llbracket m^{\prime}, p, m_{0} \rrbracket_{\mathrm{sk}^{\prime}(a)}$, a message of the form $\left\{\left[m^{\prime}, \llbracket m^{\prime}, p, m_{0} \rrbracket_{\mathrm{sk}^{\prime}(a)}\right\}_{\mathrm{ek}^{\prime}\left(b^{\prime}\right)}\right.$ must have been sent by the honest agent $a$ in a session sid ${ }^{\prime} \in[\operatorname{sid}]$ since the two agents agree on $m_{0}$. Thanks to the control point that is also signed, we can show that $a$ must have sent his message exactly to the agent that is expected, and then deduce that $b=b^{\prime}$ and $a$ 's action also satisfies the condition on function $\mathcal{S}$.

Any nonce or key generated in an honest session is always protected by at least one encryption with a public key of a non-corrupted agent.

Lemma 5.13 Let $\Pi$ be a $k$-party protocol and $\widetilde{\Pi}$ be the corresponding transformed protocol. Let $X$ be a key or a nonce variable of $\Pi$, $\operatorname{tr}$ be an execution trace of $\widetilde{\Pi}$, (SId, $f, H$ ) be a global state of tr and $t$ be a message deducible from $H$, i.e. $H \vdash t$.

For any honest session id sid $\in \operatorname{SId}^{\text {h }}(\operatorname{tr})$ with $f(\mathrm{sid})=(\sigma, \cdot, \cdot)$, for any occurrence of $X \sigma$ in $t$ (i.e. for any path $q$ such that $\left.t\right|_{q}=X \sigma$ ), X $\sigma$ occurs within $t$ in messages of the form $\left\{\left[m^{\prime}, \llbracket m^{\prime}, p, \sigma(\text { nonces }) \rrbracket_{\mathrm{sk}(a)}\right]_{\mathrm{ek}^{\prime}(b)}\right.$, where $b$ is an honest agent, i.e. $b \notin C A(\operatorname{tr})$.

Proof sketch Using Lemma 5.12, we can show that the only possible values for $X \sigma$ are nonces generated in honest sessions. Thus $X \sigma$ is initially protected with an honest public key encryption. Then the only way for an adversary to remove that encryption is to send the message to an honest agent, which in turn will send it to one of the agents occurring in $\sigma$ (nonces) thus to another honest agent ; still, $X \sigma$ will be protected by an honest public key encryption.

### 5.5.5.1 Sketch of proof of the main result

Firstly, Lemma 5.12 says that it is sufficient to look at honest execution traces in the transformed protocol. So we fix an arbitrary honest trace tr. Every (possibly partial) honest protocol session in $t r$ can be projected to a (partial) honest, single session trace $\mathrm{tr}_{0}$ in the initial protocol. Observe that we are only interested in honest sessions of tr, since that is what the left hand side of the implication in $\phi$ means (i.e. $\bigwedge_{l \in[k]} \mathrm{NC}\left(A_{l} \varsigma\right)$ ). But then the hypothesis of the implication in $\phi$ is trivially satisfied for passive, single sessions in $\Pi$. Hence also the right hand side of the implication in $\phi$ is satisfied for passive, single sessions in $\Pi$.

Next we have to consider three cases according to what the quantifier $\mathcal{Q}_{i}$ is.
If it is $\exists$ then the there is a local state satisfying the (in)equalities simply because there is one in the honest, single session trace $\mathrm{tr}_{0}$.

If $\mathcal{Q}_{i}=\exists$ ! we also need to prove uniqueness. From the form of $\phi$ we know that there is $j \in J_{i}$ such that in (say) $u_{j}^{i}$ there is an occurrence of $X \varsigma$ with $X$ a nonce or a key variable. And from the existence of required local states we have $\left(u_{j}^{i}=v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime} / \varsigma_{i}\right]$ for some "valid" $\sigma$ and $\sigma^{\prime}$. Suppose that also $\left(u_{j}^{i}=v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime \prime} / s_{i}\right]$ for some "valid" $\sigma^{\prime \prime}$. But then $X \sigma$ occurs both in $Y \sigma^{\prime}$ and $Y \sigma^{\prime \prime}$, where $Y$ is a variable of $v_{j}^{i}$ such that $X \varsigma$ occurs in $v_{j}^{i}$ under $Y \varsigma_{i}$. Since $Y \sigma^{\prime}$ and $Y \sigma^{\prime \prime}$ are parts of sent or received messages, it follows that they are parts of messages by the intruder and hence so is $X \sigma$. Thus we can apply Lemma 5.13 and obtain that $Y \sigma^{\prime}$ and $Y \sigma^{\prime \prime}$ were sent or received in the same honest protocol session as $X \sigma$. And since $\sigma^{\prime}$ and $\sigma^{\prime \prime}$ are substitutions obtained at the same control point $p_{i}$ of the same role $r_{i}$ it follows that $\sigma^{\prime}=\sigma^{\prime \prime}$ hence uniqueness.

Finally, if $\mathcal{Q}_{i}=\forall$. This case proceeds similarly. If, by absurd, there are local states such that the terms in some test become equal for some $\sigma^{\prime}$ then it must be the case that the corresponding session id is honest (this is again obtained using the uniqueness of nonces created in honest sessions, that is Lemma 5.13). We can then project this equality in the honest, single session trace $\mathrm{tr}_{0}$ to obtain a contradiction.

### 5.5.6 Detailed proofs

### 5.5.6.1 Proof of Lemma 5.12

Let $\Pi=(\mathcal{R}, \mathcal{S})$ be an executable protocol such that there are no variable nonces $N_{A}^{0}$ in $\mathcal{R}$ and the initial control points are set to 1 . Let $\mathcal{R}(r)=\left(\left(\operatorname{rcv}_{r}^{p}, \operatorname{snt}_{r}^{p}\right)\right)_{1 \leq p \leq k_{r}}$. Consider an arbitrary execution trace tr of the protocol $\widetilde{\Pi}$. Suppose $\operatorname{tr}=\left(\operatorname{SId}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{1}} \ldots \xrightarrow{\alpha_{n}}\left(\operatorname{SId}_{n}, f_{n}, H_{n}\right)$. We need to show that $t r$ is an honest execution trace.

We first give a few useful definitions and properties.
For a message $m$ we define $\bar{m}=m_{0}$ if $m=\left\{\left[m^{\prime}, \llbracket m^{\prime}, p, m_{0} \rrbracket_{\mathrm{sk}^{\prime}(a)}\right]\right\}_{\mathrm{ek}^{\prime}(b)}$ for some identities $a, b$, some messages $m^{\prime}, m_{0}$ and some $p \in \mathbb{Z}$ and $\bar{m}=\perp$ otherwise $^{20}$. We call $m_{0}$ the nonces field ${ }^{21}$ of $m$.

For any transition $\alpha_{i}=\operatorname{send}($ sid,$m)$ such that $m$ is accepted we have that $m=\widetilde{\mathrm{rc}}{ }_{r}^{p} \sigma$ where $f_{i}(\operatorname{sid})=(\sigma, r, p+1)$. Suppose that $p \geq 1$ and $\operatorname{rcv}_{r}^{p} \neq$ init. Then, since $\overline{\widetilde{\operatorname{rv}}_{r}^{p}}=$ nonces, we have that $\bar{m}=\sigma$ (nonces). The converse also holds, that is if $\bar{m}$ is defined then $p \geq 1$ and $\operatorname{rcv}_{r}^{p} \neq$ init.

The following property says that in the same role session accepted and sent messages have the same nonces field : If sid $\in \operatorname{SId}_{n}$ and $\alpha_{i}=\operatorname{send}($ sid,$m)$ and $\alpha_{i^{\prime}}=\operatorname{send}\left(\right.$ sid, $\left.m^{\prime}\right)$ are two transitions in $\operatorname{tr}$ such that $m$ and $m^{\prime}$ are accepted then $m$ and $m^{\prime}$ have the same nonces field, provided it is defined for both messages. Indeed the nonces field is given by the substitution in $f_{i}($ sid $)$ and $f_{i^{\prime}}($ sid $)$ respectively (as we have seen in the previous paragraph). And these substitution are equal on $A_{1}, \ldots, A_{k}, N_{A_{1}}^{0}, \ldots, N_{A_{k}}^{0}$ since they extend the substitution in $f_{i_{0}}($ sid $)$ with $i_{0}<\min \left(i, i^{\prime}\right)$ where $i_{0}$ is such that $\operatorname{SId}_{i_{0}} \backslash \operatorname{SId}_{i_{0}-1}=\{$ sid $\}$ (that is, $\alpha_{i_{0}}$ is the new transition produced when the session sid was initiated).

Next, we define the relation $\sim$ between role sessions. Intuitively this relation should capture the notion of protocol session. That is, two role sessions $(\cdot, r, \cdot)$ and $\left(\cdot, r^{\prime}, \cdot\right)$ should be in relation $\sim$ if and only if the two agents playing roles $r$ and $r^{\prime}$ are communicating in the same protocol session.

We say that two sessions ids sid, sid $^{\prime} \in \operatorname{Sid}_{n}$ are in relation $\sim$ if there are two (not necessarily different) transitions in $\operatorname{tr}$ labelled by $\alpha=\operatorname{send}($ sid,$m)$ and $\alpha^{\prime}=\operatorname{send}\left(\right.$ sid $\left.^{\prime}, m^{\prime}\right)$ such that $m$ and

[^16]$m^{\prime}$ are accepted, $\bar{m}=\overline{m^{\prime}}$ and $\bar{m} \neq \perp$, that is nonces is instantiated by the same term in the two messages $m$ and $m^{\prime}$.

This relation says in fact more about two role sessions : If sid $\sim$ sid $^{\prime}$ then for any two transitions in $\operatorname{tr}$ labelled by $\alpha=\operatorname{send}($ sid,$m)$ and $\alpha^{\prime}=\operatorname{send}\left(\right.$ sid $\left.^{\prime}, m^{\prime}\right)$ such that $m$ and $m^{\prime}$ are accepted and $\perp \notin\left\{\bar{m}, \overline{m^{\prime}}\right\}$, we have that $\bar{m}=\overline{m^{\prime}}$. This is easy to verify using the above stated property (that is, messages which are sent and accepted in the same role session have the same nonces field). Another direct consequence is that if in a session sid the agent executing this session started the second phase (that is he received a valid message $m$ with $\bar{m} \neq \perp$ ) then sid $\sim$ sid.

But there may be sessions in which agents are still in the initialisation phase. In these sessions the messages $m$ sent so far have no nonces field and thus the relation $\sim$ doesn't capture them (it is not "defined" on these sessions). However we are not interested in these role sessions and so we do not group them into protocol sessions. But technically we need a partition of all role sessions, hence we simply consider the reflexive closure of $\sim$, denoted $\sim^{\prime}$. This means that those sid $\in \operatorname{SId}_{n}$ for which there is no transition labelled by send(sid, $m$ ), with $m$ accepted and $\bar{m} \neq \perp$, are only in relation with themselves. The relation $\sim^{\prime}$ is clearly an equivalence relation. We consider PrtSId to by the quotient set of $\operatorname{SId}^{\mathrm{h}}(\operatorname{tr})$ by $\sim^{\prime}$.

We prove next that the partition PrtSId satisfies the conditions in the definition of honest executions.

Let us look at the first point of Definition 5.11. Consider two arbitrary session ids sid, sid ${ }^{\prime} \in$ SId ${ }^{\text {h }}(\operatorname{tr})$ such that sid $\sim^{\prime}$ sid $^{\prime}$ and sid $\neq$ sid. Let sid $=\left(s, r,\left(a_{1}, \ldots, a_{k}\right)\right)$ and $\operatorname{sid}=\left(s^{\prime}, r^{\prime},\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)\right)$. By the definition of $\sim$ we have that there are two transitions $\alpha_{i}=\operatorname{send}\left(\right.$ sid, $m$ ) and $\alpha_{i^{\prime}}=$ send (sid',$m^{\prime}$ ) such that $m$ and $m^{\prime}$ have the same nonces field (besides other things). Let $f_{i}(\operatorname{sid})=$ $(\sigma, p+1)$ and $f_{i^{\prime}}\left(\operatorname{sid}^{\prime}\right)=\left(\sigma^{\prime}, p^{\prime}+1\right)$. We have that $\sigma$ (nonces) $=\sigma^{\prime}$ (nonces). It follows that $A_{j} \sigma=A_{j} \sigma^{\prime}$, that is $a_{j}=a_{j}^{\prime}$ for all $1 \leq j \leq k$. We know that $N_{A_{r}}^{0} \sigma=\mathrm{n}^{a_{r}, 0, s}$ and $N_{A_{r^{\prime}}}^{0} \sigma^{\prime}=\mathrm{n}^{a_{r^{\prime}}, 0, s^{\prime}}$. If $r=r^{\prime}$ then we have in addition that $\mathrm{n}^{a_{r}, 0, s^{\prime}}=\mathrm{n}^{a_{r^{\prime}}, 0, s^{\prime}}$, thus $s=s^{\prime}$ which is in contradiction with sid $\neq$ sid ${ }^{\prime}$. Hence $r \neq r^{\prime}$.

Finally, we prove the second point of Definition 5.11. Let $i$ be the index of the analysed transition $\alpha_{i}=\boldsymbol{\operatorname { s e n d }}(\operatorname{sid}, m)$ with sid $\in \operatorname{SId}^{\mathrm{h}}(\operatorname{tr}), m$ accepted, $m \neq$ fake and $m=\widetilde{\mathrm{rcv}}_{r}^{p} \sigma$, where sid $=(\cdot, r, \cdot)$ and $f_{i}($ sid $)=(\sigma, p+1)$.

Since tr is an execution trace, $H_{i-1} \vdash \widetilde{\mathrm{rcv}}{ }_{r}^{p} \sigma$ holds. Consider a minimal proof associated with this deduction. We have $\widetilde{\mathrm{Cv}_{r}^{p}}=\left\{\operatorname{rcv}_{r}^{p}, \llbracket \operatorname{rcv}_{r}^{p}, p^{\prime \prime} \text {, nonces } \rrbracket_{\mathrm{sk}^{\prime}\left(A_{r^{\prime \prime}}\right)}\right\}_{\mathrm{ekk}^{\prime}\left(A_{r}\right)}$ where $\left(r^{\prime \prime}, p^{\prime \prime}\right)=\mathcal{S}(r, p)$. Since sid $\in \operatorname{SId}^{\mathrm{h}}(\mathrm{tr})$ it follows that $A_{r^{\prime \prime}} \sigma$ is a non-corrupted agent. Hence $H_{i-1} \nvdash \sigma\left(\mathrm{sk}^{\prime}\left(A_{r^{\prime \prime}}\right)\right)$. Thus the message $m_{1}=\sigma\left(\llbracket \operatorname{rcv}_{r}^{p}, p^{\prime \prime}\right.$, nonces $\left.\rrbracket_{\text {sk }^{\prime}\left(A_{r^{\prime \prime}}\right)}\right)$ was not obtained by a composition rule. Thus, in both cases : $m$ obtained by a composition rule or by a decomposition rule, it follows that $m_{1}$ is a subterm of a term $t^{\prime}$ in $H_{i-1}$. The term $t^{\prime}$ was sent at some previous step. Thus there is $i^{\prime} \leq i$ and $\operatorname{sid}^{\prime} \in \operatorname{SId}_{n}$ such that $\alpha_{i^{\prime}}=\operatorname{send}\left(\operatorname{sid}^{\prime}, m^{\prime}\right)$ for some $m^{\prime}=\widetilde{\operatorname{rcv}}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$ and $t^{\prime}=\widetilde{\operatorname{sut}}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$ where $f_{i^{\prime}}\left(\right.$ sid $\left.^{\prime}\right)=\left(\sigma^{\prime}, r^{\prime}, p^{\prime}+1\right)$. Suppose $i^{\prime}$ is the smallest such index, that is $m_{1}$ is not a subterm of a term of $H_{i^{\prime}-1}$. We can then have two possibilities.

In the first one, $m_{1}$ is a subterm of $\operatorname{snt}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$. Since $\operatorname{snt}_{r^{\prime}}^{p^{\prime}}$ cannot contain the signature $\mathrm{sk}^{\prime}(\cdot)$ (the source protocol is constructed over $\Sigma$ ), $m_{1}$ is a subterm of $X \sigma^{\prime}$ where $X$ is a variable of $\operatorname{snt}_{r^{\prime}}^{p^{\prime}}$. Hence $m_{1}$ is also a subterm of $\operatorname{rcv}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}$ and moreover a subterm of $m^{\prime}=\widetilde{\mathrm{cv}_{r^{\prime}}} \sigma^{p^{\prime}}$. But we have that $H_{i^{\prime}-1} \vdash m^{\prime}$. Consider $m_{1}^{\prime}$ be the signed component of $m^{\prime}$. Again $m_{1}^{\prime}$ can be obtained only by a decomposition rule. Hence again by the locality lemma, $m_{1}^{\prime}$ is a subterm of a term of $H_{i^{\prime}-1}$. But $m_{1}$ is a subterm of $m_{1}^{\prime}$. We have thus obtained a contradiction ( $i$ is not the smallest index such that $m_{1}$ is a subterm of a term of $H$ ) which means this case doesn't occur.

In the second possibility, $m_{1}=\llbracket \operatorname{snt}_{r^{\prime}}^{p^{\prime}}, p^{\prime}$, nonces $\rrbracket_{\mathrm{sk}^{\prime}\left(A_{r^{\prime}}\right)} \sigma^{\prime}$. It follows that $\sigma$ (nonces) $=\sigma^{\prime}$ (nonces)
which implies that sid $\sim \operatorname{sid}^{\prime}$. We also have $p^{\prime}=p^{\prime \prime}$. From $A_{r^{\prime \prime}} \sigma=A_{r^{\prime}} \sigma^{\prime}$ we obtain that $r^{\prime}=r^{\prime \prime}$. Let $r_{d}^{\prime}, p_{d}^{\prime}$ be such that $\mathcal{S}\left(r_{d}^{\prime}, p_{d}^{\prime}\right)=\left(r^{\prime}, p^{\prime}\right)$. They exists and are unique by the definition of executable protocols. But since $\mathcal{S}(r, p)=\left(r^{\prime \prime}, p^{\prime \prime}\right)$ and $\left(r^{\prime \prime}, p^{\prime \prime}\right)=\left(r^{\prime}, p^{\prime}\right)$ it follows that $r_{d}^{\prime}=r$ and $p_{d}^{\prime}=p$. Finally, since also $\operatorname{stt}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime}=\operatorname{rcv}_{r}^{p} \sigma$, we obtain that $m=\widetilde{\operatorname{snt}_{r^{\prime}}}{ }^{p^{\prime}}$.

### 5.5.6.2 Proof of Lemma 5.13

First, note that all terms $t \in H$ are equal to ${\widetilde{\operatorname{snt}_{r}^{p}}}_{r}^{p} \sigma^{\prime}$ for some $f^{\prime}$, sid $^{\prime}, r$ and $p$ with sid $=$ $(\cdot, r, \cdot), f^{\prime}\left(\operatorname{sid}^{\prime}\right)=\left(\sigma^{\prime}, p+1\right)$ and if $p \geq 1$ and $\operatorname{rcv}_{r}^{p} \neq$ init then these terms are of the form $\left\{\left[m^{\prime},\left[m^{\prime}, p, \sigma^{\prime} \text { (nonces) } \rrbracket_{\mathrm{sk}^{\prime}(a)}\right\}_{e \mathrm{ek}^{\prime}(b)}\right.\right.$. Second, remark that it is sufficient to prove the desired property for all $t \in H$. The generalisation to deducible messages follows easily. Hence it is sufficient to prove that whenever $X \sigma$ occurs in some $\widetilde{\operatorname{snt}}_{r}^{p} \sigma^{\prime}$ then $\operatorname{rcv}_{r}^{p} \neq \mathrm{init}, p \geq 1$ and sid' is an honest session id.

Let $\operatorname{tr}=\left(\mathrm{SId}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{1}} \ldots \xrightarrow{\alpha_{n}}\left(\mathrm{SId}_{n}, f_{n}, H_{n}\right)$ be a trace of $\widetilde{\Pi}$ and $X$ be a variable of $\Pi$. We suppose without loss of generality that $X=N_{A_{\bar{r}}}^{j}$ for some $\bar{r} \in[k]$ and $j>0$. Take (SId, $f, H$ ) an arbitrary global state of $\operatorname{tr}$ and let $i$ be the index of this global state in tr. Consider an honest session id sid $\in \operatorname{SId}^{h}(\operatorname{tr})$ and let sid $=\left(s_{0}, r_{0}, \cdot\right)$ and $f(\operatorname{sid})=(\sigma, \cdot)$.

We prove first that $N_{A_{\bar{r}}}^{j} \sigma$ is a nonce created in an honest session.
If $\bar{r}=r_{0}$ then we have that $N_{A_{\bar{r}}}^{j} \sigma=\mathrm{n}^{a_{\overline{7}}, j, s}$. Suppose $\bar{r} \neq r_{0}$. This means that $N_{A_{\bar{r}}}^{j}$ was not initialised in sid by a new transition but by a $\alpha_{i_{0}}=\operatorname{send}($ sid,$m)$ transition with $i_{0}<i$, $m$ accepted, $m \neq$ init and $p_{0} \geq 1$, where $f_{i_{0}}($ sid $)=\left(\sigma_{0}, p_{0}+1\right)$. We have $N_{A_{\bar{r}}}^{j} \sigma=N_{A_{\bar{r}}}^{j} \sigma_{0}$. Let $\left(r_{1}, p_{1}\right)=\mathcal{S}\left(r_{0}, p_{0}\right)$. Since $\operatorname{tr}$ is an honest trace (by Lemma 5.12), there are sid ${ }_{1} \in$ [sid] and $i_{1}<i_{0}$ such that $\operatorname{sid}_{1}=\left(s_{1}, r_{1}, \cdot\right)$ and $f_{i_{1}}\left(\operatorname{sid}_{1}\right)=\left(\sigma_{1}, p_{1}+1\right)$ for some uid $s_{1}$ and substitution $\sigma_{1}$. We have $N_{A_{\bar{r}}}^{j} \sigma_{0}=N_{A_{\bar{r}}}^{j} \sigma_{1}$. If $\bar{r}=r_{1}$ then $N_{A_{\bar{r}}}^{j} \sigma_{1}=\mathrm{n}^{a_{\bar{r}}, j, s_{1}}$ where sid ${ }_{1}=\left(s_{1}, r_{1}, \cdot\right)$. Otherwise, continuing in the same way for at most $i$ steps we will certainly find some index $l, 0 \leq l<k$ such that $\bar{r}=r_{l}$ (this is because there are $k$ different roles). Hence anyhow $N_{A_{\bar{r}}}^{j} \sigma=\mathrm{n}^{a_{\bar{T}}, j, s_{l}}$. To ease the notation we denote it by n .

If $H_{i}=H_{i-1}$ then it is sufficient to prove the property for $i-1$. Hence consider that $i$ is such that $H_{i} \backslash H_{i-1} \neq \emptyset$. It follows that $\alpha_{i}=\operatorname{send}\left(\operatorname{sid}^{\prime}, m\right)$ for some sid $\in \operatorname{SId}_{i}$ (clearly $\alpha_{i} \neq \mathbf{c o r r u p t}$ since $\left.H_{1} \nvdash \mathrm{n}\right)$. Also $m=\widetilde{\mathrm{rcv}}_{r}^{p} \sigma^{\prime}$ where $f_{i}\left(\right.$ sid $\left.^{\prime}\right)=\left(\sigma^{\prime}, p+1\right)$.

We reason by induction on $i$.
Suppose that $i$ is the smallest index such that n occurs in a term of $H_{i}$. It follows that $\mathrm{n} \in \operatorname{st}\left(\widetilde{\mathrm{snt}}_{r}^{p} \sigma^{\prime}\right)$. Then $\mathrm{n} \in \operatorname{st}\left(Y \sigma^{\prime}\right)$ where $Y$ is a variable of $\widetilde{\mathrm{snt}}_{r}^{p}$.

If $Y$ is not a variable of $\widetilde{\mathrm{cv}}{ }_{r}^{p}$ then from the definition of executable protocols we know that $Y \sigma^{\prime}$ is a new nonce or key, or an agent identity. Hence $Y=N_{A_{r}}^{j^{\prime}}$ or $K_{A_{r}}^{j^{\prime}}$ or $A^{\prime}$ for some $j^{\prime}$ and $A^{\prime}$. That is, $Y \sigma^{\prime}$ is a constant just like n ; thus $Y \sigma^{\prime}=\mathrm{n}$. Since $\mathrm{n}=\mathrm{n}^{a_{r}, j, s_{l}}$ it follows that $A_{r} \sigma^{\prime}=a_{\bar{r}}$, $j=j^{\prime}$ and $\operatorname{sid}^{\prime}=\left(s_{l}, r, \cdot\right)$. Hence $\operatorname{sid}^{\prime}=\operatorname{sid}_{l}$. This means that sid' is an honest session id. Suppose $p<1$. Then $Y=N_{A_{r}}^{0}$ and thus $j=0$ which is a contradiction. Hence $p \geq 1$ and thus in this case the property is true.

Otherwise, if $Y$ is a variable of $\widetilde{\mathrm{rv}_{r}^{p}}$ then $\mathrm{n} \in \operatorname{st}\left(\widetilde{\mathrm{rv}_{r}^{p}} \sigma^{\prime}\right)$, that is $\mathrm{n} \in \operatorname{st}(m)$. Since $H_{i-1} \vdash m$, it follows that $\mathrm{n} \in \operatorname{st}\left(H_{i-1}\right)$, which is in contradiction with $i$ being the smallest index such that $\mathrm{n} \in \operatorname{st}\left(H_{i}\right)$.

Suppose now that $i$ is arbitrary. We have $\mathbf{n} \in \operatorname{st}\left(H_{i} \cup\left\{\widetilde{\operatorname{snt}}_{r}^{p} \sigma^{\prime}\right\}\right)$. For the occurrence of $\mathbf{n}$ in $H_{i-1}$ then the conclusion follows by induction hypothesis. Consider an occurrence of n in $\widetilde{\operatorname{snt}}_{r}^{p} \sigma^{\prime}$. If n occurs in $Y \sigma^{\prime}$ where $Y$ is not a variable of $\widetilde{\mathrm{rcv}_{r}^{p}}$ then, as in the previous paragraph, the conclusion simply follows. Suppose that n occurs in $Y \sigma$ where $Y$ is a variable of $\widetilde{\mathrm{rc}}{ }_{r}^{p}$. Then n occurs in $m$.

Since $m$ is deducible from $H_{i-1}$ and in $H_{i-1}$ all occurrences of n are as required by the induction hypothesis, it follows that the same thing happens in $m$. That is, $m=m^{\prime \prime}\left[\widetilde{\operatorname{snt}}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime \prime}\right]$ and n occurs in $\widetilde{\mathrm{snt}_{r^{\prime}} \sigma^{\prime}} \sigma^{\prime \prime}$ where $f_{i}\left(\right.$ sid $\left.^{\prime \prime}\right)=\left(\sigma^{\prime \prime}, p^{\prime}+1\right)$ for some $p^{\prime} \geq 1$ and honest session sid" $\in \operatorname{SId}_{i}$ with
 this means that $\widetilde{\operatorname{snt}}_{r^{\prime}}^{p^{\prime}} \sigma^{\prime \prime}$ occurs in $\widetilde{\operatorname{snt}}_{r}^{p} \sigma^{\prime}$. Otherwise it must be the case that $m=\widetilde{\operatorname{snt}_{r}}{\widetilde{r^{\prime}}}^{p^{\prime}} \sigma^{\prime \prime}$. Then $\sigma^{\prime}$ (nonces) $=\sigma^{\prime \prime}$ (nonces). And since sid ${ }^{\prime \prime}$ is an honest session id and $p^{\prime} \geq 1$ we obtain that also sid $^{\prime}$ is also an honest session id and $p \geq 1$.

### 5.5.6.3 Proof of Theorem 5.10

To formally prove the transfer theorem, we need one more lemma, which says that every honest protocol session in the transformed protocol executes exactly like an honest protocol session in the initial protocol without intruder interference. To state this formally we need some auxiliary definitions first.

Since for a session in the transformed protocol there are more actions (corresponding to the initial phase), we define the actions we are interested in.

Let $\Pi$ be an executable protocol. For an honest trace $\operatorname{tr}=\left(\operatorname{Sld}_{0}, f_{0}, H_{0}\right) \xrightarrow{\alpha_{0}} \ldots \xrightarrow{\alpha_{n}}$ $\left(\operatorname{SId}_{n}, f_{n}, H_{n}\right)$ and a partition [sid] where sid $\in \operatorname{SId}^{\text {h }}(\operatorname{tr})$ we define $\mathrm{Ix}(\operatorname{tr},[\operatorname{sid}])$ to be the set of indexes $i$ such that :
$-\alpha_{i}=\operatorname{new}\left(r, a_{1}, \ldots, a_{k}\right)$, where sid $=\left(\cdot, \cdot,\left(a_{1}, \ldots, a_{k}\right)\right)$, or
$-\alpha_{i}=\operatorname{send}\left(\operatorname{sid}^{\prime}, m\right)$ and $\operatorname{sid}^{\prime} \in[\operatorname{sid}], m$ accepted, and $m=\operatorname{rcv}_{r}^{p} \sigma, p \geq 1$, where sid $=(\cdot, r, \cdot)$ and $f_{i}\left(\right.$ sid $\left.^{\prime}\right)=(\sigma, p+1)$.
Note that the definition of $\mathrm{Ix}(\mathrm{tr},[$ sid $])$ does not depend on the representative sid.
Also, we write $\operatorname{Exec}^{h}(\Pi)$ for the set of honest execution traces of $\Pi$.
Lemma 5.14 Let $\Pi$ be a protocol and $\widetilde{\Pi}$ the corresponding transformed protocol. Then $\forall \mathrm{tr} \in$ $\operatorname{Exec}^{h}(\widetilde{\Pi}), \forall \operatorname{sid} \in \operatorname{SId}^{h}(\operatorname{tr})$, there are $\operatorname{tr}_{0} \in \operatorname{Exec}^{p, 1}(\Pi)$, sid ${ }_{0} \in \operatorname{SId}\left(\operatorname{tr}_{0}\right)$ and bijections $\mathcal{I}: \operatorname{Ix}(\operatorname{tr},[\operatorname{sid}]) \rightarrow$ $\mathrm{Ix}\left(\operatorname{tr}_{0},\left[\operatorname{sid}_{0}\right]\right), g: \mathrm{Ag}($ sid $) \rightarrow \mathrm{Ag}\left(\operatorname{sid}_{0}\right)$ and $\varphi:[$ sid $] \rightarrow\left[\operatorname{sid}_{0}\right]$ such that $\forall$ sid $\in[$ sid $]$, the same role plays in sid' and $\varphi\left(\right.$ sid $\left.^{\prime}\right)$, and $\forall i \in \operatorname{Ix}(\operatorname{tr}), f_{\mathcal{I}(i)}^{0}\left(\varphi\left(\operatorname{sid}^{\prime}\right)\right)=\left(\sigma_{0}, p\right)$ with $\sigma=\sigma_{0} \circ g$ where $f_{i}\left(\operatorname{sid}^{\prime}\right)=(\sigma, p), \operatorname{tr}=\left(f_{i}, \cdot, \cdot\right)_{i}$ and $\operatorname{tr}_{0}=\left(f_{j}^{0}, \cdot, \cdot\right)_{j}$. Moreover, for these $\operatorname{tr}_{0}$, sid ${ }_{0}$ and bijections the converse also holds, that is, $\forall \operatorname{sid}_{0}^{\prime} \in \operatorname{SId}\left(\operatorname{tr}_{0}\right), \forall i_{0} \in \operatorname{Ix}\left(\operatorname{tr}_{0}\right), f_{\mathcal{I}^{-1}\left(i_{0}\right)}\left(\varphi^{-1}\left(\operatorname{sid}_{0}^{\prime}\right)\right)=(\sigma, p)$ with $\sigma=\sigma_{0} \circ g$ where $f_{i_{0}}^{0}\left(\operatorname{sid}_{0}^{\prime}\right)=\left(\sigma_{0}, p\right)$.

The proof of this lemma consists of a simple rewriting of the definition of honest traces into the definition of honest, single session traces.

We now proceed with the proof of the theorem. Consider an arbitrary closed formula $\phi \in \mathcal{L}^{\prime}$ such that $\Pi \models^{p, 1} \phi$.

Let $\operatorname{tr} \in \operatorname{Exec}(\widetilde{\Pi})=\left(\operatorname{Sld}_{\iota}, f_{\iota}, H_{\iota}\right)_{1 \leq \iota \leq n}$. From Lemma 5.12 we know that $\operatorname{tr} \in \operatorname{Exec}^{\text {h }}(\widetilde{\Pi})$. Also let $\sigma \in \mathcal{L S}_{r, p}(\operatorname{tr})$ such that $\operatorname{NC}\left(\sigma\left(A_{l}\right)\right)$ holds for all $1 \leq l \leq k$. Hence there are an index $\iota$ with $1 \leq \iota \leq n$ and a session id sid $\in \operatorname{SId}(\operatorname{tr})$ such that $\operatorname{sid}=(\cdot, r, \cdot)$ and $f_{\iota}(\operatorname{sid})=(\sigma, p)$. Moreover, sid $\in \operatorname{SId}^{\mathrm{h}}(\operatorname{tr})$. We can suppose that $\iota \in \operatorname{Ix}(\operatorname{tr}$, sid) because otherwise it would be easy to find another index which has this property.

Applying Lemma 5.14 we obtain that there are $\operatorname{tr}_{0} \in \operatorname{Exec}^{p, 1}(\Pi)$, $\operatorname{sid}_{0} \in \operatorname{SId}(\operatorname{tr})$ and bijections $\mathcal{I}: \operatorname{Ix}(\operatorname{tr},[\operatorname{sid}]) \rightarrow \mathrm{Ix}\left(\operatorname{tr}_{0},\left[\operatorname{sid}_{0}\right]\right), g: \mathrm{Ag}($ sid $) \rightarrow \mathrm{Ag}\left(\right.$ sid $\left._{0}\right)$ and $\varphi:[$ sid $] \rightarrow\left[\right.$ sid $\left.{ }_{0}\right]$ satisfying certain properties. In particular, if we let sid ${ }_{1}=\varphi($ sid $)$ and $\iota_{0}=\mathcal{I}(\iota)$ then we have $f_{\iota_{0}}^{0}\left(\operatorname{sid}_{1}\right)=\left(\sigma_{0}, p\right)$ with $\sigma=\sigma_{0} \circ g$.

Also, since $\operatorname{tr}_{0}$ is an honest, single session trace by its definition, we have that sid ${ }_{1}$ is an honest session id. Then $\operatorname{NC}\left(\sigma_{0}\left(A_{l}\right)\right)$ is true in $\operatorname{tr}_{0}$ for all $1 \leq l \leq k$. From the hypothesis we know that $\llbracket \phi, \operatorname{tr}_{0} \rrbracket=1$. Hence, since the left hand side of the implication holds for $\operatorname{tr}_{0}$, it follows that also the right hand side holds for $\operatorname{tr}_{0}$ and $\sigma_{0} \in \mathcal{L} \mathcal{S}_{r, p}\left(\operatorname{tr}_{0}\right)$, that is for $\iota_{0}$ and sid ${ }_{1}$.

Fix an arbitrary $i$. What we have to prove depends on the form of the subformula in the right hand side of the implication.

Consider first that $\mathcal{Q}_{i}=\exists$. Since $\llbracket \phi, \operatorname{tr}_{0} \rrbracket=1$, there exist $\iota_{0}^{\prime}$ in $\mathrm{Ix}\left(\operatorname{tr}_{0},\left[\operatorname{sid}_{1}\right]\right)$ and $\operatorname{sid}_{0}^{\prime} \in$ $\operatorname{SId}\left(\operatorname{tr}_{0}\right)$ such that the formulas $\tau_{j}^{i}\left(u_{j}^{i}, v_{j}^{i}\right)\left[{ }^{\sigma_{0}} / \mathrm{s}\right]\left[\sigma_{0}^{\prime} / s^{\prime}\right]$ hold for all $j \in J_{i}$, where $\operatorname{sid}_{0}^{\prime}=\left(\cdot, r_{i}, \cdot\right)$ and $f_{\iota_{0}^{\prime}}^{0}\left(\operatorname{sid}_{0}^{\prime}\right)=\left(\sigma_{0}^{\prime}, p_{i}\right)$. Let $\iota^{\prime}=\mathcal{I}^{-1}\left(\iota_{0}^{\prime}\right)$ and $\operatorname{sid}^{\prime}=\varphi^{-1}\left(\operatorname{sid}_{0}^{\prime}\right)$. Again by Lemma 5.14 we have that $f_{\iota^{\prime}}\left(\right.$ sid $\left.^{\prime}\right)=\left(\sigma^{\prime}, p_{i}\right)$ with $\sigma^{\prime}=\sigma_{0}^{\prime} \circ g$. Since $\sigma, \sigma^{\prime}$ are equal with $\sigma_{0}, \sigma_{0}^{\prime}$ respectively, modulo the same bijective renaming $g$ of agent identities, then it follows easily that $\tau_{j}^{i}\left(u_{j}^{i}, v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime} / \varsigma_{i}\right]$ are true for all $j \in J_{i}$. Hence the formula $\exists \varsigma_{i} \in \mathcal{L} \mathcal{S}_{r_{i}, p_{i}} \bigwedge_{j \in J_{i}} \tau_{j}^{i}\left(u_{j}^{i}, v_{j}^{i}\right)$ is true.

Consider now that $\mathcal{Q}_{i}=\exists$ !. The existence of $\iota^{\prime}$ and sid ${ }^{\prime}$ is assured as in the previous paragraph. Let $\varsigma(X)$ with $X$ a nonce (or key) variable be a subterm in $u_{j}^{i}$ or $v_{j}^{i}$ for some $j \in J_{i}$ with $\tau_{j}^{i} \in\{=\}$.

Concerning uniqueness, assume there exist sid" $\in \operatorname{SId}(\operatorname{tr})$ and $\iota^{\prime \prime} \in \operatorname{Ix}(\operatorname{tr})$ such that, in particu$\operatorname{lar}\left(u_{j}^{i}=v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime \prime} / \varsigma_{i}\right]$, where $\operatorname{sid}^{\prime \prime}=\left(\cdot, r_{i}, \cdot\right)$ and $f_{\iota^{\prime \prime}}\left(\operatorname{sid}^{\prime \prime}\right)=\left(\sigma^{\prime \prime}, p_{i}\right)$. Consider an occurrence of $\varsigma(X)$ say in $u_{j}^{i}$, at position $q$. There is an occurrence $q^{\prime}$ in $v_{j}^{i}$ with $q^{\prime} \leq q$ such that $\left.\left(v_{j}^{i}\right)\right|_{q^{\prime}}=\varsigma(Y)$ or $\left.\left(v_{j}^{i}\right)\right|_{q^{\prime}}=\varsigma_{i}(Y)$ where $Y$ is a variable. Since we have uniqueness in the passive, single session case then $\left.\left(v_{j}^{i}\right)\right|_{q^{\prime}}=\varsigma_{i}(Y)$. Hence $X \sigma$ occurs in both $Y \sigma^{\prime}$ and $Y \sigma^{\prime \prime}$.

If $Y$ was received in session sid" then there is an action $\alpha_{\iota_{1}^{\prime \prime}}=\operatorname{send}\left(\operatorname{sid}^{\prime \prime}, m\right)$ such that $m=\widetilde{\mathrm{rcv}_{r_{i}}^{p_{i}^{\prime}}}{ }^{\prime}, f_{\iota_{1}^{\prime \prime}}\left(\operatorname{sid}^{\prime \prime}\right)=\left(\theta^{\prime}, p^{\prime}+1\right), f_{\iota_{1}^{\prime \prime}-1}\left(\operatorname{sid}^{\prime \prime}\right)=\left(\theta, p^{\prime}\right)$ and $\theta$ was not defined on $Y$. We also have $\sigma^{\prime \prime}$ extends $\theta$ hence in particular $Y \sigma^{\prime \prime}=Y \theta$. If $Y$ was created (i.e. was initialised by a new action) in sid ${ }^{\prime \prime}$ then it was also sent within some message $m=\widetilde{\operatorname{snt}_{r_{i}}^{p^{\prime}}} \theta$, again with $\sigma^{\prime \prime}$ extending $\theta$. In both cases, since $m$ is deducible from the intruder's knowledge and $X \sigma$ occurs in $m$ we can apply now Lemma 5.13 to obtain that sid" is an honest session id and $\sigma^{\prime \prime}$ (nonces) $=\sigma$ (nonces). If $Y$ was also received in session sid ${ }^{\prime}$ then we can prove similarly that $\sigma^{\prime}$ (nonces) $=\sigma$ (nonces). Intuitively, different role sessions can't be played by the same role (i.e. $r_{i}$ ) in the same protocol session hence sid $^{\prime}=\operatorname{sid}^{\prime \prime}$. Formally, this is obtained from the equality $N_{A_{r_{i}}}^{0} \sigma^{\prime}=N_{A_{r_{i}}}^{0} \sigma^{\prime \prime}$ taking into account that $N_{A_{r_{i}}}^{0}$ was initialised in both sessions.

Finally consider that $\mathcal{Q}_{i}=\forall$.
Suppose that there are $\iota^{\prime}$ and sid' such that $\tau_{j}^{i}\left(u_{j}^{i}, v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime} / \varsigma_{i}\right]$ does not hold for some $j \in J_{i}$ where $\operatorname{sid}^{\prime}=\left(\cdot, r_{i}, \cdot\right)$ and $f_{\iota^{\prime}}\left(\operatorname{sid}^{\prime}\right)=\left(\sigma^{\prime}, p_{i}\right)$. That is $\left(u_{j}^{i}=v_{j}^{i}\right)[\sigma / \varsigma]\left[\sigma^{\prime} / \varsigma_{i}\right]$. Let $\varsigma(X)$ with $X$ a nonce (or key) variable be a subterm in $u_{j}^{i}$ (the case $v_{j}^{i}$ is symmetric). Then, as before $X \sigma$ occurs in $Y \sigma^{\prime \prime}$ where $\sigma^{\prime \prime}=\sigma$ or $\sigma^{\prime \prime}=\sigma^{\prime}$. If $\sigma^{\prime \prime}=\sigma^{\prime}$ then again using Lemma 5.13 it follows that sid' is an honest session and $\sigma^{\prime}$ (nonces) $=\sigma$ (nonces). Hence sid ${ }^{\prime} \in[$ sid $]$. Let $\iota_{0}^{\prime}=\mathcal{I}\left(\iota^{\prime}\right)$ and $\operatorname{sid}_{0}^{\prime}=\varphi\left(\operatorname{sid}_{0}^{\prime}\right)$. We have (from Lemma 5.14 again) that $\sigma^{\prime}=\sigma_{0}^{\prime} \circ g$. Hence $\left(u_{j}^{i}=v_{j}^{i}\right)\left[\sigma_{0} /{ }_{\varsigma}\right]\left[\sigma_{0}^{\prime} / s_{i}\right]$ which is a contradiction with the hypothesis for $\operatorname{tr}_{0}, \iota_{0}$ and $\sigma_{0}$. Hence the supposition we made is false.

### 5.6 Conclusions

We have presented a general transformation for security protocols that essentially prevents an active adversary to interfere with the executions of the protocol that involves only honest parties. An important consequence of our transformation is that it enables a transference theorem of a non-trivial class of security properties from a setting where no adversary is present to a setting
where a fully active adversary may tamper with the protocol execution. The security properties that are transferred include secrecy and various formulations of authentication.

Finally, our transformation makes quite heavy use of expensive cryptographic primitives. It is thus important to look for simpler transformations, and several possibilities can be explored. We could exchange and authenticate encryption keys in the preliminary phase by using the existing public key infrastructure, instead of using a new such infrastructure. We could also use other primitives like signcryption (a public key cryptosystem for both signing and encrypting), symmetric encryptions and macs, or use hybrid encryption (combine public and symmetric encryption).

## Conclusions and perspectives

In this thesis we have contributed to the analysis of security protocols in symbolic models by investigating less explored cryptographic primitives, security properties, and approaches to protocol analysis.

Concretely, the work done in this thesis is summarised below :

- We have formulated the constraint system approach [MS01] for arbitrary trace security properties and we have proved that its complexity is NP-time, as long as the security property can be decided in polynomial time on simpler constraint systems (i.e. on solved forms). As a consequence, we obtain an alternative proof of the complexity (i.e. NP-completeness) result [RT01] for secrecy for a bounded number of sessions, in the context of constraint systems.
- We have applied the mentioned generic approach to the problem of detecting key cycles and proved that this problem is NP-complete for a bounded number of sessions. As another application of this approach, we have also showed that secrecy remains NP-complete for protocols which use timestamps.
- We have provided a resolution strategy for deciding a new class of Horn clauses modeling protocols which use CBC encryption or blind signatures. We have applied this strategy to the Needham-Schroeder symmetric key protocol which has a flaw when implemented with CBC encryption. We have fixed the protocol and automatically proved the correctness of the fixed version of the protocol.
- We have related the two standard secrecy notions, "simple" (reachability-based) secrecy and "strong" (equivalence-based) secrecy, by giving sufficient syntactic conditions on the protocols for simple secrecy to imply strong secrecy. In this way, for (the class of) protocols satisfying these conditions, we are able to transfer the existing results obtained for simple secrecy to strong secrecy. As examples, we proved that the Yahalom, Otway-Rees, and Wide-Mouthed-Frog protocols preserve the strong secrecy of exchanged keys for an unbounded number of sessions.
- We have presented a transformation that maps a protocol secure in an extremely weak sense (essentially in a model where no adversary is present) into a protocol that is secure against a fully active adversary which interacts with an unbounded number of protocol sessions. The transformation preserves a large class of trace security properties containing secrecy and authentication.


## Perspectives

Models for security protocols We have basically used two kinds of models for specifying security protocols in this thesis : one using pattern-matching and one using explicit destructors. It would be interesting to know precisely the differences between them, both at the modeling
level and at the level of security guarantees. That is, is one of them able to express more protocols, or more faithfully some protocols? And are there attacks that can be captured within one model and cannot be captured within the other? J. Millen [Mil03], and Ch. Lynch and C. Meadows [LM05] have performed such a comparison, but only in concrete settings (i.e. for symmetric and asymmetric encryption respectively), while we would like to work in a general setting (e.g. with arbitrary primitives exhibiting algebraic properties). We believe that we have already set up in Chapter 1 a part of the formalism necessary to perform such a comparison.

Constraint systems and key cycles For a bounded number of sessions, we have treated arbitrary trace properties by expressing them as predicates on lists of messages. It would be nicer to express properties by formulas in some logic, as was done for example by R. Corin et al [CSE05] using a variant of LTL. However, to decide such security properties, they used the Millen-Shmatikov procedure as a black box, while we could also obtain the complexity of checking them.

We have handled several notions of key cycles. However, still other variants of key cycles (or similar conditions) may already exist or appear in the future. It would then be nice to have a formalism which would allow to verify such properties in a modular manner.

Also, our approach is valid for a bounded number of sessions only. Secrecy is undecidable in general [DLM04] for an unbounded number of sessions. Such an undecidability result could be easily adapted to the problem of detecting key cycles. Several decidable fragments have been designed [RS03, CLC03a, BP03b, VSS05] for secrecy and an unbounded number of sessions. We plan to investigate how such fragments could be used to decide key cycles. An approach could be to encode Laud's deduction system [Lau02] (for detecting key cycles in the passive case) into Horn clauses, and then to reuse or extend an existing fragment of Horn clauses to decide the satisfiability of the resulting set of clauses.

From a practical point of view, as the CL-AtSe back-end [Tur06] of the Avispa tool [ $\mathrm{ABB}^{+} 05$ ] basically shares the same underlying ideas as the constraint system approach, we hope that CLAtSe can be relatively easily extended in order to handle key cycles and timestamps.

Transformation from insecure to secure protocols In Chapter 3, we have applied our resolution strategy for debugging of a protocol under a more realistic threat model than the one usually considered. We have transformed this protocol so that it falls into the scope of our Horn class. This transformation preserves the attacks and therefore the correctness of the target protocol ensures the correctness of the initial one. The transformation is interesting in itself. We would like to further investigate this type of transformations and to characterise the protocols to which they can be safely applied.

From simple secrecy to strong secrecy We plan to further investigate the active case of our transfer result by trying to relax our conditions. There are several possible directions. Firstly, we may consider specific classes of protocols by restricting the syntax (for instance considering ping-pong protocols such as in [AC02, HS05]) to see whether it is possible to refine our results in this setting. Secondly, we may relax the requirement that processes cannot test over the secret by requiring instead that the two branches of the test are indistinguishable. This is the case for example when a test is followed in each branch by other tests that will never succeed when the first one is really applied to a secret data. This would require to consider more complex over-approximations of the set of sent messages. In particular, in the definition of the set $\mathcal{E}(P)$, we would have to consider trees instead of just paths potentially leading to the secret.

Transformation to obtain secure protocols Our transfer result was established for protocols using standard Dolev-Yao primitives. We believe that we could relatively easily extend the result such that to allow arbitrary primitives (with their properties) in the initial protocol. We also plan to investigate compositionality issues related to the transformation. For example, is the transformed protocol still secure when used in parallel with other (non-)transformed protocols?

One interesting avenue for future research it to obtain more general transference theorems between the properties of the original protocol and those of the transformed protocol. It would be also interesting to investigate the modular development approach implied by our results. In particular, it would be interesting to design a language for building "naive" specification which can then be compiled into secure protocols using our transformation.

Finally, from an efficiency perspective, it is important to look for simpler transformations that make lighter use of cryptographic primitives, perhaps at the expense of ensuring weaker security guarantees for the resulting protocol. We note that the Katz and Yung compiler [KY03] is one example of such a transformation which deserves further investigation.
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## Résumé

Cette thèse se situe dans le cadre de l'analyse symbolique des protocoles Les contributions sont représentées par l'obtention de résultats de décidabilité et de transfert dans les directions suivantes qui sont des thèmes majeurs en vérification des protocoles:

- traitement des primitives cryptographiques : chiffrement CBC, signatures en aveugle ;
- propriétés de sécurité : secret fort, existence de cycles de clefs;
- approches pour la sécurité : construction de protocoles sûrs.

Ainsi, nous avons montré la décidabilité (d'une part) de l'existence de cycles de clefs et (d'autre part) du secret pour des protocoles utilisant le mode de chiffrement CBC ou des signatures en aveugle.

Nous avons aussi transféré la sécurité des protocoles d'un cadre faible vers un cadre plus fort dans les sens suivants. D'une part, nous avons montré qu'une propriété de secret faible implique sous certaines hypothèses une propriété de secret plus forte. D'une autre part, nous avons construit des protocoles sûrs à partir de protocoles ayant des propriétés plus faibles.

Mots-clés: protocoles de sécurité, procédures de décision, chiffrement CBC, signatures en aveugles, cycles de clefs, secret fort, systèmes de contraintes, clauses de Horn, pi-calcul appliqué.


#### Abstract

This thesis is developed in the framework of the symbolic analysis of security protocols. The contributions are represented by decidability and transfer results in the following directions which are major topics in protocol verification : - treatment of the cryptographic primitives: CBC encryption, blind signatures; - security properties : strong secrecy, existence of key cycles; - approaches for protocol security : construction of the secure protocols.

Thus, we showed the decidability (on the one hand) of the existence of key cycles for a bounded number of sessions using a generalised constraint system approach, and (on the other hand) of secrecy for protocols using the CBC encryption or blind signatures for an unbounded number of sessions by using a refined resolution strategy on a new fragment of Horn clauses.

We also transferred protocol security from a weak framework towards a stronger framework in the following directions. On the one hand, we showed that a weak property of secrecy (i.e. reachability-based secrecy) implies under certain well-motivated assumptions a stronger secrecy property (i.e. equivalence-based secrecy). On the other hand, we built protocols secure against active adversaries considering an unbounded number of sessions, by transforming protocols which are secure in a non-adversarial setting.


Keywords: security protocols, decision procedures, CBC encryption, blind signatures, key cycles, strong secrecy, constraint systems, Horn clauses, applied pi calculus.


[^0]:    ${ }^{1}$ Cette description est approximative puisque chacune des trois parties du premier message est en fait envoyée séparément (en séquence) et est suivie par de réponses du serveur ; aussi, la deuxième règle n'est pas une partie du protocole elle-même.

[^1]:    ${ }^{2}$ Bien que le plus cité, nous pensons qu'il sert encore très bien comme exemple pédagogique.

[^2]:    ${ }^{3}$ This notion of order-sorted signature is a simplified version of what one usually finds in the literature (see, e.g. [GM92]), since here function symbols are not overloaded (i.e. they have a unique sort).

[^3]:    ${ }^{4}$ If $G=(V, E)$ is a graph then the line graph of $G$ is $L(G) \stackrel{\text { def }}{=}(E,\{\{e, f\} \mid e$ and $f$ are adjacent in $G\})$.
    ${ }^{5}$ Seen at low level, cryptographic primitives are algorithms having bitstrings as inputs and outputs.
    ${ }^{6}$ For the sake of the presentation the "deduction rules" on this page are deliberately simplified (see the definition in Section 1.1.5).

[^4]:    ${ }^{7}$ They used strings instead of terms to model messages, thus the decryption property was written as dec ${ }_{a} \cdot$ enc $_{a} \equiv$ $\epsilon$, where $\equiv$ is an equivalence relation on words, $\operatorname{dec}_{a}$, enc $c_{a}$ are letters, and $a$ is just an index.
    ${ }^{8}$ except for Chapter 3 in which we use an implicit arbitrary rewriting system.

[^5]:    ${ }^{9}$ Fresh items are modeled by variables for technical reasons. We will usually instantiate them by new private data, hence the notation $\nu \widetilde{x}$ below.

[^6]:    ${ }^{10}$ In fact we also assume that requests are not emitted by or for corrupted agents.

[^7]:    ${ }^{11}$ This can be achieved formally by considering only one constant 0 of sort Time, and a function symbol succ of sort Time $\rightarrow$ Time. For simplicity, we omit these technicalities.

[^8]:    ${ }^{12}$ We have overloaded the symbol $\mathcal{I}$ (previously it was used to denote deduction systems). For the rest of this chapter we use $\mathcal{I}$ only to denote some set of clauses.

[^9]:    ${ }^{13}$ By language abuse, we overload here the meaning of "simply" which here refers to the fact that $s$ is a simple secret.

[^10]:    ${ }^{14}$ For our equational theory there is exactly one occurrence of $z_{0}$ in $L$.

[^11]:    ${ }^{15}$ For example, when encg is under universal quantification one would read enc and encd, while under existential quantification one would read enc or encd for encg.

[^12]:    ${ }^{16}$ in this context we simply write $D(T)$ instead of $D\left[{ }^{T} / \mathrm{z}_{0}\right]$

[^13]:    ${ }^{17}$ The initial control point $p_{0}$ is usually 1 , but for technical reasons here it may also be some other integer.

[^14]:    ${ }^{18}$ We assume that these data items are represented by variables with the same name respectively in the two roles; the formula can be easily changed when the data items are represented by arbitrary terms.

[^15]:    ${ }^{19}$ Consequently, each partition consists of at most $k$ role sessions.

[^16]:    ${ }^{20}$ Hence ${ }^{-}$is a partial function from terms to terms and $\perp$ means undefined.
    ${ }^{21}$ The definition of $\widetilde{\mathrm{rcv}_{r}^{p}}$ for $p \geq 1$ and the following paragraph provide an explanation for choosing this name. Recall that nonces $=\left\langle A_{1}, \ldots, A_{k}, N_{A_{1}}^{0}, N_{A_{2}}^{0}, \ldots, N_{A_{k}}^{0}\right\rangle$ and $\widetilde{\mathrm{rcv}_{r}^{p}}=\left\{\left\{\operatorname{rcv}_{r}^{p}, \llbracket \operatorname{rcv}_{r}^{p}, p^{\prime} \text {, nonces } \rrbracket_{\text {sk' }^{\prime}\left(A_{r^{\prime}}\right)}\right]\right\}_{\mathrm{ek}^{\prime}\left(A_{r}\right)}$.

