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Résumé

La prédiction de bruit de train d’atterrissage est un enjeu majeur pour un construc-
teur aéronautique, puisqu’il contribue & environ 40% du bruit total de 'aéronef lors
des phases d’approche. Les essais en vol et ceux réalisés en souffleries anéchoiques ont
permis de comprendre les mécanismes de génération du bruit, ainsi que de développer
des dispositifs permettant de le réduire. Cependant, ces méthodes sont tres longues et
couteuses a mettre en ceuvre. Les méthodes de simulation numériques (CFD) émergent
ainsi comme un complément essentiel a ces approches expérimentales. L’écoulement au-
tour des trains d’atterrissage est complexe et fortement instationnaire, et le bruit généré
est de nature large bande. De part ces caractéristiques, il est nécessaire de se tourner vers
des méthodes instationnaires de modélisation de la turbulence, comme la simulation aux
grandes échelles (LES), pour prédire ces sources acoustiques. La méthode de Boltzmann
sur réseau (LBM) est une méthode numérique qui a récemment montré un fort potentiel
pour ce type d’applications, grace a sa précision, son faible temps de restitution et sa
capacité a gérer des géométries complexes, et de ce fait, est adoptée pour cette these.

Les simulations aéroacoustiques nécessitent une grande précision puisque les fluctu-
ations acoustiques, qui sont de plusieurs ordres de grandeur inférieures aux fluctuations
aérodynamiques, doivent étre correctement capturées et propagées. Néanmoins, les rac-
cords de maillages non conformes utilisés en LBM ont I'inconvénient de générer de la
vorticité et de I’acoustique parasites se propageant au coeur du fluide, au risque d’affecter
les prédictions de bruit. L’objectif de cette these est de développer de nouveaux modeles
de transition de maillage dans le code LBM “LaBS/proLLB”, et de les valider sur des cas
d’application d’aéroacoustique de train d’atterrissage. Deux axes principaux sont étudiés
pour remédier a ces phénomenes : 1/ Une étude du schéma numérique au coeur du flu-
ide est effectuée, mettant en exergue la responsabilité des modes non-hydrodynamiques,
spécifiques a la LBM, dans la génération de vorticité et d’une portion de I'acoustique par-
asite émise aux raccords de maillages. Apres une étude approfondie de I'implication de ces
modes, un modele de collision approprié (H-RR) est selectionné pour filtrer ces derniers
lors d’une simulation. La stabilité et la précision de ce modele ainsi que d’autres schémas
LBM dans des conditions typiques de simulations aéroacoustiques sont également inves-
tiguées. Cette étude met en évidence des problemes de stabilité, ainsi qu’'une précision
discutable de nombreux schémas LBM avancés disponibles dans la littérature. 2/ Un
algorithme de couplage direct entre deux grilles de résolution différentes est proposé.
Cet algorithme permet de grandement améliorer la précision des raccords non-conformes
et, de ce fait, de réduire I’émission acoustique parasite produite par la traversée de ces
interfaces par des tourbillons composant les sillages.

Enfin, le train d’atterrissage LAGOON permet de valider ces ingrédients numériques.
Une étude aérodynamique puis aéroacoustique via un couplage avec un code de propa-
gation acoustique basé sur I'analogie de Ffowcs Williams and Hawkings (FW-H) sont
menées. Les limites de cette analogie dans sa formulation solide, généralement utilisée
pour prédire le bruit de train d’atterrissage, sont soulignées. Enfin, l'effet de composants
additionnels de complexité croissante sur le bruit généré est étudié.



Abstract

Predicting landing gear noise is a major concern for an aircraft manufacturer, since it
contributes to about 40% of the total aircraft noise during the approach phases. Flight
tests and those carried out in anechoic wind tunnels have enabled the understanding
of noise generation mechanisms, as well as the design of low noise devices. However,
these methods are time consuming and costly to set up. The use of computational
fluid dynamics (CFD) is thus emerging as an essential complement to these experimental
approaches. The flow around landing gears is complex and highly unsteady, and the noise
generated is broadband by nature. Given these characteristics, it is therefore necessary
to use unsteady methods with high-fidelity turbulence modeling such as Large Eddy
Simulation (LES), to predict these acoustic sources. The lattice Boltzmann method
(LBM) is a numerical approach that has recently shown a strong potential for this type
of application, thanks to its accuracy, its low restitution time and its ability to handle
complex geometries. It is consequently adopted for this thesis.

Aeroacoustic simulations require a high level of accuracy since acoustic fluctuations,
which are several orders of magnitude smaller than aerodynamic ones, must be properly
captured and propagated. Nevertheless, the non-conforming grid interfaces used in LBM
have the inconvenience of generating spurious vorticity and acoustics that propagate in
the fluid core, which may affect the noise predictions. The PhD objective is to develop
new grid coupling models in the “LaBS/ProLLB” LBM solver, and to validate them in the
context of landing gears aeroacoustics. Two main directions are addressed to overcome
these phenomena: 1/ A study of the numerical scheme in the fluid core is performed,
highlighting the involvement of non-hydrodynamic modes, specific to the LBM, in the
generation of vorticity and of a portion of the spurious acoustics generated at mesh
interfaces. After a thorough study of the implication of these modes, an appropriate
collision model (H-RR) is chosen to filter them out during a simulation. The stability
and accuracy of several LBM schemes including the H-RR one under typical aeroacoustic
simulation conditions are also investigated. This study highlights stability issues, as well
as questionable precision of many advanced LBM schemes available in the literature. 2/
A direct coupling algorithm between two grids of different resolution is proposed. This
algorithm allows to greatly improve the accuracy of the non-conforming grid interfaces,
and hence to reduce the spurious acoustic emission produced by the crossing of vortices
composing the wakes.

Finally, the LAGOON landing gear allows for the validation of these numerical in-
gredients. An aerodynamic study and then an aeroacoustic one via a coupling with an
acoustic propagation code based on the Ffowcs Williams and Hawkings analogy (FW-
H) are conducted. The limitations of this analogy in its solid formulation, mostly used
to predict landing gear noise, are exposed. Lastly, the effect of extra components of
increasing complexity on the noise generated is investigated.
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Nomenclature

Miscellaneous variables and constants

S
u

xTr

Ax, At

t, v

o

Strain tensor (= 3(9ua/0zs + Ous/0x,))
Fluid velocity

Space variable

Discrete mesh size and time step

Thermal conductivity

Dynamic and kinematic viscosities (v = p/p)
Bulk viscosity

Fluid density

yrye/(v—1), Heat capacity at constant pressure
rq/(7—1), Heat capacity at constant volume
Air sound speed

Number of spatial dimensions

Total energy (= u?/2 +e)

Internal energy (= ¢,T)

Acoustic intensity

Complex number (i? = -1)

Thermodynamic (static) pressure

Relative pressure (p — poo)

Specific gas constant

(Static) temperature (= e/c,)
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Variables related to lattice Boltzmann

7

Fe(™)

fel

fi7 gi

1,8 (1),G
gi() 7gi()

gt

N

Q

Relaxation time after the variable change (=7 + At/2)
nth-order multi-dimensional Hermite polynomial
Stress tensor

Shear stress tensor

Dimensional and dimensionless lattice velocities
Velocity space variable

nth-order Hermite moments of f and fe¢ (= [ #™ fd¢ and [ #€™ feadg)
Heat flux tensor

Heat flux (= [ (€ - u)(&€-wu)?fdE)

Free mean path

Fine to coarse rescaling factor (= 77/27;)

Collision operator

Relaxation time of the collision model

T|T,, Normalized temperature

Lattice constant

Mass distribution function

Order of f in the Chapman-Enskog expansion

Truncated equilibrium distribution function at order N in Hermite polyno-
mials

Maxwell-Boltzmann equilibrium distribution function
Discrete distribution functions before and after explicit change of variable
(1)

Second and higher projection order of the off-equilibrium function g,

Discrete first-order off-equilibrium function after explicit variable change

Truncation order of the equilibrium distribution function (in Hermite poly-
nomials)

Quadrature order of the lattice of velocities
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1o
v
w(§)

W;

Reference temperature
Number of discrete velocities
Weight function

Lattice weights

Variables related to linear stability analyses

k

Wavenumber vector

Complex amplitude of the density and velocity
Complex amplitude of g;

Vector of macroscopic variables

Pulsation of the wave (complex for a temporal analysis)
Mean flow density and velocity

Mean flow distribution function

Fluctuating distribution function

Phase velocity

Group velocity

Dimensionless numbers

Heat capacity ratio ((D +2)/D for a monatomic gas, 1.4 for the air)
L [ly, Knudsen number

u/\/4ryT, Mach number

pcy/k, Prandtl number

Reynolds number

Strouhal number
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Abbreviations

Ac+
Ac-
BGK
CAA
CFD
DC
DDES
DES
DNS
DRT
DVBE
FP
FW-H
H-RR
H-RRy
LB
LBM
LDV
LES
LSA
MRT
NS
OASPL
PIV
PR

Downstream Acoustic mode
Upstream Acoustic mode
Bhatnagar Gross and Krook
Computational AeroAcoustics
Computational Fluid Dynamics
Direct Coupling algorithm
Delayed-Detached Eddy Simulation
Detached Eddy Simulation

Direct Numerical Simulation

Dual Relaxation Time

Discrete Velocity Boltzmann Equation
Fractional Propagation
Ffowcs-Williams and Hawkings
Hybrid-Recursive Regularized
Corrected Hybrid-Recursive Regularized
Lattice Boltzmann

Lattice Boltzmann Method

Laser Doppler Velocimetry

Large Eddy Simulation

Linear Stability Analysis

Multiple Relaxation Time
Navier-Stokes

Overall Sound Pressure Level
Particle Image Velocimetry

Projected Regularization
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PSD
RANS
RD

RR
RRy
S-A
SISM
STD
WL
WMLES
WRLES
WTT
ZDES

Power Spectral Density

Reynolds Average Navier-Stokes
Resolution Domain

Recursive Regularized

Corrected Recursive Regularized
Spalart Allmaras

Shear Improved Smagorinsky Model
Standard grid coupling algorithm
Wall Law

Wall-Modeled Large Eddy Simulation
Wall-Resolved Large Eddy Simulation
Wind Tunnel Test

Zonal Detached Eddy Simulation
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1.1 Industrial context: Airframe noise reduction

Noise pollution has a harmful effect on humans. According to the 1999 World Health
Organization’s estimate, nearly half of the European population lives in “areas that do not
allow for acoustic comfort of residents” [1]. Aircraft noise is one of the major sources of
urban noise annoyance, so it is important to characterize it in order to reduce its impact.
Moreover, air traffic is (except for the recent tremendous decrease due to COVID-19
disease, which will hopefully be temporary) in strong growth since the beginning of civil
aviation (cf. Fig. 1.1). Actually, traffic doubles every 15 years on average, regardless of
previous world crises.
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Figure 1.1 — FEwvolution of annual air traffic and growth forecast from Airbus [2].

There is a worldwide certification standard of all international airports, allowing
for the homogenization of rules, especially regarding noise pollution. The latter is the
ICAO [3] (for International Civil Aviation Organisation) certification and is guaranteed
by each state. This standard evolves regularly and exerts significant pressure on aircraft
manufacturers to reduce their noise emissions. There are also local regulations, specific
to each airport or city. For example, since 1993, London airports have adopted a “Quota
Count” system [4], followed by Madrid, Brussels and Aberdeen. This measure aims to
rate aircraft according to the noise they emit during takeoff and landing phases, and
thus to limit the number of operations accordingly, or even to stop the operations during
nights (curfew) when a given threshold is exceeded. For instance, Fig. 1.2 shows the noise
footprint of a Boeing 747-400 compared to a recent and less noisy Airbus A350 aircraft. It
can be seen that the reduction of the noise footprint is considerable. Thus, noisy aircraft
like the Boeing 747-400 can see their use reduced during the night in airports using this
system.

Globally, cities want to reduce the current noise footprint of airplanes but considering
the growing trend of global air traffic (¢f. Fig. 1.1) at the same time. For an aeronautics
manufacturer like Airbus, the financial stakes are therefore substantial, because the noise
footprint is becoming a decisive commercial criterion for an airline company in its aircraft
selection. Considerable noise reduction was accomplished in the early 1970s with the ap-
pearance of the first twin cycle bypass turbofan engines that reduced jet noise. In the
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Figure 1.2 — Left: Noise footprint of a 747-400 (blue) and an AS350 (red) during
take-off at Heathrow airport. Perceived noise on the ground is greater than 85dB in the

surrounded areas [5]. Right: Noise footprint reduction target for Heathrow Airport from
2019 to 2034 [6].

last decades, the bypass ratios of the following generations of turbofan engines have been
continuously increased to optimize specific fuel consumption, leading as a side-benefit to
noise decrease. Nowadays, engine noise has been reduced to a level comparable to that
generated by aerodynamic fluctuations during the approach and landing phases, known
as “airframe noise”. During these flight phases, high-lift devices are deployed along with
the landing gears. As illustrated in Fig. 1.3 airframe noise is responsible for over half
of the noise emissions during the approach phases. Landing gears in particular, of very
complex shape and extremely non-streamlined aerodynamics are the first contributor to
airframe noise and will be studied in this thesis.

Approach Take-off

Figure 1.3 — Typical noise source distribution of an Airbus family long-haul aircraft at
take-off and in approach phases. Adapted from [7].
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1.2 Landing gear noise

The landing gears allow the aircraft to move on the ground, steer, and support the
landing by cushioning the aircraft and then allowing it to stop over a short distance
through efficient braking systems.

The main elements composing a nose and a main landing gear are described in Fig. 1.4:

e The main strut also referred as leg. It is composed of the shock absorber piston
and its casing that connects the axle to the aircraft.

e The steering actuator: it allows the aircraft to be directed during ground operation
and is obviously present only on nose landing gear.

e The torque link: a structural element linking the main strut and the piston of
the shock absorber. It prevents the piston from turning inside the cylinder while
enabling it to move up and down. This element is most visible on Fig. 7.1.

e The shock absorber: allows to absorb the landing and taxi shocks.

e The drag stay: holds the landing gear locked in the extended position. It prevents
from an axial movement.

e The side stay: holds the landing gear locked in the extended position. It prevents
from a lateral movement.

e The tow bar: enables to push/pull the aircraft on the tarmac.
e The axle: It connects the wheels to the landing gear leg.

e The braking system: it is usually located on the main landing gear for weight and
load purposes. It obviously helps to stop the aircraft, especially during landing
phases.

e Dressings: include all the electrical wiring and hydraulic harnesses.

The two types of landing gear are rather similar. However, the nose one is used to

steer the aircraft while the main landing gear is able to brake the aircraft and support
significantly more load.
As can be imagined, all these elements are an aerodynamic aberration (which by the way
is beneficial for braking the aircraft) and involve elements of very different sizes rang-
ing from the wheel diameter to that of the electrical and hydraulic wires. Additionally,
the landing gear geometries are very diversified according to the aircraft models. For
instance, the main landing gear can have from two to six wheels for Airbus aircraft and
even up to eight for the Antonov An 255.

Given this statement, one can guess that predicting the noise generated by the flow
around landing gear is very tough. The greatest advances in the understanding of noise
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Figure 1.4 — Left: Nose landing gear of an AS320. Right: B787 Dreamliner Main
landing gear.

generation mechanisms for such configurations have come from wind tunnel tests and are
summarized in [8,9].

The main features to remember about landing gear noise are [8]:

e [t is essentially broadband in nature. However, some small diameter components
may give rise to distinct tonal noise due to coherent vortex shedding from Reynolds
number flows of less than 5.105. This is for instance the case of the tow-bar that
will be studied in Chap. 8. Additionally, cavities can also produce tonal peaks due
to eigenmodes.

e The broadband noise originates from 1) the turbulent flow separation of the variety
of bluff-body structural components, and 2) the interaction of such turbulent wake
flows with downstream located gear elements. More generally, the noise emitted is
the result of distorted vortices [10].

e The different landing gear components contribute to broadband noise in various fre-
quency ranges depending on their size. For example, dressings mainly contribute to
high frequencies, while larger components, such as tires and large struts contribute
to low-middle frequencies.

e Landing gear noise is strongly affected by the installation effect [11,12]. This last
is characterized by 1) a modification of the acoustic source of the landing gear due
to the circulation effect that induces a reduction of the local flow velocity under
the wing, and 2) acoustic reflections and diffractions by the full wing with high-lift
appendices deployed which modified the noise directivity [13].

The wind tunnel tests (WTT) are a reliable tool for understanding the mechanisms
of noise generation and for estimating the noise levels of the various components. Ad-
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ditionally, they enable the testing of low-noise designs. They are generally carried out
in open-jet anechoic wind tunnels (cf. Fig. 7.2). A detailed review of wind tunnel tests
performed on landing gears aiming at understanding noise generation mechanisms or at
reducing them can be found in Giret’s PhD thesis [9]. However, because of the limited
dimensions of wind tunnels, small-scale models are generally studied and the Reynolds
effect is still a source of error when transposing to full scale [8]. Furthermore, WT'T are
time consuming and costly.

Alternatively, it is even possible to perform flight tests with microphones installed in
the cabin and on the ground as shown on Fig. 1.5. Indeed, increasingly advanced beam
forming methods [14-16] allow to locate more and more precisely the sources and to
estimate their levels. In addition, they allow evaluating the installation effect. However,
even with these methods, flight tests do not always enable to precisely isolate noise
sources, or to effectively test noise reduction devices. They are nonetheless very accurate
for determining the aircraft’s noise footprint, and are used in the certification stage.

Figure 1.5 — Left: Ground microphone installation for noise sources location from
Airbus internal report. Right: Two-dimensional localization maps of noise sources. Fre-
quency range 315Hz-5kHz, display dynamic range of 15dB. Extracted from [17].

These experimental methods are reliable and very relevant, since they allow taking
into account the geometric complexities and the installation effects. However, they require
significant costs and set-up time. This is why analytical [18-20] or numerical methods
have been simultaneously elaborated. The analytical methods, although attractive by
their costs, do not allow to take into account complex hydrodynamic interactions and
require validation and a posterior: calibration. This condition does not allow to be used
for design phases. Computational Fluid Dynamics (CFD), by numerically approximating
the fluid mechanics equations, is able to characterize and localize the landing gear noise
without prior calibration. Ideally, the aeronautical manufacturer would like to carry out
fast (a day) and accurate simulations, and dispense with experiments. It is towards these
methods that this thesis turns to.
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1.3 Numerical methods for landing gear noise pre-
diction

Numerical simulation aims to approximate the fluid mechanics equations to solve any
kind of flow within the bounds of a given set of assumptions. For this purpose, the
equations need to be discretized in space and time on a grid. This thesis is a follow-
up of two previous theses dealing with landing gear noise [9,21], and from the start we
have a clear idea of the numerical ingredients we intend to use. Thus, we will not detail
the so-called Navier-Stokes “finite volume” numerical methods that have been previously
explored and that are described in [9,21]. In this thesis, we will focus on an alternative
approach: The Lattice Boltzmann Method (LBM). Before discussing the latter, the main
concepts of turbulence modeling will be introduced, with their application to landing gear
simulations.

1.3.1 Turbulence modeling approaches

A flow around a landing gear is complex and highly turbulent with Reynolds numbers
of several million. A turbulent flow can be seen as a three-dimensional and multi-scale flow
involving eddies of various sizes. The size of the smallest scales of turbulence is inversely
proportional to the Reynolds number, which characterizes the laminar/turbulent nature
of a flow [22]. A flow around a landing gear therefore involves very small characteristic
vortex sizes, and the number of grids points required to capture such flows would be
staggering without modeling. Such a simulation where all scales are solved is commonly
called Direct Numerical Simulation (DNS), and is currently only suitable for simple
academic cases. To overcome this problem, there are different methods to account for
turbulence at more affordable costs:

e Reynolds Averaged Navier-Stokes (RANS): It consists in solving the time-
averaged Navier-Stokes equations using the Reynolds decomposition [23]. This
decomposition allows to separate an unsteady quantity into a time-averaged and
a fluctuating quantity. A non-linear term called Reynolds stress tensor appears
which requires additional modeling to close the RANS equations. This closure
problem has given birth to many turbulence models. To mention only the most
famous, one can distinguish models that use the Boussinesq approximation and
introduce a turbulent viscosity (Spalart-Allmaras [24], k — € [25], k —w [26]), and
those who do not need this assumption and introduce a transport equation for each
term of the Reynolds tensor (Reynolds Stress Models). RANS methods fully model
turbulence and offer the advantage of being very inexpensive. They are widely used
in the industry and often provide satisfactory results for attached and stationary
flows [27]. However, if the unsteady flow data are relevant for the study carried out,
or if the flow is inherently highly unsteady, this modeling will not be adequate. For
landing gear simulations, only the very first study [28] used this modeling or the
Unsteady-RANS version which allows to capture large variations of the flow [29].
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e Large Eddy Simulation (LES): This method is based on Kolmogorov’s postu-
late that turbulent scales can be segregated for large Reynolds numbers. The large
scales are those whose carry the most of energy and are specific to the case studied.
Then, there is a variety of eddies sizes where a universal behavior is encountered,
with a famous decay of kinetic energy in ‘—=5/3 slope’. These large scales are gener-
ally referred to as integral scales [22]. Finally, smaller scales have a universal and
essentially dissipative behavior. The idea behind LES is therefore to explicitly com-
pute the large scales while modeling the smaller ones. Practically, a spatial filtering
of the Navier-Stokes equations is applied. As for the RANS, a closure model is re-
quired, to take into account the effect of small scales on the resolved ones. The best
known is that of Smagorinsky [30]. This method significantly reduces the cost of a
DNS. However, the number of grid points necessary to correctly resolve a bound-
ary layer is proportional to Re'® [31] which makes Wall Resolved LES (WRLES)
hardly affordable in practice for aeronautical applications. To date, only Giret [32]
has realized a WRLES on a landing gear, but with insufficient parietal resolution to
correctly resolve the boundary layers. The results were nevertheless reliable for pre-
dicting the LAGOON landing gear noise. To overcome this dependency in Re'®%
boundary layer models have been developed to use a coarser resolution in the near
wall-region. The Wall-Modeled LES (WMLES) allows to keep a number of mesh
proportional to the Reynolds number [31], and thus make aeronautical simulations
more affordable. To the gain associated with the reduction of the cell number comes
a gain on the time step used for an explicit LES [33], where the time step is based on
the smallest cell size. Thus, for landing gear noise prediction, WMLES has recently
been successfully employed by Zhang [21] and Hou [34,35]. Satisfying WMLES
near-field results were also obtained by Sengissen [36] and Brionnaud [37].

e Detached Eddy Simulation (DES): This method consists in hybridizing the
RANS and LES to benefit from the advantages of each method: Use a RANS model
close to the wall and in the attached areas, which is accurate and less constraining
regarding the mesh density, then a LES modeling in the detached and fully turbulent
regions. Originally, this method was proposed by Spalart [38] as a modification of
its RANS turbulence model S-A [24], by modifying the destruction term of its
transport equation. Thus, the S-A turbulence model degenerates into a LES sub-
grid scale model away from the wall. Yet, the transition from one model to the
other contains a “grey area” and could, in its original form, create grid-induced
separation [39]. This was corrected in 2006 with Spalart’s Delayed-DES model
(DDES) [40] allowing the boundary layer to be protected in RANS mode. Many
similar methods have emerged, among them, the Zonal-DES (ZDES) methods have
been developed and allow the hand selection of RANS and LES zones [41] but
require prior knowledge of the flow. Deck has also proposed a formulation of ZDES
which removes this constraint [27,42]. The RANS-LES hybrid method has been
widely used to predict landing gear noise. Considering only the simplified LAGOON
landing gear studied in Chap. 7, there are no less than ten references [43-52]. Hybrid
RANS/LES is a very good compromise in terms of CPU cost, but requires wise use,
sometimes with a good knowledge of the flow beforehand.
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1.3.2 The lattice Boltzmann method: an alternative to Navier-
Stokes based solvers

The latter turbulence modeling approaches have been developed within the frame-
work of solvers solving the Navier-Stokes equations mostly using finite volume methods.
Over the past two decades, solvers based on the resolution of the Boltzmann equation
have emerged. Specifically, the PowerFLOW solver which has been the only one able
to perform industrial and accurate simulations [53-55] until the last decade when con-
current solvers have emerged. These solvers are based on the lattice Boltzmann method
(LBM) which is derived from the Boltzmann equation and will be detailed in Chap. 2,
and which will be widely studied through this manuscript. This method has the advan-
tage of being very fast and has enabled a step forward in the simulation of unsteady
flows, gaining about an order of magnitude on the restitution time [56,57]. In terms
of turbulence handling, the LBM solvers can use exactly the same turbulence modeling
as the Navier-Stokes solvers [58-60] described in Sec. 1.3.1. Moreover, this method is
natively discretized on a Cartesian grid, which greatly facilitates the meshing of complex
geometries [61], but does not allow to make body-fitted meshes. Because of these mesh
constraints, industrial LBM solvers use wall laws, which they associate with LES models
in the case of the solvers Xflow [37], ultraFluidX [62], LaBS/ProLB [63], and even with
DES models for the PowerFLOW solver [64].

The main challenges currently encountered by LBM solvers for landing gear aeroacoustics
are:

e The stability of the method: in its most common formalism called “standard LBM”,
the LBM allows to simulate athermal and low Mach number flows (Ma < 0.4) [65].
And yet, we will see in Chap. 5 that for low viscosity flows, this limit is even very
optimistic if one does not use adequate models.

e Boundary conditions: since solvers cannot be body-fitted, it is essential to use wall
laws. However, their implementation can be complex in a LBM framework [66-68],
and physics is obviously highly dependent on the implementation strategy.

e Mesh refinement: the construction of LBM meshes imposes an integer mesh jump
between two resolution domains. The precision of such interfaces is crucial to avoid
spurious acoustic sources [69, 70].

With the PowerFLOW solver, the LBM has been successfully applied to the prediction
of simplified landing gear noise [51,52] as well as complex ones [54, 56,61, 71-74] with
remarkable restitution times [75]. Only this LBM solver has allowed far-field aeroacoustic
results (acoustic propagation zone outside of hydrodynamic fluctuations). There are also
three studies that do not yet present far-field datas, but exhibit very good near-field
results (region where the acoustic sources are computed). The one performed with the
LAVA solver from NASA [56] compared to their Cartesian Navier-Stokes solver embedded
in the same environment. They underline an order of magnitude on the restitution time,
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with a higher precision. Brionnaud has shown preliminary results on LAGOON with the
Xflow solver [37], and Sengissen with LaBS/ProLB [36].

Far-field acoustic prediction requires a very high accuracy and was, in the context of
Sengissen’s simulations in 2015 [36], not reacheable for the reasons that will be discussed
in Sec. 1.4.2. This PhD thesis aims at enabling the realization of accurate
aeroacoustic simulations with the LaBS/ProLB solver which is detailed below.

1.4 LaBS/ProLB a lattice Boltzmann solver

1.4.1 LaBS/ProLB v2.5 in a nutshell

The LaBS solver and its commercial release named ProLB is an industrial LBM code
developed within a consortium of industrialists (Renault, Airbus, CS), academic laborato-
ries (Aix-Marseille University, UPMC, Ecole Centrale de Lyon), and in close collaboration
with other research entities (CERFACS, ONERA, Alstom, Université Paris-Sud, Gantha,
Matelys) through several French projects: “LaBS” (2010-2013), “CLIMB” (2015-2018)
, “ALBATROS” (2019-2021), “BALBUZARD” (2021-2024) and “SCALABLE” (2021-
2024).

Description of LaBS/ProLB v2.5:

The v2.5 version of LaBS/ProLB, was the commercial version available at the be-
ginning of the PhD thesis. It is coded in C++, and uses the MPI (Message Passing
Interface) parallelization library. The main components of interest to perform industrial
simulations are:

e LBM core: an athermal formulation based on a D3Q19 lattice [65] (see Sec. 2.3.3).
This lattice offers a great trade-off between stability, precision and CPU per-
formance [76]. The solver integrates the DRT (Dual Relaxation Time) collision
model [63] presented in Sec. 4.7 and studied in Chap. 5.

e Turbulence modeling: two models are available, the DNS (without any turbu-
lence model) or the LES using the SISM sub-grid scale model (for Shear Improved
Smagorinsky Model [77]). Near wall turbulence is handled using wall laws account-
ing for adverse pressure gradient [78] and curvature effects. Implementation details
are given in section III. C. of [66]. Besides, the Sengissen paper [36] illustrates the
benefits of wall law and the adverse pressure gradient effects on the simplified LA-
GOON landing gear. Alongside this thesis, an other thesis was conducted by Johan
Degrigny [68] on the adaptation of LaBS/ProL.B to a WMDES turbulence modeling,.
Thus, the turbulence modeling will not be questioned thorough the manuscript.

e Boundary conditions: Dirichlet, wall-law, and non-reflective [79] boundary con-
ditions are available. These last ones allow to damp acoustic reflections at the
domain boundaries, and to improve the convergence. They are essential for per-
forming aeroacoustic simulations. All boundary conditions are implemented using



1.4 LaBS/ProLB a lattice Boltzmann solver 11

a full reconstruction of the distribution functions using finite differences [80-82] and
implementation strategy is detailed in [66-68].

e Octree based meshes: an octree mesher is directly integrated in the solver. This
mesher allows the generation of “layers” of cells around objects in addition to more
simple refinements inside closed construction surfaces, which is very efficient for
meshing almost automatically complex geometries [36,57]. Furthermore, a cell-
vertex algorithm based on an overlapping area to couple two meshes of different
resolution is used, with an explicit filtering step during the transfer from the fine
mesh to the coarse one [59,83]. This algorithm is detailed in Sec. 3.5 and evaluated
in Chap. 6.

This solver offers very attractive models for performing industrial simulations. How-
ever, aeroacoustics is a field that requires a high level of accuracy, and some of the current
ingredients do not meet the required precision level. The weaknesses of the solver will be
qualitatively highlighted in the following section.
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1.4.2 Current weaknesses for aeroacoustic applications

Following the very convincing results of Ribeiro, Casalino et al. for the two-wheels
LAGOON landing gear [51,52], Sengissen has carried out this study with the LaBS/ProLB
solver [36]. The results were very promising for computing the acoustic sources of the
LAGOON gear. However, far-field acoustic prediction requires a precise scheme, and
an absence of spurious acoustic sources. The Fig. 1.6 shows, for the same settings as
Sengissen [36], a velocity dilatation field obtained on a slice, allowing to visualize the
acoustic waves involved in the simulation. Omne can observe that in addition to the
expected acoustic source, centered on the landing gear, many spurious sources emanate
from the mesh resolution domains (RD). Furthermore, plane spurious waves occurs even
upstream of the landing gear, as well as near the ceiling on which the landing gear stands.
These two phenomena are quite distinct, and will be studied separately.

'\ o

- \&\\\ S, N

Figure 1.6 — Velocity divergence field of the flow around the LAGOON landing gear
in the Y-plane with LaBS/ProLB v2.5. The resolution domains (RD) are depicted in red

@.

The Fig. 1.7 exhibits a vorticity field on this same slice. The vorticity colormap is
tightened, allowing the appearance of spurious vorticity waves. Surprisingly, the res-
olution transitions generate spurious vorticity even upstream of the gear, without any
incoming hydrodynamic disturbance. This phenomenon strongly reminds the numerical
artefacts observed in Fig. 9.6 of Hasert’s thesis [84]. The latter has minimized this phe-
nomenon by reducing to one the order of precision of his refinement algorithm, which is
obviously not a satisfactory solution.
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Figure 1.7 — Y-component of the vorticity field around the LAGOON landing gear in
the Y-plane with LaBS/ProLB v2.5. The resolution domains (RD) are depicted in red

).

Obviously, such spurious waves are completely non-physical and are not at all accept-
able in a simulation. In view of these first observations, before being able to perform
aeroacoustic simulations of landing gears, the academic objectives of this thesis will
consist in:

1. Understand where these non-physical waves originate, apparently related
to resolution transitions, and find a suitable way to get rid of them.

2. Assess and improve the accuracy of the grid coupling algorithm, partially
responsible for the spherical spurious waves visible on Fig. 1.6.

3. Evaluate the stability and precision of LBM schemes for typical landing
gear flow configuration.

These different items are identified as mandatory steps for the realization of aeroa-
coustic simulations and will be addressed in separate chapters.
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1.5 Outline of this manuscript

The manuscript is divided in two parts: a part dedicated to the study and im-
provement of LBM models to perform aeroacoustic simulations with non-uniform meshes
(Chap. 2 to Chap. 6) and a part devoted to the models validation and landing gear noise
prediction in Chap. 7 and Chap. 8. In these last two chapters, the three LAGOON land-
ing gear configurations of increasing complexity will be studied. Other landing gears have
been investigated during this thesis but will not be addressed in this manuscript:

1. The OPENAIR gear [85] which is a 1 : 7.5 scale of an A320 landing gear. This
study was performed at the beginning of the thesis with the LaBS/ProLB v2.5 in
the framework of the CLIMB project and was limited to aerodynamic results.

2. The ARTEM [86] gear, which is a realistic 1: 11 scale A320 landing gear installed
underneath a fully deployed high-lift wing. These simulations have been carried out
at the end of this thesis with using the aeroacoustic compliant models developed.
Due to the confidentiality of this configuration, and the poor amount of aerody-
namic experimental data available, it was not chosen to present these results in the
manuscript.

The outline of the manuscript is the following:

e Chapter 2 is dedicated to the derivation of the LBM starting with the Boltzmann
equation and the physical assumptions associated with it. The limitations related
to the most basic LB model will be highlighted in a turbulent simulation involving
non-uniform grids, in terms of stability and accuracy.

e Chapter 3 is focused on the spectral analysis of a simple LBM model and the
establishment of tools and elementary test cases allowing to highlight the harmful
effect of the so-called “non-hydrodynamic modes” when a change in resolution oc-
curs. This chapter constitutes the first part of a study published during the present
thesis [87].

e Chapter 4 introduces advanced LBM models allowing to minimize or even sup-
press (with an adequate model) these non-hydrodynamic modes and the associated
deleterious effects on resolution transitions. This last model will answer point 1.
exposed in Sec. 1.4.2. A validation will be carried out with a simulation of a cylinder
with a high Reynolds number flow. This chapter forms the second part of a study
published during this thesis [87], and has been enriched in the present manuscript
with other models from the literature to generalize the conclusions.

e Chapter 5 aims to study the stability and accuracy of different LBM models in an
aeroacoustic framework by means of stability analysis and numerical experiments.
The need to provide a correction term to the model chosen in Chapter 4 for improv-
ing its stability will be shown, and its properties for aeroacoustics will be validated.
This chapter will address point 3. outlined in Sec. 1.4.2.
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e Chapter 6 presents the development of a new and more precise grid coupling
algorithm, enabling to overcome an overlapping area between two grids. This model
will be assessed and compared to the one used in LaBS/ProLB v2.5. A massive
reduction of the spurious acoustic sources appearing during wake crossing through
transitions will be achieved. This chapter will fulfill point 2. of Sec. 1.4.2 identified
as a barrier for performing aeroacoustic simulations. This work has been submitted
for publication during this thesis [88].

e Chapter 7 is devoted to the study of the LAGOON 1 landing gear. In a first step,
a bibliographical review of the previous studies will be carried out. In a second
step, an aerodynamic analysis is carried out for three grids of increasing resolution.
Then, the LBM model chosen in chapter 4, as well as the grid coupling algorithm
developed in chapter 6 will be validated for the prediction of landing gear noise.
Finally, the coupling with a FW-H solver (c.f Sec. 7.1.2) will be investigated and
the flaws of the solid formulation, commonly used for landing gear noise, will be
pointed out and subsequent recommendations will be issued.

e Chapter 8 deals with the LAGOON 2 and LAGOON 3 configurations which in-
tegrate additional components (tow-bar, steering actuator, lights, torque-link, rim
cavity caps). Aerodynamic and aeroacoustic validations are achieved based on the
best practices proposed in Chap. 7. The objective is to capture the effect of these
various components on the broadband noise, as well as the tonal peak resulting
from the interaction between the tow-bar wake and the axle.
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This chapter is dedicated to the derivation of the lattice Boltzmann method starting
from the Boltzmann equation. To this end, reminders will be provided on kinetic
theory and on statistical modeling of gases. Then, the hydrodynamic limits of the
Boltzmann equation will be investigated and the macroscopic behavior of this equa-
tion will be retrieved thanks to a Chapman-Enskog development. Subsequently, this
equation will be discretized in velocity using a Hermite polynomial development of
the equilibrium function and a Gauss-Hermite quadrature. Afterwards, a space and
time discretization will be carried out to get to the famous lattice Boltzmann scheme.
Finally, the simple model thus derived will be evaluated within the framework of aero-
nautical aeroacoustic simulation.

2.1 Introduction

The lattice Boltzmann method (LBM) has emerged as a very efficient approach for
computational fluid dynamics over the last two decades. Its high degree of versatility
makes it applicable to a large variety of highly complex physical phenomena, such as
turbulence [58,89], multiphase flows [90,91], porous media [92] or even hemodynamics [93],
and it has increasingly interested both industrial and academic actors. In its standard
formulation, the main advantages are, inter alia:

e a very simple and reasonably dissipative numerical scheme representing weakly
compressible flows which makes the LBM suitable for aeroacoustic simulations,

e alocal and efficient space and time discretization allowing a massive parallelization
on high-performance computers and offer promising perspectives on GPUs [94-96],

e a discretization based on the well known collide and stream algorithm that requires
a Cartesian grid allowing for a seamless way to handle complex geometries through
an automated octree meshes [61] and non body fitted boundary conditions.

The lattice Boltzmann (LB) method relies on a fluid description at the mesoscopic
scale, instead of classical methods that deals with macroscopic variables like the den-
sity, the velocity or the temperature. This relatively recent method is based on kinetic
theory of gases dating back more than a century, pioneered by James C. Maxwell [97]
and Ludwig Boltzmann [98] and on studies conducted in the 1980s on lattice gas cellular
automata (LGCA). The first cellular automatons are the HPP model by Hardy, Pomeau
and Pazzis [99], the FHP model by Frisch, Hasslacher and Pomeau [100], or the 3D lat-
tice gas model proposed by d’Humieres [101]. These models allowed to find an attractive
macroscopic behavior but were polluted by a significant numerical noise. The LGCA were
then improved by McNamara and Zanetti [102], who modeled the fluid using particle dis-
tributions with the help of the Maxwell-Boltzmann equilibrium distribution to retrieve
the Galilean invariance principle, and with the use of floating operations to reduce the
numerical noise. This last piece of work is generally described as the first LBM model
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but was suffering at that time from a complex collision operator. The appearance of
the current LB models will take place progressively with the linearization of the collision
operator by Higuera and Jimnez in 1989 [103]. Finally, Chen [104] and Qian [65] have
adopted the simple BGK collision operator in 1992, developed forty years ago by Bhat-
nagar, Gross and Krook [105]. So far, these models are intended to be an improvement
of the LGCA and the LBM allows the recovery of the Navier-Stokes behavior in an a
posteriori way. It is only in 1996 with the work of He and Luo [106] that an a priori link
between the LBM and the Boltzmann equation (BE) was directly established, without
involving the LGCA models.

In the rest of this chapter, reminders will be provided on the kinetic theory of gases
with the introduction of the probability density function of particles and the Boltzmann
equation which governs the evolution of this function. Then, the hydrodynamic limits
of the Boltzmann equation will be studied. Finally, this equation will be discretized in
velocity on a so-called lattice, then in space and time to give rise to the LB scheme
directly exploitable numerically.

2.2 Basics of kinetic theory

The kinetic theory of gases took a big step forward in the middle of the 19th century
with the work of James C. Maxwell [97] and Ludwig Boltzmann [98]. These two physicists
have adopted a statistical description of a fluid, at the so-called mesoscopic scale. This
representation lies between the microscopic scale, where the gas dynamics is governed
by Newton’s equations, in which particles are tracked on arbitrary trajectory, and the
macroscopic scale, which is governed by Euler’s or Navier-Stokes equations for viscous
fluids. In what follows, only a brief introduction to the kinetic theory of gases will be
presented, for more details, the reader may refer to [107,108].

2.2.1 The probability density function and the Boltzmann-BGK
equation

In such modeling, a set of particles can be described by a particle distribution function

v (x,€,t) as

dN = fn (x,&,t) dedg, (2.2.1)

where dN is the total number of particles located at a position @, traveling at microscopic
velocity & and at time ¢ within a mesoscopic volume dz. Assuming the gas with particles
of identical mass m, one can define fy (x,&,t) in terms of probability density distribution
function as

f(@,&,t) =mfn(x,€,1). (2.2.2)
With this definition, the local density p(a,t) can be found as the zeroth-order statistical
moment of the distribution function. The momentum density pu(x,t) or the total energy
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density pFE(x,t) are recovered by computing first and second-order moments over the
velocity space of dimension D.

p(x,t) = fRD f(,&,t)dE, (2.2.3)
pu(x,t) = /};@D Ef(x,&,t)dE, (2.2.4)
pE(t) = [ g Fa, €, 1)de. (2.2.5)

For a monatomic gas, in which collisions are assumed elastic, the total energy E(x,t) is
composed of the internal energy e(x,t) and the kinetic energy as

pE (1) = pe(w,t) + %p|u(m,t)|2. (2.2.6)

The internal energy e(x,t) is linked to the random thermal motion of particles around
their mean velocity w. It can thus be seen at the standard deviation of the distribution
function and then be expressed as

_ 2
pe(w, 1) = fRD %f(m,&,t)d&. (2.2.7)

Furthermore, the thermodynamic temperature T'(x,t) can be recovered from the internal
energy e(x,t) as
t
T(a, 1) = 2= (2.2.8)

Cy

where ¢, = 7,D/2 is the heat capacity at constant volume for a monatomic gas and 4 is
the gas constant.
Finally the pressure can be obtained using the perfect gaz law:

p(x,t) = p(x, t)r,(z,t). (2.2.9)

The distribution function f therefore allows to retrieve the macroscopic quantities of
interest. The Boltzmann equation dating from 1872 [98] then makes it possible to track
the evolution of the particle distribution in space and time, with a transport term on
the left-hand side and a collision source term on the right-hand side. This collision term
represents the variations of f due to collisions between particles which play an essential
part in the evolution of the gas towards a thermodynamic equilibrium. By neglecting any
external forces that can influence the motion of particles, such as gravity, the Boltzmann
equation is expressed as

of .. 9f
ot ox

where the center dot denotes the scalar product over RP.

= Q(f), (2.2.10)
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Considering elastic collision between particles, the collision model €( f) must conserve
the mass, momentum and energy during the collision process. These constraints are the
collision invariants and could be expressed as

[ Q(f)®(€)de = 0. (2.2.11)
with ®(€) = (1,£,£2/2).
A simple collision operator ( f) satisfies these constraints: The single relaxation time of
Bhatnagar-Gross-Krook (BGK) model [105].

1

——(f - fleD). (2.2.12)
-

This collision process involves a relaxation of particle distributions at a relaxation time

T towards a thermodynamic equilibrium state described by the equilibrium distribution

of Maxwell-Boltzmann

Q(f)POK =

2
N A | 2.2.13
N DL eXp( o, T )’ (22.13)
One can thus notice that the equilibrium function is locally entirely defined by the density,
the macroscopic velocity and the temperature which are the first three moments of the
distribution function f. These last can be derived analytically from Eq. (2.2.13)

[T = a0 221
[RD EF0dE = pu(a.1), (2.2.15)
% fRD € fe0dE = pB(a,t) = g,m“gT(zc,t) + %p|u(w,t)|2. (2.2.16)

The zeroth, first and the trace of the second-order moment of the equilibrium function
are equal to those of f. The BGK collision operator thus conserves the mass, momentum,
as well as the energy.

The second-order equilibrium moment is also presented as it will be useful in the following.

[, &g = pr,To + Spun. (2217)
RD

The benefit of this collision operator lies in its simplicity and its computational effi-
ciency. Nevertheless, this simple modeling will have repercussions on the conservation
laws retrieved as further discussed in Sec. 2.2.2.c.
By substituting the collision operator Q(f)BEK into the Boltzmann equation described
in Eq. (2.2.10), the Boltzmann-BGK equation studied in the following becomes

Of ¢ 91 _

5 G 1), 2215)
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2.2.2 Hydrodynamic limits of the Boltzmann-BGK equation
2.2.2.a Macroscopic equations and closure problem

In order to find the macroscopic equations governed by the Boltzmann-BGK equation,
one can calculate its moments. By taking the zeroth, first and the trace of the second-
order moments of Eq. (2.2.18) and considering that x, &, ¢ are three independent variables,
one obtained

0 0 1
&fn@fdg*a_f &ofde=-= [ (F-fer)ag-o, (2.2.19)
5 oot g [ Gorae =2 [ 6 (r-s)ag=0. @2

2(%[ Ealafd €+——f §a€a€@fd£———f Eala (f - ) dE=0, (2.2.21)

where the collision invariants of mass, momentum and energy are well respected. Replac-
ing Eq. (2.2.3) to (2.2.5) in the above equations gives

dp  O(pug)
o0 2y, (2.2.22)
8(,01604) OHQ/B
_ 9.2.2

o o 0, (2.2.23)

1
O(pe + 5pUatia)  10Qaas _ (2.2.24)

ot 2 a’L‘g ’

where 11,5 and QQnap are respectively the second and third-order tensor of f.

Let’s now rewrite these tensors in a more convenient form. Firstly, the second-order
tensor Il,g can be expressed as

g = 0ap + puatis, (2.2.25)

with o, that is usually referred as the stress tensor. It is computed as second-order
tensor centered over the mean local velocity frame w.

0= [ (€ 1ta) (s - ua) FdE. (2:2:26)
The 0,4 tensor is composed of a spherical part 7,3 and a deviator one %aaaéag
LIS (2.2.27)
OaB = Ta ~0aa%a8; <L
B B D B

Using Eq. (2.2.7), one can establish that the deviator part is linked to the internal energy
e as
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1

2
Baaaﬁaf; = 5,065@,3 = pryT6ap = pdag- (2.2.28)

Following a similar decomposition, the tensor (),.s might be expressed as

1 1
§Qaa5 = peug + §pu3u5 +Ua0ap + g, (2.2.29)

with revealing ¢ which will be further identified as the heat flux.

1
=5 fR (&5 —up) |€ - ul* fd€. (2.2.30)
These expressions can be substituted in Eq. (2.2.22) to (2.2.24). It gives

dp  O(pug)
il = 2.2.31
AT (2231
Opua) | O(puatis)  Op  Oras (2.2.32)

ot Oxp Oxg  Oxg
d(pe + 3puaty) . 0 (us [pe + 3pu2 +p]) N 945 N 0 (uaTap) _ 0. (2.2.33)

Ot 81‘5 axﬁ axﬁ

The mass, momentum and energy conservation equations are retrieved. These equa-
tions involve the tensors 7,3 and ¢g, that are implicit since their expressions are dependent
on the distribution functions. This system of equations is therefore not closed as it stands,
since it involves too many variables. A closure was proposed by Hilbert [109] and then
by Chapman and Enskog in the 1970s [110].

2.2.2.b The Chapman-Enskog expansion

The idea behind the development of Chapman-Enskog is to extend the distribution
functions according to the Knudsen number e. This dimensionless number is the ratio
between the mean free path £ of particles, i.e. a mean distance over which no collision
occurs and the characteristic length scale [y of the flow.

_ L _ 7—O\/rgCFO _ T0
TS
with 75 the mean time between two collisions. Furthermore, a characteristic time of the
flow to = lo/\/74To can be defined as well as a sound velocity ¢g = /7,1y corresponding to
an isothermal sound velocity at a reference temperature Tj.

¢ (2.2.34)

The Chapman-Enskog development expands the distributions f in Knudsen number
€ around an equilibrium state referred as f(9).

k=00

f:f(0)+€f(1)+€2f(2)+_“: Z ekf(k)7 (2235)

k=0
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This asymptotic expansion was first introduced by Hilbert [109] a decade before the
works of Chapman and Enskog. The originality of Chapman and Enskog works is that in
their expansion, the distribution functions f are sought to be dependent of the conserved
hydrodynamic moments (p, pu, pe) only [111].

A specific expansion of the time-derivative operator is proposed by Enskog.

o k.0
5" ];) ek%, (2.2.36)

Furthermore, the moments of f can be expanded in Knudsen number around their equi-
librium value. In order to retrieve the Navier-Stokes behavior, one has to expand the
development up to the first-order.

I~ 1O + 1™, (2.2.37)
Q~QW +eQW. (2.2.38)

Before going into the development, the Boltzmann-BGK equation (2.2.18) is made
dimensionless to introduce € in the relaxation time 7.

~ ~ 3
lo lo To Co Po
with py a reference density. The macroscopic variables turn into
~_ P - _u = gl
p=— ; uwu=— ; 10 =—"5=¢". 2.2.40
00 co g cg 0 ( )
Hence, the equation (2.2.18) becomes
of zof 1 .z
e 2L o (f - fled), 2.2.41
ot oz €T (f ! ) ( )

For the sake of clarity, unless explicitly stated, dimensionless variables will be noted with-
out the tilde in the following.

By injecting Eq. (2.2.35) and Eq. (2.2.36) into the dimensionless Boltzmann-BGK equa-
tion (2.2.41), and retaining only the first two orders in Knudsen number, one obtains:

et fO = flea), (2.2.42)
of© of© 1
0. . - __frm
e 50 ¢ o = Tf : (2.2.43)

af® arm arm 1
st ao e (2.2.44)
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Now let’s analyze the contributions of the Boltzmann-BGK equation to the different
orders in Knudsen, starting with the zeroth-order. To this extend, the zeroth, first and
(the trace of the) second-order moments of Eq. (2.2.43) are computed. Thanks to the
calculation of equilibrium moments (f(©) = f(¢9)) given by Eq. (2.2.14) to (2.2.17), one
obtains

dp  O(pug)
b+ ) g, (2.2.45)
I(pua)  O(puqug) Op _
O " owy T owy e
Ope + gpuatia) O (uslpe+ 3ot +p]) (2.2.47)
0t0) Oz

Noticing that, from the explicit computation of equilibrium moments: ¢(© = pI and
q(® = 0. Moreover, the right-hand side terms vanish, since they are collision invariants
following Eq. (2.2.11).

Truncating the Chapman-Enskog development to the zeroth-order in Knudsen, the Boltz-
mann equation leads to the Euler equations. This system is closed since the pressure p
is linked to the internal energy e through Eq. (2.2.8) and Eq. (2.2.9).

Now the development is pushed further to the first-order in Knudsen:

dp
0 = 0, (2.2.48)
aH(l)
I(pua) b _g (2.2.49)
o) Oxg
(1) (1)
d(pe + 3puauy) N 0gy” +Ua0yg -0 (2.2.50)

875 (9@;

with HSB) = asﬁ). The off-equilibrium tensors a&lﬁ) and qél) can be obtained by computing

the second and third-order moments of Eq. (2.2.43). For instance, the Hgﬁ) computation
gives

ot(0) oz,

The above equation (2.2.51) indicates that in order to compute the second-order off-
equilibrium moment, it is necessary to have access to the third-order moment of the
equilibrium function f(©. If one desires to compute qél) by calculating the third-order
moment of Eq. (2.2.43), the fourth-order equilibrium moment will be required. More
generally, the calculation of an off-equilibrium moment of order n, requires the knowledge
of an equilibrium moment of order n +1 [112].

Y = - me(af e (0))d£- (2251
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Afterwards, the temporal derivatives obtained are replaced by spatial derivatives using
the aforementioned Euler equations (2.2.45) to (2.2.47).

Finally, after some tedious algebra that can be found in [70,113], an explicit expression
is obtained for the shear stress tensor 0,5 and heat flux tensors g3

1 2 Ju
O-iﬁ) =-Tp (QSaﬁ - 5_8;1:: 505) 3 (2252)
aoT
qgn =~TPG - (2.2.53)

with ¢, = (1 + D/2)r the heat capacity at constant pressure and S,p the velocity strain
tensor defined as

1 8ua 8u5
Sog= =L ZE5) 9.2.54

2 (8355 8xa) ( )
From the above equations (2.2.52) and (2.2.53), the dynamic viscosity is identified from
the shear stress tensor as

W= Tp, (2.2.55)

and the thermal conductivity is identified from the hear flux tensor as

K = TDCp, (2.2.56)

Adding the contributions from the zeroth and first-order of the Knudsen development,
the Navier-Stokes Fourier equations are retrieved from the Boltzmann (Eq. (2.2.31) to
Eq. (2.2.33)). This time, the system of equation is closed since 0,5 and ¢(*) are explicitly
determined with Eq. (2.2.52) and Eq. (2.2.53).

2.2.2.c Discussion on the hydrodynamic limit of the Boltzmann equation

The Chapman-Enskog development carried out in the previous section provides more
information on the hydrodynamic limits of the Boltzmann-BGK equation. Accordingly,
several remarks may be raised:

e The Knudsen number is a fundamental parameter to describe a flow dynamic. For
low Knudsen number values, fluids are considered as continuous and the effect
of collisions between particles is dominant. In such situations, the flow dynamic
is near equilibrium. Conversely, the greater the Knudsen number is, sparser the
medium will be. The Navier-Stokes equations are retrieved from the Boltzmann
equation when considering a small deviation from equilibrium, with a first-order
truncation of the Chapman-Enskog development. Thus the range of validity of this
hydrodynamic limit is restricted to flows with a small Knudsen number < 10-2. For
higher Knudsen numbers, it becomes necessary to extend the Knudsen development
to the second-order and Burnett’s equations can be retrieved [112,114].
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e The full knowledge of the equilibrium distribution function is not required to recover
a given macroscopic behavior. Only the moments are involved in the Chapman-
Enskog development and equilibrium moments up to the fourth-order (Q(O)) are
needed to recover the Navier-Stokes Fourier equations. More generally, a Chapman-
Enskog development at k-order reveals that for calculating a moment of order n of
the distribution function f, one must be able to calculate exactly an equilibrium
moment of order n+k. Since the Navier-Stokes equations correspond to a truncation
at the first-order in Knudsen number, it is necessary to be able to calculate fourth-
order equilibrium moments in order to retrieve the energy equation. If one does
not wish to preserve the energy equation and retrieve only the isothermal Navier-
Stokes equations, only the knowledge of the first three moments of f(¢9) are needed.
Consequently, the athermal hypothesis is frequently chosen in LBM since it allows
to minimize the constraints on the velocity space discretization of the Boltzmann
equation (see Sec. 2.3.3), and thus to increase the numerical efficiency of the method.

e The single relaxation time 7 is involved in the calculation of both the dynamic
viscosity p = 7p as well as the thermal conductivity x = 7pc,. This implies the
Prandt]l number is fixed

prBeK - % _ g (2.2.57)
K

This very strong assumption means the BGK model cannot be used to simulate
correct thermal behavior. For this purpose, multiple relaxation time (MRT) colli-
sion operator [115,116], double distribution functions (DDF) models [117-119] or
hybrid finite-difference/LBM models [120-122] should be preferred.

2.3 The discrete velocities Boltzmann equation

In the previous section, it has been seen that the Boltzmann equation allows to retrieve
the Navier-Stokes equations under certain constraints. In order to numerically solve this
equation, a discretization is necessary. In addition to the time and space discretization
that is classically found to discretize the Navier-Stokes equations, the Boltzmann equation
involves a velocity space €. Therefore, let’s start here by discretizing the velocity space,
which will lead to the discrete velocities Boltzmann equation (DVBE).

An efficient method for discretizing it is based on a Gauss-Hermite quadrature. In
1998, Shan and He [123] show that it is possible to discretize the velocity space based on
the work of Grad and his 13-moments’ equations [124]. Grad proposes a fluid model from
an expansion of the distribution functions in Hermite polynomial. Later, this expansion
is repeated by He and Luo in 1997 [106], then Shan and He one year later [123]. Finally,
the construction of complete model with discretized on a lattice using a Gauss-Hermite
quadrature is presented by Shan et al. in 2006 [112].
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2.3.1 Hermite polynomial expansion and moments of the dis-
tribution function
Let’s start by defining the Hermite polynomials of order n noted #"(€) with the

weight function (or generating function) w (&) of these polynomials. Both are make
dimensionless to be consistent with Eq. (2.2.39).

ge<n>(€)_( rg(go)) Vew(€),  with w({):mr—;})mexp(—%), (2.3.1)

where 1/ (rgTO)D/2 has been added to w(€) to ensure that [ w(&€)d€ = 1. Furthermore,
Ve denotes the nth-order gradient tensor obtained by n-successive derivations with re-
spect to the vector &.

The first Hermite polynomials are:

HO (&) =1, (2.3.2)
FE(€) = o, (2.3.3)
7 (&) = s — 14 Tobag, (2.3.4)

) () = Eabp&y = TgTo(0aply + Oarls + 0pra), (2.3.5)

G (€) = €abolsbs — T To(Baslnbs + Sanbils + Sassly + Opnbals

+ 0a5€ay + 045€aks) + (14T0)” (6aslss + 6ayOss + aslsy) (2.3.6)

The Hermite polynomials form an orthogonal basis with respect to the following scalar
product:

(alb) = f w(€)a(e)b(&)de,  Va,be L2, (2.3.7)

where L2 is the space of square-integrable functions. Every function ¢(x,&,t) € L2, can
be decomposed on the orthogonal basis of Hermite polynomials as

o(x.&.1) = Z e T)n (olge ™) ae™ (€). (238)

Hence, if ¢ = f(9) /w, the equilibrium function f(® can be decomposed on the orthogonal
Hermite basis as

fO,6,1) = w(S)Z e T) ay”(x,t): 7 (€). (23.9)

where the equilibrium expansion coefficients ao )(m t) are given by
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(0)
ag (1) = (f— | %) - [ 19,608 (€)ae, (2:3.10)

w
Here one understands why the development of f(© in Hermite polynomials is interesting.
Indeed, the expansion coefficients ao (:c t) correspond to the Hermite moments of the

equilibrium function.

The first four equilibrium expansion coefficients (or Hermite equilibrium moments) are :

(0)

=P (2.3.11)
(1) = pu, (2.3.12)
(2) = plu’ +1,To(0 - 1)8], (2.3.13)
(3) = plu? +7,To(0 - 1)ud], (2.3.14)
(4) = put + 1y Ty(0 - 1)5u® + (r,T5)" (0 - 1)6%], (2.3.15)

where 0 = T'/Ty. A direct link between the raw moments and the Hermite moments can
be easily achieved [125], and both are function of the thermodynamic variables. Hence,
the conclusions that emerged during the Chapman-Enskog development in Sec. 2.2.2.c
concerning the moments involve in the recovery of a given macroscopic behavior are still
valid with the Hermite formalism.

One can note that in the isothermal case (6 = 1), these formulas are reduced to recursive
formula given by Malaspinas [126]:

al™ = al" Mu = pu™ (2.3.16)
Finally, thanks to the orthogonality properties of the Hermite polynomials [112], it is

possible to truncate the development of f(®) to an order N, while keeping intact the
values of the N lower-order Hermite moments

FO (&, t) = fON(x,€,1) = w(€)2 al” (z,t): ™ (). (2.3.17)

n!(r To)”

2.3.2 Truncation of the distribution functions

As previously discussed in Sec. 2.2.2.c, the equilibrium moments up to the fourth-
order (N =4) are needed to recover the full Navier-Stokes Fourier equations. However,
it is very common to truncate the equilibrium expansion to a lower level in order to
reduce the CPU-costs (cf. Sec. 2.3.3) but this will induce error terms in the macroscopic
equations.
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For N = 3, there is an error in the energy equations since the fourth-order equilibrium
moment is not preserved by the truncation. With the isothermal approximation 6 = 1,
the isothermal Navier-Stokes equations are recovered without error terms.

For N =2, too many error terms are introduced in the energy equation, this last cannot
be used anymore. The isothermal hypothesis (# = 1) becomes mandatory and an error
term appears in the viscous stress tensor within the momentum equation due to a wrong
third-order equilibrium moment.

8f(0) 2 3f 0),2
v - _, N + a5 d¢, (2.3.18)
af A BT az00) at(o) BSy .,
——————
=17’ (1)

9F©.2
Oz,

§F(0)2
Y = f 7<) g ¢ +r, T, f (80l + o€ + Oy Ea) ——dE. (2.3.19)

=0+V-(pu?)

Due to the orthogonality properties of the Hermite polynomials, the first term vanish,
since it must be present in the stress tensor. A © (Ma?) error term is therefore present
in the stress tensor of the momentum equation leading to the well known weakly com-
pressible limit of the athermal LBM that is mostly employed [106].

2.3.3 Gauss-Hermite quadrature

Up to now, it has been seen that the Hermite expansion is a useful basis to expand
the equilibrium distribution function since the expansion coefficients correspond to the
Hermite velocity moments of the equilibrium distribution function. Furthermore, the
orthogonality properties allows truncating the expansion up to a given order without af-
fecting the lower-order moments. Another convenient point is the possibility to preserve
exactly the moments of f(©) by integrating them on a finite number of discrete velocities
&, by means of a Gauss-Hermite quadrature.

Indeed, following [112], the integrand of Eq. (2.3.10) with f(O:N the truncated develop-
ment of £(°) at an order N >n can be written as:

FON (2, £,4)3™ (€) = w(€)P(z,&,t), (2.3.20)

where P(x,&,t) is a polynomial in £ of a degree not greater than n+N > 2n. Furthermore,
the orthogonality properties of the Hermite polynomials allow writing

aé")(wi)=ff(o)’N(w,é,t)S‘f("’(E)dfzfw(s)@(m,g,t)dg. (2.3.21)

It is then possible to integrate the latter expression using a Gauss-Hermite quadra-
ture [106]. This quadrature allows to evaluate exactly the integral (Eq. 2.3.21) by its
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values at a set of discrete abscissae. The a(()n) expansion coefficients can be expressed as a

weighted sum of P(x, &, t) values estimated at specific discrete velocities &;, i € [0,V —1]

f w(&)P(x,&,t)d€ = 21 w,P(x, €, 1), (2.3.22)

where w; and &, are the discrete Gaussian weights and the abscissae respectively. In such
case, the quadrature has a ) > 2n order of accuracy. V is the number of points used
to exactly integrate Eq. (2.3.22). If one goes back to the calculation of the equilbrium
moments of interest, using a discrete set of velocities, one gets

'™ ( JON(x, E1) iy zv_lw,f(o)’N(waﬁmt) ) (g
(2.0)= [ w(@) = 5T R E) A= 3wt PR, (2323)

p(wvsvt) p(w7€i7t)

’N . . . . .
if we define fi(o)’N (x,t) = wi%gfwt), the discrete Hermite equilbrium moments ag can
be expressed as

V-1
ay”(z,t) = Y. fON (@, t)at", (2.3.24)
=0

where 5‘65") = #™(¢,). Incidentally, one can remark from Eq. (2.3.24) that the unit
of fl.(o) has changed with the velocity discretization. If the first moment is compute, it

gives Y1 o} fi(o) = p, thus fi(o) = fi(o) /po instead of the non-dimensionalization proposed in
Eq. (2.2.39).

Eventually Eq. (2.3.17) can be rewritten in its form with discretized velocities. For
instance, the equilibrium distribution function reads

N

1

FON (@) =w Y, ———

TG

Finally, from the above velocity discretization of the distribution functions, the discrete
velocity Boltzmann equation (DVBE) is obtained

ofi afi_ 1 (0),N
0 2L (- 0. 2520

This equation involves both a truncation of the equilibrium function up to an order N,
and a velocity discretization obtained through the Gauss-Hermite quadrature. This dis-
cretization is performed on a discrete velocity set, called velocity lattice. One can thus
notice that Eq. (2.3.26) is composed of as many equations as the number of discrete veloc-
ities. Obviously, the bigger the order of the quadrature, the more discrete velocities the
lattice will contain and therefore the more equations will have to be solved to integrate
exactly the f(© moments up to an order N.

al" (z,t): 7™, (2.3.25)
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The lattices are generally denoted with the DpQy convention, and are associated to a
E} o duadrature [112], where V' is the number of discrete velocities, D is the number of
space dimension and () is the accuracy order of the quadrature.

Several quadratures with a given accuracy order are listed bellow:

e ()=9: These quadratures allow the exact moments of the equilibrium function
fO:N to be recovered up to the fourth-order (N = 4) since @ > 2N. This kind
of quadrature is thus required to recover the full Navier-Stokes Fourier equations.
The most common quadratures are E3y and E3% for the D2Q37 (sce Fig. 2.1) and
D3Q103 lattices respectively [127]. These kinds of quadratures requires to solve a
very large number of equations since the above velocity discretization involves to
solve one equation per discrete velocity. Moreover, the velocity norms are such that
third-order neighbors will be necessary in the LB scheme during the streaming step
which will be described in Sec. 2.4. These two reasons make the () =9 quadrature
too expensive to solve numerically and will not be studied in the present thesis.

e ()=T7: These quadratures allow the exact moments of the equilibrium function
fO:N to be recovered up to the third-order (N = 3) since @ > 2N. This kind of
quadrature is thus required to recover the Navier-Stokes equations with no-error
terms in the momentum equation. Furthermore, the energy equation could be

recovered with an error term in the heat flux term ¢. The most common quadratures
are B,7 and E3Y for the D2Q17 (see Fig. 2.1) and D3Q39 lattices respectively [112].

Figure 2.1 — D2Q17 and D2Q37 lattices.

e () =5 These quadratures allow the exact moments of the equilibrium function
fO:N to be recovered up to the second-order (N = 2) since Q > 2N. The athermal
Navier-Stokes equations (f# = 1) with a cubic Mach error terms in the momentum
equation can be retrieved. The most common quadratures are E3 5 and E3T or E3f

for the D2Q9 and D3Q27 or D3Q19 lattices respectively [112].
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Lattice €,/\/3 (permutations) w;  1/c,
(0,0) 479

D2Q9 Ej, (+1,0) 1/9 3
’ (+1,+1) 1/36
(0,0,0) 1/3

D3Q19  E3% (1,0,0) 1/18 /3
(£1,+1,0) 1/36

Table 2.1 — Summary of gaussian weight w; and set of discrete velocities §; for the
D2Q9 and D3Q19 lattice. The constant cs is a characteristic of the lattice.

/ /

D3Q19 D3Q27

Figure 2.2 — D2Q9 and D3Q19 and D3Q27 lattices.

The D2Q9 and D3Q19 lattices will be used through this manuscript. This last is the
widely used in the tridimensional standard athermal lattice Boltzmann method, since it
is more CPU-efficient and less memory consuming than the D3Q27 [76].

The Gaussian weight w; and the discrete velocities §; are summarized in the Table. 2.1
So far, we have seen that there is a particle distribution function f which allows to
find usual macroscopic quantities (p,u,T") through the computation of its moments. Fur-
thermore, the Boltzmann’s equation, governing the evolution of this distribution function
and involving a €2 collision operator was introduced. The simplified BGK collision op-
erator was presented and it was shown that the hydrodynamic limits of the Boltzmann
equation with this collision operator allowed the Navier-Stokes Fourier equations with a
fixed Prandtl number of PrBGK =1 to be recovered. Subsequently, the equilibrium distri-
bution functions were developed in a Hermite formalism whose expansion coefficients are
directly related to the moments of the distribution function. This development allows
to take advantage of the orthogonality properties of Hermite polynomials, very useful
to truncate this development to an order N. Furthermore, it allows integrating exactly
the moments on a finite number of discrete velocity called lattice. These lattices have a
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discrete velocity number that defines the accuracy of the quadrature. Thus, the higher
the discrete velocity number, the more exactly f(®) moments can be integrated up to a
given order, but the higher the CPU-cost for solving the DVBE numerically will be. In
this thesis, isothermal simulations with a relatively low Mach number will be sufficient
to study flows around landing gears that are generally below Mach 0.5. This is why
a quadrature of order ) = 5 with lattices D2Q9 and D3Q19 will be preferred. These
quadratures bring too much error in the energy equation, so an isothermal hypothesis
0 =1 (or athermal since temperature has no physical meaning) is made. In the next
section the consequences of such hypothesis will be discussed.

2.3.4 The athermal hypothesis

The choice of a fifth-order quadrature imposes that the energy conservation equa-
tion (2.2.33) cannot be correctly retrieved due to the too large number of error terms
appearing in it. Thus, the choice to set § = T'/Ty = 1 becomes mandatory, which replaces
the energy equation by a scalar constraint.

The main consequences are:

e The ideal equation of state defined in Eq. (2.2.9) becomes

p = prgdh (2.3.27)

and the speed of sound differs from the standard speed of sound derived at constant
entropy cihe™ = \/vr,T that involves the heat capacity ratio v = ¢,/c,. In the
isothermal case, it reads

Co = \/TgTO (2328)

and the dimensionless temperature defined in Eq. (2.2.40) reduces to

rgT = 1. (2.3.29)

A factor /7 is missing in the definition of the sound velocity, but fortunately a
correct sound velocity can be imposed in the isothermal case by modifying the
reference temperature Ty as shown in Sec. 2.4.

e The macroscopic equations recovered during the Chapman-Enskog development
differs than from the one obtained in the thermal case. Firstly, the energy equation
has no more physical sense, and secondly, as explained in the article by Dellar [128],
in the athermal case, the term in %g%%ﬁ present in agﬁ) of Eq. (2.2.52) is null and
the stress tensor is reduced to

04 = ~24Sap, (2.3.30)
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This expression differs from the one used by Dellar [128] or Landau & Lifshitz [129]

2 Ou,
) Oz,

Ou

S | = 116 2226, 2.3.31
o) - g 2:331)

1
o = (2Sa
where py, is referred as the second or bulk viscosity. In the thermal case, the right
term associated to the bulk viscosity is null (p, = 0), whereas in the athermal case,
Wy = %u. Practically speaking, since the dissipation of acoustic waves is related to
the bulk viscosity, these waves will be slightly more dissipated in the isothermal
case.

Now that the Boltzmann’s equation has been discretized in velocity space and the
assumptions engendered by this discretization have been seen, the discretization in space
and time is detailed in the following section.

2.4 Space and time discretization: The lattice Boltz-
mann method

The aim of this section is to discretize in space and time the DVBE described by
Eq. (2.3.26) to arrive to the LB scheme. Generally, the left-hand side (LHS) term which
is linear and corresponds to an advection of the distribution functions f at a constant ve-
locity §;, is integrated exactly using the method of characteristics. The collision operator
on the right-hand side (RHS) is often discretized using the trapezoidal rules to ensure a
second-order accuracy in time.

The integration along the characteristic line (x + §,,t + s) reads

[ (G e g) e [T o gsigan e

The LHS term can be integrated exactly. The RHS term is evaluated by a trapezium
rule:

Fi@ + &ALt + AL) - fi(,t) = %[Qi(w HEALTHAL) + (e, )]+ O(AF)  (24.2)

This scheme is implicit and can be made explicit by an appropriate variable change [117].
At
9i = fi= 5 (2.4.3)
Injecting Eq. (2.4.3) into Eq. (2.4.2), an explicit scheme is obtained

gi(x + &ALt + At) — gi(x,t) = AtQy(x, t), (2.4.4)

This change of variable requires an adaptation of the BGK collision operator to be con-
sistent with the new distributions g;.
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1 1 At
QBCK _ L _ O :__(i (BCK _ @xw)
i Jf fi7) —\gi+ 54 fi
_ 1 (0).N
__T+Aﬁ2ﬁh_ﬂ )' (245)

Hence, substituting Eq. (2.4.5) in Eq. (2.4.4), the LB equation for the BGK collision
operator is obtained

gi(x+ &AL T+ At) - g;i(x,t) = —% (gi(:v,t) - fi(o)’N(a:,t)) : (2.4.6)

with 7 = 7 + At/2 the discrete relaxation time. A fully explicit and discretized LB-BGK
scheme is obtained with modified g; distribution functions.

Since the variable change described in Eq. (2.4.3) involves the collision operator that
must respect the collision invariants, f; and g; share the same conserved moments.

V-1 V-1
>gi=. fi=p, (2.4.7)

=0 1=0

V- V-1
§m= &ifi = pu, (2.4.8)

=0 1=0

The advection term on the LHS of Eq. (2.4.6) with such discretization in space, time
and velocity on the aforementioned lattice, gives a link between the time step At, the
mesh size Az, and the microscopic velocity norm ||&,]|:

= [I&:ll At (2.4.9)

This equality imposes the distribution functions g;, to move from one node at position x
to their neighbors at position @ + §;At, during one time step on a Cartesian grid.
Usually in a LB solver, these values are set to Az = At = 1 to simplify the code and
make the implementation more efficient. It is then convenient to normalize the velocities
e; = §,c; with ¢4 the constant characteristic of the lattice given in Table 2.1.

These normalizations give rise to the famous lattice units (noted with a superscript *).
In the athermal hypothesis (1" = Ty, ¢y = \/r410) and by employed the previous notation
to make dimensionless the DVBE in Eq. (2.2.39), it reads

3 I N

= 2ie . = =— = = 2.4.10

€ coc € ¢ 4 ToAt At * loAxr Ax ( )
tco l? - Co -

t* = =— Y=g, ; ¢y= = CoCs. 2.4.11

and, following Eq. (2.2.40) the macroscopic variables in lattice units are given by
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2
uc r,I'c
*_p_~ . * S _ ~ . * _ ' g S
p=—=p 5 u = =Ucs TgT -7 9
Lo Co &)

With the lattice units convention previously defined, the LB-BGK scheme becomes

= 1rT,c> (2.4.12)

1 %
gi(x* +ent* +1) — g (z*, 1) = —— (g;(m*, t*) - f; ’(O)’N(w*,t*)) : (2.4.13)
T

This numerical scheme can be seen as a collision & propagation (or collide & stream)
algorithm. In a LB solver, this scheme is generally divided into two steps:

1. A collision step:

*,COl * gk * * gk 1 * * ok *, B * g%
g @) = gt @ ) - = (g @) - OV @) (2409)

2. A propagation step:

gi(x+e,t+1)= g;’m”(:c, t), (2.4.15)

where the first step is purely local. Although very simple here with the BGK collision
operator, it will be seen later in Chap. 4 that the use of more advanced collision operators,
necessary to perform realistic aeroacoustic simulations, will require much more operations
to perform the collision step. The second step is merely a copy of the g; values from the
current node to the neighboring ones. In Eq. (2.4.15) it is expressed in the so-called push
convention. This step is also frequently expressed in the pull convention (i.e. from the
neighboring nodes to the current one g;(x,t+1) = g¢°!(x-e;,t)) for formulating boundary
conditions.

An important point in the LBM is the physical sound speed ¢. Indeed, since in the
athermal formulation, the temperature has no meaning, the question of the speed of
sound is to be considered.

Ax Ax

c= CSA—t = C~OCSE with ¢y =1 in the athermal case. (2.4.16)

Thus, because the mesh size is fixed to reach a given resolution, the speed of sound is
imposed by the timestep At. This relation is called “acoustic scaling” [130].
Last but not least, since rT" = 1, the pressure in lattice units is expressed as

p*=pic, (2.4.17)
and from Eq. (2.2.55) the kinetic viscosity after the variable change defined in Eq. (2.4.3)
gets

v =c2 (7 -0.5), (2.4.18)

For the sake of clarity, the * superscripts are removed in the following and, apart from
an explicit mention, the lattice units will always be used until Chap. 6.
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2.5 Summary: From Boltzmann to the lattice Boltz-
mann method

In this chapter, the main steps to move from the Boltzmann equation to the LB
method are described, along with the associated physics modeling assumptions. The
procedure can be summarized on Fig. 2.3, with in green, the choices retained for this
thesis.

. of . of 1
Boltzmann BGK equation St = (f - f“”)

Hydrodynamic limits

(Conservation equations & Chapman-Enskog e!)

Development of f© in Hermite basis

Navier-Stokes Hermite truncation of f©
Fourrier up to an order N

1

) )
Ty (2,1) : H™M(€)

.
FON@ 1) =wE) Y
n=0

Gauss-Hermite quadrature of order @

N=4& Q>9

Discrete velocities of; af; 1 )~
ot gp 7 ()

Boltzmann equation

N=2& Q>5

Characteristic method
& trapezium rules + variable change

Athermal Navier- At N
) Space & time discretization gix + &AL E+ AL — gi,t) = == (g — [0
Stokes +O (Md?) P ’ - )

Lattice units

LB-BGK scheme gi(x + et +1) = gi(a,t) = — (g,,(z, t) — ffo)'N(z,t))

=

Figure 2.3 — Summary of the main steps to go from the Boltzmann equation to the LBM
scheme. Green: Choice retained for this thesis. Red: Choice declined for this thesis.

It was decided to use a quadrature of () = 5 order which restricts the limits of the physics
obtained to the athermal Navier-Stokes equations, with a cubic Mach error in the stress
tensor. This choice in theory restricts the LBM to Ma < 0.732 [113,114] which are in the
scope of landing-gear simulations. In practice, space and time discretization reduces the
range of stability as shown in Chap. 5. This quadrature allows for efficient CPU-time
simulations, as it enables the use of lattices with small number of discrete velocities (9 in
two dimensions and 19 in three dimensions).
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Finally, the LBM scheme without boundary conditions can be simply summarized with
four steps:

Initialization of g;

!

—  Propagation gi(@+eit+1) = g (a,1)

!

V-1 V-1
Macroscopic So=r 5 Y &oi=pu

1=0 i=0

N
o1 . (0).N C 1 n) n
Equilibrium A ) =3 el ) 1

n=0

Collide 9 (@, t) = gi(w.t) — 1 (git,t) = 10N (@.1)

]

Figure 2.4 — Main steps of a LBM-BGK scheme

Temporal iterations

The initialization of the distribution functions g; can be made at equilibrium g; = fl.(o)’N.

It can also be accomplished by imposing the non-equilibrium part gi(l) but once the no-
tions of regularization will be introduced in Sec. 4.1.

The final LB scheme is very basic and local, the only step that involves neighboring
nodes is the propagation step that requires only the direct neighbors. There are many
optimizations for this step, including memory address exchanges. These optimizations
are summarized here [131,132]. The simplicity and locality of the LB algorithm makes it
very easy to parallelize, and gives promising perspectives on GPUs [94,95,132,133].

However, this very simple BGK model is rarely used in practice for stability issues in
particular, and many more advanced collision models have been developed to overcome
these weaknesses. Some of these models will be presented in Chap. 4, but we will here
illustrate how this model is limiting for aeroacoustic applications. Two aspects will be
assessed: the stability and quality of the results obtained with simulation involving non-
uniform meshes, since it is a mandatory criterion for industrial applications.
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2.6 The BGK collision operator: weaknesses for aeroa-
coustic simulations

The BGK model is widely known for its simplicity, but also for its stability issues.

Indeed, it is well recognized in the literature [134] that the BGK model suffers from
severe stability issues, especially due to non-hydrodynamic mode contributions for under-
resolved simulations [135].
Nevertheless, we did the exercise of simulating a turbulent flow past a cylinder with non-
uniform meshes with a diameter chosen to be representative of the LAGOON landing
gear wheel shown on Fig. 7.1. The objective is to see from which pair of Reynolds (Re)
and Mach (Ma) number this type of simulation gets unstable, and to examine, in the
case of stable simulation, qualitatively the results obtained. Indeed, it is interesting to
look at the Mach limit since it is known that the athermal LBM [136] is restricted to low
Mach numbers (about Ma< 0.4). This limit will be further studied in Chap. 5.

A sketch of the simulation domain is presented on Fig. 2.5. Three resolution domains
(RD) are placed around the cylinder, on which a wall law taking into account adverse
pressure gradients and curvature effects is applied [66, 78].

H RD2

)

T
N

L

HA

Absorbing Layers - Velocity

9INSSOI] - SIoART SUIqIosqy

Figure 2.5 — Sketch of the simulation domain for the cylinder test case. Three refine-
ment domains (RD) are used. Absorbing layers map the domain boundaries to avoid any
acoustic reflection.

The simulation parameters are:
Mo €[0.1-0.3], poo = 1.17621kg.m™, Az’ =0.00lm, D=0.3m, T =0.5s,

where M., is the free stream Mach number imposed at the inlet, D is the cylinder diam-
eter and T the overall simulation time.
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Reynolds number

1000 | 5000 | 10000 | 50000 | 100000
0.1 v v v v x
M, | 0.2 v v v x x
0.3 v x x x x

Table 2.2 — Summary of the simulation status for the cylinder test case with increasing
Reynold and Mach numbers. v : stable, x: unstable.

A Dirichlet velocity boundary condition is imposed at the inlet and a Dirichlet density
boundary condition at the outlets. Furthermore, absorbing layers [79] map the domain
boundaries to avoid acoustic reflections and reduce the spurious noise that may be caused
by the impact of the turbulent wake on the outlet Dirichlet condition.

Simulations with Reynolds number ranging from 102 to 105 and Mach number ranging
from 0.1 to 0.3 are performed. The simulation status (stable or not after the overall
simulation time) are summarized in Table 2.2. Simulations are stable up to a Reynolds
number of 5-10* for a Mach number of 0.1. Nevertheless, when the Mach number increases
up to 0.3, only the simulation at Re = 1000 is stable, corresponding to the simulation
with the highest viscosity. With this modeling, it is clear that it is already impossible
to simulate landing gear aeroacoustics, where typical Reynolds are several million and
typical Mach number is Ma ~ 0.2 for isolated landing gear and Ma =~ 0.5 for installed
landing gear under high-lift devices [137].

Now let’s focus on the quality of the obtained results for stable simulations. To this
purpose, the M, = 0.1 simulations are studied. At first, the velocity divergence fields (or
dilatation fields) are considered, allowing to clearly visualize the acoustic waves propagat-
ing in the fluid domain. Fig. 2.6 very clearly illustrates that when the Reynolds number
increases (here, when the viscosity decreases), the dilatation fields become obstructed by
at least two non-physical phenomena:

1. Spurious acoustic sources occur centered in areas of varying refinement level. These
last seem to specifically appear as the vortex wake passes through the resolution
levels.

2. High-frequency spurious waves (with a short wavelength) appear and propagate
close to vortex shedding and pollute the simulations. They are particularly apparent
when the resolution decreases.

It is also interesting to consider the vorticity fields. These allow seeing the von Karman
vortices, and especially in this case, the spurious vortices that may appear with the BGK
model. As depicted on Fig. 2.7, spurious vorticity waves appear within the fluid even
upstream the cylinder. These become more and more prominent as the Reynolds number
increases. Hasert in his thesis [84] encountered similar spurious behavior and reduced it
using first-order spatial interpolation scheme in the grid coupling algorithm. Obviously
this solution is not satisfactory to preserve an accurate scheme.
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1.00

0.45F

—0.10f

Figure 2.6 — Velocity dilatation field (V-u) of the flow around a cylinder with three
resolution levels and increasing Reynolds numbers. The Mach number is fixed to My, = 0.1.
From top left to bottom right: Re=1-103, Re=5-10%, Re=1-10%, Re=5-10%.

Qualitatively, two distinct sources of spurious waves can be differentiated:

1. Non-physical waves originate from the cylinder wall and propagating in all direc-
tions. In particular, these waves can travel up the flow until they reach the resolu-
tion domains upstream of the cylinder where they apparently seem attach.

2. High-frequency spurious waves that propagate in the normal direction of vortices
and seem to distort physical von Karman vortices.

This test case, although very qualitative, exhibits the stability problems of the BGK
model when the Reynolds and Mach number increases. Moreover, spurious waves that
pollute simulations are highlighted, with the generation of parasitic vorticity that can in-
terfere with physical vortices, and spurious noise. Furthermore, a generation of unwanted
noise appears when a vortex passes through a refinement level. All in all, the BGK model
is not suited for aeroacoustic simulations with flow conditions typical of an aeronautical
application.
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1.00
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Figure 2.7 — Z-component of the vorticity field (V Au[z]) of the flow around a cylinder
with three resolution levels and increasing Reynolds numbers. The Mach number is fixed
to Mo, = 0.1. From top left to bottom right: Re = 1-103, Re = 5-10%, Re = 1104,
Re =5-10%.

The simulations carried out above with the BGK model allow anticipating that three
main problems need to be studied and improved during this PhD thesis in
order to perform accurate industrial aeroacoustic simulations.

e The stability of the numerical scheme needs to be carefully considered for
achieving simulations with high Reynolds numbers and a moderate Mach number
up to Ma ~ 0.4.

e The obtained macroscopic fields should no longer involve neither spuri-
ous vorticity nor spurious acoustic waves propagating in the fluid domain.

e The accuracy of the grid coupling algorithm, that allows an information trans-
fer from grids of various space step, is of paramount importance. It has to be
improved for reducing the spurious noise generated by a vortex that crosses such
interface.
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These points will be dealt within separate chapters. First, we will study the origin
of the spurious waves that appear on Fig. 2.6 and Fig. 2.7 using the BGK collision
model in Chap. 3. To this extend, stability analysis tools will be used and adapted to
the analysis of LB schemes with non-uniform resolution. Subsequently, improvements
of the fluid modeling will be proposed in Chap. 4 to overcome such issues that pollute
simulations. The stability and acoustic properties of several collision models will
then be discussed in Chap. 5. Finally, the quality of the grid coupling algorithm
will be investigated and improved in Chap. 6 before industrial aeroacoustic simulations
can be performed.
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This chapter is dedicated to the comprehension of the spurious phenomena appearing
with the BGK model during LBM simulations with non-uniform grids in Sec. 2.6.
For this purpose, linear stability analysis tools are used to highlight the involvement
of mon-hydrodynamic modes. An extension of this analysis enables to reveal that
transfer between physical and non-hydrodynamic modes inevitably exists at resolution
transitions. The non-hydrodynamic modes are classified according to the macroscopic
quantity they carry and sensors are developed to visualize these modes during simu-
lation. Finally, simple test cases, with non-uniform grids, are carried out with the
BGK model to isolate and identify the spurious phenomena related to these modes at
grid interfaces.

3.1 Introduction to linear stability analysis

3.1.1 Introduction

The von Neumann analysis [138] (or LSA for Linear Stability Analysis) is a very
powerful tool to investigate the behavior of numerical schemes, in terms of stability and
accuracy properties. This method consists of evaluating the response of a system, which
is described by a given set of either partial or ordinary differential equations, to small
disturbances. This analysis quantifies the evolution of these perturbations in terms of
growth rate and propagation speed. The former is very useful for qualifying the linear
stability of a system, which will be considered stable if this rate is always negative. More-
over, knowing the growth rate of the perturbations will allow to qualify the dissipation
properties of a numerical scheme. Such characteristics are essential to determine for prop-
agating a quantity over a distance without it being undesirably attenuated. The second
information obtained from the stability analysis is the propagation speed of the waves in
the system. If the system alters the wave propagation speed, it is said to disperse.

The LSA is widely used in the Navier-Stokes community. In particular to develop nu-
merical schemes with low dissipation and low dispersion, very valuable for aeroacoustic
simulations [139,140]. Later, Berland et al. extended these optimized schemes to bound-
ary conditions and meshes with non-uniform resolutions [141]. They have also developed
high-order filters to dissipate the high-frequency oscillations that can arise from bound-
ary conditions and affect the stability of the simulations. Recently, the LSA has been
used to stabilize implicit-explicit time couplings, allowing to optimize the computational
efficiency of unsteady simulations [142].

Now, if one focuses on the study of the Boltzmann schemes, the LSA has been applied
many times to the DVBE or the LB schemes. The first analysis on the DVBE equation
was conducted by Marié et al. [143] with a D3Q19 lattice. On the latter, the antidissi-
pation due to the cubic Mach error that appears in the viscous stress tensor is clearly
visible. Then Coreixas et al. [136] have studied the DVBE limits for high-order lattices.
Recently, an extensive stability study of the DVBE [114] has highlighted, among other
things, a Prandtl error for multiple relaxation time models which can lead to degeneracy
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of hydrodynamic waves when the Prandtl number is of the order of magnitude of the
Knudsen one. Concerning the LB scheme, the LSA has been widely used for choosing
the free relaxation times of the MRT models to improve stability [144,145] or to optimize
the spectral properties [146, 147]. Additionally, the LSA has recently made it possible
to take a step forward in understanding the origin of the BGK model instabilities [148],
as well to highlight the incorrect dissipation errors of advanced collision models [149].
Based on the observation that non-physical waves seem to propagate in the fluid core
with the BGK model during non-uniform mesh simulations (cf. Fig. 2.6 and 2.7), the
LSA seems to be a valuable tool to understand these phenomena. In this thesis, the fo-
cus will be only restricted to the analysis of the discrete LB schemes, since the space and
time discretization will turn out to be root of the spurious behavior highlight in Sec. 2.6.

3.1.2 Principles of the von Neumann analysis

The standard von Neumann analysis principles can be found in [138]. The first step is
to linearized Eq. (2.4.13) about a global equilibrium state. To this purpose, Sterling and
Chen [150] has proposed to expand the distribution functions into a sum of a stationary
part g;, and a fluctuating part g.

9i = Gi + gi- (3.1.1)
In the LB scheme, the collision operator is not linear in g; and must be linearized

coll

g

9+0(g%). (3.1.2)

95=9j

957" (g5) = 957" (G5) +

j

The advection step in Eq. (2.4.15) is linear, thus keeping only the first-order in distribution
functions, the LB scheme reads

aggoll

gi(x+e,t+1)= 5
9j

g (3.1.3)

95=9j

In the particular case of the BGK collision operator, Eq. (3.1.3) becomes

1
gz, (m +e;,t+ 1) = |:6l] - ; (5” - Jl(JO)’N)] gzl (337t) , (314)

(0).N
%T the Jacobian matrix of the equilibrium distribution function.

95=9;
Once the system of equations to be studied is linearized, the von Neumann analysis

consists of injecting complex monochromatic waves of the following form

with J =

gi(x,t) = giexp (i(wt -k -x)), (3.1.5)

in Eq. (3.1.3) (or equivalently Eq. (3.1.4) in the present case). Where i2 = -1, g; € C, k is
the dimensionless wavenumber vector and w is the dimensionless pulsation of the wave.
The physical perturbation corresponds to the real part of this complex wave
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R(gi) = Igile " cos (w,t —k -z + ¢;) (3.1.6)

where ¢; = arg(g;). The real part w, = R(w) and the imaginary part w; = J(w) are
respectively linked with the propagation and the dissipation of the perturbation.
Finally, injecting the complex monochromatic perturbations g/ into Eq. (3.1.3), one obtain
the following eigenvalue problem

e“F = MUBMF, (3.1.7)

with MEBM the time-advance matrix which depends on the collision model and F = [g;]7
the vector of modal fluctuations. Eigenvalues of Eq. (3.1.7) are then studied to obtain
the dissipation (w;) and dispersion (w,) properties of the LB scheme.

The time-advance matrices MBGK for the BGK collision operator reads:

, 1
G —_ ,lR€; (0)7N
MECK — ik [5,7—;(5@‘3‘_*]']' )] (3.1.8)

A similar analysis can be performed on the isothermal Navier-Stokes equations. It
gives three linear modes in two dimensions: one shear (or vorticity) mode and two acoustic
(one moving upstream AcC- and one moving downstream AC+) modes. The eigenvalues
of these modes are [143, 148]:

Wshear = k-u+iv Hk”2>
Wies = k- i+ |k co +iv K|, (3.1.9)
Wae- = k- k| c,+iv|k|*,

where u is the mean flow velocity.

The von Neumann analysis of the LB-BGK scheme is presented on Fig. 3.1. The

analysis is performed with a mean flow of % -e;, = 0.1 ¢, corresponding to a Mach number
Ma = 0.1 along the x axis with an increasing wavenumber k, ranging from 0 to 7. In this
figure, only the wave propagating in the e, directions are noticeable. LSAs that take all
directions of wave propagation into account will be studied in Chap. 5. For the purpose
of this study, one dimension is sufficient to understand and exploit the results.
The dimensionless viscosity is set equal to v = 1075, This value is retained for the numer-
ical experiments in the following, since it is in the order of magnitude of viscosity of air
for a minimal mesh size of Az =0.01m. It is likely that the mesh will be more resolved,
leading to a larger value of dimensionless kinematic viscosity. Here, this very low value
is retained to put the emphasis on the spurious phenomena that will arise, knowing that
the value of v will not affect the results and the explanations provided below.

For the sake of clarity, the following analyses will be conducted in two dimensions, us-
ing a D2Q9 lattice. It allows reducing the number of waves present in the LSAs (Q waves)
and in the numerical experiments, but exactly the same phenomena and conclusions are
reached with the D3Q19 lattice used in LaBS/ProLB.
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Figure 3.1 — Propagation (left) and dissipation (right) curves for the BGK collision
model. v=10"6 Ma=0.1. (—) : Isothermal Navier-Stokes.

As depicted on Fig. 3.1, nine modes are observed. Furthermore, the imaginary part of
the isothermal Navier-Stokes eigenvalues (c¢f. Eq. 3.1.9), is, in the following, taken as the
reference for the dissipation curves (—) that physically takes place in real flows. In the
propagation curve, the three real part of the isothermal Navier-Stokes eigenvalues are
also plotted (—). One can thus recognize three LB waves which seem to coincide with
two acoustic waves Ac+, Ac— and a shear wave propagating at w, for low wavenumbers
at least (when the resolution is the finest).

The phase velocity v4 and the group velocity vg of the monochromatic waves are defined
as

v wr
= 7.
k
d, (3.1.10)
Vg = dk .

Therefore, three modes seem to be identified, at least on the dispersion curves, but
six modes remain undetermined. To systematically identify these modes, Wissocq et
al. [148] have developed a methodology based on the analysis of eigenvectors of the
system described in Eq. (3.1.7). The LBM eigenvectors F are used to give a physical
interpretation to modes resulting from the von Neumann analysis. This decomposition is
performed by projecting a LBM macroscopic vector ¢ = [p, (pt)]? composed of moments
of F

ﬁ: ng

onto the Navier-Stokes ones. This analysis allows for a systematic identification of the
modes carrying a macroscopic information at more than a prescribed ratio n. In the
results presented below, this parameter will be set to n = 0.99.

(3.1.11)
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Figure 3.2 — Propagation and dissipation curves for the BGK collision model. v =107,
Ma=0.1. (»): Ac+ mode, (<) : Ac- mode, (®) : Shear mode, (0) : SpuriousS modes, (O)
: SpuriousAc modes, (¢) : SpuriousG modes, (—) : Isothermal Navier-Stokes.

As depicted on Fig. 3.2, the eigenvector analysis proposed in [148] allows for the iden-
tification of modes carrying more than 99% of an acoustic information identified with
(») and («), and modes carrying a shear information displayed with (®) and (0). Three
modes are found for the latter category, while only one shear wave is expected by the
Navier-Stokes equations. In the present study, and for a sake of clarity, these shear modes
will be further distinguished thanks to their propagation speed. Indeed, on the case il-
lustrated here, only one mode has a propagation speed close the expected one and can
be identified as a physical shear mode. Hence, the nine modes observed on Fig. 3.2 can
be classified into six categories:

The physical modes:

e (®) The shear modes.
e (») The acoustic Ac+ modes.

e (<) The acoustic Ac- modes.

The non-hydrodynamic modes:

e (0) The SpuriousS modes that carry a shear quantity (transverse velocity fluctu-
ation) at an incorrect phase velocity.

e (O) The SpuriousAc modes thats carry a combination of the two acoustics waves.
These modes do not propagate at the sound celerity.

e (o) The SpuriousG modes thats does not carry any physical quantities. These
modes are invisible at the macroscopic level.

The “Spurious” terms are related to the non-hydrodynamic modes since they are un-
expected in a simulation. Furthermore, as it will be shown in Sec. 3.6, they can have



Chapter 3 : Linear stability analysis: A tool for understanding the BGK model
50 weaknesses for non-uniform simulations

troublesome effects, especially in the presence of non-uniform grids. The SpuriousAc (O)
modes have a projection on both the density and the longitudinal velocity, but do not
have any contribution on the transversal velocity. As a matter of fact, they can be con-
sidered as spurious acoustic modes since their projections on the Navier-Stokes acoustic
modes are not null. Moreover, a tight link between the SpuriousAc (O0) modes and acous-
tics (»,«) will be shown in Sec. 3.6.2.

3.2 Non hydrodynamic modes: what are they?

Non-hydrodynamic modes [135] (or ghost modes [151]) are modes that appear in the
Boltzmann equation but are not contained in the linearized Navier-Stokes equations.
Thanks to the recent work of Wissocq et al. [148], it has been pointed out that these
modes could have a macroscopic contribution, caused by the space and time discretiza-
tion of the DVBE equation.

This may be verified, as Wissocq does in his PhD thesis [113], by initializing a shear
wave in an LB code in order to excite the physical shear mode (®) and non-physical
SpuriousS (0) modes that carry shear information. Or in the same way by initializing an
acoustic wave for exciting the physical acoustics mode ((»),(«)) and non-physical Spuri-
ousAc (O) modes.

A one-dimensional shear wave is initialized as follow in a two dimensional LB code:

p(x,y) = po,

ug (2,y) = Us, (3.2.1)

w, (2,y) = Uyexp (~1578-),

with

po=1, U,=U,=01c,, R.=10, z.=100, v =107,

Every quantities are given in the dimensionless unit. The LB code used a D2Q9 lattice
with a BGK collision operator and an equilibrium distribution function fi(o)’N defined by
Eq. (2.3.25) extended to the third-order for stability purposes [148].

After a few iterations, one can see on Fig. 3.3 that the shear wave was correctly
advected with a positive velocity u,. However, two spurious waves with a transverse
velocity component (characteristic of shear waves) are also propagating, one downstream,
with a positive group velocity, and the other upstream, with a negative group velocity.

This result is consistent with the propagation curve depicted on Fig. 3.2, where two
SpuriousS (0) waves with positive and negative group velocities can be distinguished.
In the case of the positive group velocity, this last is higher than that of the physical
shear wave (0). Hence, the spurious waves which have a macroscopic contribution are
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well perceptible in LB simulations. Besides, their real pulsation part is near w, = w. This
is manifested by a phase inversion of the spurious waves at each iteration, as shown on
Fig. 3.3.
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Figure 3.3 — One dimensional shear wave computed with a two dimensional LB-BGK

solver to exhibit the coexistence of physicals and spurious modes. (—): initial solution,
(-=-): t=80, (-+-): t=81 iterations.

A very troublesome point of the BGK model is the non-hydrodynamic modes dissipation,
which is in the same order than the physical modes as indicated by the dissipation curve
on Fig. 3.2. Hence, these last will be very weakly dissipated by the numerical scheme.
If we refer to Fig. 2.6 and Fig. 2.7 of the previous chapter, one can already sense that
the spurious waves observed on the dilatation and vorticity fields are probably related to
these non-hydrodynamic modes.

Up to now, stability analysis has allowed to highlight the existence of non-hydrodynamic
modes, characterized by specific dispersion and dissipation properties, and by a given
transported quantity. A simple shear plane wave simulation in an LB code has allowed
to verify their existence. However, the spectral analysis tools are not systematically ap-
plicable in a real simulation, for which the linear hypothesis with plane monochromatic
perturbations may not be valid. For this reason, in the next section, a derivation of
sensors is proposed to make a systematic link between spectral analysis tool outcomes,
and non-hydrodynamic modes observation during a real simulation.
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3.3 Non hydrodynamic modes: How can they be
highligthed ?

This section aims at proposing different kinds of sensors in order to detect the presence
of non-physical modes in a simulation. The objective is to make the link between modes
exhibited by the von Neumann analysis and phenomena observed during simulations.

Currently in the literature, the entropic lattice Boltzmann models are based on a similar
attempt to systematically identify non-hydrodynamic content [152]. More precisely, it is
proposed to decompose the populations g; into three parts

gi = ki + s+ h, (3.3.1)

where k;, s; and h; respectively refer to a kinematic part, a shear part and the remaining
higher-order moments. The kinematic part k; relies only on conserved variables (p,u).
The shear part s; includes second-order moments of g;, and h; includes higher-order
moments only. Based on this decomposition, Karlin et al. [152] proposed to dynamically
modify the relaxation time of h;, especially when interactions appears with the shear
moments s; in order to damp them. This dynamic model is performed using an entropic
sensor (referred to as entropic stabilizer), that highlights interactions between the off-
equilibrium part of both shear and higher-order moments.

Usually, only the deviatoric stress tensor contribution is included in s; and the trace of
the second-order moment can frequently be found in the h; part and, thus, its relaxation
rate can be a free parameter. The bulk viscosity is then modified and may allow an
enhanced behavior in presence of non-uniform grids [153].

However, this entropic sensor allows for detecting only non-hydrodynamic moments of
gi;- Yet, the present study focuses on the effects of non-hydrodynamic modes, rather
than moments. Before introducing the sensors that will be used below, it is therefore
important to emphasize the differences between moments and modes of a LB scheme:

e Moments are macroscopic variables that can be: hydrodynamics and conserved
variables (p,u) during collisions, non-conserved but hydrodynamic variables (stress
tensor components), or non-conserved non-hydrodynamic variables for moments of
order greater than two. The latter are usually referred to as “ghost variables” [154].
For many multiple-relaxation-time collision models, the relaxation parameters of
these ghost variables are set free regarding the physics [134,144].

e The modes are built as the eigenvectors of the linear stability analysis applied
to the LB scheme. As it has been shown by Wissocq et al. [148], they can be
“observable” if they carry kinetic variables (p,u) or not. In other cases they are
“ghost” and are invisible at the macroscopic level. For the purposes of this study,
“observable” modes are classified depending on the quantity their carry, as well as
on their velocity as proposed in Sec. 3.1.2.
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Knowing that the SpuriousAc (O) and SpuriousS (0) modes can have a projection on the
macroscopic moments (p,u), and since the SpuriousG mode (¢) is linked to non-observable
variables, these non-hydrodynamic modes can thus be located during a simulation by
building sensors.

SpuriousAc mode (O) sensor:

The first sensor introduced here aims at detecting the SpuriousAc modes (O). These
modes carry acoustic disturbances, i.e. compressive waves, thus they can be visualized
thanks to the velocity divergence. Furthermore, these modes have a real pulsation w,
very close to w, = 7 so that their amplitude is inverted at each time step. By using these
two properties, one can build a sensor based on the velocity divergence product between
two iterations which has to be negative.

<0 = NHsensor® = 1,

3.3.2
>0 > NHsensor™ = 0. ( )

Vou(t-1) * V-u(t) {
SpuriousS mode (O) sensor:
The second sensor aims to detect the SpuriousS modes (0). These modes carry shear
quantity, therefore they can be detected by looking at the vorticity field. As previously,
these modes have also a real pulsation w, very close to w, = 7 so that their amplitude
is inverted at each iteration. Here, it is possible to build a sensor based on the vorticity
product between two iterations, which has to be negative. However, the inversion does
not occur in strongly sheared areas. Consequently, this sensor enables the detection of
SpuriousS mode (0) outside regions with strong hydrodynamic variations.

<0 = NHsensor(®) , (3.3.3)

- . =1
v u(t A u(t) >0 > NHsensor(o) =0

SpuriousG mode (¢) sensor:

The third sensor aims to detect the SpuriousG modes (¢). As stated above, they cannot be
detected by looking at the macroscopic quantities. Through the von Neumann analysis,
it is possible to show that these ghost modes are linked with “ghost variable” [151].
Therefore, similarly to the entropic LBM sensor, a decomposition of the off-equilibrium
distribution functions is proposed in a shear part and a ghost part corresponding to
higher-order contributions, as

1 1),8 1),G
g =gt gt (3.3.4)
where g,fl)’s is computed by projection of the off-equilibrium populations onto the second-

order Hermite polynomials [155]

(1),8 _ Wi 45(2) | (2)
g; " = 2621516’2. tay”. (3.3.5)
Using this decomposition, one can detect a SpuriousG mode () when the norm of g():¢
is not null. However, the two previous non-hydrodynamic modes can also be detected
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with this definition, so it is proposed to withdraw their contributions. The remaining
part is, de facto, the SpuriousG mode.

{ if  [gM<| >0 and (NHsensor(D) = 0 and NHsensor(®) = 0) = NHsensor"” = 1,

else NHsensor") = 0,
(3.3.6)

D
with g =+/% (gi(l)’G) the norm of the vector ¢g(1)-&. This sensor allows to detect

the SpuriousG mode (¢) outside the influence of the SpuriousAc (O) and the SpuriousS
(0) ones. Since the group velocity of this mode is larger than the other ones, one can
expect that they will be well separated with each other, allowing an easier identification.

Sensors to detect non-hydrodynamic modes have been proposed in this section. They
allow to make the link between the spectral properties described in Sec. 3.1.2 and un-
expected phenomena occurring in simulations. They will be very useful to understand
interactions that can appear between physical and spurious modes induced by the drastic
change of spectral properties at grid refinement interface.

Before going into numerical experiments, it is therefore interesting to consider the
effect of a change of resolution onto these modes, independently of the grid refinement
algorithm used. This study is proposed in the next section.

3.4 Energy transfer induced by a change of resolu-
tion

The aim of this section is to study the effect of a resolution change on the LBM modes,
regardless the grid coupling algorithm. Since the spectral properties of the LBM schemes
strongly depend on the dimensionless wavenumber vector k, then on the mesh resolution,
it is interesting to wonder how a given mode may be affected by a resolution change. To
address this question, it is proposed here to study the passage matrix P between modes
with a wavenumber kgf and those with a wavenumber k¢ = Zkif.

Let us denote Py (respectively P.) the passage matrix composed of the eigenvectors
obtained by the von Neumann analysis at &/ (resp. k¢) written in the basis of the
distribution functions. A given vector F, written in the basis of the distribution functions,
can equivalently be represented either by a vector V/ in the basis of the eigenmodes at
k! , or V¢in the basis of the eigenmodes at k¢, where:

VI =P F, V=P]F. (3.4.1)

Each component of V/ = [(»)/, (7, @)/, ()7, (0)7, (0)%, ()4, (1, (:)7]" (resp. V*) rep-
resents the decomposition of F in the LBM modes of the fine mesh (resp. the coarse
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mesh). For example, V/ = [1,0, ..,O]T denotes a pure downstream acoustic wave at kL.
The link between V£ and V¢ is then straightforward as

V/=PV¢ with P=P;'P.. (3.4.2)

Coefficient P;; of P provide the decomposition of the fine modes expressed in the coarse
modes basis. For example, the linear decomposition of a fine acoustic Ac+ mode (»)f
onto the coarse basis reads

(b)f = PH(V)C + P12(4)C + P13(|:|)C + P14(.)c + P15(O)C + PlG(O)C + P17(O)c + Plg(())c + Plg(())c.

(3.4.3)
Each component of P is a priori complex, whose argument is linked with the phase shift
between the modes. Here, only their modulus |P; ;| will be of interest. Moreover, they
will be normalized as

Py =Py 21 Pal?, (3.4.4)
k
so that }¥; P, = 1.

Normalized coefficients P are displayed on Fig. 3.4 for the three physical modes (»,

<, ®) obtained with the BGK collision operator. This analysis is performed for several

ke € [0,7] and kI € [min(ke)/2,7/2]. Tt is noticeable that the physical mode of a fine mesh
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Figure 3.4 — Normalized coefficients P}; for the three physical modes with the BGK
collision operator with v =105 and Ma=0.1. Left: Components Py of the decomposition
of the fine Ac+ mode in the coarse eigenbasis, middle: 1=y (Ac-), right: Pj; Shear.
(»): Ac+ mode (P}), («): Ac- mode (P%), (®): Shear mode (P}), (0): SpuriousS modes
(Px and Pg), (O): SpuriousAc mode (P%), (¢): SpuriousG modes (P% to Pj).

at wavenumber %/ is not preserved when changing the mesh resolution to the wavenumber
k<. It is indeed decomposed into a superposition of coarse modes, hydrodynamic and non-
hydrodynamic ones, that carry a quantity of the same nature. Moreover, this phenomenon

™
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is amplified as k¢ increases, i.e. as the mode is less resolved. For instance, for the
two physical acoustic modes (»,«), the decomposition onto the SpuriousAc mode (O) is
favored, while shear and ghost modes are not excited. Concerning the shear mode (®),
its decomposition is distributed over both SpuriousS modes (0) to reach less than 20%
of the projection onto a coarse physical shear mode (®) for high wavenumbers.

The same analysis is performed on Fig. 3.5 for the non-hydrodynamic modes that
are projected from a fine resolution (k) to a coarser one (k¢). Here again, the non-
hydrodynamic modes are composed only of a combination of modes that carry information
of the same nature. The SpuriousAc mode (O) generates acoustics in a significant way.
Only one SpuriousS mode (0) and one SpuriousG mode (¢) are plotted since a similar
observation is provided for the other ones. The SpuriousG modes are preserved by the
change of resolution.
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Figure 3.5 — Normalized coefficients P; for the non-hydrodynamic modes with the BGK
collision operator with v =105 and Ma=0.1. Left: Components Py, of the decomposition
of the fine SpuriousAc mode in the coarse eigenbasis, middle: P* SpurioussS, right:

P, SpuriousG. (»): Ac+ mode (F;}), («): Ac- mode (Pj), (®): Shear mode (P7), (0):

SpuriousS modes (P and Pj), (O): SpuriousAc mode (Pj), (¢): SpuriousG modes (P}
to Py).

With these results, it is then possible to rewrite P as a block diagonal matrix, with
acoustic modes (»,4,0) and shear modes (®,0) that form two separated blocks and with
the ghost modes (¢) preserved by the transformation:

This short analysis highlights the transfers occurring between both hydro-
dynamic and non-hydrodynamic modes that carry information of the same
nature. This consideration is extremely important and will be further discussed in the
numerical experiments of Sec. 3.6. Moreover, it is important to notice that this study has
been carried out through von Neumann analyses performed in the fluid core only, regard-
less of the grid refinement algorithm. These results are therefore generic, and represent
the ideal case of mesh transitions that do not introduce any more numerical
errors. Obviously, it is never the case in practice, where the algorithm may affect the
mode redistribution, such as by introducing non-linear effects and high-frequency waves

s



3.5 A standard cell-vertex grid refinement algorithm

57

N [Py Po, Ps 0 0 0 0 0 0] [»\°
< Py Py P 0 0 0O 0 0 0 <
O P31 P32 P33 0 0 0 0 00 O
° 0 0 0 Py Ps Pg 00 0f]e
o 0 0 0 Py Py Pg 00 0]-]o
o 0 0 0 Py Py P 00 0] ]o
0 O 0 0 0 0 0 10 0|/
0 O 0 0 0 0 0 01o0|]
) o 0o 0o o o o0 0o 1]\
—— ~ ——
v/ P Ve

Figure 3.6 — Block diagonal projection matriz P of fine modes VI with resolution kL on
a coarser resolution k¢ = 2ki to obtain Ve. Pi_s: bloc of acoustic modes (»,4,0), Py_q:
bloc of shear modes (®,0), P:_g: ghost modes ().

that cannot be predicted by this analysis. In any case, the aforementioned mode trans-
fer seems unavoidable given the spectral properties of the BGK model. In this context,
since the P matrix is dependent of the collision operator, changing the latter can thus be
used to act on the P;; coefficients. This observation will be the key point in the solution
proposed in Chap. 4 to improve the behavior of the mesh transition.

Up to now, spectral analysis tools have been used to emphasize some non-hydrodynamic
modes with given properties. In addition, a projection of physical modes onto non-
hydrodynamic ones of the same nature and wvice-versa is very likely to happen
at grid interface as described just above. Subsequently, a grid refinement algorithm
classically used in the literature, and which is the one used in LaBS/ProLB v2.5, will be
described. It will allow to perform numerical experiments with non-uniform meshes in
an in-house python two dimensional LB code developed during this phD thesis.

3.5 A standard cell-vertex grid refinement algorithm

Before introducing a particular grid refinement algorithm, it is worth mentioning that
the concepts linked to non-hydrodynamic modes presented in the following are indepen-
dent of the grid refinement algorithm and have been validated for both cell-vertex and
cell-centered algorithms. Since the aim of this Chapter is not a comparison of grid cou-
pling algorithms, the one from Lagrava et al. [83] is chosen as it is one of the most popular
and the one available in both LaBS/ProLB and our in-house LB code. For an assessment
of grid refinement algorithms, the interested reader may refer to Chapter 6.

This algorithm is based on the one from Dupuis & Chopard [156] where the distribution
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functions are rescaled before the collision step in contrast to Filippova et al. [157]. An
additional Gaussian filtering procedure [59] is applied during the fine to coarse grid trans-
fer to avoid aliasing effects. Grid refinement algorithm details and conversion relations
between fine and coarse quantities are described below.

3.5.1 Rescaling of physical quantities

In the following, a plane transition separating a fine and a coarse grid resolution do-

main is considered. Since the dimensionless convention has been adopted, each resolution
level possesses its own “lattice units”. This change of scale requires a rescaling of the
physical quantities between grids.
Any quantity related to the fine or coarse domain is denoted by a superscript f and c,
respectively. The coarse and fine mesh sizes are linked with each other as Az¢ = 2Az/.
In the case of an acoustic scaling, the timestep is imposed as At¢ = 2At/ with respect
to Eq. (2.4.16). In the following, the coarse scale is chosen to make the space and time
steps dimensionless.

The dimensionless viscosity must be rescaled in order to ensure the Reynolds number
continuity [157]

A
N
leading to the following relation between the relaxation times (cf. Eq. 2.4.18)

vl

v =20°, (3.5.1)

1
=27 - 3 (3.5.2)

Unlike the equilibrium part of the distribution function which depends only on macro-
scopic quantities that are continuous through the interface, the off-equilibrium part gz.(l)
has to be rescaled since it depends on velocity gradients through Eq. (2.3.30). By a
combination of (3.5.2) and (2.3.30), the relation between the off-equilibrium parts of the
fine and coarse populations is

gV =0l g (3.5.3)
=7

It is worth noting that this relation allows to build distribution functions that are missing
at the grid interface after a streaming step:

7f
fog@ T e 3.5.4
gz gz 27:cgz ) ( e )
Cc _ (0) + 277—0 (1)»f (3 5 5)
9i = 9; =7 9i. pilt> e

where the subscript gﬁl)t stands for the filtered value of the off-equilibrium distribution
function. This filtering step is highly recommended for stability and accuracy reasons [69,
83]. It is also worth noting that cell-centered algorithms implicitly use a spatial filtering
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during the coalescence step [70]. The filter used in the present work is the one proposed
in [59]. For a D2Q)9 lattice, it reads

1

8
16 Z g,fl)’f (x+eq,t), (3.5.6)

a=5

1 1¢
gz(,i‘)z’l{ (X> t) = _gz‘(l)’f (Xv t) + § Z gi(l),f (X + €a; t) +

4

a=1

where the three contributions correspond respectively to the center, normal and diagonal
directions over the neighboring nodes with the convention of dimensionless lattice veloc-
ities e; given in Table. 2.1.

3.5.2 Cell-vertex algorithm with overlapping area

In the standard collide & stream algorithm, some distribution functions are missing

at the interface after a streaming step. The use of an overlapping area to couple grids
is a very common way to recover the missing populations. This strategy is adopted for
most of both cell-centered [158,159] or cell-vertex [59,83,160,161] algorithms.
The popular algorithm of Lagrava et al. [83], that is adopted for this study is based
on a cell-vertex formulation and relies on the definition of an overlapping area whose
thickness is equal to one coarse cell (Fig. 3.7). Distribution functions from coarse to fine
grids are transferred at co-located nodes @ and rescaled using Eq. (3.5.4). Fine to coarse
distributions are exchanged at co-located nodes B after being filtered with Eq. (3.5.6)
and rescaled with Eq. (3.5.5).

¢~ f, Interface f-c O Fine nodes without co-located coarse nodes
>
(spatial interpolation)

Co-located coarse and fine nodes
@ (direct transfer from coarse to fine or tem-
poral interpolation)

Co-located coarse and fine nodes
B (transfer from fine to coarse with filtering

step)
Middle fine nodes: fine nodes except @,

Coarse grid Fine grid

Middle coarse nodes: coarse nodes except

Figure 3.7 — Two dimensional representation of a plane refinement interface and nodes
definition. The overlapping interface is colored in gray. The area represents the
filter zone to compute g, 1le]:

As there are two fine iterations in one coarse time step, a temporal interpolation of
p¢, u¢ and g is mandatory to reconstruct the fine missing populations during the
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asynchronous iterations on nodes @. A third-order polynomial interpolation is used [59].
For a quantity h, its reads:

h(®@,t+1/2) - —éh(.,t _1/2) + %h(.,t) N gh(O,m 1. (3.5.7)

At fine nodes O which do not have a corresponding coarse node, a third-order spatial
interpolation is used to enforce the second-order accuracy of the LBM at the grid inter-
face [83]. In the following, an interface with a normal and tangential vector e,(1,0) and
ey(0,1) respectively is considered. For a quantity h, the interpolation scheme reads

h(O,t) = %(h(0+%y,t)+h(O—%y,t))—%(h(0+%,t)+h(0—%,t)). (3.5.8)

Now all the notions necessary for the algorithm have been described, the different steps
are detailed.

Algorithm steps

1) Reference state — Fine grid ¢ ; Coarse grid ¢

a. All the distribution functions are known on both grids

2) Asynchronous iteration — Fine grid ¢ + 1/2 ; Coarse grid ¢ + 1

a. Propagation step for fine and coarse middle nodes.

b. Temporal interpolation of p¢, u¢ and g¢ on @’ nodes using Eq. (3.5.7). gf are
reconstructed using Eq. (3.5.4).

c. Spatial interpolation of pf,u/ and gf on O nodes with Eq. (3.5.8).
d. Collision of all fine nodes.

3) Synchronous iteration — Fine grid ¢ + 1 ; Coarse grid ¢ + 1

Propagation step for fine middle nodes.
Transfer of p¢, u¢, g¢ and reconstruction of gf using Eq. (3.5.4) on @ nodes.
Spatial interpolation of pf,uf and g/ on nodes O with Eq. (3.5.8).

e o TP

Filtering step with Eq. (3.5.6) and reconstruction of g¢ on H nodes using
Eq. (3.5.5).
e. Collision of all nodes.

4) Repetition of steps 2) to 4) until the end of the simulation.

Up to now, grid coupling concepts have been introduced and a cell-vertex algorithm
has been described. Moreover, stability analyses have revealed the existence of non-
hydrodynamic modes with a macroscopic contribution. Additionally, an extended sta-
bility analysis for non-uniform meshes was proposed. The latter revealed mode trans-
fers intrinsic to the resolution change, between physical and non-hydrodynamic modes
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carrying a similar quantity. Finally, sensors have been designed to detect and track
non-hydrodynamic modes, allowing to link the LSA to simulations. Now that all the
tools have been established, academic test cases will be presented to decompose the non-
physical phenomena that occurred during the turbulent cylinder simulations previously
introduced in Sec. 2.6.

3.6 Harmful contribution of non-hydrodynamic modes
at grid refinement interfaces

The aim of this section is to highlight some issues of grid refinement algorithms on
very simple cases. First of all, a convected shear wave will be introduced to characterize
the effect of the SpuriousS (0) modes. Then an upstream acoustic wave is studied to look
at the influence of the SpuriousAc (O) modes. The simulations will be carried out in an
in-house LB-BGK code, with the grid refinement algorithm described in Sec. 3.5.

3.6.1 Convected shear wave

The first test case introduced is a plane convected shear wave, which is one of the most
simple cases allowing to have a look at a shear flow across a grid refinement interface.

Shear
Wave
U,
—_—
—>
! z. = 150
Y=
J /S S LS / /
Ll S L L L /,
=0 x = 250 x = 500 z

Figure 3.8 — Schematic representation of the convected shear wave test case.

The convected plane shear wave is initialized on the fine grid as follow:

p(x7y) = Po,

ug (2,y) = Us, (3.6.1)

w, (2,9) = Uyexp (-5 ).

with
po=1, U,=U,=01c,, R.=5, z.=150, v=107"

Every quantities are given in the coarse dimensionless unit.

The refinement interface is located at x = 250 with the fine domain defined between
0 < x < 250 and the coarse domain for z > 250. The simulation domain is extended below
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x <0 and above x > 500 to avoid any reflection of waves on the domain boundary. Since
the case is invariant along the y axis, the domain is defined with a thickness of one coarse
cell.

The first numerical experiment results are presented on Fig. 3.9 where, for each plot,
the two fine iterations and one corresponding coarse iteration are represented. This allows
for the visualization of the amplitude inversion of non-hydrodynamic modes in the fine
domain as described on Fig. 3.3.
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Figure 3.9 — Conwvected shear wave with the BGK collision model. The sub-fine iteration
(---) as well as the coarse iteration (—) are plotted to visualize the amplitude inversion
of non-hydrodynamic modes. The (0) symbols allow detecting the SpuriousS modes and
(v) the SpuriousG ones, by the NHsensor(®) and NHsensor(") respectively. Left: t = 90,
Middle: t =170, Right: t =380 coarse iterations.

As predicted by the von Neumann analysis (¢f. Fig. 3.2) and previously observed on
Fig. 3.3, after the initialization state, two SpuriousS (0) modes are excited, one going
upstream and the other one downstream. The amplitude of these modes is reversed at
each iteration, due to the high value of their pulsation w,. Furthermore, the wavelength
of these modes is about 2R,.

At t = 170, the SpuriousS (0) mode travelling downstream does not properly cross
the interface. A SpuriousS mode detected by the corresponding sensor is reflected on
the interface and is advected upstream. However, most of the energy is converted into
physical waves going both upstream and downstream as shown at t = 380. Indeed, for
wavenumbers close to k, = 7, physical shear modes can be advected upstream due to a
negative group velocity.

The shear waves created by the SpuriousS (0) modes are amplified at the interface. An
explanation for this amplification may be found on Fig. 3.10 where two coarse iterations
are schematically decomposed. Indeed, the SpuriousS modes are reversed at each itera-
tion, and, due to the acoustic scaling of the LBM (c¢f. Eq. (2.4.16)), fine cells are updated
twice as frequently as coarse ones. As a matter of fact, the SpuriousS modes are often in
phase opposition from one side to the other of the interface. This leads to a huge er-
ror during the temporal interpolation for one dimensional cases, and for both
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space and time interpolations for two dimensional phenomena. Furthermore,
significant errors appear on (H) nodes during the fine to coarse reconstruction.

t:t0+1/2 t=ty+1 t:t0+3/2
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Figure 3.10 — Schematic representation of a spurious mode at a grid refinement in-

terface during two consecutive coarse iterations. Due to asynchronous time evolution
between the two meshes, modes could be in phase or in phase opposition. Phased modes
(=0-): fine mesh, (-2-): coarse mesh. Phase opposed modes (=-): fine mesh. (-2-): coarse
mesh.

One can also notice that at ¢ = 90, the SpuriousG (¢) modes going upstream cross the
interface without having any impact at the macroscopic level. It is confirmed at ¢ = 170
where no variation of transversal velocity is observed downstream the interface (and no
variation of density, which remained null every time for this test case). Still, the grid
refinement has created upstream and downstream SpuriousG modes, each detected by
the corresponding sensor.

The effect of the grid refinement on the convected shear wave is, with the BGK collision
model, to redistribute the energy on all shear modes. This behavior is in agreement with
the Sec. 3.4 study but some non-linear effects and amplifications are also observed. High
frequency physical shear waves are created with a significant amplitude at the interface.
Hence, with this collision model, a proper advection of a shear wave through a mesh
transition is unlikely to be possible, given the redistribution of energy between physical
and non-hydrodynamic modes.

3.6.2 Convected acoustic wave

The second test case introduced is a convected one dimensional acoustic wave. This
test case has the advantage of exciting only the modes carrying the acoustics, ¢.e. the
physical acoustics Ac+ (») and Ac- («) modes and the SpuriousAc (O) ones.

Similarly, with the previous shear Gaussian excitation, one expects to generate a well-
resolved SpuriousAc mode. According to the spectral analysis of Fig. 3.2, this mode does
not have any positive group velocity for low wavenumbers, and the resolved SpuriousAc
mode may be advected upstream. Hence, to investigate the effect of this mode across a
transition, it is chosen to initialize the wave on the right of the transition. An upstream
acoustic wave carried by a mean flow is then initialized as follows:
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Figure 3.11 — Schematic representation of the convected acoustic wave test case.

(3.6.2)

p(x) = Po(1+AeXP( %))’
uy (2) =U, - Aexp( (2~ IZ)Z)CS,

with
po=1, U,=01-¢c,, A=10"*, R.=5, x.=750, v=107°,

The refinement interface is located at x = 500 with the fine domain located between
500 < x < 1000 and the coarse domain for x < 500. The simulation domain is extended
below z < 0 and above x > 1000 to avoid any wave reflection on the domain boundary.
Since the case is invariant along the y axis, the domain is defined with a thickness of one
coarse cell.

The numerical experiment results are presented on Fig. 3.12 where, for each plot, the
coarse iterations are decomposed with the two fine corresponding sub-iterations. Many
phenomena appear, and, for the sake of clarity, they are described one by one as numer-
ated on the Fig. 3.12.

Fig. 3.12-A presents the effect of the upstream acoustic wave that has been advected
from x = 750 to z = 270, and has already passed through the grid interface. As expected
[143], a reflected acoustic wave (Fig. 3.12-A;) appears. Its amplitude is 2000 times less
than its corresponding incident acoustic wave. Furthermore, a high wavenumber (k, ~ )
SpuriousAc mode (O) is generated at the interface and advected upstream (cf. Fig. 3.12-
Ay). Moreover, as intended, SpuriousAc modes (O) have been excited at the initialization
with a negative group velocity. Their amplitudes are 107 times smaller than that of
the upstream acoustic wave (cf. Fig. 3.12-A3). Both SpuriousAc modes are succesfully
detected by the NHsensor@.

Fig. 3.12-B shows the instant when the incident SpuriousAc mode (O), that was
previously described on Fig. 3.12-A3, has impinged the interface (¢f. Fig. 3.12-By). A
huge amplification appears on the density field and a high frequency spurious wave is
generated.

In the end, two acoustic waves are generated by the incident SpuriousAc ones, as
shown on Fig. 3.12-C": one is going downstream on the fine mesh with an amplitude 100
times smaller than the initial acoustic wave, and the other one is advected upstream with
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Figure 3.12 — Relative density evolution p' = p— po of the upstream acoustic wave with
the BGK collision model. The sub-fine iteration (---) as well as the coarse iteration (—)
are plotted to visualize the amplitude inversion of non-hydrodynamic modes. The (O)
symbol allow detecting the SpuriousAc modes by the NHsensor™ . Left: t = 900, Middle:
t = 2050, Right: t =2620 coarse iterations.

an amplitude 25 times smaller. The incident SpuriousAc modes have been amplified with
a factor up to 4.10° to reach no less than 4% of the initial acoustic wave amplitude.
This test case highlights the transfer of energy between physical acoustic modes (»,«)
and the SpuriousAc modes (O) that can appear when a change of mesh resolution occurs.
It is in agreement with the analysis performed on Sec. 3.4 where these three modes have
non-nul off-diagonal P;; coefficients. This kind of transfer has not been studied until
here, as the classical benchmark for acoustic propagation across a grid interface is com-
monly performed at a null Mach number [69]. In such case, the SpuriousAc (O) mode are
static and never cross the interface. This transfer is at the core of a part of the spurious
noise emission that can appear when vortices pass through a grid refinement interface [69].

Finally, it has been shown that transfers occur between modes that carry the
same kind of quantity. Acoustic (»,«) modes can exchange energy with the
SpuriousAc (O) modes and the physical shear mode (®) with the SpuriousS
(O) ones as anticipated in Sec. 3.4.

3.7 Summary and conclusion of this chapter

A summary of the main steps of this chapter is given on Fig. 3.13.

In this chapter, the principles of stability analysis have been introduced, in partic-
ular to characterize the non-hydrodynamic content of the LB-BGK scheme. Thanks to
the analysis of the eigenvector content, Wissocq et al. [148] have shown that a macro-
scopic quantity could be transported by the non-hydrodynamic modes. According to
the quantity transported and their propagation velocity, we have classified these modes
as: SpuriousS (0) which carry shear, SpuriousAc (O0) modes which haul a combination
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of acoustic modes, and SpuriousG () modes which are purely ghost. The LSA allowed
to anticipate that the BGK model dissipated only very weakly these non-hydrodynamic
modes, which seemed to be confirmed by the dilatation and vorticity fields of the cylinder
case (cf. Fig. 2.6 and Fig. 2.7).

As a complement, sensors based on spectral properties of non-hydrodynamic modes
have been designed to link the LSA with the simulations by allowing the latter to be
tracked during calculations.

In addition, a linear stability study extended to a change in resolution was proposed
for the BGK model. The latter revealed that transfers between physical and non-
physical modes take place, directly attributable to the change in resolution,
regardless from the quality of the grid coupling algorithm used. These transfers
are therefore inherent to the collision model and are all the more important when the
resolution is poor. However, these transfers are constrained to modes that carry
quantities of the same type. Thus, a physical shear wave (®) can be transformed
into a SpuriousS wave (0) and vice versa, and acoustic waves (», «) can interact with
SpuriousAc waves (O) only.

These conclusions from the LSA have been validated on two academic test cases in
an in-house LB code: a shear plane wave and an acoustic plane wave to illustrate these
mode transfers. An additional phenomenon which turns out to be very harmful
is the phase inversion of the non-hydrodynamic modes at each iteration. Due
to the acoustic scaling of the LBM, this inversion generates an important discontinuity
at the interface which results in a very strong amplification of the spurious modes.

This phenomenon cannot be properly handled by a grid refinement algorithm, un-
less spatial or temporal smoothing is used, but this would affect the accuracy of such
algorithms. The only way is therefore to filter these modes before they interact with a
grid interface. For this purpose, advanced collision models will be presented in the next
chapter, specifically selected for their non-hydrodynamic mode filtering properties. The
BGK model will no longer be practically studied because it is obviously not suitable for
industrial aeroacoustic simulations. However, an in-depth analysis of the spectral prop-
erties and stability of the BGK model will be carried out in Chap. 5. Indeed, although it
is not usable in our study framework, this model has very particular spectral properties
that are worthy of interest.
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Figure 3.13 — Summary of the main steps of this chapter.
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This chapter is dedicated to the introduction of advanced collision operators consid-
ered for their ability to filter non-hydrodynamic modes in the fluid core. The spectral
analysis reveals an excellent filtering property of the non-hydrodynamic modes by re-
constructing the stress tensor thanks to the stress rate tensor. This method being
too dissipative, hybridization with the recursive regularized model [126] proves to be
a good compromise between filtering and accuracy (H-RR model [60]). Validations
with non-uniform grids are performed for an acoustic pulse, a shear wave, a vortez,
and a turbulent flow around a cylinder. The spurious waves of non-hydrodynamic
nature visible on Fig. 2.6 and Fig. 2.7 turn out to be completely filtered.

4.1 Advanced collision operators

The BGK collision model, as discussed in the previous chapter, not only suffers from
instability problems, but it also fails in dissipating non-hydrodynamic modes in the fluid
core. There are a variety of solutions to increase LB scheme stability and attenuate these
modes. One can add low-pass filter [162,163], use fractional propagation algorithms to
suppress high-frequency oscillations [164-166], or adapt the collision model. To improve
the stability of the BGK operator, many collision models have been developed. Among
them, one can mention the multiple relaxation time (MRT) models in different formalisms.
The founders of the MRT models expressed the collision in the raw-moment space [134,
144,167]. Later on, several authors proposed to perform the collision in the central-
moments space, defined in the co-moving reference frame to improve the stability of LB
schemes [168-171]. These models are often referred as cascaded. Geier et al. have further,
expressed the collision in the cumulant space [172]. However, these last two categories, to
date, do not have been formulated and validated for a D3Q19 lattice, a D3@Q27 is required.
In addition, the MRT raw-moment cited above in their original formulation, drastically
increase the bulk viscosity for stability reasons [70, 146], what should be avoided for
acoustics studies.

A well-known family of advanced collision models constructed in order to cancel high-
order contributions are the regularized collision models. The standard regularization
procedure can be interpreted as a MRT model in the Hermite basis [173] where “ghost
variables” are relaxed at a specific value 7, = 1. A recent study have highlighted the
capability of regularized collision models to completely filter some non-hydrodynamic
modes out of a computation [149]. For instance, the recursive regularized model allows
for reducing the number of modes of the D2Q9 lattice to six modes instead of nine [126].

This mode filtering property of regularized operators will be particularly interesting to
emphasize the effects of non-hydrodynamic modes crossing a mesh refinement interface.
Moreover, the regularized models, by construction, do not increase the bulk viscosity and
have already been used for aeroacoustic applications [174]. For these reasons regularized
models will be studied in the following. However, additional results with other models
are proposed in Sec. 4.7 for the sake of generality.
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4.1.1 Recursive regularized collision model: RR

The regularization procedure consists in filtering out high-order moments of the off-
equilibrium distribution function to enhance the stability of the LB scheme. This is done
by reconstructing the distribution function before the collision step as proposed by Latt
and Chopard [155,173]. The reconstruction consists in projecting the off-equilibrium part
of the distribution function onto the Hermite basis up to the second-order.

greg = gZ(O) n gl(l),reg’ (411)
with
(1);reg L @, m
g; =w; — 20 a” #H", (4.1.2)
where a,( ) are the off-equilibrium expansion coefficients defined as

o =37 (.- ). (4.1.3)

This is equivalent with relaxing off-equilibrium moments of order higher than two at
equilibrium before the collision step. Furthermore, the regularization method aims at
filtering out higher-order contributions in Knudsen number by imposing Eq. (4.1.1) [155].
The LB scheme defined in Eq. (2.4.13) can be modified to apply the regularized procedure
to all the distribution functions g;. Its becomes

1

]‘ re
g,-(a:+e,~,t+1)=gl.(0)+(1—j)g.(l)’ g, (4.1.4)
T

It has been shown in [126,136] that this model suffers from stability issues for relatively
small Mach numbers which make it not well suited for many aeroacoustic applications.

More recently, it has been proposed by Malaspinas [126] to enhance the content of
91(1), “ by including some higher-order off-equilibrium expansion coefficients (identified
as moments of g(l) " [112]) in the regularization procedure (Eq. (4.1.1)). Following the

(1)

expansion in Hermite polynomials introduced in Sec. 2.3.1, g; ’ reads

oM = Z n ol g™, (4.1.5)

n=2 Cs

where N; is the truncation order of the off-equilibrium distribution function. The sum

starts at n = 2 since Eq. (2.2.11) imposes ag )—aﬁl) =0. Moreover, the off-equilibrium

expansion coefficients a( ™) are determined with a recurrence formula [126] obtained thanks
to a Chapman-Enskog expansion for n > 3

agnczl - = uanagnall)an ot (ual Mg, 2a§2(1n L, T perm(an)> (4.1.6)
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These models are referred to as recursive regularized collision models and have yielded
greatly improved stability for the regularization procedure [126,136,175]. For the D2Q9
lattice, the off-equilibrium distribution functions gl.(l) " up to the third-order (N; = 3)
can be expressed as:

(1)ireg _ L oo, o, 1 e © (3) (3
9; = w; (2_621%@ say 2_62 (%i,xxya’l,a:acy + %i,myy al,xyy)) ) (417)
where
af’gw = 2uxafﬂzy + uyafgzx, agizyy = 2uy&fzy + uxaf;y. (4.1.8)

Note that in two dimensions, the recursive regularization procedure can also include
fourth-order terms in gl.(l)’reg to improve stability. Yet, no difference was observed in this
study when including these terms which cannot be take into account with the D3Q19
lattice [126] that is used in LaBS/ProLB. Hence, the RR model will refer to the expression
of Eq. (4.1.7) injected into Eq. (4.1.1). For the D3@Q19 lattice used for the turbulent test-
case in Sec. 4.5, the equilibrium and off-equilibrium functions that are proposed for the
D3Q27 lattice in [126] are used, but truncated to the third-order.

4.1.2 Hybrid-recursive regularize collision model: H-RR

The last collision model introduced is chosen for its highly relevant spectral properties
that will be presented in Sec. 4.2.2. This recent model proposed by Jacob [60] is based
on a hybridization of the recursive regularized collision model with a finite difference
reconstruction of the viscous stress tensor. Indeed, a Chapman-Enskog expansion [110]
allows to link the off-equilibrium populations gi(l) =g — gi(o) with the deviatoric tensor

Sup = 1/2(Vu + (Vu)") through the second-order moments of g (cf. Eq. (2.3.30)).

Z ei,aeiﬁgi(l) = _27_—pcgsa,8‘ (419)

It is then possible to hybridize the viscous stress tensor computation as follow

DR 56 4 (1-0)alP P with [0<o<1], (4.1.10)
where aEZ) are computed thanks to Eq. (4.1.3) and af) P s estimated with a second-

order centered finite-difference scheme as

(4.1.11)

S@FD Uo(x +eg) —us(x —eg) . ug(x +eq) —ug(x —eq)
1,a8 p S 2 2 )

where ey, eg € {e;, e, } are unitary vectors of the Cartesian coordinate system.

Then, third-order off-equilibrium Hermite coefficients are computed recursively using

the modified a§2)’HRR with Eq. (4.1.8). As in the RR collision model, gi(l) is computed
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using Eq. (4.1.7) before the collision step, and injected into the LBM scheme (4.1.4).

The choice of these two collision models is far from exhaustive, and has been motivated
by their interesting spectral properties regarding non-hydrodynamic modes that will be
highlighted in the next section.

4.2 Analyses of advanced collision operator

In this section, advanced collision model stability analyses will be performed. These
analyses, as in Sec. 3.1.2, will be performed for waves propagating in the flow direction
only to identify the propagation and dissipation properties of non-hydrodynamic modes.
Stability analyses taking into account all propagation directions will be carried out in
Chap. 5.

4.2.1 Von Neumann analysis of the RR collision operator

The spectral analysis results for the RR model are displayed on Fig. 4.1 and one can
observe many differences with the BGK model presented on Fig. 3.2. In the present case,
only six modes are present instead of nine, the eigenvalues associated with the three others
having a null modulus. Compared to the BGK model, the two SpuriousG modes (¢) and
one SpuriousS mode (0) have been filtered out. Furthermore, the physical shear mode
(@) is more attenuated than in the BGK case. However, two spurious modes that carry
physical quantities have remained: the SpuriousAc modes (O0), with identical dissipation
and dispersion properties to those seen with the BGK model, and one SpuriousS mode
(0) that is much more attenuated, and has a lower group velocity v, for low wavenumbers.
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Figure 4.1 — Propagation and dissipation curves for the RR collision model. v = 1076,
Ma=0.1. (»): Ac+ mode, (<) : Ac- mode, (®) : Shear mode, (0) : SpuriousS modes, (O)
: SpuriousAc modes, (¢) : SpuriousG modes, (—) : Isothermal Navier-Stokes.

The spectral behavior of this model with respect to non-hydrodynamic modes is in-
teresting since some modes have disappeared and the others that carry shear are much
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more dissipated (visible on Fig. 4.4). On the contrary, the SpuriousAc (O) one is not
influenced by this model. That is one of the reasons why the H-RR model is studied in
the following.

4.2.2 Von Neumann analysis of the H-RR collision operator

Before studying the LSA of the H-RR model as it will be used later, it is interesting to
consider the effect of a complete reconstruction of the stress tensor with finite differences
(o =0) on the spectral properties of the scheme on Fig. 4.2.
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Figure 4.2 — Propagation and dissipation curves for H-RR collision model with o = 0.
v=10"% Ma=0. (»): Ac+ mode, (<) : Ac- mode, (®) : Shear mode, (O) : SpuriousAc
modes, (—) : Isothermal Navier-Stokes.

The full reconstruction of the viscous stress tensor has the main advantage making all
the spurious modes fully vanish for k, < 3w/4. Indeed, whatever the number of velocity
of the lattice, the number of remaining modes corresponds to the number of physical
modes, as would be the case when solving the isothermal Navier-Stokes equations. In
two dimensions, three modes remain, while a fourth mode is observed in three dimensions,
corresponding to an additional physical shear wave.

The counterpart of this beneficial effect is the huge dissipation rate of physical modes

introduced, which is unbearable for aeroacoustic purposes.
Now, the spectral analysis of the H-RR collision model is presented on Fig. 4.3 with
the parameter o set to o = 0.995. This implies that the viscous stress computation is
computed at 99.5% with standard approaches (cf. Eq. (4.1.3) and with 0.5% with a finite
difference estimation of the stress tensor (c¢f. Eq.( 4.1.9)).

The value of 0.995 is retained for all the academical numerical experiments since it
induces a strong dissipation of non-hydrodynamic modes while keeping a fairly satisfac-
tory dissipation of the physical ones. A value of 0.98 is used for turbulent flows. The
consequences of the hybrid reconstruction on physical wave dissipation will be studied in
Chap. 5.
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Figure 4.3 — Propagation and dissipation curves for the H-RR collision model with

0=0.995. v=10"5, Ma=0.1. (»): Ac+ mode, () : Ac- mode, (®) : Shear mode, (O)
: SpuriousS modes, (O) : SpuriousAc modes, (¢) : SpuriousG modes, (—) : Isothermal
Navier-Stokes.

One can observe that dispersion properties are almost identical to that of the RR
model. On the other hand, discrepancies appear on the dissipation curves. A better
overview is available on Fig. 4.4 where the dissipation rate —w;/v is displayed on a loga-
rithmic scale, and compared to the BGK and RR collision models. At first, the remained
SpuriousS mode (0) is much more attenuated than for the RR model for low wavenum-
bers. The SpuriousG modes (¢) have equivalent dissipation properties, but the main dif-
ferences appear on the SpuriousAc modes (O). The dissipation of this mode is rigorously
equivalent for the BGK or RR models, but for the H-RR model it is a lot more dissipated.

For the H-RR collision model, an estimation of the SpuriousAc mode (O) dissipation
based on the spectral analysis can be proposed:

S

1-
v&) ~ s 1 72 Vo > 0. (4.2.1)

This estimation seems valid for a dimensionless viscosity v < 0.1 and is qualitatively as-
sessed on Fig. 4.4 where, among other things, the dissipation of the SpuriousAc (O0) mode
is compared for the RR and H-RR collision models. For v = 1076 and o = 0.995, the
SpuriousAc mode is damped at a rate ¥™ ~ 418y, The quality of this estimate will be
reinforced later in the application phases by Fig. 4.13.

Since the SpuriousAc mode (O) carries macroscopic information linked with acoustics,
it can also be attenuated by increasing the bulk viscosity. This can be easily done by
using a multiple relaxation time collision operator [134,144] for example. However, any
modification of the bulk viscosity will also modify the damping of physical acoustic waves.
In the present case, the bulk viscosity should be increased by several orders of magnitude
to reach the same level of dissipation of the SpuriousAc mode (O) than the one obtained
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with the H-RR model (Fig. 4.4). This increase is to be banned for any study involving
acoustic waves.
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Figure 4.4 — Comparison of the non-hydrodynamic modes dissipation for the three col-
lision models. Left: BGK, Middle: RR, Right: H-RR (0=0.995). v =105 Ma=0.1. (O)
> SpuriousS modes, (O) : SpuriousAc modes, (¢) : SpuriousG modes, (—) : Isothermal
Navier-Stokes.

A summary of the spectral properties of the aforementioned collision models is given in
Table. 4.1

Dissipation of spurious mode

SpuriousAc (O) | SpuriousS (0) | SpuriousG (v)
BGK x x x
Collision model | RR x v~ for high k, v
H-RR v v v

Table 4.1 — Summary of the dissipation of non-hydrodynamic modes for the three colli-
sion models. (v') high dissipation, (x) low dissipation.

This table justifies the choice of these advanced collision models: the dissipation rates
of the spurious modes are very different from the BGK one. After a discussion on mode
filtering induced by the regularizations in Sec. 4.2.3, a subsequent comparison of their
behavior across a mesh refinement interface will be investigated in Sec. 4.4.

4.2.3 Discussions on non-hydrodynamic modes filtering prop-
erties of the regularized schemes
The LSAs of the RR and H-RR collision models (o = 0) revealed that these models

are capable of completely suppressing some non-hydrodynamic modes. An explanation
for this filtering properties is given in the recent study by Wissocq et al. [149].
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Every regularized collision model can be written as two successive steps: (1) a pre-
collision regularization using Eq. (4.1.1), followed by (2) a BGK collision with Eq. (4.1.4).
The mode filtering property can be understood by looking at the first step of this pro-
cedure. The computation of the equilibrium distribution function involves three macro-
scopic quantities (p,u,,u,), hence three moments of the discrete distributions g¢; are

required. Regarding the non-equilibrium part gz.(l), it depends on the adopted model:

e with the RR model: 91(1) is a function of six variables: (p,u,,u,, afw)x, agigy, afy)y),

involving six independent moments of the discrete distributions.

e with the H-RR model and o = 0: only the first two moments of g; (p, us,u,) are

needed to compute a§2)’FD with Eq. (4.1.11), required to obtain g with Eq. (4.1.5).

1
Pre-collision regularized distribution functions can be rewritten as

re 2 2 2
RR:  ¢“p,us,uy,al), al) al?), (4.2.2)

H-RR (6=0):  ¢,%p,uz, uy). (4.2.3)

The regularization procedure reduces the number of variables used in the system, and
thus the rank of the latter. Only six variables are needed for the RR model and three for
the H-RR one with o = 0.

In three dimension with a D3@19 lattice, nineteen modes exists. In the latter, only
four are hydrodynamics: The two acoustics modes: Ac+, Ac— and two shear modes,
thus fifteen are not. The equilibrium distribution function involves four macroscopic
quantities (p, u,, uy, u,). In such case, the pre-collision regularized distribution functions
can be expressed as:

re 2 2 2 2 2 2
@: g; g(p’ uw“wuzaa§@)mag,m)yaagﬂ)ﬁwag’;y,ag’;z,aiz)z), (424)

H-RR (6=0):  g;“p, uq, uy, uz).

The RR model allows keeping only six non-hydrodynamic modes instead of fifteen be-
cause of the dependency on ten variables. The full reconstruction of the viscous stress
tensor (H-RR with ¢ = 0), allows in the same manner, to completely supress all the non-
hydrodynamic modes.

In the previous section, the H-RR model adopted contains only 0.5% of finite differ-
ences estimation for the stress tensor. Because this last is not fully reconstructed using
finite differences, six variables are still needed to reconstruct g;” with a D2Q9 lattice.
For that matter, three non-hydrodynamic modes are ever observed on Fig. 4.3, as in the
case of the RR model (which is equivalent to the H-RR with ¢ = 1). However, these three
remaining modes are strongly attenuated as shown on Fig. 4.4.

Once advanced collision models have been presented theoretically and their spectral
properties have been discussed, the grid coupling algorithm presented in Sec. 3.5 should
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(2),FD
1

be adapted to take into account the finite difference estimation of a at grid interface.

This step is necessary before proceeding to the numerical validations.

4.3 Adaptation of the grid refinement algorithm for
the H-RR collision model

The H-RR collision model involves the estimation of velocity gradients using finite
difference schemes (Eq. (4.1.11)). To ensure consistency with the numerical scheme used
in the whole fluid domain, it is preferable to compute these gradients at the interface
with centered second-order schemes instead of a degraded first-order upwind scheme as
in [60]. This is all the more true since diffusive terms are usually calculated with centered
schemes for stability and accuracy reasons.

—
LI
[t O {1
{1
Figure 4.5 — Two dimensional representation of a plane refinement interface. Nodes

used for the estimation of the centered second-order finite difference gradient at the in-
terface: (©): node that requires the gradient computation, (O): nodes used to estimate
the gradient.

The standard configuration of a co-located node is displayed on Fig. 4.5. The difficulty
here lies in the fact that there is no fine node placed on the right of the (©) node, which
would yet be required to compute the gradient. A coarse stencil is thus necessary.

During even iterations, when the two meshes are synchronized with each other, gra-
dients can be easily estimated with a coarse stencil using either the fine or coarse macro-
scopic variables. Then, they can be transferred to the fine mesh after being rescaled to
the fine scale as

Sfl

15= 555 (4.3.1)

However, at odd iterations, the velocities are unknown in the coarse mesh. They have to
be temporally interpolated using Eq. (3.5.7). These gradients are also estimated with a
coarse stencil, they thus need to be rescaled to the fine scale using Eq. (4.3.1).

The algorithm steps become:

1) Reference state — Fine grid ¢ ; Coarse grid ¢
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a. All the distribution functions are known on both grids
2) Asynchronous iteration — Fine grid ¢t + 1/2 ; Coarse grid ¢ + 1

a. Propagation step for fine and coarse middle nodes.

b. Temporal interpolation of p¢, u¢ and g¢ on @’ nodes using Eq. (3.5.7). ¢f are
reconstructed using Eq. (3.5.4).

c. Estimation of the fine strain tensor Si 5 On @ nodes using a second-order
centered finite difference scheme following the methodology introduced in the
present section.

d. Spatial interpolation of pf,uf, g/ and Siﬁ on O nodes with Eq. (3.5.8).

e. Collision of all fine nodes.

3) Synchronous iteration — Fine grid ¢ + 1 ; Coarse grid ¢ + 1

a. Propagation step for fine middle nodes.
b. Transfer of p°, u, g¢ and reconstruction of g/ using Eq. (3.5.4) on @’ nodes.
c. Estimation of the coarse strain tensor S; 5 on @° using second-order centered

finite difference scheme. On @' nodes, transfer and conversion of Sgﬁ to the
fine scale using Eq. (4.3.1).
d. Spatial interpolation of p/,u/, ¢gf and Sia on nodes O with Eq. (3.5.8).
e. Filtering step using Eq. (3.5.6) and reconstruction of ¢¢ on B nodes with
Eq. (3.5.5).
f. Collision of all nodes.
4) Repetition of steps 2) to 4) until the end of the simulation.

Since the grid-coupling algorithm is adapted to the H-RR model, numerical validations
can be performed. As previously in Sec. 3.6 with the BGK model, the two test cases of a
shear wave, followed by an acoustic wave will be conducted before progressing to a more
complex case of a two-dimensional barotropic vortex.

4.4 Effect of non-hydrodynamic modes filtering: val-
idation on academic test cases

Previously with the BGK model, it had been seen in Sec. 3.6 that a shear an acoustic
wave simulated in a LB code generated SpuriousS (0) or SpuriousAc (O) waves respec-
tively during initialization step or when passing through a refinement interface. The latter
are very poorly taken into account by the mesh interface due to their phase inversion at
each iteration, resulting in a strong amplification of these modes.

The RR and H-RR collision models have the particularity of filtering in a specific way
these non-hydrodynamic modes, as summarized in Table. 4.1. The following numerical
validations will allow validating the LSAs presented in Sec. 4.2.1 and Sec. 4.2.2, and to
evidence the effect of improving the fluid modeling for enhancing the behavior at grid
interfaces.
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4.4.1 Assessment of the RR and H-RR model on a convected
shear wave

4.4.1.a Convected shear wave with the RR collision model

The identical shear wave test case as presented in Sec. 3.6.1 is simulated using the
recursive regularized collision model introduced in Sec. 4.1.1. For the sake of clarity, the
SpuriousG modes (v) are not studied in the following since they do not have any effect at
the macroscopic level, even when they pass through an interface.

The von Neumann analysis predictions are, once again, verified on Fig. 4.6. After the
initialization state, the SpuriousS (0) mode going upstream is excited, especially for low
wavenumbers where it is not strongly attenuated (cf. Fig. 4.4). Its amplitude is reversed
at each iteration, and it is detected before and after the physical shear wave due to the
large range of its group velocity. Indeed, since its group velocity v, is always positive, v,
is lower than that of the physical shear mode (®) for very low wavenumbers, and higher
afterwards.
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Figure 4.6 — Convected shear wave with the RR collision model. The sub-fine iteration
(---) as well as the coarse iteration (—) are plotted to visualize the amplitude inversion
of non-hydrodynamic modes. The (0) symbols allow detecting the SpuriousS modes by
the NHsensor(©). Left: t =840, Middle: t = 1280, Right: t = 2900 coarse iterations.

The SpuriousS (0) mode reaches the refinement interface at ¢ ~ 840 coarse iterations,
and a unphysical peak appears on the transversal velocity u,. The peak grows up to
t = 1280. Since no mode that carry shear exists with a negative group velocity using the
RR collision model, no shear wave is reflected upstream. The SpuriousS (0) mode fails
to go over the interface. This last is fully converted into a physical shear mode (®), and
after crossing the interface, the convected shear wave is distorted with a positive and a
negative transversal velocity component.

The behavior is quite different than for the BGK collision model. No more high
frequency waves are generated at the interface. A probable reason might be that these
waves are very attenuated by the RR collision model as highlight on Fig. 4.4.

With the RR collision model for a fine to coarse grid crossing, the energy is fully con-
verted from SpuriousS modes (0) to physical shear ones (®). This collision model allows
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for the shear wave to cross a grid refinement interface with a significant deformation.
Note that no spurious noise is observed in this case.

The following section presents the analogous study with the H-RR model.

4.4.1.b Convected shear wave with the H-RR collision model

The aforementioned convected shear wave test case is now performed using the H-
RR collision model. As displayed on Fig. 4.7, at ¢ = 840, no SpuriousS modes (O) are
detected by the NHsensor(o)7 since they have been totally damped by the H-RR model.
As a consequence, the convected shear wave perfectly crosses the interface without being
deformed.
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Figure 4.7 — Convected shear wave with the H-RR collision model with o = 0.995. No
SpuriousS modes (O) is detected by the NHsensor(®). Left: ¢ = 840, Middle: t = 1280,
Right: t =2900.

The H-RR collision model thus seems to be perfectly capable of dealing with shear
flows in the presence of mesh refinement. The next section will compare the two models
with a convected acoustic wave.

4.4.2 Assessment of the RR and H-RR model on a convected
acoustic wave

The convected acoustic wave is assessed with both the RR and H-RR collision model.
The LSA revealed that the RR model had exactly the same spectral properties as the
BGK model for SpuriousAc (O) waves propagating in the direction carried by the mean
field. It is therefore expected that the results obtained with the RR model are logically
identical to those obtained with the BGK model on this test case. The Fig. 4.8 enables
validating the LSA results if compared to the Fig. 3.12 obtained with the BGK model.
The RR model is thus, as well as the BGK model, not satisfying for damping SpuriousAc
modes (O).
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Figure 4.8 — Comparison of the RR (---) and H-RR (—) collision models with o =
0.995. Relative density evolution p' = p— po for the upstream acoustic wave. The (O)
symbol allow detecting the SpuriousAc modes by the NHsensor®™) for the H-RR collision
model. Left: t =900, Middle: t = 2050, Right: t = 2620.

Let’s now focus on the H-RR results. The fig. 4.8-A shows the effects of the upstream
acoustic wave that has been advected from x = 750 to x = 270 and has already passed
through the grid interface. The reflected acoustic wave (Fig. 4.8-A;) appears in the same
manner as with the RR collision model. This result was expected, since this phenomenon
is independent of the non-hydrodynamic contribution. Furthermore, high wavenumber
(k. = m) SpuriousAc modes (O) are also generated at the interface and advected upstream
(cf. Fig. 4.8-As). These modes are more strongly attenuated with the H-RR model but
not fully suppressed as expected by the dissipation curves on Fig. 4.4 for wavenumbers
k, — m. Moreover, the SpuriousAc modes (O) generated at the initialization have been
fully damped with this last model (cf. Fig. 4.8-A3). This is confirmed by the NHsensor®,
which does not detect any SpuriousAc mode for the H-RR collision model.

Afterwards, the SpuriousAc modes (O) that have been generated by the upstream
acoustic wave is more and more damped with the H-RR collision model (cf. Fig. 4.8-By).
These high frequency modes are not well attenuated by both the RR and H-RR collision
model as shown un Fig. 4.4. To enhance this dissipation, the use of low-pass filters might
be required as proposed in Sec. 4.7.

No more acoustic emission appears with the H-RR model, since the incident Spuri-
ousAc mode (O) has been fully damped.

The H-RR collision model seems perfectly able to deal with both shear flows and
acoustics with non-uniform grids. This outcome is to be confirmed on the subsequent
more realistic case: a barotropic convected vortex.
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4.4.3 Assessment of the RR and H-RR model on a convected
Vortex

The improvements induced by filtering out some non-hydrodynamic modes using the
RR and H-RR collision model are now validated considering a convected vortex that
crosses a grid refinement interface. This test case is of interest for most aeroacoustic
applications. Indeed, this situation appears in many configurations like for the pre-
diction of noise produced by turbulent jet noise [174,176], turbofan noise [177], cavity
noise [178-180], or even landing gears [36,61,74] that is of course of interest for this PhD
thesis.

One should notice that, in order to avoid a transient adaptation, the convected vor-
tex cannot be initialized here by the common analytical expression of the well-known
isentropic Lamb-Oseen vortex [181,182]. Indeed, these expressions have been derived
from the isentropic Euler equations, whereas the notion of ‘isentropic’ has no meaning
in a standard athermal LB solver. In order to avoid a spurious transient adaptation, the
vortex is initialized with the more suited batrotropic vortex derived in [183], as follows

p(x,y) = Po €Xp [—% exp (_% ] :
e (2,) = Us € (1) exp (-2, (141)

2—10)2 —ye)2
uy (2,y) = € (=) exp (- )

with

po=1., U,=0lc,, €=0.15c;, R.=5, (ze,ye)=(100,75), v =107

The refinement interface is located at x = 150 with the fine domain defined between
0 <z < 150 and the coarse domain for x > 150.

The convected vortex combines a perturbation on the density field p, and the two velocity
components u,,u,. This leads to an excitation of all kinds of modes that we can find
in a LB scheme. Both modes that carry shear quantities (®,0) and acoustics (»,«0) are
supposed to be excited. Furthermore, in order to avoid any reflection of spurious waves,
Neumann boundary conditions and explicit absorbing layers are added at the domain
boundaries in the same way as in [79]. A density probe is also inserted in the simulation
domain far from hydrodynamic fluctuations at location (x = 200, y = 125) as shown on
Fig. 4.9. An estimation of the spurious noise emitted is carried out by computing the
power spectral density (PSD) of the density fluctuations recorded on this probe.

Before discussing the results obtained with the H-RR collision model, the two spurious
phenomena highlighted with the convected shear and acoustic waves are decomposed for
the convected vortex using the RR model. Indeed, since the main property of the H-RR is
to damp the spurious modes, it is first interesting to show their negative effect on this case.



Chapter 4 : Improved collision operator for aeroacoustic simulations on non-uniform

84 grids
o - e Y = 150
T o] o
C:? i B eeeeeEa s aaE - |
— T !
o Y Ud H
il il
— 1 | !
o ml
Zid il
Yy e |
| 1 y=0
r=0  x=150 =300
Figure 4.9 — Schematic representation of the simulation domain for the convected

vortex. Py probe is added for acoustic recording. Absorbing layers map the domain
boundaries to avoid reflection of spurious acoustic emission.

The emphasis is first focused on the shear quantity. Fig. 4.10 shows the vorticity and
the SpuriousS modes (0) that are detected by the NHsensor(®) inside the isocontours.
The sensor allows for the detection of the SpuriousS modes only outside the vortex as
explained in Sec. 3.3.

The vortex approaches the transition at t = 350 iterations. As it was previously
shown for the convected shear wave using this collision model, the SpuriousS modes (0)
are completely converted into physical ones for fine to coarse mesh crossing. Exactly
the same behavior occurs here. At t = 780, the NHsensor(®) detects a spreading of
the SpuriousS mode (0) along the grid interface, and a quantity of spurious vorticity is
generated around the vortex with the same thickness as the previous SpuriousS mode
(0) location. In the end, a large deformation of the convected vortex appears after
crossing the interface. Previous results obtained on the convected shear wave are then
fully recovered on this more complex case.

Next, the focus is put on acoustic modes (»,«0) on Fig. 4.11. The SpuriousAc modes
(O) are detected inside the isocontours with the NHsensor™. Note that, as predicted by
the linear stability analysis, the only SpuriousAc modes advected downstream are high
frequency fluctuations in the range k, € [7/2,7]. Here, the sensor allows for the detection
of the presence of these modes, both inside and outside the vortex. Firstly, when the
vortex approaches the refinement interface (¢t = 530), unwanted pressure spots arise on
both sides of the interface. These spots appear far from the influence of hydrodynamic
fluctuation areas. Their locations correspond to that of the SpuriousAc modes (O) which
are converted into physical acoustics.

For a fine to coarse crossing, the modes which are resolved on the fine mesh in the
range k, € [7/2, 7] cannot exist in the coarse one, due to the resolution change. Therefore,
the SpuriousAc modes (O) that do not have a positive group velocity v, in the range
k. € [0,7/2], cannot cross the interface, and are fully converted into physical acoustics.
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Figure 4.10 — Vorticity field of the convected vortex that crosses a grid refinement
using the RR collision model. Iso-contours denote the presence of SpuriousS (0) modes
detected by the NHsensor(©). Left: t =350, Middle: t =780, Right: t =1100.

At t = 780, a huge spurious emission comes out due to the intensity of the SpuriousAc
(O) mode which is higher inside the vortex. At the end, spurious emissions appear on a
large frequency range depending on the SpuriousAc mode’s wavenumbers.
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Figure 4.11 — Density field for the convected vortex test case that crosses a grid refine-

ment using the RR collision model. Iso-contours denote the presence of SpuriousAc(O)
modes detected by the NHsensor@ . Left: t = 530, Middle: t = 780, Right: t = 1100.

The RR and H-RR collision models are now compared on this test case on Fig. 4.12.
This time, only physical quantities are displayed on the figure, since for the H-RR model,
no more spurious mode is detected by the non-hydrodynamic mode sensors, which proves
that they have been fully damped by the collision model. The two displayed quantities
are the density, so as to observe the spurious acoustic emission, and the vorticity, to
evaluate the vortex deformation.

With the H-RR collision model, no more deformation or pressure spots appear on the
grid refinement at ¢ = 530. After that, a tiny deformation is observed, and the spurious
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emission has been drastically reduced. At ¢ = 780, a small discontinuity in the pressure
field can be noticed on both vortex sides. This deformation is now only due to the ability
of the grid refinement algorithm to properly deal with physical waves, which is obviously
of crucial importance. Gendre et al. [69] have actually described the lack of accuracy of
the algorithm adopted here in such conditions and this topic will be discussed in Chap. 6.
Without going into such considerations, the phenomena explained in the present study
come from the change of mesh resolution, and are independent of the grid refinement
algorithm.
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Figure 4.12 — Maps of relative density fields p' = p — po with isocontours of vorticity
for the vortex convected across a mesh interface, from a fine mesh to a coarse one. Top:
RR collision model, bottom: H-RR (o = 0.995). Left: t = 530, Middle: t = 780, Right:
t =1100.

More quantitative results are displayed on Fig. 4.13 where PSD of density fluctuations
are displayed. This figure highlights two points:

e A comparison of the spurious noise emitted for the two collision models (---, —)
at a fixed dimensionless viscosity v = 1076, One can notice an improvement by up
to four orders of magnitude for the spurious noise emission on a large frequency
range.

e The increase of dimensionless kinetic viscosity that is required to reach the same
spurious emission with the RR model. Indeed, as most of the spurious emission
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is directly linked to the dissipation of the SpuriousAc (O) mode, by increasing the
kinetic viscosity using the RR collision model, one can obtain similar results to the
one obtained by using the H-RR model with ¢ = 0.995. As discussed in Sec. 4.2.2,
the strength of the H-RR model is to add an equivalent of the viscosity focused
on non-hydrodynamic modes, especially on the SpuriousAc (O) one. An estimation
of the dissipation of the SpuriousAc mode (O) was given in Eq. (4.2.1). Using this
relation in the present case, to reach the same level of spurious emission, the kinetic
viscosity has to be increased by a factor 418.
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Figure 4.13 — PSD of spurious density fluctuations recorded at Probe Py with

Ap2.e = po— p(xe,ye,t = 0). (1) — Comparison of RR and H-RR collision model at
iso dimensionless kinetic viscosity v = 1079 (---): H-RR (0 =0.995), (—): RR. (2) -
Influence of the dimensionless kinetic viscosity on the spurious noise emitted for the RR
collision model. (—) : v =107, () : v =4.18.107%.

It has been shown above that the acoustic emission comes from the SpuriousAc
modes (O) and the deformation from the SpuriousS (O) ones. As a matter of
fact, the intensities of the spurious artifacts are, to a lower degree, linked with the initial
position of the vortex. Actually, the greater the distance between the vortex initial
position and the refinement interface, the more the spurious modes will be dissipated by
the LB scheme. However, as shown on Fig. 4.1, the dissipation of the SpuriousAc mode
(O) for the RR collision model is of the same order of magnitude from that of the physical
modes. A very long distance is then required to observe a significant effect of the initial
location choice.

This remark is of great importance for industrial applications. The same behaviors are
expected to appear in wakes where vortices are convected and, often, cross grid refinement
interfaces. In such situations, it is crucial to dissipate non-hydrodynamic modes before
they impact it. Hopefully, in large eddy simulations (LES), the subgrid scale model has
a beneficial effect, because it adds turbulent viscosity inside vortices, and thus helps to
dissipate non-hydrodynamic modes. Nevertheless, the range of the turbulent viscosity
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for LES is about 0 to 50m?.s7!, which is very far from the order of dissipation obtainable
by computing the stress tensor using finite differences as in the H-RR collision model.

4.5 Validation on a high Reynolds number turbulent
flow around a cylinder

In this section, a validation is carried out on a three-dimensional high Reynolds tur-
bulent flow around a circular cylinder. The flow physics is not examined here, since it
depends mainly on parietal modeling, which is not the subject of this study. The objec-
tive is to simulate a low-viscosity turbulent flow across refinement interfaces, minimizing
parasitic vorticity and spurious noise. Indeed, previous simulations with the BGK col-
lision model on this test case with a moderate Reynolds number have exhibited many
spurious noise (cf. Fig. 2.6) and spurious vorticity (cf. Fig. 2.7) that pollutes simulations.
This test case is purely qualitative and intends to highlight specific problems that may
occur when adding solid walls. Quantitative results on the use of H-RR model on a turbu-
lent cylinder can be found in [60]. Furthermore, a quantitative aeroacoustic application
on a landing gear using the H-RR collision model can also be found in Chapter 7.

This test case aims at:

e evidencing the impact of non-hydrodynamic modes on mesh transitions in a more
realistic case,

e highlighting the parasitic acoustic waves emitted from the wake generated by the
cylinder through the grid refinement interface.

The LaBS/ProLB solver is used for this three dimensional test case, where the assessed
collision models have been implemented. The subgrid scale viscosity vsas is modeled us-
ing a Shear improved Smagorinsky model from [77] and computed from the strain-rate
tensor. The latter is calculated by the same gradients as those used for the H-RR, which
minimizes the cost of this collision model. A wall-law taking into account an adverse
pressure gradient and curvature effects [78] is imposed on the cylinder walls. The wall-
law is implemented using a full reconstruction of the distribution functions with finite
differences estimation [80-82]. This LB code adopts the refinement algorithm described
in Sec. 3.5.

A sketch of the simulation domain is displayed on Fig. 4.14. Three levels of refine-
ment are placed in order to evidence the effects of, firstly, the non-hydrodynamic modes
generated by the cylinder in the RD1 zone, and secondly, the effect of the wake impinging
the RD2 to RD3 interface once it has already passed through the first refinement area.
A probe P, is added in the domain, far from hydrodynamic fluctuations at location (0,
-160) to record acoustic fluctuations.
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Figure 4.14 — Schematic representation of the simulation domain for the cylinder

test case. Three refinement domains (RD) are used. A Py probe is added for acoustic
recording. Absorbing layers map the domain boundaries to avoid reflection of spurious
acoustic emission.

The operating conditions of the simulation, given in dimensionless units based on the
coarser mesh resolution (RD3), are as follows:

Us=01c,, po=1, D=75 wv=577.10"° Re=750000, T =320 000,

where U, is the inflow velocity upstream the cylinder, D is its diameter (expressed in
number of coarse voxels RD3. It means that there are 300 fine cells over a diameter), v
is the dimensionless viscosity (expressed in number of coarse voxels RD3) and T is the
number of iterations of the simulation.

The boundary conditions are the following: a velocity Dirichlet U, is imposed at the
inlet and a density Dirichlet p., is imposed on the domain outlets. Both conditions are
implemented using a full reconstruction of distribution functions with finite differences
as in [80-82]. The domain is periodic in the spanwise direction (z axis) with a domain
span equal to 1.6D to allow the turbulence to be fully developed. The boundaries of the
domain are covered with absorbing layers [79] to avoid parasitic wave reflections and so
that the turbulent wake generated by the cylinder can be properly evacuated.

Following the same approach as in Sec. 4.4.3, the vorticity and then the acoustic waves
emitted are analyzed separately. Only the RR and H-RR (o = 0.98) models are compared
in this section because the BGK model is unstable at this high Reynolds number. The
value of o = 0.98 is preferred for turbulent flows, since non-hydrodynamic modes are
massively present and need to be quickly attenuated.

The Fig. 4.15 shows that parasitic vorticity fluctuations appear on the Z-component
of the vorticity upstream the cylinder. This vorticity is clearly generated at the refine-
ment interface due to SpuriousS modes (0) generated by the walls. Then, it is convected
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by the flow through the rest of the domain. This observation is consistent with the
results obtained on the convected vortex (Fig. 4.10): the SpuriousS (0) modes do not
succeed in properly crossing the mesh transitions and are converted into physical shear.
This vorticity strongly disturbs the flow. It surrounds the cylinder, may interferes with
the boundary layer that develops on it and interacts with the wake in ways that are not
physical. Finally, strips of parasitic vorticity induced by the RD3 transition are observed.
They are the consequence of parasitic waves generated when the spurious vorticity created
upstream of the cylinder intersects the RD1. All of these glitches are greatly improved
with the H-RR model which dissipates non-hydrodynamic modes that parasitize the vor-
ticity field. Neither parasitic vorticity upstream, nor any striations around the wake are
visible with the H-RR model.
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Figure 4.15 — Field of Z-component of the vorticity generated by the cylinder with two
different collision models. Left: RR, Right: H-RR.

It is also noteworthy to focus on the z-component of the vorticity (cf. Fig. 4.16). For
this component, there are no more parasitic modes located at the transition upstream of
the cylinder with the RR model. However, spurious waves appear around the cylinder
and everywhere in the downstream region of RD1. In this resolution domain, parasitic
waves propagated in the direction normal to shedding vortices are also observable. These
are SpuriousS (0) waves that are continuously generated in the fluid core by the vortices.
The same phenomenon has been observed with a uniform mesh simulation and is also
filtered by the H-RR model. It is important to filter these waves, especially before they
impact another resolution area, as they would create parasitic vorticity again. The fields
obtained on the y-component of the vorticity are very similar to those on z-component
and are not presented here.

Let us now look at the velocity divergence (Fig. 4.17) in order to highlight the par-
asitic acoustic waves emitted by the mesh refinement interface. Up to now, it has been
shown that two sources of parasitic noise exist at the mesh interface.

The first one is the conversion of SpuriousAc (O) modes into acoustic waves.
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Figure 4.16 — Field of X-component of the vorticity generated by the cylinder with the
two collision models. Left: RR, Right: H-RR.
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Figure 4.17 — Velocity divergence field of the flow around the turbulent cylinder with
the two collision models. Left: RR, Right: H-RR.

These modes are present in the vortices generated by the cylinder and contribute signifi-
cantly to the large parasitic emission that is centered downstream of RD1. These modes
are also displayed on zoom (A) of Fig. 4.17, where high-frequency waves are visible.

The second emission is attributed to the lack of accuracy of the grid refine-
ment algorithm, where the slightest discontinuity in the transfer of information from
one resolution level to another one may result in the emission of acoustic waves. This
issue has already been highlighted on the convected vortex test case. To date, the only
two refinement algorithms whose acoustic emission due to the passage of a vortex has
been quantified are the present one and the Directional Splitting algorithm presented
in [69]. To act on this second source of noise, the flow that impinges the refinement areas
must be as clean as possible since every vortex that impacts the interface will ineluctably
generate spurious acoustics. The matter of the refinement algorithm will be dealt with
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in Chapter 6, where improvements will be provided to overcome this spurious noise source.

As illustrated on the Q-criterion isosurface of Fig. 4.18, the parasitic vorticity created
by the RD3 are of an intensity comparable to the vortices generated in the wake of the
cylinder. These vortices interact with the wake and enrich the wake turbulence
that crosses the grid interface in an unphysical way.

Figure 4.18 — Isosurface of Q-criterion QQ = 105 colored by velocity magnitude for the
two collision models. Left: RR, Right: H-RR.

All of these parasitic phenomena contribute to an increase in the quantity and inten-
sity of the vortices. Thus, they greatly increase the parasitic acoustic emissions induced
by grid interfaces positioned in the wake. This is clearly evidenced on Fig. 4.17. More-
over, the parasitic vorticity is, in most cases, under-resolved and will thus be unlikely to
transmit properly from one mesh to another.

Although this test case is qualitative and mainly selected to break down the diverse
spurious phenomena, a Power Spectral Density (PSD) of pressure fluctuations is displayed
on Fig. 4.19. This PSD reveals the tremendous impact of the collision model on the
spurious noise emitted over a wide frequency range. Indeed, the two types of acoustic
sources mentioned in the previous paragraph have a strong impact on the entire spectrum.
The noise induced by the aliasing of SpuriousAc (O0) modes is completely suppressed with
the H-RR model, and the vortices crossing the transitions are cleaned of parasitic vorticity
that also affects the whole spectrum. On this plot, four peaks are also noticeable. They
are all physical and correspond to the dipole noise emitted by the cylinder with the
associated harmonics.

This turbulent three-dimensional cylinder test case allows for corroborating the ob-
servations made on the elementary test cases on a more realistic configuration. It has
been demonstrated that solid boundaries can be responsible for the generation of non-
hydrodynamic modes that have to be properly handled at the mesh transitions. More
generally, it has been observed that any boundary condition, mesh refinement, and even
any vortex produces non-hydrodynamic modes that are likely to pollute hydrodynamic
and acoustic fields. It is therefore necessary to filter them out by different means through
the whole domain, to increase the stability of high Reynolds number computations, as
well as the accuracy of simulations.
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Figure 4.19 — Power Spectral Density of pressure fluctuations recorded at Probe Ps.
Comparison of RR (=) and H-RR (—==) collision model.

4.6 Conclusion of this study

The present study separated into Chap. 3 and Chap. 4 has investigated the transfer
of energy between non-hydrodynamic and physical modes occurring at a grid refinement
interface. More precisely, by clearly sorting the modes by their carried macroscopic infor-
mation, referred to above as shear or acoustic modes, and by systematically identifying
them in a simulation thanks to adequate newly proposed sensors, it has been shown that
the energy of a LB mode can be redistributed on every LB mode carrying a quantity of
the same nature when a change of grid resolution occurs.

This observation was anticipated by spectrally analyzing the projection of a fine mode
into a coarser resolution. Furthermore, these exchanges can be harmful and the unde-
sired effects are amplified by the high pulsation w, of some modes which leads to a huge
discontinuity at the interface, due to the asynchronous evolution of both meshes. More-
over, these non-hydrodynamic modes might suffer from a severe dispersion, which makes
their group velocity v, strongly dependent on the wavenumber k. It can even be reversed
depending on the mesh resolution, so that a wave packet travelling in a given direction
has no equivalent after the mesh transition: the only solution is then to convert energy
into a physical mode. For all these reasons, non-hydrodynamic modes that cross a mesh
transition are likely to be a main source of spurious noise emission, whereas the physical
waves seem to have a correct behavior in all the simulations carried out. To this extent,
major improvements have been observed by changing the collision model in the fluid core
in order to damp any non-hydrodynamic mode.

Issues observed in this study are commonly found in industrial simulations. Even
when focusing on pure aerodynamic outcomes, it has been proven that the spurious modes
carrying the shear quantity can hugely distort vortices, which may have an important
impact on wakes shape. Boundary layers are also likely to be strongly affected by the
spurious vorticity as in most industrial applications, refinement areas are placed close to
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walls. Furthermore, spurious vorticity may be created at grid interface, even far from the
hydrodynamic areas [84]. It is even more crucial to handle carefully these phenomena
for aeroacoustic simulations where, in addition to accurate aerodynamic predictions, the
spurious acoustic sources must be avoided as much as possible. To this end, the turbulent
cylinder test case has highlighted the necessity to damp both the SpuriousAc (O0) modes
that are converted into spurious acoustics and the SpuriousS (0) modes to avoid parasitic
vorticity that increases the turbulence in a non-physical manner.

A solution to this issue has been introduced by finding a way to strongly dissipate
these modes: the reconstruction of the stress tensor using finite differences. As this solu-
tion is very dissipative, a hybridization of this reconstruction with the recursive regular-
ized model [60] was chosen to strongly dissipate non-hydrodynamic modes while keeping
correct dissipation properties for the physical ones.

Compatibility with large-eddy simulations has been addressed. It appears that al-
though the subgrid scale model works in favor of dissipating non-hydrodynamic modes
in sheared areas, the order of dissipation added is far from that introduced by the H-
RR model. Furthermore, the non-hydrodynamic modes responsible for spurious acoustic
emission are not often directly impacted by the subgrid scale model since they may not
be detected by sensors based on turbulent quantities. The H-RR model, or another one
capable of dissipating spurious modes, is then strongly advised, especially for aeroacous-
tic simulations. Furthermore, the additional CPU cost of the H-RR model is reduced
when a subgrid scale model based on velocity gradient is used since these quantity are
already computed.

The quality of the grid-coupling algorithm has not been considered in this study,
but it remains essential. Indeed, noise is always visible on Fig. 4.17, when vortices pass
through refinement interface, even when the latter are cleaned of any non-hydrodynamic
contribution. This point will be discussed in Chap. 6 where several algorithms will be
compared and a significant improvement will be brought with the development of an
alternative direct coupling algorithm.

In this study, the focus has been placed on the BGK, RR and H-RR models only for
the sake of clarity. However, many other advanced collision models exist. Some additional
results using other collision models or stabilization techniques are provided in the next
section before the LSA focused on physical waves properties and stability of these models
will be carry out in Chap. 5.
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4.7 Additional results with other stabilization tech-
niques

Some results of stability analyses and noise generated by a vortex crossing a refine-
ment interface are presented here for various collision models or filters for which a D3(Q19
formulation is already available, and most importantly, widely validated through numer-
ous benchmark tests. As a non-exhaustive list, the following collision models or filtering
strategy have been selected:

e The original regularized model from Latt and Chopard [81, 155] introduced in
Sec. 4.1.1 with g()7e9 given in Eq. (4.1.2) and referred as PR. This model is chosen
as it is the first regularized model proposed in the literature. In particular, it is
at the origin of the dual time relaxation DR'T model that is currently employed in
LaBS/ProLB v2.5 [63].

e The multiple relaxation time MRTH model, developed and assessed for aeroa-
coustic applications in the Gendre phD thesis [70]. The two-dimensional moment
matrix M that is used in our in-house LB-code is available in [135,151]. This model
reduces to the standard regularized model if high-order moments are imposed at
equilibrium value at each iterations.

This model is expressed as:

gz, t) = g(x,t) - M'S - (m(x,t) - m(x,t)), (4.7.1)

with m = Mg, m® = M f* and S is the diagonal relaxation matrix that allows
each moment to be relaxed at a given frequency.

S =diag(0,0,0,s,s,s,1.9,1.9,1.2), (4.7.2)
with s =1/ (v/c2 +0.5).

e The Dual Relaxation Time (DRT) [63] model with and without additional selec-
tive filters [162] as it is currently implemented in LaBS/ProLLB v2.5. It is expressed
as:

col 1 ,re 1 N
g, t) = gi(z,t) - ;gi(l) 9_ %—Ngf” , (4.7.3)

with gi(l)’reg defined in Eq. (4.1.2) and gi(l)’N =g —gfl)’reg - fi(o) is a non-equilibrium
part composed of high-order moments of g;. It can be view (not rigorously) as the
h; term used in the entropic decomposition described in Sec. 3.2, if the trace of the
second-order moment is not included in h;.

Without filter, this model reduces to the standard regularized model (PR) if the
relaxation time 7V linked to the relaxation of high-order moments is fixed to 7% =1
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or it reduces to the BGK model if 7¥ = 7. The value is fixed to 7V = 0.55 as in
LaBS/ProLB v2.5.

The selective filters allow improving the stability and minimizing the high-frequency
oscillations of the LB schemes [162]. They can be applied either on the distribution
functions themselves, on the collision only or on the macroscopic quantities. This
last solution is preferred in LaBS/ProlLB v2.5. For a given macroscopic variable h
it reads:

(h(z)) =h(x)-A>] zji dnh (x +ne;Ax), (4.7.4)

j=1n=-Nj

where e; is an unitary vector in the j direction and A € [0; 1] is the filtering strength
coefficient. The value of A is fixed to 0.02. Ny is the number of points used in each
direction and d,, are the filter weights given in [162]. This kind of filters use 2Ny +1
points and are of order 2Ny. In LaBS/ProLB v2.5, as well as in the present study,
Ny =3, this means that seven points are used for the filter.

e The fractional propagation (FP) scheme [164-166, 184], is a LB scheme with a
modified propagation step. It is widely used as a low-pass filter and reads:

gi(z,t+1) = aggi(z, 1) + g5 (x + €5, 1) + a 195 (x - e;, 1), (4.7.5)

with ag = 1 - A2, a1 =0.5A4(A-1), a-1=05A(A+1) and 0 < A< 1. If the A
parameter is set to A = 1, the standard collide and stream algorithm is retrieved.
This formulation required a modification of the timestep At¥P = AA¢, and thus of
the sound velocity and the relaxation time accordingly. The value of A will be set
at a very low value of A =0.9995 in the following. The fractional propagation will
be combined with the H-RR one to dissipate the remaining SpuriousAc (O) mode
for k, — .

The spectral properties regarding the non-hydrodynamic modes dissipation only of
these different models are compared on Fig. 4.20. These dissipation plots anticipate the
generation of parasitic acoustics due to the SpuriousAc (O) mode aliasing as it passes
through the grid refinement interface. At iso-dissipation for the same mode, the emission
or distortion (due to the SpuriousS mode (0) conversion) deviations of the vortex visible
on Fig. 4.21, come from variations in the propagation properties. However, a detailed
analysis of propagation properties as previously conducted will not be repeated here in
order not to overwhelm the reader. Moreover, the LSAs performed are restricted to waves
propagating in the flow direction only, which is not sufficient to accurately analyze the
different models on a two-dimensional test case.

On Fig. 4.21, the BGK model is not present since it is unstable for this low vis-
cosity test case. Nevertheless, it is interesting to compare the dissipation properties of
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the advanced models with the BGK one on Fig. 4.20. Moreover, the H-RR model with
the fractional propagation algorithm is not depicted on Fig. 4.21 sinces the latter gives
apparently the same results as the H-RR model which is sufficient to dissipate the trou-
blesome non-hydrodynamic modes. If for some test cases the SpuriousAc (O0) mode which
is not dissipated with the H-RR model when k, — 7 is problematic, adding the fractional
propagation algorithm may nevertheless solve the issues. In all the test cases carried out
during this thesis, the fractional propagation was not required to improve the stability.
The latter will therefore not be studied although it is very relevant.

Some conclusions can be drawn from Fig. 4.21. Firstly, the four models that do not
filter the SpuriousAc mode (O) on Fig. 4.20 generate strong spurious acoustics. These
models are: PR, RR, MRT? and DRT. The PR model is the worst because a non-
hydrodynamic mode follows the vortex wake and folds in acoustics as it passes through
the grid interface. This mode is entirely filtered by the RR model and partially by the
MRT# and DRT ones. Another point to notice is that the MRT# and DRT are very
close to each other. Actually, these two models are identical if the relaxation times of the
MRT* high-order moments are taken equal to 1/7V instead of 1.9 and 1.2.

The use of selective filtering effectively removes the SpuriousAc (O0) mode in the high-
frequency range. This can be seen on Fig. 4.20, as on Fig. 4.21 where the acoustic emission
is almost no longer perceptible with the filtered DRT model. However, the ‘checkerboard”
spurious modes visible with the DRT model are also present with the addition of filtering.
This model, which is present in LaBS/ProL.B v2.5, is therefore not satisfactory compared
to the H-RR.

A PSD of density fluctuation is shown on Fig. 4.22. This confirms the above remarks.
The PR model generates the most spurious noise, followed by the RR one. The MRT#
and DRT models have a similar behavior regarding the handling of non-hydrodynamic
modes. Finally, a clear reduction of parasitic noise is obtained with the use of filters or
the H-RR model.

These results confirm that the choice of the collision model, or associated stabilization
techniques, is of paramount importance and that the treatment of non-hydrodynamic
modes must be an integral part of the selection criteria for a fluid model in a LB solver.
In the next chapter, stability analyses will be carried out, but this time the focus will be
exclusively set on the stability and properties of physical waves. These two points are
also fundamental for accurate and stable aeroacoustic simulations.
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Figure 4.21 — Maps of relative density fields p' = p — po with isocontours of vorticity
for the vortex convected across a mesh interface, from a fine mesh to a coarse one. From
top to bottom: PR, RR, MRT?, DRT, DRT with filters, H-RR. Left: t = 530, Middle:
t =780, Right: t=1100.
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This chapter is devoted to the analysis of the stability and accuracy of some LBM
models. The objective is to verify the ability of the H-RR operator to perform stable
and accurate aeroacoustic simulations. It turned out that correcting the Galilean
wmvaritance errors of the shear stress temsor is mandatory to increase its stability.
The stability of most of the studied models, with a third-order equilibrium function,
appears to be quite unsatisfactory and the mechanisms of instabilities are discussed.
Then, the LSA of advanced models shows a strong anisotropy in dissipation, which
could challenge the low dissipation statements frequently mentioned for LBM models.
Finally, test cases of vortex and acoustic pulse are performed in order to validate the
LSA results.

This chapter aims to characterize the stability and accuracy of LB models to per-
form aeronautical aeroacoustic simulations. These two aspects are crucial, but stability
is the first criterion, as it is a necessary condition to deliver a simulation. Besides, most
industrial solvers add ingredients to stabilize their simulations, which sometimes may
affect the accuracy. To give a few examples, the AVBP solver used in the two previous
theses dealing with landing gear noise, employs artificial viscosity sensors [9,21, 185, 186]
for enhancing stability. For the same purpose, the elsA solver, widely used for aerody-
namic and aeroacoustic applications [187-189] uses high-order selective filters [190, 191].
One can also consider the example of PowerFLOW which alledgedly uses, among others,
the fractional propagation method described in Sec. 4.7 to improve its stability [192].
Last but not least, in the same spirit, the commercial version of LaBS/ProLB v2.5 uses
selective filters [162] to help stabilize the DRT model. These stabilization approaches
are most often added in supplement to the numerical scheme to improve robustness and
damp high-frequency non physical waves that can appear at boundaries or mesh interfaces
where a change of numerical scheme or resolution occurs [193].

In this chapter, the stability criterion will be studied first. The overall stability of
different LB models will be compared and the origin of instabilities will be highlighted.
Then the accuracy (i.e. the spectral properties) of the studied models will be evaluated.
Accuracy is essential for precise aeroacoustic simulations. A scheme must be able to cor-
rectly propagate shear (i.e. vortices advected in wakes for instance), as well as acoustics.
These two quantities will not necessarily be treated in the same way by the numerical
scheme and LSA tools will help to quantify this aspect. Numerical validations will finally
complement LSA results.

5.1 Stability of lattice Boltzmann models

Before going into the details of LB model stability, a correction of the H-RR model
is introduced in the following section. This correction is proposed by Feng et al. [120]
for a high-subsonic thermal version and allows a great improvement of the H-RR model
stability as it will be shown in Sec. 5.1.2. It consists in correcting the cubic Mach
error present in the viscous stress tensor. This errors appears due to the choice of the
equilibrium truncation and the associated velocity discretization as shown in Eq. (2.3.19).
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5.1.1 Cubic Mach correction terms for enhancing the H-RR
model stability

This correction term noted 1) thereafter enables correcting the biased third-order
equilibrium moment and allows recovering a Galilean invariant shear stress tensor in the
Navier-Stokes equations. Since it relies on the equilibrium function, this term also de-
pends on the space dimension. Details on the computation of these terms for both two
and three dimensional H-RR models are given in [120]. Modifications must therefore be
brought to the LB algorithm based on the H-RR collision model according to [120], and
associated effects on the numerical properties will be addressed in the next sections.

Firstly, the off-equilibrium regularized distribution function defined in Eq. (4.1.1) is mod-
ified as:

g:eg = gi(O) +gi(1)v7”€9 n %7 (5.1.1)

and the associated regularized LB scheme described by Eq. (4.1.4) becomes:

1 i
gi(m+ei,t+1):gf0)+(1——)g§1)’mg+%, (5.1.2)
Finally, the off-equilibrium Hermite expansion coefficient a?) defined by Eq. (4.1.3) turns
into:

aEQ) = 25‘@(2) (gz' - gi(o) + %) . (5.1.3)

The H-RR model with the corrected cubic Mach errors will be subsequently referred
to as: H-RRy. The a,g?) term calculated by Eq. (5.1.3) is, as for the classical H-RR
model, injected in Eq. (4.1.10). By extension, the corrected RR model will be referred
to as RRy. As a reminder, this collision model is equivalent to H-RR,, (0 =1). Unless
otherwise stated, the value of ¢ is set to 0 =0.98.

5.1.2 Stability of two-dimensional models

The linear stability corresponds to flow conditions where a scheme is considered lin-
early stable over time, i.e. no mode is amplified. The study that will follow will be divided
into two parts. First of all, the global linear stability of the different models presented in
Sec. 4.7 will be investigated. This stability analysis will consist in studying the stability
of each model for all possible directions of the perturbations carried by the wavevector k
and for all directions and intensity of the mean field. The linear perturbations that are
complex monochromatic waves are defined in Sec. 3.1.2. This kind of analysis is essential
to assess the stability of a scheme. The study of perturbations propagating only in the
direction of the mean field as performed in Chap. 3 and Chap. 4 is not sufficient. After-
wards, the origin of instabilities will be studied with the help of LSA. It was chosen that
the stability of three-dimensional models would not be studied by means of LSA since
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it requires a very high CPU cost to be able to characterize the entire parameter space.
However, observations made from LSA in two dimensions can be retrieved numerically
in three dimensions. Therefore, only numerical validations will be performed for three
dimensional models.

5.1.2.a Stability domains

The stability domains are studied for wavevectors k discretized with k, € [-7, 7] and
k, € [0, 7] and with a step Ak = 0.005. The eigenvalue problem in Eq. (3.1.7) is solved for
increasing dimensionless viscosities, growing Mach numbers and various orientation angles
of the mean field 0 € [0°,45°] with a step Af = 1° as it is done in [136,144,149,194,195]. A
scheme is considered unstable and reaches its critical Mach number for a given viscosity
if max(w; >0).

The stability ranges of several models are displayed on Fig. 5.1 for a D2Q9 lattice and a
third-order Hermite equilibrium function. This figure indicates that:

e Increasing the dimensionless viscosity improves the stability of LB models.

e The LB models studied are at best capped at a critical Mach of 0.732 which is the
theoretical limit of the DVBE for this velocity discretization as shown in [113,114].

0.7
5 0.6 Range of interest for
) aeronautical aeroacoustic
g 0.5 applications BGK
Z —¢ DRT
5 0.4 —>— DRT with filters
< =~ MRTH
E 0.3 1 =O— PR
= RR
O
£ 0.2 RRy
5 —{1 H-RR(c = 0.98)
—}- H-RRy(o = 0.98
01 - w( )
0.0 {'=
1077 101
v
Figure 5.1 — C'ritical Mach number reachable for a given dimensionless viscosity v

with several two-dimensional LB models on a D2Q9 lattice, with a third-order Hermite
equilibrium function.

In a LB scheme, the dimensionless viscosity scales in ~ 1/Az when an acoustic scaling
is considered. Consequently, when a simulation with non-uniform meshes is carried out,
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the fine resolution zones benefit from a higher dimensionless viscosity and hence an im-
proved stability compared to the coarse resolution. This is an important remark to keep
in mind when considering the stability of a scheme used for aeronautical applications.
Indeed, for a minimum mesh size of about 0.lmm, frequently used in this type of LB
application and for a kinematic viscosity of air, this results in a maximum dimensionless
viscosity of interest of about 107, Thus, on Fig. 5.1, the range of interest for stability
goes to values of viscosity below this limit.

In this range of interest, the H-RR,, model, which incorporates cubic Mach correc-
tions, offers the greatest stability. All the other models have much lower stability. The
PR model has a range of stability that is even lower than the BGK model for v < 1073
as already shown in [149]. In this paper, as in these two PhD thesis [113,136], it is also
found that the stability of the RR model strongly depends on the order of the equilib-
rium and off-equilibrium distribution function. In this manuscript, the choice was made
to truncate this development to the third-order, so that it is directly extensible to a
D3Q19 lattice [60,120]. This choice reduces the stability of the RR and consequently, of
the H-RR models. It should also be noted that adding filters to the DRT model allows
to slightly improve its stability range, but this model which is currently implemented in
LaBS/ProLB v2.5 is clearly not satisfactory for the targeted aeroacoustic applications.

The 1) correction terms greatly improve the stability of the H-RR,, model for low-
viscosities. However, these terms have a destabilizing effect when the viscosity is higher
than v > 2.1073, which is not a concern for aeronautics applications. However, it can be
seen that, once corrected, the stress rate tensor reconstruction part of the H-RR,, model
increases the overall stability of the scheme.

The RR model, will later be studied only in its form with the %) correction terms
(RRy). Indeed, the effect of the 9 terms on this collision model are infinitesimal for low
viscosities but the terms greatly stabilize the H-RR,, model. Analyzing the RR,, scheme
instead of the RR one is equivalent to analyzing the H-RR,, scheme with o =1, which is
more relevant for our study.

5.1.2.b Nature of instabilities

The origin of instabilities for the different models is discussed here. For that purpose,
the particular case of LSA with a mean field of Ma= 0.2 oriented towards 6 = 0° (M, = 0.2)
and a dimensionless viscosity v = 1076 is studied, since it corresponds to typical landing
gear simulations. First of all, maximum amplification maps for the various possible direc-
tions of the wavevector k are presented on Fig. 5.2. In this particular case where the flow
is aligned with the horizontal direction, the symmetry properties of the lattice allow to
reduce the discretization of the wavevector in the horizontal direction to k, € [0, 7] [149].
At first glance, one can already notice that the BGK model has an average maximum
amplification rate much more homogeneous and close to max(w;)/v ~ =1 compared to
the other models, which means a much lower dissipation. Moreover, its instability region
over the k space is very small compared to other models. Indeed, the kind of instability
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of the BGK model that appears here is particular and is attributable to an eigenvalue
collision as it is widely discussed in [148]. This form of instability is characterized by
a destructive interaction between two modes and results in a very strong amplification
for one and a very strong dissipation for the other. This phenomenon is illustrated on
Fig. 5.3 where a slice is made through this instability bubble and shows a destructive
interaction between two SpuriousAc (O) modes. The other models have much wider in-
stability ranges. These instabilities are attributable to incorrect dissipation behavior of
physical or non-hydrodynamic modes. This dissipation error has already been observed
for the different regularized models [126,149]. A possible explanation is proposed in [149]
with a a priori derivation of the PR model. This derivation proves that the PR scheme
is only first-order accurate in time for high-order moments instead of second-order. This
loss of one accuracy order does not seem to have any consequence on the global order of
the PR model which is second-order accurate [126,173,196-198], thus additional investi-
gations are required. To our knowledge, there is currently no further explanation in the
literature.

—max(w;)/v

BGK PR

J
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k k k k

Figure 5.2 — Maps of normalized mazimal growth rate (max(w;)/v) for several LB
models. LSA are realized with a mean flow M, = 0.2 and a viscosity v = 1075, The red
solid isoline corresponds to the stability threshold (max(w;) = 0). The dashed blue line
corresponds to the position of the one dimensional cut showed on Fig. 5.3. 61 =45.3°,05 =
60°.

It should also be noted that the use of selective filters with the DRT model, although it
does not solve the problem of low wavenumber anti-dissipation, does filter out the high
wavenumber instabilities induced by the SpuriousAc (O) mode. Additionally, regarding
the low dissipation of the BGK model and its very localized instability appearing for high
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wavenumbers, one might want to associate it with the same kind of filtering (or the frac-
tional propagation scheme introduced in Sec. 4.7) to stabilize it. However, the instability
being very strong as shown in Tab. 5.1, the amount of filtering required would dissipate
too much the physical waves. Moreover, even with a filter, the non-hydrodynamic modes
are barely dissipated by this model even for k£ - 0. Thus, it would not enable to realize
proper simulations with non-uniform grids.
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Figure 5.3 — Dissipation curves extracted along a 6; cut as described on Fig. 5.2 for
several LB models. LSA are realized with a mean flow M, = 0.2 and a dimensionless
viscosity v = 1076, (»): Ac+ mode, (<) : Ac- mode, (®) : Shear mode, (O) : SpuriousS
modes, (Q) : SpuriousAc modes, (V) : SpuriousG modes, (—) : Isothermal Navier-Stokes.

More quantitatively, Table 5.1 provides the maximum value of the amplification rate
visible on the maps of Fig. 5.2. It can be seen that the orders of magnitude of the
mode amplifications that make the models unstable are very different from one model to
another. A model with a high value of max(w;) will diverge quickly. Conversely, a low
value will require a very large number of iterations for the calculation to diverge. For all
the models studied, very high amplification rates appear with the BGK, PR, MRT# and
DRT models with and without the use of selective filters. The RR,, model has a very
low antidissipation rate under these conditions. Therefore, in practice in a simulation
performed with this model, the calculation will take a very long time to diverge. The
only satisfactory model from the stability point of view is the H-RR,, model which is not
unstable for this Mach number and viscosity. As shown on Fig. 5.1, the latter is by far
the most stable under low viscosity conditions.

Once the stability has been studied, let’s investigate the accuracy of the models.
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Model | BGK | PR | MRT# | DRT | DRT with filters | RR | H-RR | H-RR,,
max(w;) | 1506 | 20642 | 1231 | 2344 1173 5 6 0

Table 5.1 — Mazximum amplification rate for several LB models with M, = 0.2, v =107.
A positive value for max(w;) means that the LB scheme is unstable.

The H-RR in its uncorrected form without the ¢ term will no longer be studied since
the properties of this model are very close to those of the corrected model but with an
instability that appears at low wavenumbers.

5.2 Accuracy of lattice Boltzmann models

Following the extended LSA methodology proposed in [148], it is possible to use the
content of eigenvectors to access the quantity transported by a mode. It is thus possible
to quantify its associated dissipation. Generally in CFD, the dissipation is characterized
through the effective viscosity v, = —w;/||k?|| of a solver. This effective viscosity includes
the kinematic viscosity and the numerical viscosity induced by the numerical scheme, or
any artifice used in complement, such as a turbulence model for example. Fig. 5.5 shows
the effective viscosity per physical quantity transported (ie. Shear, Ac+ and Ac- modes
respectively). These maps consider the dissipation of a given transported quantity and do
not differentiate whether the wave carrying this quantity is physical or non-hydrodynamic.
In practice, for low wavenumbers (|k| < 7/2), the least dissipated wave is always the
one closest to the associated Navier-Stokes mode, which is therefore considered to be
hydrodynamic so the analysis remains very relevant. First of all one can see that the
BGK model has a very low numerical viscosity, which means that it dissipates weakly.
Indeed, its effective viscosity is of the same order of magnitude as the kinematic viscosity
v. It can also be noted that no instability area is visible for the BGK model. This is
because the instabilities, under these conditions, come from the eigenvalue collision of two
SpuriousAc (O) modes (c¢f. Fig. 5.3) which are not represented here. Conversely, all the
other models have a highly anisotropic and large dissipation compared to the kinematic
viscosity. This anisotropy is essential to consider when evaluating a numerical scheme.

On this last point, it is actually worthwhile to come back to the conclusions of Marié et
al. [143,199] which compares the spectral properties of Navier-Stokes schemes with two
LB models: the BGK and the MRT of d’Humieres et al. [134]. It is mentioned that the
precision of these LB schemes lies between a NS solver with second-order scheme in space
and a third-step Runge-Kutta in time, and third-order scheme in space with a third-step
Runge-Kutta algorithm for the time discretization. However, the study is carried out only
for a mean field and perturbations propagating in the x direction, for which an
asymptotic behavior in dissipation for the acoustic modes is found on Fig. 5.5.

In view of the anisotropy of the different advanced collision models studied here (in-
cluding the PR, MRT#, DRT which can directly be seen as MRT models [70,173]), it
would be interesting to come back to this type of comparative study by taking into ac-



5.2 Accuracy of lattice Boltzmann models 109

count several possible angles for the mean flow and several directions of propagation for
the perturbations. Moreover, it is also uncommon to find this kind of study in the NS
community where schemes are generally studied and optimized for one-dimensional ad-
vection equations only [139,140,200-205], which does not guarantee at all the isotropy
and stability of the scheme.

In brief, the question of the accuracy of a LB scheme is not simple since it is generally
second-order accurate in time and space but has a precision that varies widely, notably
due to their incorrect dissipation properties compared to the BGK scheme as shown on
Fig. 5.2. It is currently quite difficult to conclude objectively on a comparison of the
two approaches, given the uncertainty on the accuracy of LB schemes and the lack of
background on the stability and isotropy of full NS schemes.

More pragmatically, if one is interested in comparisons made on aeroacoustics cases
of landing gear, there are two recent papers [56,57] comparing NS and LB methods. The
first one compares simulations performed with the same solver LAVA developed by the
NASA [206] that embedded both methods. This solver includes in the same platform
a sixth-order WENO spatial scheme with a fourth-order Runge-Kutta (RK4) time dis-
cretization for the Navier-Stokes part, and a D3Q27 lattice with an entropic collision
model [207] for the LB part. Both methods use non-body fitted boundary conditions
(which are obviously not identical) with an identical mesh size. The discrepancy in ac-
curacy is quite striking as shown on Fig. 5.4 and if one quotes their paper: “In general,
the LB approach minimizes numerical dissipation while simultaneously retaining the ro-
bustness necessary for under-resolved engineering simulations at full-scale Reynolds num-
bers”. In this paper, they argue a 15 factor improvement in CPU performance in favor of
LBM. However, this result is to be tempered because the impact of boundary conditions
is very important on the production of turbulent structures. Moreover, WENO schemes,
even if they are sixth-order, are widely used to capture shocks but are known to be not
very accurate for this kind of turbulent flows [208]. Finally, they use an entropic MRT
collision model [152,207] that we did not study, but which is simply a MRT with dynamic
relaxation times for the high-order moments. This collision model varies between a BGK
model and a PR one. An illustration of the “entropic stabilizer” is provided in Fig. 7
of [153], where it is apparent that the model never comes down into BGK in the sheared
regions.

The second article is the one of Hou [57] produced with OpenFOAM [209] for the NS
part, and a beta version of the LaBS/ProLLB code including the H-RR collision model
that we provided to Southampton University to carry out this study. Overall they find
that both solvers have similar accuracy for the finest meshes but that LaBS/ProLB is
faster and has a richer high-frequency content, which indicate that LaBS/ProLB is less
dissipative. However, the conclusion of the superiority of one method over the other is not
clear-cut. In view of these different observations, it is still too early to correctly situate
LB methods compared to methods based on Navier-Stokes equations, even for low Mach
numbers, where LBM is recognized as very efficient.
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Figure 5.4 — Comparison of velocity fields on the PDCC-NLG landing gear with the
LAVA solver from NASA. Left: NS-WENOG6-RK/, 2.22.108¢cells. Right: LBM-D3Q27,
2.6.108cells. Extracted from [56].

Digression aside, if we go back to the comparisons of the different models presented
on Fig. 5.2, it can be seen that all the models except the BGK dissipate strongly and in
an anisotropic way. Additionally, the selective filtering used in LaBS/ProLB in addition
to the DRT model allows to strongly reduce the areas of instability at high wavenumbers.
However, it is not sufficient for low wavenumbers in the diagonal direction where instabil-
ities persist. The RR,, model is strongly anisotropic on the dissipation of acoustic waves
in particular. This can be seen very clearly if one compares the dissipation cuts performed
at € = 0° and 6 = 60° shown on Fig. 4.1 and Fig. 5.3 respectively. This anisotropy is re-
duced with the H-RR,, model which no longer has this asymptotic behavior for acoustic
modes propagating in the normal and tangential direction to the mean field.

So far it has been seen that the H-RR model, and in particular its corrected version,
has attractive properties of stability and non-hydrodynamic mode filtering, without hav-
ing a detrimental effect on the accuracy. In the next section, it is proposed to study the
behavior of the model in the ¢ =0 limit.



5.2 Accuracy of lattice Boltzmann models 111

ky /2

/4

0 /4 w2 3r/4 w O w/4 w2 3w/4 w O w/4 w2 3w/4 «w

kq ks ke
Figure 5.5 — Maps of normalized effective viscosity v.[v of the modes carrying physical
waves for several LB models with v =105, M,=0.2. From left to right: Ac+ mode, Ac-
mode, Shear mode. From top to bottom: BGK, PR, MRTH, DRT, DRT with filters,
RRy, H-RRy (0 =0.98). Grey color indicate zones where no physical wave are identified.
Hatched areas indicate zones where models are unstable (w; > 0).



112 Chapter 5 : Stability and accuracy of the lattice Boltzmann method

5.3 Stability and accuracy of the H-RR model in the
o =0 limit

The analyses previously conducted concerning stability and accuracy are reiterated
here, particularly for the specific case of o = 0.

5.3.1 Stability domains

The stability domains for the three values of the hybridization parameter o = [0,0.98, 1]
which becomes equivalent to the RR scheme for ¢ = 1 are shown on Fig. 5.6. First of all,
it can be observed that the H-RR (o = 0) model is highly unstable if it does not include
the 1 correction, whereas it is stable if it does, up to a Ma > 0.7 whatever the value of
the dimensionless viscosity in the range of interest for aeronautic applications.

This result was not expected since it was originally developed without these correction
terms [60], which were added in the high-subsonic and compressible version [120] where
they are justified since Ma > 0.7 [114,210]. Recently, Wissocq [149] studied the properties
of a model close to the H-RR (o = 0): the AR model (for analytically regularized model).
This model is a regularization with a complete reconstruction of the stress tensor by its
expression involving the viscous stress rate tensor Sys

afo)égm = -27pc2S,p (5.3.1)

This afg?R term is then injected in Eq. (4.1.2), and Eq. (4.1.1). This model is thus close
to the H-RR (o = 0), with two noticeable differences: 1/ there is no recursive computation
of the third-order non-equilibrium moments, 2/ S,z is computed in an exact way in

its spectral analysis, while we use second-order centered differences to compute aEQC)YgD

(Eq. (4.1.11)).

On Fig. 14 and 15 of Wissocq study [149], one can notice that this model is unstable
with a D2Q9 lattice (with a partial fourh-order equilibrium) and stable with a D2V17 lat-
tice (with a third-order equilibrium). The D2V 17 lattice being a Q = 7 order quadrature,
it allows to exactly recover the third-order moment of the equilibrium function. Thus,
the retrieved LBM model no longer has a Mach error in the viscous stress tensor. In the
same way, we observe with the corrected H-RR,, (0 = 0) model, that while correcting the
Mach error, this model is stable until Ma > 0.7. One can therefore presume that this error
is at the origin of the instability observed when the viscous stress tensor is reconstructed
from S,p.

The ceiling observed for Ma > 0.7 is in agreement with the results of Renard [210]
who exhibits a limit of the H-RRy (o = 0) for CFL = (Ma + 1)¢s = 1 corresponding to
Ma = 0.732. To get beyond this limitation, the CFL must be decreased by adjusting
the reference temperature, which requires a suitable equilibrium function and additional
correction terms [120,121,210].

In our simulation, the o value is set to o = 0.98 but can nevertheless be decreased
in order to stabilize simulations that would require it. This hybridization parameter is
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Figure 5.6 — Critical Mach number reachable for a given dimensionless viscosity v for
three values of the hybridization parameter o with and without cubic Mach correction
terms .

a very efficient way to stabilize the simulations at a lower cost. Indeed, this method
remains local, using the nearest neighbors, compared to the use of selective filters for
instance [162].

5.3.2 Nature of instabilities

A stability map with the same analysis parameters as in Sec. 5.1.2.b is presented in
Fig. 5.7 for the H-RR and H-RR,(c = 0) model. The H-RR exhibits an instability bubble
for low wavenumbers (k < 7/8) which disappears with the H-RR,. This instability is
illustrated on the dissipation curves of Fig. 5.7 where a clear anti-dissipation of the shear
and acoustic modes appears for k£ — 0. This might be considered as a first order error
of the uncorrected scheme. This demonstrates the necessity of the 1 correction when
reconstructing the viscous stress tensor from the stress rate tensor, even for low Mach
numbers.
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Figure 5.7 — Left: Maps of normalized maximal growth rate (max(w;)/v). The red
solid isoline corresponds to the stability threshold (max(w;) = 0). Right: Dissipation
curves extracted along the 0y blue cut. (»): Ac+ mode, («) : Ac- mode, (®) : Shear
mode, (—) : Isothermal Navier-Stokes. Mean flow M, =0.2, v =1075.
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From now on, the H-RR model will no longer be studied without Mach correction
terms.

5.3.3 Accuracy

The dissipation induced by the H-RR, (¢ = 0) model is shown on Fig. 5.8. It can
be seen that under these conditions (M, = 0.2, v = 107%), the resulting dissipation is
considerable. For example, for a physical wave propagating in the flow direction and
discretized with height points per wavelength (ppw), the associated effective viscosity
reaches v, /v ~ 10* compared to v./v ~ 102 when o = 0.98 (cf. Fig. 5.5). It is noteworthy
that this dissipation does not come from the finite difference induced dissipation used to
reconstruct the stress rate tensor. Indeed, Wissocq also observes a very important dissi-
pation with the AR model, by computing the gradients in an exact way (spectrally) [149].
Thus, increasing the order of the finite difference reconstruction will not im-
prove the dissipation of this scheme. The origin of this dissipation is currently
unknown, but it is not surprising since all the models studied in this chapter except the
BGK model present important dissipation errors. In any case, it is clear that the relax-
ation or reconstruction of third and fourth-order moments has a strong impact on the
physical dissipation of LBM schemes.
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Figure 5.8 — Maps of normalized effective viscosity v.[v of the modes carrying physical
waves for the H-RRy, (o =0) collision model with v =106, M,=0.2. From left to right:
Ac+ mode, Ac- mode, Shear mode. Grey color indicate zones where no physical wave are

identified.

Finally, after having analyzed this model, the choice of o = 0.98 appears to be a good
compromise. Indeed, using a larger value of o allows to tend towards the RR,, model.
However the latter is less stable, does not dissipate non-hydrodynamic modes and has a
higher anisotropic dissipation, which is finally close to that of the H-RRy, (o = 0.98) for
most of the possible propagation directions for the perturbations. Using a lower value of
o strongly increases the dissipation of physical waves, and, in practice, is not necessary
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for damping the non-hydrodynamic modes that are already dissipated with a value of
o =0.98.

Now that the spectral properties of the different models have been evaluated for a
D2Q9 lattice, numerical validations will be performed afterwards on a convected vortex
and a two-dimensional acoustic pulse where an analytical solution exists. These valida-
tions will notably serve to anticipate the behavior of models based on a D3Q19 lattice
that are of interest for industrial applications.

5.4 Numerical validations

The first test case studied is a vortex convected in a periodic box. This case will
evaluate the stability and accuracy of the code for convecting vorticity quantity. Further-
more, at initialization, the vortex generates a weak acoustic emission due to discretization
errors. This emission can also trigger acoustic instabilities which will be of interest to
consider. In a second step, an acoustic pulse will be studied to evaluate the ability of the
LBM to propagate acoustics. Both test cases are performed at a dimensionless viscosity
v = 107% with a D2Q9 lattice and a third-order Hermite equilibrium function. These
test cases have been voluntarily considered with such a viscosity since it corresponds to
real aeronautical conditions, and it is in line with the stability analyses presented previ-
ously. Consequently, when compared to the analytical Euler solutions, a small additional
dissipation is expected in the simulations.

5.4.1 Convected vortex in a periodic box

A convected vortex is initialized at the center of a periodic square box of size [L,L]
with L = 201 until 50 characteristic times .o, = L/Uz are reached. The initialization
is identical to the one described in Sec. 4.4.3. The radius has been doubled (R, = 20)
in order to reduce discretization errors. Fig. 5.9 shows the progress of the vortex after
50t.ony for models with a sufficient stability and Tab 5.2 summarizes their status.

Model | BGK | PR | MRT? | DRT | DRT with filters | RR,, | H-RR,
tnan (feono) | 37 | 04| 12 4 4 v v

Table 5.2 — Number of convective time until the simulation become unstable for several
LB models for the periodic vortex case with M, =0.2, v =1075. V' stable after 50t op,

The only two models able to achieve 50¢.,,, are the RRy, and the H-RR,,. This result
was expected since the Tab. 5.1 indicates that the RR,, have a very low (but still positive)
amplification rate and only the H-RR,, model was supposed to be stable in these condi-
tions. The other models are all strongly unstable. The quickest being the PR allowing
the vortex to do only 0.4¢.,,,,, as suggested by its larger amplification rate. The DRT and
filtered DRT models then follow-up with instability caused by a low wavenumber acoustic
wave propagating diagonally. Since this instability is not sufficiently attenuated by the
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Figure 5.9 — Periodic convected vortex for several collision models. M, =0.2, v =1075.
20 isocontours of the transverse velocity component w,. t: time of the current fields.
tnen: time where the simulation diverge. t.o..,: The characteristic convected time for a
box tour.

filters, the latter do not improve the stability range of the model. Finally, the MRT#
model allows to triple the time during which this test case remains stable compare to the
DRT. However, the calculation still diverges quickly.

It is nevertheless interesting to wonder how the version of LaBS/ProLB that uses a
filtered DRT model has enabled aeronautical industrial simulations to be carried out at
these flow conditions [36, 178] without being unstable. In this kind of simulation, the
grid refinements (cf. App. B) as well as the turbulence model greatly help to stabilize the
computation as shown on Fig. 5.10, where a Smagorinsky model [30] has been added with
a Smagorinsky constant Cs = 0.17. One can notice that the calculation remains stable
after 50t..,,, but the obtained solution is strongly degraded. The use of selective filters
is particularly useful when used in conjunction with a turbulence model.
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Figure 5.10 — Periodic convected vortex for DRT and filtered DRT collision model with
additional Smagorinsky turbulence model. M, = 0.2, v = 1076. 20 isocontours of the
transverse velocity component u,. t: time of the current fields. tnon: time where the
simulation diverge. teon,: The characteristic convected time for a box tour.

Afterwards, the accuracy of the RR,, and H-RR, models will be evaluated once the
vortex has completed 50 turns (¢ = 50¢.0n0). The H-RRy, (0 = 0) model is also studied to
assess its numerical dissipation. Fig. 5.11 shows the density and velocity profiles at the
center of the vortex. It can be seen that the RR, and H-RRy (o = 0.98) models allow
to correctly convect this vortex. One can also note a dispersion that seems slightly lower
for the model RRy. The total reconstruction of a?) with by means of the stress rate
tensor nevertheless adds a lot of numerical dissipation as previously illustrated on Fig. 5.8.
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Figure 5.11 — Density (left) and transversal component of the velocity u, (right) profiles
for the periodic convected vortex extracted along the x axis through each vortex center after
50 convected times. RRy: , H-RRy (0 =0.98): -o-, H-RR; (6 =0): , —: initial
solution. M, =0.2, v =107,

Another interesting point is to investigate the limits of these models for the vortex
case, in terms of relative L? error, dissipation and dispersion for several Mach number
and value of the hybridization parameter o at v = 1076, The relative L? error is defined
as
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L2 _ J Zz,y [p(x,y,tf) _p(xayatO)]Q‘ (541)

e Zz,y P(fﬂ,yato)Q

In addition to the numerical scheme error, there is also an error related to the phys-
ical dissipation since the case has been chosen at v = 1075, However, this error is
identical whatever the model. The Mach number is increased by step of 0.1 until
M, = 0.7 which is close to the stability limit of the H-RR,, (¢ = 0) model (cf. Fig. 5.6).
The o is increased from 0 to 1 by step of 0.1 and the o = 0.98 has also been added.
A total of 84 simulations are studied. Fig. 5.12 shows the L? error, the dissipation
€vorter = (Min (p(tr)) —min (p(to))]/ [po — min (p(¢p))], and the distance between the vor-
tex center at initialization and the one obtained after 50t.on, (dCyorter) Which will qualify
the dispersion. It is first of all important to note that the numerical errors are function of
the number of iterations. Since this study is performed at a fixed number of characteristic
time f.ony, it is expected that the error decreases as the Mach number increases. This
does not necessarily mean that the models have better numerical properties as the Mach
number increases.

Firstly, one can observe that whatever the Mach number studied, lowering the value
of o increases the dissipation. For instance, for a convective Mach number of 0.1, the
amplitude loss on the vortex goes from 2%, to 53% for a o ranging from o =1 to o = 0.
However, the dissipation gap between the two extreme o values gets smaller as the Mach
increases. This is an important statement because as reducing o appears as an efficient
way of stabilizing the collision scheme in high Mach while trying to limit the consequences
on dissipation. One can also notice that the case becomes unstable for Mach approaching
M, = 0.7 when o increases as confirmed by Fig. 5.6. For Mach numbers between 0.4 and
0.7, cases at o > 0.98 are predicted unstable but instability does not appear yet after 50
turns. However, a strong increase in dispersion can be seen when o — 1 for Ma > 0.5.
This means that the vortex is deformed and that the simulation is about to diverge.

The same study was carried out in three dimensions with a D3Q19 lattice and the
H-RRy model. Results are presented in App. A. Moreover, additional results have been
added for diagonal vortex convection to complete the study. The results are almost
identical when comparing D2Q9 and D3Q19 on this case. The diagonal convection cases
show instabilities for both lattices when ¢ = 1, which is in agreement with the stability
domains determined in Fig. 5.1.
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Figure 5.12 - Maps of L? error (L2.,), dissipation €yortes

err

[min (p(tr)) —min (p(t0))]/[po —min(p(to))] and dispersion dcyorter for the peri-
odic vortex test case after 50 convective time with the H-RR,, model. Several convected
Mach number and hybridization parameter o are studied. dcyorier 1S the distance between
the vortex center at the initial and at the final state. The dimensionless viscosity is fived
to v =107%. Hatched areas means unstable simulations.

5.4.2 Convected two-dimensional Gaussian pulse

The test case of a Gaussian pulse is interesting to evaluate the capacity of a CFD
solver to propagate acoustics. Moreover, this test case has an analytical solution [202]
that will allow to assess the accuracy of the code. This analytical solution comes from
the linearized Euler equations and can be considered as valid if viscosity effects are small.
The pulse is advected under the same conditions as before in order to characterize the
anisotropy.

The acoustic pulse is initialized in a [201,201] periodic domain as follows:

’

p(z,y) =po(1+AeXP(‘%))

uy (.T, y) = 07
with
po=1, U,=02c,, A=10"% x,=y.=100. (5.4.3)

At first, the pulse is voluntarily under-discretized as in [70], in order to clearly identify
numerical errors of the different models. For this purpose, a radius R, = 1 is chosen.
Fig. 5.13 shows the evolution of the pulse after ¢t = 120 iterations for various models. An
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anisotropic density field can be observed whatever the model. The BGK in particular,
reveals a very large number of spurious waves. These waves are non-hydrodynamic Spu-
riousAc (O) modes studied in Chap. 3and Chap. 4, and are not dissipated at all by the
BGK model as confirmed by Fig. 3.2 and Fig. 5.3. Advanced collision models or the use
of filters can reduce this phenomenon. Indeed, the filters used in addition to the DRT
model allow to slightly reduce these unwanted high-frequencies. For dissipating this phe-
nomena, the best performing models are the RR,, and H-RR,;, where only spurious waves
appear in the main directions. This is indeed confirmed by Fig. 4.1 and Fig. 5.3 for the
RR, model which shows that the SpuriousAc (O) wave is strongly dissipated out of the
main directions of the mesh. The H-RR,, model allows to further reduce these spurious
waves. From an isotropy and spurious wave filtering point of view, these two models
are the most satisfactory for propagating acoustics. Additional results with the D3Q19
lattice on this test case are provided in App. A and shows exactly the same behavior
compared to the D2Q9.

BGK PR MRT? DRT
200
150 ¢
Y100}
50 F
0
DRT with filters RRy H-RRy
200
150 |
p=po
Y00}
—2.107%-1.107% 0 1.107% 2.107°
50 ¢
00 5I(] 160 15:)0 200 0 5I0 1(I]0 15:)0 200 0 5I0 IOIO 15IO 200
Figure 5.13 — Relative density fields of a convected two-dimensional under resolved

acoustic pulse for several LB models at t = 120 iterations. M, =0.2, v =107,

It is however interesting to quantitatively evaluate the capacity of these models to
propagate acoustics by comparing them to an analytical solution. The number of points
in the radius for this purpose is increased up to R. = 5.

Obviously, by increasing the radius of the Gaussian pulse with a fixed domain, the resolu-
tion of the peaks is enhanced and the numerical errors decrease for the prediction of the
latter. Dispersion and dissipation effects are very clearly visible on Fig. 5.14 for R, = 3.
Dispersion errors are mostly visible for the acoustic wave moving in the flow direction.
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Figure 5.14 — Density profiles of a convected two-dimensional acoustic pulse for sev-

eral values of the hybridization parameter o for the H-RR, collision model. Profiles are
extracted for y =100 at t = 120 iterations. M, =0.2, v =1075. Left: R. =3, right: R.=5.
RRy: , H-RRy, (0 =0.98): -o-, H-RRy; (0 =0): , —: analytical solution.

For the latter, a low value of o limits the dispersion of the wave. The wave is however
strongly dissipated by the H-RR,, (¢ =0) whereas the two other values give very similar
results. The errors are very strongly reduced when the radius of the pulse increases to
R. =5. For this value, the models corresponding to the three values of o can accurately
predict the propagation of the density pulse. These results are important to be known
when one is interested in aeroacoustic simulations with direct noise propagation. In this
kind of study, acoustics must be propagated without being degraded until it reaches the
microphones, which may be far from the noise sources. In an airframe noise context, it
may also be important to correctly propagate acoustic waves emitted by an installed land-
ing gear to the wing overhanging this last where the waves can be reflected, refracted and
diffracted. These phenomena can have a significant impact on acoustic predictions [13].

The choice of the H-RR,, model with a value of o = 0.98 seems satisfactory concerning
the dissipation of non-hydrodynamic modes, as well as the good propagation of physical
waves. Furthermore, this model extended to the D3Q19 lattice gives results very similar
to those obtained in this section for the vortex and pulse test case. This model is thus
adopted as a reference in the rest of this thesis.

5.5 Conclusion on the stability and accuracy of the
LB methods

In this chapter, the stability and accuracy of the LB methods have been studied
for several collision models used in the LB community. The stability defects of LB
models were, once again, highlighted. For aeronautical applications at relatively low Mach
number (Ma< 0.3), the outcome is that even at this moderate Mach number, few model
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can ensure a linear stability in the low-viscosity regime. In particular, one can mention
that the BGK, PR, MRT# and DRT models studied previously are essentially unstable.
The RR model has a rather low stability in this chapter because the equilibrium function
was chosen at the third-order so that the analysis is directly extensible to a D3Q19 lattice.
However, a RR model with a fourth-order equilibrium would yield a much higher range
of stability [136,149]. The standard H-RR model that was previously studied for its very
good ability to dissipate non-hydrodynamic modes has been revealed to be unstable due
to the stress rate tensor reconstruction part. This instability vanishes by adding the
cubic Mach correction terms. This last stabilizes the stress rate tensor reconstruction up
to Ma ~ 0.7 whatever the value of the viscosity. As a result, hybridization now greatly
increases the stability of the H-RR,, hybrid model. As a side benefit for LaBS/ProLB,
this model allows to get rid of the seven-points explicit filtering that was associated
with the DRT model so far. Moreover, it has been shown that even with these filters,
the DRT was not able to reach a sufficient linear stability for aeronautical applications.
These results are nevertheless to be nuanced because the addition of a turbulence model
(cf. Fig. 5.10), the change in resolution that filter out some wavenumbers and the use of
sponge zones allow in practice to push back instabilities during industrial aeronautical
simulations. Indeed, LaBS/ProLLB has so far allowed to perform simulations of landing
gears [306], cavities [178], rod-airfoil configuration [63] or even an axial fan [211] with this
numerical scheme.

The accuracy of the LBM was then evaluated. It was determined that advanced
collision models dissipate much more than the BGK one, and their dissipation is often
anisotropic. This anisotropy is very important to characterize using the LSA or adapted
test cases such as vortex or acoustic wave convection in directions deviating from the
main axes of the mesh. This type of analysis is generally not performed in the NS litera-
ture where the schemes are characterized and optimized on a one-dimensional advection
equation only. Proper comparisons between LB models and Navier-Stokes schemes are
seriously missing in the literature and it is currently still difficult to draw a conclusion
on the efficiency of LB methods with respect to their NS counterparts.

Anyway, the H-RR,, (¢ = 0.98) model has, in addition to substantially improved
stability, a precision that is not degraded compared to the filtered DRT model currently
used in LaBS/ProLB v2.5 as shown on Fig. 5.5. Besides, the linear stability analyses of
models have only been carried out with a D2Q9 lattice. However, numerical validations
on vortex and acoustic pulse have shown a similar behavior between a D2Q9 and a D3Q19
lattice for the H-RR,, model (¢f App. A).

The remaining step to perform accurate aeroacoustic simulation is to evaluate and
improve the quality of grid coupling algorithm, which will be the purpose of the next
chapter.



Chapter 6

Grid

refinement for computational

aeroacoustics on non-uniform
meshes: a direct grid coupling
approach

Contents

6.1 Introduction to LB grid refinement algorithms ... ... ... 125
6.2 Description of the direct coupling algorithm . . ... ... ... 128
6.2.1 Algorithm description. . . . . ... .. ... ... ... 128

6.2.2 Choice of the I'; parameter and distributions used in the DC
algorithm . . . . . .. 132
6.2.3 Steps of the algorithm . . . . ... ... ... ... . ........ 133
6.3 Spatial interpolation schemes for arbitrary interfaces ... . . 134
6.3.1 Description of spatial interpolation schemes . ... ... ... .. 134

6.4

6.5

6.3.2 Comparison of interpolation methods on a convected vortex

that crosses an inclined grid interface . . ... .. ... ... ... 137
Numerical validation and comparison with an existing grid
refinement algorithm on academic test cases. .. ... ... .. 139

6.4.1 AcousticPulse . . . ... ... 140
6.4.1.a  Acoustic pulse across a plane refinement interface . . . 140
6.4.1.b  Acoustic pulse across a circular refinement interface . . 141

6.4.2 Convected vortex . . . . . . .. ... 143

6.4.2.a  Vortex convection across a vertical refinement interface 143

6.4.2.b  Vortex convected across an inclined refinement interface144
Numerical validation and comparison with an existing grid

refinement algorithm on a turbulent test case . . . ... .... 147



Chapter 6 : Grid refinement for computational aeroacoustics on non-uniform meshes: a
124 direct grid coupling approach

6.5.1 Simulation of the turbulent cylinder with box-shaped grid in-
terfaces . . . .. L 147

6.5.2 Simulation of the turbulent cylinder with mixed layers and box-
shaped grid interfaces . . . . . . ... ... ... ... ... ... 149

6.6 ConclusSion . . . v v v v i i i i i i e e e et e e e e e e e e e e e e e 152




6.1 Introduction to LB grid refinement algorithms 125

This chapter focuses on the accuracy of grid coupling algorithms for performing aeroa-
coustic simulations. A direct coupling cell-vertex algorithm, based on the work of La-
grava [212], is presented. This algorithm relies on conservation assumptions to build
an equilibrium function consistent with both grids of different resolution. The pro-
posed formulation is more accurate, easily handle arbitrary interfaces, and is directly
usable in an industrial solver. Then, a method is proposed to preserve high-order
interpolation schemes independently of the interface shape, which allows to improve
the accuracy of non-aligned transitions. Finally, aeroacoustic validations are carried
out with a pulse, a vorter and a turbulent flow around a cylinder, where a huge re-
duction of the spurious noise is achieved.

6.1 Introduction to LB grid refinement algorithms

Mesh refinement is a central concern for CFD solvers. For CPU cost reasons, it is
essential being able to coarsen the mesh resolution beyond the areas of interest of a
simulation. For instance, boundary layers, mixing layers or wakes must be accurately
captured and require a significant number of points. On the other hand, a stationary and
uniform flow close to an inlet boundary condition will not require the same resolution.
Generally, Navier-Stokes solvers that are discretized with finite volume methods have
flexible constraints and can progressively coarsened the mesh. On the contrary in LBM,
with the associated discretization constraints, the refinement is inherently abrupt and
requires an integer factor between two different mesh sizes (the integer factor can be
greater than two for the multi-grid approach [157]). To give an idea of the CPU time
saving when a mesh is coarsened by a factor of two in LBM, let us take the example of
the grid presented on Fig. 6.1.

(R1) (R2)

Figure 6.1 — FEzample of two different grid resolutions R1 (coarse) and R2 (fine) with
a refinement factor of 2.

The R2 grid is twice as fine as the R1. Thus, the R2 grid contains four times more
cells than the R1 grid in two dimensions. FExpanded in three dimensions the R2 grid
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would contain eight times more cells. Additionally, the acoustic scaling of the LBM im-
poses that the timestep is fixed by the mesh size. The latter is therefore doubled in the
R1 grid (¢f. Eq. (2.4.16)). The cost of the R2 grid for the same physical simulation time
is consequently eight times higher in two dimensions and sixteen times higher in three
dimensions. With this simple example, one quickly understands the absolute necessity
to use algorithms that allow to couple two grids of different sizes. In the LBM literature,
there are many algorithms for coupling grids. These algorithms, for those based on the
classical collide & stream scheme that is a constraint for this thesis, can be expressed in
two formalisms: cell-centered, where the distribution functions are stored at the center
of the cells and cell-vertex where they are stored at corners as shown on Fig. 6.2.

Figure 6.2 — Cell-vertex formulation (left) and cell-centered formulation (right).

These two data arrangements, although they do not have an influence on the LBM scheme
in the fluid core, lead to significant differences in the grid coupling algorithms:

e Cell-centered: These algorithms share the particularity of having no co-located
data, which prevents a direct transfer of information. They use two characteristic
operations: the coalescence and explosion [159] to reconstruct the coarse and fine
distribution respectively at the interface (cf. Fig. 6.3).

. Explosion :X XE X X Coalebcence:

--------- A ey

I

Figure 6.3 — FEzplosion (left) and coalescence operations (right).

This coalescence operation can be seen as a spatial filtering even if it is not ex-
plicitly mentioned [69]. The accuracy order used for these operations will greatly
influence the precision of these grid coupling methods [213,214]. These algorithms
use an overlapping area between a fine and a coarse mesh and they are notably
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used in the commercial softwares PowerFLOW, Xflow or the open source code wal-
Berla [133,213]. This data structure is not compatible with the one of LaBS/ProL.B
so we will not go this way. Yet, papers describing these algorithms can be found
in [158,159,215-217]. Many peoples use these algorithms for aerodynamic appli-
cations [218-222]. Nevertheless, these studies do not require a very high accuracy
of mesh interfaces. There are a couple of articles on aeroacoustic applications,
mainly carried out with the PowerFLOW solver [177,223-230] and one with the
Xflow solver [37] that gives only near-field results. No details are given about the
cell-centered refinement algorithm used. Besides, one can see on the Fig. 9 of [37]
that even with the use of a large amount of bulk viscosity and a centered moment
MRT model, spurious vorticity appears at mesh interfaces. Finally, Hasert’s PhD
thesis [84] also shows aeroacoustic results with a cell-centered algorithm. However,
many disturbances are visible at the mesh interfaces. From our point of view, they
are related to non-hydrodynamic modes on Fig. 9.6 rather than to the low order of
interpolations used as proposed by the authors.

e Cell-vertex: These algorithms have the specificity of having co-located fine and
coarse nodes at the grid interface. A direct transfer of the available distributions
can thus be achieved by using a rescaling of the off-equilibrium distribution func-
tions [156,157]. The non-coincident nodes are usually completed by means of spatial
interpolations. The first articles used a multi-block strategy, where a fine mesh over-
lapped a coarse one [156,157,231]. Simultaneously, many authors have chosen a
more efficient multi-domain approach, using an overlapping layer to connect the two
grids while making available the missing distributions [160,161,232,233], rather than
a complete superposition of both grids. These algorithms have been improved by
the addition of a filtering procedure applied during the fine to coarse transfer, allow-
ing to enhance the stability for turbulent flow simulations [59,83]. This formulation
is used in the LaBS/ProLB v2.5 solver, as well as in OMNIS™ /LB solver [234],
based on the open source Palabos library [235]. Recently, the latter algorithm has
been improved for aeroacoustic simulations by Gendre using a partial propagation
method [70] (noded PP), this algorithm is evaluated in App. B.1. The same author,
has also developed another algorithm based on a directional splitting method [69].
The latter, although more precise than the one currently used in LaBS/ProL.B
v2.5 [59], does not seem relevant for industrial purposes, since the author does not
used the directional splitting algorithm for the industrial applications in its phD
thesis with LaBS/ProLB. Another particularly interesting algorithm based on a
concept of direct grid connection has been developed by Kuwata [236]. However,
this algorithm is based on an incompressible equilibrium assumption [237] which
prevents aeroacoustic applications. On a similar principle, Lagrava has developed
in his thesis [212] a direct coupling algorithm, that is validated on a Poiseuille flow
with a D2Q9 lattice and a second-order equilibrium function on a planar interface.
Actually, the proposed implementation was not fully compliant with an industrial
use, especially with the H-RR,, collision model that requires a third-order equilib-
rium function and gradient computations.
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The present chapter aims to improve this last algorithm (noted DC for Direct Cou-
pling) in several ways and validate it in an aeroacoustic framework. The improvements
include: (1) a simplification of the algorithm formulation and an efficient numerical res-
olution method for three-dimensional refinement interfaces of arbitrary shapes, and (2)
a reconstruction of distribution functions more in line with the accuracy requirements of
aeroacoustics applications. In this chapter we will compare the DC algorithm with the one
used in LaBS/ProLLB v2.5 [59], which will be noted STD for standard. Further compar-
isons are provided in App. B.1 with the Gendre’s partial propagation (PP) algorithm [70]
but will be limited to an academic configuration in our in-house two dimensional LBM
python code developed for the needs of this thesis.

The chapter is organized as follows. First of all, the direct coupling (DC) grid refine-
ment algorithms are described in Sec. 6.2. Secondly, the accuracy of spatial interpolations
used for arbitrary interfaces will be discussed in Sec 6.3. Subsequently, in Sec. 6.4, nu-
merical validations are performed on academic test cases: an acoustic pulse and a vortex
convected across a grid interface. Both test cases are declined with plane and inclined
transitions. Afterwards, a validation is performed on a highly turbulent flow around a
cylinder with arbitrary grid refinement in Sec. 6.5.

6.2 Description of the direct coupling algorithm

All the notions concerning the rescaling of quantities when a change of resolution oc-
curs have already been presented in Sec. 3.5.1 and will be kept in this chapter. The spatial
and temporal interpolations presented in Sec. 3.5.2 will also be preserved hereafter, at
least for a planar transition as discussed in Sec. 6.3. In addition, the rescaling specifici-
ties related to the adaptation of the H-RR, model to non-uniform meshes presented in
Sec. 4.3 will be maintained.

Concerning this last point, the H-RR,, model now integrates the 1) correction terms.
These must also be rescaled when the resolution changes, in the same way as the strain
rate tensor S,g.

p_vi

o =5 (6.2.1)

6.2.1 Algorithm description

The proposed grid coupling algorithm is introduced in this sub-section. In the stan-
dard collide & stream algorithm, some populations are missing at the grid interface due
to the non-existence of neighboring nodes with a similar resolution. To reconstruct these
populations, most of the existing algorithms use an overlapping area. This strategy is
adopted both for the classical cell-centered [158,159] or cell-vertex [156,157] algorithms.

The present algorithm does not require any overlapping area to achieve the grid cou-
pling. It only needs some particular treatments performed on two specific nodes (O, O).
Both of these nodes are displayed on Fig. 6.4. The first ones are co-located fine and coarse
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nodes. They are used to reconstruct the missing populations on both grids. The second
ones are hanging fine nodes that do not have any counterpart in the coarse domain.

AN 1 A—w Hanging fine nodes without co-

. [[] located coarse nodes (spatial in-
A R terpolation)

< .L x_" A @ Co-located coarse and fine nodes
5 o[ . 1 O (© : Current, O: Neighbors)

L

A W LM
Figure 6.4 — Two dimensional representation of a plane refinement interface. ((=--»):

Unknown distribution functions after a streaming step, ( —): known distribution func-
tions. Left: fine domain, right: coarse domain.

A Middle nodes

At the grid interface, several distribution functions are missing and cannot be streamed
on (O) nodes (c¢f. Fig. 6.4). They have to be reconstructed after the streaming step. The
present grid coupling algorithm aims at reconstructing the missing populations based on
the following hypothesis ensuring mass and momentum conservation at (©) nodes

Z‘I’zgz(l)’ Z ‘I%gz(l) J_ (6.2.2)
with ®; = (1, €x,i) Cyis ez,i)T'

In practice, this equality cannot be satisfied straightforwardly since distributions with
the same resolution are missing in each grid. Eq. (3.5.3) can be used to relate the off-
equilibrium distributions of both grids. It is therefore possible to ensure Eq. (6.2.2) by
mixing the off-equilibrium distribution functions belonging to one mesh with the other.
Within the off-equilibrium part, g; can be known since it corresponds to a post-collision
function of an existing neighboring node. However, no f; ) is known since their compu-
tation involves unknown macrosco;)nc quantltles It is with the objective of determining a
consistent equilibrium function f; © O) nodes that the system proposed by Eq. (6.2.2)
must be solved.

Since fine cells are updated twice as often as coarse ones, the system will be solved
in the fine mesh, i.e. only the right hand side part of Eq. (6.2.2) will be considered:
i @,gfl) f = o. Solving this system allows finding the macroscopic variables that are
required to compute a local equilibrium on the (©) nodes. This equilibrium, in addition
to the known distribution functions, will make it possible to reconstruct both missing
fine and coarse distribution functions.

For the sake of generality, the set of indexes of fine and coarse missing populations
will be respectively referred to as 11/ and 171¢. The set of population indexes which are
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both known on the fine and coarse mesh after the streaming step will be referred to as
®, and the set of populations indexes that are only known on the fine mesh (resp. the
coarse mesh) will be referred to as Q7 (resp. Q¢). For instance, in the particular case of
Fig. 6.4, one has M/ = Q¢ ={4,5,6}, M°=9f = {1,2,8} and & = {0,3,7}. With these
notations, Eq. (6.2.2) can be re-written for the fine mesh, after replacing the missing fine
populations by the rescaled coarse ones thanks to Eq. (3.5.3), as

S @M+ T R-B g0+ Y gD -0, (6.2.3)

1€Qf iem/f ie®P

Furthermore, it can be noticed that the last term of this equation, involving &, can either
be computed thanks to the fine populations g,fl)’f or their coarse counterpart gfl)’c after
a rescaling by R = 0.57/7,. For this reason, and in order to generalize the resolution
procedure, two parameters I'; and v; are introduced below, depending on the nature (i.e.
fine or coarse) of the distribution functions that are taken into account in the system

resolution. Eq. (6.2.3) can then be re-written as

ST - @907 = 0, (6.2.4)

where

{Fine distribution is used: r;=1, vi =, (6.2.5)

Coarse distribution is used: I'; =R, Vi = ¢,

and where R is the rescaling factor to convert a coarse to a fine non-equilibrium distri-
bution. The choice of the couple (I';,7;) is not unique and will be further discussed in
Sec. 6.2.2.

In Eq. (6.2.4), off-equilibrium distribution functions gfl)’% =g - fi(o)(X) depend on
a vector of macroscopic variables X = (p, uy, uy,u,). This system of equations can be
rewritten in the following manner:

F(X)= 20 @ (g - £7(X)) = 0. (6:2.6)

In this system, all distribution functions g;* are known, while all equilibrium functions

fl.(o)(X) are unknown. For three dimensional cases, this system contains four equations
and four unknowns (p, u,,u,,u,). Because of the quadratic, cubic or even higher-order
powers in velocity arising in the adopted form of equilibrium function fl.(o), this system is
genuinely non-linear. Furthermore, the non-equilibrium functions are multiplied by the
I'; parameter, which takes as many values (1 or R) as the number of discrete velocities.
For these reasons, the system can be very tough to solve for three dimensional cases and
arbitrary grid refinement interfaces.

A general methodology of resolution is proposed here using an iterative Newton-
Raphson method [238,239]. This efficient method allows finding the roots of a given set
of equations, here F(X) = 0.
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Firstly, one can linearly evaluate, through a Jacobian matrix Jp(Xg) = dF(Xg)/dX,
the value of F(Xg + dX) that is the value of F(Xg) plus a small variation 6X around a
first estimation of the roots Xp:

F(Xo + 0X) ~ F(Xo) + Jp(Xo) - 6X. (6.2.7)

Subsequently, by assuming F(Xo+9dX) = 0, the roots Xg+0X can be determined through
a linear interpolation:

6X =Jp ' (Xo) [F(Xo +6X) - F(Xo)] = -Jr H(Xo)F(Xop). (6.2.8)

The roots can be found from a given starting point Xg as

Xo +0X = Xo - Jp 1 (Xo)F(Xp). (6.2.9)

Practically, the vector of macroscopic variable at the previous timestep is used to initialize
the Newton-Raphson algorithm. Finally, since F is nonlinear, the macroscopic variables
can be obtained iteratively in the following way:

Vn>0,  Xng=X,-J5 ' (X,) F(X,). (6.2.10)

The iterative method can be considered as converged when [|0X]|| < 10712,

The analytical expression of the Jacobian matrix Jg is computed once and for all
before it gets implemented by means of a free formal computation software, e.g. Max-
ima [240]. Then the inversion of the Jacobian matrix Jg ™" is directly computed in the LB
solver, at each iteration of the Newton-Raphson algorithm, using LAPACK library [241].
It is also possible to compute analytically the inverse of the Jacobian matrix using an
adequate mathematical tool. Nevertheless, in practice with such equilibrium in three
dimensions, it is more efficient to inverse it directly in the code. In all the cases of
Sec. 6.4-6.5, the Newton-Raphson algorithm takes less than three iterations to converge,
which leads to very small overhead as compared to the substantial gain it brings.

Once the macroscopic variables at (O) nodes are updated, it is then possible to recon-
struct the fine missing populations [156] using the new equilibrium distribution function
fi(o) determined with the updated macroscopic variables:

viem!, g/ =P +R M (6.2.11)

Non-coincident nodes (O) are completed by means of spatial interpolations. Fourth-
order one-dimensional interpolation schemes [83] are used to reconstruct their missing
populations (c¢f. Eq. (3.5.8)). Spatial interpolations are a critical subject for the quality
of grid coupling algorithms. It has been shown [83] that at least third-order spatial in-
terpolations are required to ensure mass conservation. In the present work, the choice
of one-dimensional interpolations is adopted for a sake of simplicity and to preserve the
computational efficiency of the algorithm. A systematic use of three-dimensional in-
terpolations that depend on the shape of the interface is indeed not conceivable. The
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one-dimensional interpolations have a significant impact on the quality of simulations,
which will be quantified in Sec. 6.3 and Sec. 6.4.

Furthermore, as two fine iterations are performed during one coarse time step, a
temporal interpolation of g is needed to reconstruct the missing populations glf on (Of )
nodes. The interpolation described in Sec. 3.5.7 is used.

It is noteworthy that no spatial filtering is employed when transferring distributions
from the fine mesh to the coarse one. Indeed, the algorithm being without overlapping
layer, it is not possible to use an isotropic filtering as it is generally done in standard
cell-vertex algorithms [59,83]. No particular needs for filtering have been observed in the
numerical experiments of Sec. 6.4-6.5 and for industrial aeroacoustic applications.

In the following section, the choice of the I'; parameter is discussed. The latter depends
on the choice of the distributions used in the DC algorithm which can be multiple.

6.2.2 Choice of the I'; parameter and distributions used in the
DC algorithm

At the grid interface, several possibilities may exist to reconstruct the distribution
functions. Populations for which i € & are indeed known on both meshes. Other popula-
tions for which i € Q7 (resp. Q¢) are only known on the fine (resp. coarse) mesh.

This observation leads us to several reconstruction possibilities. Two of them are
summarized in Table. 6.1. The first one, referred to as DC1, is a generalization of the
reconstruction originally proposed by Lagrava [212]. The second one, referred to as DC2,
is an improved reconstruction that is proposed in this study.

The distribution functions for the fine mesh reconstruction on (@)f node and the
associated value of I'; are summarized in Table 6.1.

Set of indexes P Qf m/s
BOT [ (LD [ (LD [ (® 0
e [Ro|LD][ (R0

Table 6.1 — Couples (I';,7;) assigned on (©) nodes for the iterative resolution of
Eq. (6.2.6), according to the set of population indexes i.

With regard to the reconstruction of the coarse distribution functions g¢ on (©)¢
nodes, in the same way as for the fine distribution reconstruction, many possibilities
exist. However, a lack of consistency between reconstruction in the fine mesh and in
the coarse one may lead to a non-conservation of mass and momentum in the collision
step. It is therefore decided here to reconstruct all coarse functions using the previously
completed fine ones, as
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g = O+ 1R g7 (6.2.12)

In summary, the DC1 model reconstructs the fine distribution functions using as many
informations coming from the fine mesh as possible. On the contrary, the DC2 model
uses as many available coarse functions as possible. The DC2 formulation aims to reduce
the reintroduction of interpolation errors occuring on () nodes in the reconstruction of
the (O) nodes and to minimize aliasing effects.

If the interface is not planar as on Fig. 6.4, the only difference lies in the indexes
associated with the sets ®,Qf 1M/f, and thus the values of associated couple (T';,7;).
The system (Eq. 6.2.6) being solved for discrete (T';,7;) values, it is simply enough to
substitute these values in the LB code, by the one corresponding to the given interface.
App. B.2 provides some examples of sets P, Q7 1M/ for interfaces with corners in two
dimensions.

6.2.3 Steps of the algorithm

The steps of the algorithm are summarized as follows:

1) Reference state — Fine grid ¢ ; Coarse grid ¢

a. All the distribution functions are known on both grids.

2) Asynchronous iteration — Fine grid ¢t + At/ ; Coarse grid t + At¢

Propagation step towards fine and coarse middle nodes.
Streaming of fine known populations towards (@) nodes.

Streaming of coarse known populations towards (©) nodes.

/o T

Temporal interpolation of previously streamed coarse populations gf on (Of )

nodes using Eq. (3.5.7).

e. Reconstruction of missing fine populations with parameter I'; = R with Eq. (6.2.11).
gi(o) is deduced from the macroscopic variables obtained thanks to the iterative
scheme of Eq. (6.2.10).

f. Estimation of the fine strain tensor Si 5 and the cubic Mach corrective term f

on (@') nodes using a second-order centered finite difference scheme following
the methodology introduced in Sec. 4.3.

g. Spatial interpolation of gif, W and Siﬁ on (O) nodes.
h. Collision of all fine nodes.

3) Synchronous iteration — Fine grid ¢ + At¢ ; Coarse grid t + At¢

a. Propagation step towards the fine middle nodes.

b. Streaming of fine known populations towards (@) nodes



Chapter 6 : Grid refinement for computational aeroacoustics on non-uniform meshes: a
134 direct grid coupling approach

c. Reconstruction of missing fine populations with parameter I'; = R with Eq. (6.2.11).

The coarse populations used here are those streamed on step 2)c. fi(o) is de-
duced from the macroscopic variables obtained thanks to the iterative scheme
of Eq. (6.2.10).

d. Estimation of the coarse strain tensor S¢, and the cubic Mach correction term
Y¢ on (OF) using second-order centered finite difference scheme scheme. On
(@) nodes, transfer and conversion of Sts and ¥ to the fine scale using
Eq. (4.3.1) and Eq. (6.2.1) respectively.

e. Spatial interpolation of gif, Siﬂ and ¥ on (O) nodes.

f. Reconstruction of coarse populations using Eq. (6.2.12).

g. Collision of all nodes with Eq. (4.1.4).

4) Repetition of steps 2) to 4) until the end of the simulation.

For efficiency reasons, in the case of a regularized model, only the macroscopic vari-
ables p,u and the off-equilibrium moments can be interpolated instead of g;. This grid
refinement algorithm is made completely generic for any orientation of the interface and
either two or three dimensional configurations. The only difficulty lies in the prelimi-
nary needs to use a formal computing tool to compute the Jacobian matrix used in the
system to find the equilibrium function. Using a direct connection like this one allows
reducing the number of duplicated points at grid interface compared to overlapping algo-
rithms, which saves memory and improves code parallelization. Nevertheless, due to the
Newton-Raphson iterative procedure, an extra-cost of 15% in the grid coupling algorithm
is noticed for the DC compared to the STD in the simulations carried out afterwards.
However, this cost remains very marginal considering the low number of interfacial nodes
concerned by the algorithm. The overall cost of the grid refinements in the simulations
performed in Sec. 6.4 and 6.5 is less than 1% of the total simulation time.

All the useful theoretical details the grid coupling algorithm being described, the
validation of the DC algorithms are presented in the following sections.

6.3 Spatial interpolation schemes for arbitrary inter-
faces

6.3.1 Description of spatial interpolation schemes

Depending on the interface shape, several interpolation schemes can be adopted. One
dimensional interpolations are generally used [83,242] since the cost of three dimensional
interpolation methods are prohibitive. To our knowledge, the topic of spatial interpola-
tions used with cell-vertex algorithms for arbitrary interface in the fluid domain has never
been addressed in the literature. Lagrava et al. [83] proposed three interpolations schemes
that are used for plane interface with compatibility with domain borders. These inter-
polations are a prior: mainly used by other authors. However, these last imply reducing



6.3 Spatial interpolation schemes for arbitrary interfaces 135

the order and thus the precision for arbitrary transitions. This can be very inconvenient
when using meshes with “layers” as it is usually done for industrial applications [61].

Hence a method (referred to as I —3) is proposed here to keep an identical interpola-
tion stencil whatever the shape of the grid interface in the fluid domain. Fig. 6.5 shows
the possible configurations of a two-dimensional interface and the associated interpola-
tion stencils for three interpolation methods. Using the node convention of Fig. 6.4 with
the blue color that is associated with the current node it gives:

e Method I-1: Only co-located fine nodes (O) are employed in the interpolation
to reconstruct the hanging nodes (O). Thus, second-order centered (Mesh A), up-
wind third-order (Mesh B) and fourth-order centered (Mesh C) spatial interpolation
schemes are used depending on the shape of the interface.

e Method I-2: Co-located (O) and middle fine nodes (&) are employed in the in-
terpolation to reconstruct the hanging nodes (O). Third-order upwind (Mesh A
and B) and fourth-order centered (Mesh C) spatial interpolation schemes are used
depending on the shape of the interface.

e Method I - 3: Both co-located fine nodes (O) and fine or coarse middle nodes (4) are
utilized. Therefore, fourth-order centered scheme are used whatever the interface
shape.

The interpolation schemes for a quantity h are detailed in the case of an interface with
a tangential vector e, (0,1,0). Given in coarse unit for the I - 1 method which involves
three different stencils it gives:

e Second-order centered spatial interpolation scheme (Mesh A)
h(B,¢t) = %(h(O— ey[2,t) + h(O+ey/2,t)). (6.3.1)

e Third-order upwind spatial interpolation scheme (Mesh B)
3 3 1
h(,t) = gh(o —ey[2,t) + Zh(o +ey[2,t) - gh(o +3e,/2,t). (6.3.2)

e Fourth-order centered spatial interpolation scheme (Mesh C)

h(B,t) = 3(h(0+ ey[2,t) +h(O- ey/2,t)) - %G(h(cn 3ey/2,t) + h(O-3e,/2, t)).

16
(6.3.3)
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Figure 6.5 — Stencils used for the three interpolation methods (I-1 to 1-3) for the
different mesh configurations that can be encountered in two dimensions.

The I-3 method constantly uses fourth-order interpolation schemes (Eq. (6.3.3))
except at boundaries. For this purpose, nodes employed for the interpolation can no
longer be restricted to the interface. A specificity thus appears when a mid-
dle coarse node (2) is used. A temporal interpolation is necessary at odd
timestep (Eq. (3.5.7)) as well as a rescaling of the off-equilibrium distribution
functions (Eq. (6.2.12)). This method is more accurate but also more expensive for
parallel purposes since nodes must be accessible outside the interface and even within the
coarse mesh.

In the next section, the three interpolation methods that have been implemented in
LaBS/ProLB will be compared on a convected vortex that crosses an inclined refine-
ment interface. The STD cell-vertex algorithm that is described in [59,87] and used in
LaBS/ProLLB v2.5 will be adopted for this comparison before it will be compared to the
DC algorithms.
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6.3.2 Comparison of interpolation methods on a convected vor-
tex that crosses an inclined grid interface

This section aims to compare the accuracy and the spurious noise emitted by a vortex
crossing an oblique transition depending on the interpolation method used. This test
case is typical of an aeroacoustic application and it is used in the two previous studies
dealing with aeroacoustics with non-uniform meshes [69,87]. For this test case, a refer-
ence to our previous article [87] or to Chap. 4 is of paramount importance to get rid of
the non-hydrodynamic modes present in the vortex, which can drastically increase the
spurious emission. Like in the previous study, these modes are here filtered out by the
use of the H-RR,, collision model.

The case of a vortex crossing an interface with thirty degrees of inclination is chosen
since it allows to find the two cases (Mesh A & B) of interface described on Fig. 6.5.
The third case (Mesh C) being identical for both three interpolation methods, it is not
studied here.

The barotropic vortex [183] that is solution of the isothermal Euler equations is ini-
tialized in the fine mesh as follow:

p(x,y,z):poexp[_ e exp(_<w—xc>2+<y—yc)z)],

2(T9T0)2 R?
Y= Ye (r-2)* + (y — ye)*
Uy ($,y72)=Um—€(TC)€XP(— 2R ,
€T — T (x_xc)2+(y_yc)2
Uy($,y,2)=6( Rc )eXp(_ 2R(2: )
u, (z,y,2) =0, (6.3.4)

with

po=1.17621 kg.m™>, U, =0.1cy, r,=287.15Jkg l.m™,
€=0.15¢c), Ax/=00lm, R.=0.06m, (zy.)=(-6R,0).

Contrary to what has been done so far, all simulations will be presented with dimen-
sioned values. The dimensionless values were useful to assess the numerical properties of
the LBM. However, the dimensioned values are more suitable for the remaining applica-
tions. All the simulations of the present chapter are carried out with a kinematic viscosity
of v =1.49.10° m?.s7! a speed of sound of ¢y = 347.3 m.s™!, a reference temperature of
Ty = 300K and a hybridization parameter o = 0.98.

The simulation domain is described on Fig. 6.6. In order to avoid any reflection of
spurious acoustic, explicit absorbing layers [79] are added at the domain boundaries, as
previously done in Chap. 4. In order to record the emitted spurious acoustics, 36 pressure
probes are located in a circle at a distance of 1.5m from the domain center.
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Figure 6.6 — Sketch of the simulation domain for the vortex convected across a 30°-

inclined grid interface. Absorbing layers map the domain boundaries to avoid reflection
of spurious acoustic emission.

The relative pressure field is compared for the three interpolation methods on Fig. 6.7
when the vortex has almost crossed the interface. A significant reduction of the noise
emitted by the vortex at the interface can be observed with the I — 3 method compared to
I-1, as well as an improvement of the vortex continuity. This last point is crucial since
any discontinuity in the transfer of the vortex will generate a huge acoustic emission.
The I-2 method is restricted to third-order upwind scheme for this test-case. It is
significantly better than I -1 but less accurate than I -3 that uses fourth-order.
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Figure 6.7 — Relative pressure field (P — Pret) of the vortex convected across an inclined
refinement interface at t = 1100 - Atf. Left: 1-1, middle: 1-2, right: 1-3. (-+): grid
refinement interface.

With microphones located in the far-field region, forming an arc around the spurious
source, it is possible to compare OASPLs (Overall Sound Pressure Level) of spurious
noise so as to quantify the intensity and directivity of emission. There is no reference
here, since, theoretically, no acoustic noise is expected by the convection of a single
vortex in a homogeneous flow. Thus, the whole recorded noise is spurious. As can be
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clearly identified on Fig. 6.8, a large reduction of the spurious noise is obtained whatever
the direction with the I -3 method. The azimuthal averaged acoustic emission is then
reduced for more than 6dB compared to the I-1 one. As a recall, a reduction of 3dB
corresponds in dividing the sound intensity by a factor of 2.

90°

I-1 I-2 I-3

maximum
OASPL(dB) | 93.4 | 88.4 | 85.1

mean
OASPL(dB) | 88.7 | 85.1 | 82.6

270°

Figure 6.8 — Left: Pressure OASPL of the spurious acoustic measured in the far-field
for the convected vortex test case that crosses an inclined refinement interface with the
STD algorithm. :I-1, o9-:1-2, -0-: I-3. Right: Table of mazimum and average
OASPL over the 36 microphones. (---): grid refinement interface.

The I-1 method generates a very strong dipole radiated noise [243,244], especially
in the direction of the fine mesh. A very large reduction of this noise is achieved in most
propagation directions, and particularly in the fine grid, as can also be seen on Fig. 6.7.

These results obtained for an oblique interface allow to conclude that keeping fourth-
order centered interpolations for all interface shapes that are likely to occur in the fluid
core is really beneficial for aeroacoustic applications. It is therefore the I — 3 interpolations
that will be used later on to compare several grid refinement algorithms on academical
test cases.

6.4 Numerical validation and comparison with an ex-
isting grid refinement algorithm on academic test
cases

In this section, numerical validations and comparisons of the DC algorithms with the
STD one that is used in LaBS/ProLB v2.5 will be performed [59].

Firstly, a two-dimensional acoustic pulse is considered over a plane and a circular
interface to highlight anisotropy effect induced by the spatial interpolations. Secondly, a
convected vortex through a plane and an inclined grid refinement interface is investigated.
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6.4.1 Acoustic Pulse

A pseudo-2D acoustic pulse is considered in this section. This is a purely acoustic
test case. The acoustic pulse is initialized in the fine grid as follows:

p(x,y,z) = Po (1 +A6Xp (_(ZL‘2+—R(Z)2)) )

u(z,y,z) =0, (6.4.1)
with
po=1.17621kg.m™ . A=10"2, R.=0.06 m.

Distribution functions are initialized at their equilibrium values computed with these
macroscopic quantities. The simulated domain is a pseudo 2D periodic box of size
[L,L,Az¢] with L = 3m and Az¢ = 2Azf = 0.02m. The pulse is initialized at the cen-
ter of the domain.

6.4.1.a Acoustic pulse across a plane refinement interface

In this section, propagation of the acoustic pulse across a plane interface is considered.
The grid interfaces are located at x = —0.75m and x = 0.75m. The computational domain
is sketched on Fig. 6.9.
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Figure 6.9 — Left: Left: Sketch of the simulation domain for the acoustic pulse test case
with plane mesh refinement interfaces. Right: density field for the pulse with a uniform
fine mesh used as a reference (pr¢!) for the non-uniform simulations. (--): refinement
interface.

In this test case, the acoustic reflection induced by the mesh interface is investigated.
This spurious reflection can be attributed to three phenomena.
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e A sudden variation in dispersion properties between a fine mesh and a coarse mesh,
as evidenced in our last study [87] (cf. Fig. 3.4). This phenomenon is independent
of the considered grid refinement algorithm.

e An aliasing effect. A wave resolved with less than four points per wavelength in
a fine mesh has no counterpart in a coarse one. A spectral aliasing might thus
take place, which results in a reflected acoustic wave. This phenomenon can be
attenuated thanks to a filtering step when rescaling information from the fine mesh
to the coarse one. However, no noticeable improvement has been obtained with the
add of a filtering step on this test case.

e The precision of the grid coupling algorithm. A slight discontinuity in the transfer
between grids may lead to an acoustic reflection.

Reflection rates exhibited with the relative density, obtained with the three grid re-
finement algorithms (STD, DC1 and DC2), are compared on Fig. 6.10 for this test case.
Result from the simulation based on the uniform fine grid is displayed on Fig. 6.9. It will
be considered as the reference result.
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Figure 6.10 — Relative density field of the reflected wave for the pulse test across a
plane mesh refinement at t = 220- Atf. The uniform fine simulation is taken as reference
(pref) and Apref = el () = pr (t). Left: STD, middle: DC1, right: DC2.

Whatever the grid refinement algorithm considered, an acoustic reflection can be high-
lighted in non-uniform simulations, due to a combination of the three above-mentioned
reasons. With the DC2 algorithm, the amplitude of the spurious reflected wave is sig-
nificantly reduced compared to that obtained with the DC1 algorithm. This seems to
be caused by the fact that in the DC1 algorithm, the reconstruction of the distribution
functions is carried out keeping as many fine distribution functions as possible. This leads
to a higher aliasing effect, inducing a larger acoustic reflection.

6.4.1.b Acoustic pulse across a circular refinement interface

In this section, a 1m-radius circular transition is located around the initial position
of the acoustic pulse. This type of transition is chosen since it makes it possible to study
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a wide variety of interface shapes. A sketch of the computational domain is diplayed on
Fig. 6.11.
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Figure 6.11 — Left: sketch of the simulation domain for the acoustic pulse test case

with a circular mesh refinement interface. Right: density field of the pulse with a uniform
fine mesh used as reference for the non-uniform simulations. (---): refinement interface.

This test case is relevant since it can evidence the anisotropy of the acoustic reflection,
especially induced by the spatial interpolation. Even though fourth-order schemes are
used regardless the shape of the interface, these interpolations remain one-dimensional.
Thus, two non-coincident nodes, although very close to each other, can use interpolation
stencils with different normal directions. Therefore, very different interpolation nodes
can be used and lead to an anisotropy of the acoustic reflection.

Here, the acoustic pulse will expand and cross the interface. The reflected spurious
wave is shown on Fig. 6.12. The reference used for these simulations is identical to the one
used in the previous section since the latter is performed on an uniform mesh (Fig. 6.11).
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Figure 6.12 — Relative density field of the reflected wave for the pulse test case across
a cylindrical mesh refinement at t = 250 - Atf. The uniform fine simulation is taken as
reference (pmef) and Apref = prel (t) = pi (t). Left: STD, middle: DC1, right: DC2.

The three simulations highlight an anisotropy of the acoustic reflection, which may
be caused by the one-dimensional spatial interpolations. The minimal reflection appears
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along the z- and y-axes. Along these axes, the cylindrical refinement interface is tan-
gent to the Cartesian mesh, which makes it quasi-planar as schematically displayed on
Fig. 6.11. The treatment of the non-coincident nodes is therefore optimal because neigh-
boring non-coincident nodes use the same normal direction for interpolations.

Then, comparing the transition algorithms, it can be observed that the reflected wave
with the lowest intensity is produced by the DC2 algorithm whatever the shape of the
interface. As previously noticed in the plane transition case, the largest reflection is in-
duced by the DC1 algorithm.

The conclusion retained from these two purely acoustic test cases is that the DC2
algorithm turns out to be the most accurate one for propagating an acoustic perturbation
from a fine mesh to a coarse one. The opposite transfer from a coarse to a fine mesh has
also been investigated and provides similar conclusions on the algorithm quality.

6.4.2 Convected vortex

The vortex convection across grid interface of various shape is studied in this section.
First, a plane interface is considered, then a 30-degrees inclined will be discussed.

6.4.2.a Vortex convection across a vertical refinement interface

The vortex initialization characteristics are given in Sec. 6.3.2. The simulation domain
is displayed on Fig. 6.13. A vertical refinement interface is located at x = 0 m. The vortex
is initialized in the fine grid and is convected from the fine to the coarse one. This first case
with a plane interface allows getting rid of issues related to interpolation and anisotropic
treatment of the interface.
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Figure 6.13 — Sketch of the simulation domain for the vortex convected across a plane
refinement interface. Absorbing layers map the domain boundaries to avoid reflection of
SpuUrtous acoustic emission.
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The spurious noise emitted by the vortex is evidenced on Fig. 6.14 where the relative
pressure fields are shown. A very strong attenuation of the parasitic noise is obtained
with the two DC algorithms compared to the STD one. This is partly explained by the
continuity of the vortex pressure and velocity, ensured by the DC algorithms in this case.
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Figure 6.14 — Relative pressure field (P —Prf) of the vortexr convected across a plane
refinement interface at t = 920- Atf. Left: STD, middle: DC1, right: DC2. (--): grid
refinement interface.

As previously, a more quantitative criteria can be considered in terms of the integrated
spurious noise over the 36 the microphones located in the farfield region. As can be clearly
identified on Fig. 6.15, a large reduction of the parasitic noise is obtained whatever the
emitted direction with the DC algorithms. The averaged acoustic emission is then reduced
for more than 10dB compared to the STD one. Both DC1 and DC2 formulations lead to
very close emissions, even though the DC1 algorithm turns out to be slightly better on
this case (0.9dB of average reduction).

However, as shown in App. B.1 focusing on the stability and accuracy of the interface,
a strong dissipation of the vortex is induced by the DC1 algorithm, especially when
the Mach number increases (cf. Fig. B.4). The dissipation is higher than for its DC2
counterpart, and even higher than for the STD algorithm when the Mach number is
greater than 0.2.

The DC algorithms have proven to be very relevant for the case of the vortex advected
across a vertical interface. In the following section, a similar vortex is convected across
an oblique refinement interface.

6.4.2.b Vortex convected across an inclined refinement interface

The exactly same data setting as introduced in Sec. 6.3.2 is reproduced in this sec-
tion. This case allows assessing the accuracy of the different grid refinement algorithms
whatever the local shape of the transition (planar or stepped configuration). This time,
spatial interpolations are expected to play a major role.

Spurious acoustics emitted by the vortex convection across this interface is displayed
on Fig. 6.16 for the three grid refinement algorithms. This time, every algorithm qualita-
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STD | DC1 | DC2

maximum
OASPL(dB) | 80.7 | 68.9 | 69.8
mean
OASPL(dB) | 77.0 | 65.6 | 66.5

Figure 6.15 — Left: pressure OASPL of the spurious acoustics measured in the farfield
for the vortex convected across a vertical refinement interface. -O-: STD, —»: DCI,
~<>-: DC2. Right: table of mazimal and average OASPL over the 36 microphones.

tively emits spurious acoustics in a similar intensity, and much larger than that obtained
with a plane transition, even if better results are, again, obtained with the DC algo-
rithms. In addition, there is a slight discontinuity of the vortex pressure field with the
three algorithms, which may be responsible for this emission. This discontinuity can be
attributed to the one-dimensional spatial interpolations used, resulting in an anisotropic
treatment of non-coincident nodes.
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Figure 6.16 — Relative pressure field (P — Pr) of the vortex convected across an inclined
plane refinement interface at t = 1100- At/. Left: STD, middle: DC1, right: DC2. (- ):
grid refinement interface.

Quantitatively speaking, pressure OASPLs, displayed on Fig. 6.17, indicate that the
emission of the three algorithms (STD, DC1, DC2) are, indeed, of the same order of
magnitude. Averaged OASPLs are well above those obtained for a plane interface with
an increase of 6, 15 and 13 dB respectively. Thus, the DC1 algorithm is the most degraded
one by the use of oblique transitions. For this one, a very intense wave (up to 84.5dB)
is observed in the coarse mesh, whereas the maximal acoustic amplitude produced in
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the fine mesh is 4dB less intense. This is all the more problematic as for aeroacoustic
applications, microphones are generally located in the farfield region, i.e. in the direction
of the coarse mesh. They would therefore be subject to a more intense spurious emission.
This time, the DC2 algorithm is the most relevant one on this test case, although the
benefit compared to the STD one is reduced on this inclined interface. Furthermore, the
emission is better distributed between both grids with the DC2 algorithm.

STD | DC1 | DC2

maximum
OASPL(dB) | 85.1 | 84.5 | 82.1

mean
OASPL(dB) | 82.6 | 80.9 | 79.6

Figure 6.17 — Left: Pressure OASPL of the spurious acoustic measured in the farfield
for the convected vortex test case that crosses an inclined plane refinement interface.
-0-: STD, -»: DC1, <-: DC2. Right: Table of maximum and average OASPL over the
36 microphones. (---): grid refinement interface.

From these academic test cases, the following conclusions can be drawn whatever the
shape of the interface.

e The DC2 algorithm is the most relevant one to deal with pure acoustics.

e DC algorithms are much more accurate than the STD one to convect a vortex
from a given mesh resolution to another. However, the benefits of these algorithms
are strongly degraded by the quality of interpolations in the presence of arbitrary
inclined transition. In that case, a slightly better behavior has been observed with
the DC2 algorithm, especially when focusing on the acoustics propagated towards
the coarse mesh. This is more critical for aeroacoustic applications, as microphones
are generally positioned in that direction.

The last remark is of paramount importance: when using this type of interpolation,
one should keep in mind that vortices convected across inclined interfaces are likely to
generate more spurious noise. This specificity must be taken into account in the mesh
design for aeroacoustic applications with complex geometries. For example, arbitrary
layers of cells can be used close to the walls and plane grid interfaces should be preferred
in the wake region, where many intense vortices are expected.

In the next section, algorithm comparisons will be performed on a turbulent case of a
cylinder at high Reynolds number, under typical conditions of an industrial aeroacoustic
application.
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6.5 Numerical validation and comparison with an ex-
isting grid refinement algorithm on a turbulent
test case

The purpose of this section is to evaluate the accuracy and stability of the grid re-
finement algorithms with arbitrary transitions in the presence of turbulent flows. A
turbulent cylinder wake is chosen with a Reynolds number set in the super-critical flow
regime [245,246], that is representative of typical aeronautical applications. A compre-
hensive study of the flow physics will not be performed here, since it mainly depends
on the parietal modeling, which is not the subject of this study. The aim is to simulate
a low-viscosity turbulent flow across refinement interfaces minimizing the generation of
spurious noise.

The ability of the H-RR,; collision model to eliminate spurious vorticity, which is likely
to appear at mesh transitions with other collision models, has been shown in a Sec. 4.5.
Comparisons are therefore carried out with a flow that is free from spurious vorticity in
the fluid core. Moreover, mesh refinement interfaces will be located far away from the
cylinder so that their influence on the wake physics can be considered as weak.

Hence, the global noise emitted in this simulation is a superposition of the dipole
noise emitted by the cylinder [247], and the spurious noise attributed to mesh transi-
tions. Considering that the dipole noise sources are located near the cylinder wall, and
the transitions are far from the latter boundary condition, it can be inferred that physi-
cal noise sources are identical whatever the transition algorithm used. Consequently, any
additional noise is considered as spurious and will be quantified in this study as such.

In this section, the test case is firstly declined using box-shaped transitions to minimize
interpolation errors. In a second step, mesh layers surrounding the cylinder are considered
instead of the first cubic box resolution. This second case makes it more representative
of industrial meshes where one would like to better capture the physics related to the
boundary layers.

6.5.1 Simulation of the turbulent cylinder with box-shaped grid
interfaces

A sketch of the simulation domain is shown on Fig. 6.18. Three resolution domains
(RD) are placed around the cylinder, on which a wall law taking into account adverse
pressure gradients and curvature effects is applied [66,78]. These boxes are placed in such
a way that the mesh in the wake is fine enough to ensure the development of turbulent
structures before crossing the interfaces. 36 Probes are placed on a 1.5m-radius circle
centered around the cylinder to record acoustic directivity.

The simulation parameters are
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Mo = 0.1,  poo = 1.17621 kg.m™3, Ax! =0.001m,
D=0.3m, v=149.10"m2s', T=0.5s,

where M, is the free stream Mach number imposed at the inlet, D is the diameter of the
cylinder, v is the kinematic viscosity and T the overall simulation time.
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Figure 6.18 — Sketch of the simulation domain for the cylinder test case. Three refine-
ment domains (RD) are used. Absorbing layers map the domain boundaries to avoid any
acoustic reflection.

A Dirichlet velocity boundary condition is imposed at the inlet and a Dirichlet den-
sity boundary condition at the outlets. Both conditions are implemented using a full
reconstruction of distribution functions estimated with finite differences as in [80-82]. A
thickness of 1.6D is chosen in the third dimension (z axis) in order to allow the three-
dimensional turbulence to be fully developed. Furthermore, absorbing layers [79] map
the domain boundaries to avoid acoustic reflections and reduce the spurious noise that
may be caused by the impact of the turbulent wake on the outlet Dirichlet condition.

Velocity dilatation fields are displayed on Fig. 6.19, where colormaps are tightened
to highlight acoustic wave fronts. A huge decrease in the spurious noise can be observed
with the DC algorithms, as expected from the results obtained with the convected vortex
of Sec. 6.4.2. Both sources, from RD1 and RD2, are highly attenuated. Finally, it can be
noted that no harmful numerical artifacts or parasitic vorticity can be observed at the
transitions despite this very tight colormap, whatever the algorithm. This is explained
by the use of the H-RR,;, algorithm which damps non-hydrodynamic modes that generate
spurious noise sources at the refinement interface [87].

Pressure OASPLs are displayed on Fig. 6.20. A significant reduction of the spurious
noise, of about 20dB, is obtained between the STD and the DC algorithms, whatever the
directivity. The DC2 algorithm is the one generating fewest parasitic acoustics (on aver-
age 2.2dB less than the DC1 algorithm). These results were not expected with regards to
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Figure 6.19 — Velocity dilatation field (V -u) of the turbulent flow around a cylinder
with boz-shaped grid interfaces. Left: STD, middle: DC1, right: DC2.

the test case of the convected vortex crossing a plane interface, where the DC1 algorithm
seemed to emit less parasitic acoustics than the DC2 algorithm (0.9 dB less in that case).

However, all the simulations performed on turbulent test cases led to the same con-
clusions: the DC2 algorithm is more accurate in the handling of turbulent flows. This
may be explained by the fact that using coarse distribution functions in the reconstruc-
tion of g; acts as a partial filtering step. Fine distribution functions have indeed a richer
spectral content thanks to the ability of the fine mesh to resolve smaller structures. If
this spectral content is directly transferred to the coarse mesh, an aliasing effect may
occur, since high frequency waves of the fine mesh does not have any counterpart in the
coarse one. Ideally, all fine functions used during the fine to coarse transfer should be
filtered [59, 83]. However, common isotropic filter cannot be used on transition nodes
of non-overlapping algorithms, for which some distributions are unknown on the coarse
side. Hence, reconstructing distributions with as many coarse distributions as possible

minimizes the aliasing phenomenon. This can explain the minimal noise recorded on
OASPLs with the DC2 algorithm.

In the following section, additional simulations of the same flow configuration are
carried out with a cylindrical RD1 resolution domain.

6.5.2 Simulation of the turbulent cylinder with mixed layers
and box-shaped grid interfaces

Offset mesh layers are widely used in industrial simulations, as shown for example in
recent LB studies [57,74,222]. They make it possible to refine the grid close to the walls,
and thus to capture the physics of boundary layers that drive much of the flow physics
on realistic geometries.

The adopted mesh is shown on Fig. 6.21, where a layer of 75 cells is considered in
RD1. This very large distance between the first refinement interface and the solid wall
allows better visualizing the flow and the numerical artifacts that might occur. This
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STD | DC1 | DC2

maximum
OASPL(dB) | 94.1 | 75.8 | 73.7
mean
OASPL(dB) | 91.7 | 72.2 | 70.0

Figure 6.20 — Left: Pressure OASPL measured in the farfield of the turbulent cylinder
with box-shaped grid interfaces. -O-: STD, ~: DC1, <-: DC2. Right: table of maximal
and average OASPL over the microphones.

choice is not adopted for a physically optimized simulation, where generally layers of 6
to 7 cells are designed close to the walls.
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Figure 6.21 — Sketch of the simulation domain for the cylinder test case. Three refine-
ment domains (RD) are used, the first one being cylindrical. Absorbing layers map the
domain boundaries to avoid reflection of spurious acoustic emission.

Velocity divergence fields are shown on Fig. 6.19. Like in the previous section, a very
strong reduction of the spurious noise is observed with the DC algorithms. No numerical
artifacts, except parasitic acoustics, appear on the cylindrical transitions whatever the
algorithm. The acoustic source generated by the RD1 one is less intense than that
observed on Fig. 6.19. This may be attributed to the position of the interface that is
closer to the cylinder. Turbulent structures that are convected across it are then smaller
and less intense. These structures therefore produce less acoustic noise, even though
the quality of the algorithm may be degraded by spatial interpolations as discussed in
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Figure 6.22 — Velocity dilatation field (V -u) of the turbulent cylinder with a mized of
layers and box-shaped grid interface. Left: STD, middle: DC1, right: DC2.

Quantitatively speaking, it can be seen on the OASPLs (Fig. 6.23) that a significant
decrease in spurious noise is again observed with the DC algorithms, with notably 21dB
reduction between STD and DC2 algorithms. The simulation with the DC1 algorithm
is the only one where the average noise has been increased by the use of cylindrical
transitions. The difference with the DC2 algorithm is thus increased from 2.2dB to
2.6dB. This result was expected, since Sec. 6.4.2.b highlighted that the DC1 algorithm
could emit significantly more noise to the far field than the DC2 one with a non-planar
interface.

STD | DC1 | DC2

maximum
OASPL(dB) | 93.7 | 75.0 | 73.9
mean

OASPL(dB) | 90.9 | 72.5 | 69.9

270°

Figure 6.23 — Left: Pressure OASPL measured in the farfield of the turbulent cylinder
with a combination of cylindrical and box-shaped grid interfaces. -O-: STD, ~: DC1,
- DC2. Right: Table of mazximal and average OASPL over the microphones.
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These turbulent test cases allowed for validating the DC algorithms under realis-
tic conditions, typical of industrial aeroacoustic applications. These algorithms do not
present any stability issue and offer a very important gain in accuracy. A stability study
is carried out in App. B.3 to corroborate these statements. They are key elements in addi-
tion to the H-RRy, collision model (or any model filtering out non hydrodynamic modes)
to perform aeroacoustic simulations that are not polluted by spurious noise. More specif-
ically, the DC2 algorithm is more relevant for dealing with turbulent flows than the DCI.
This might be attributed to the use of coarse distribution functions in the reconstruction,
which reduces aliasing effects. Furthermore, since this formulation is more accurate when
using transitions of any shape, as well as to transmit acoustic waves, the DC2 algorithm
should be preferred for aeroacoustic simulations.

6.6 Conclusion

In this study, a new family of algorithms has been proposed to cope with the abrupt
resolution transitions of lattice-Boltzmann non-uniform grids. Based on a direct grid cou-
pling formulation, these types of algorithms distinguish from commonly used methods,
where overlapped grid areas are generally considered. The proposed algorithms derived
from the Lagrava’s work [212] are based on the use of a unique and consistent equilibrium
distribution function at the mesh interface, which complies with the conservation of mass
and momentum through a local iterative procedure. This equilibrium function has been
used to reconstruct the missing distribution functions at both coarse and fine mesh sides,
as well as in the collision step. The way missing distributions are reconstructed is not
unique since some of them are known in both meshes: one can either conserve fine, as it
was originally done in [?] or coarse populations. This choice has a significant influence
on the accuracy of the algorithm. In this study, two possible reconstructions have been
addressed and compared. Validations and comparisons on academic cases have been car-
ried out for arbitrary transitions. First of all, the DC2 algorithm proved to be the most
accurate for a purely acoustic pulse crossing a mesh transition. Then, a vortex convected
across a transition has been studied. For this case, the spurious noise generated by the
DC1 algorithm was slightly lower than that generated by the DC2 algorithm for plane
transitions. It was especially much lower than the STD algorithm, on which a discontinu-
ity of the vortex is observed. However, the accuracy of the uni-directional interpolation
schemes, commonly used in the literature, strongly alters the accuracy of the algorithm
for arbitrary transitions and, in the end, the DC2 algorithm proves to be globally more
accurate.

In view of the prohibitive cost of complex three-dimensional high-order interpolations,
the choice of uni-directional interpolation schemes remains wise for cell-vertex algorithms.
Meanwhile, we have studied the effect of the order of interpolation schemes on the ac-
curacy of the grid coupling. A new method has been proposed (I-3), allowing to keep
fourth-order interpolations everywhere in the fluid core. This improvement allowed, in
addition to the DC algorithms, to greatly improve the accuracy of the refinement in-
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terfaces in LaBS/ProLB. However, meshes must be designed carefully, especially when
well-developed wakes cross refinement interfaces: the use of plane transitions away from
solid boundaries remains to be preferred.

Globally, it is shown that DC algorithms remain stable for high Reynolds number
flows and greatly improve the accuracy of the grid interface. Moreover, the DC2 algo-
rithm turns out to be the most accurate one for the realistic case of a turbulent cylinder
wake flow. These last results may be due to reduced aliasing effects, which are all the
more important as turbulent structures are under-resolved. Moreover, it has been evi-
denced in App. B.3 that the accuracy of the DC1 algorithm strongly deteriorates when
the Mach number increases.

Furthermore, results obtained with the H-RR,, model on the vortex convection as well
as on the cylinder wake flow, confirm the generic nature of our first study in Chap. 4,
in which the STD algorithm was used. No harmful contribution of non-hydrodynamic
modes at mesh transitions is noticeable with the DC algorithms. On the vortex case,
neither spurious vorticity, nor any striations on the pressure field are indeed visible in
the vicinity of the vortex. On the turbulent cylinder case, no high-frequency waves are
observed.

Finally, the marginal cost of the grid coupling algorithm (< 1% of the total compu-
tational cost on all the test cases performed), makes the use of the DC algorithms quite
acceptable for an industrial use. A combination of the H-RR,; collision model, and the
DC2 algorithm seems to be a suitable choice for industrial aeroacoustic studies. The
combination of these models will be assessed on industrial aeronautical applications in
the next chapters.
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This chapter is devoted to the study of the LAGOON 1 landing gear. Following a
bibliographic review of previous studies, and an introduction to the CFD/CAA cou-
pling methods, it is chosen to compare both solid and permeable FW-H formulations.
Three grids of increasing resolution are investigated. First, steady and unsteady aero-
dynamic results are presented with the aim of validating the ability of LaBS/ProLB to
capture such flow and to locate noise sources. Then, the contributions of the H-RR,,
model, as well as of the DC grid coupling algorithm are quantitatively assessed for
aeroacoustics. The limitations of the solid FW-H formulation are discussed for the
prediction of landing gear noise. Finally, far-field results are provided with narrow
band PSDs and directivity curves.

7.1 Introduction

The LAGOON project (for LAnding Gear nOise database for CAA validatiON) is a
project supported by Airbus [248,249], which involves ONERA, DLR and Southampton
University. The objective is to provide a reliable and highly instrumented experimental
database for the validation of coupled CFD/CAA methods on landing gears of increasing
complexity. To this end, three configurations have been studied in dedicated experimen-
tal campaigns, taking into account components that are getting increasingly close to a
realistic landing gear.

The three mock-ups are shown on Fig. 7.1. These mock-ups share a common basis,
the LAGOON 1, then extra components are added.

e LAGOON 1: The simplest configuration used as a baseline. It is composed of a
lower leg, an upper leg and an axle that connects two wheels.

e LAGOON 2: The lights, the steering actuator and the tow bar are added to the
baseline.

e LAGOON 3: The torque link is included. Inner and outer rim periphery caps are
removed.

These mock-ups correspond approximately to a 1:2.5 scaled nose landing gear of an
Airbus A320 aircraft. The wheel diameter is D = 0.3m resulting in a Reynolds number
based on this last of 1.564x 10°. In these conditions, the flow is expected to be completely
turbulent, at least on wheels. The test campaigns, as well as the various numerical
simulations carried out on these configurations are summarized in the following sections.

7.1.1 Overview of LAGOON experimental campaigns

The LAGOON project was divided into two experimental campaigns. The first
one [248], was conducted in 2008 in the closed wind tunnel F2 from ONERA (c¢f. Fig. 7.2).
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Upper leg

Steering
actuator

Wheels Lower leg

LAGOON 1 LAGOON 2 LAGOON 3
Figure 7.1 — The three LAGOON mock-ups.

The aim of this campaign was to study the stationary and unsteady flow generated by
a landing gear. For this purpose, several measurements were recorded with a dedicated
instrumentation including;:

e For the mean quantities: 2D PIV planes (Particle Image Velocimetry [250]), LDV
(Laser Doppler Velocimetry [251]), and static pressure taps at several strategic
locations of the LG.

e For the unsteady quantities: LDV, hot-wire [252], and unsteady pressure sensors
(kulites) for wall pressure measurements.

Specifically, kulites will be very useful to study turbulent separation on wheels. The sec-
ond campaign [249] was carried out one year later by the same research laboratory in the
anechoic open jet CEPRA19 wind tunnel (¢f. Fig. 7.2), allowing acoustic measurements.
The acoustic recordings were realized by means of two arcs containing 12 microphones:
a flyover arc located in the symmetry plane of the LG and a sideline arc with an angle
of 56° as shown on Fig. 7.21. These microphones are located at a distance of six meters
from the model center. In this second campaign, aerodynamic measurements have also
been carried out in order to compare the results with those obtained in the F2 wind
tunnel [249].

In these experiments, the three mock-ups of increasing complexity were considered for
different Reynolds numbers and LG positions. The only condition that will be studied
is the one simulated by many actors of the CFD community and which corresponds to a
Mach number of 0.23 and a Reynolds number based on the wheel diameter of 1.564 x 106.
Experimental results will be described progressively as CFD results will be introduced.
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N -

Bl Flyover microphones
- o
m 4

Figure 7.2 — LAGOON experiments performed at: F2 closed-section wind tunnel (left),
CEPRA19 open-jet wind tunnel (right). Courtesy of ONERA.

7.1.2 CFD/CAA coupling strategies

In the CEPRA19 wind tunnel (¢f. Fig. 7.21), as in many others, the microphones
can be located at a large distance from the landing gear. This is equally common in
flight tests where microphones can be placed on the ground (c¢f. Fig. 1.5). With CFD
methods, propagating the acoustics without deteriorating it over such a distance is often
very expensive, even unrealistic because of the dissipation and dispersion induced by the
numerical schemes (¢f. Chap. 5). On the other hand, there are integral methods allowing
to propagate acoustics over large distances at low cost. In the following, the Lighthill
analogy will be briefly introduced, as well as the Ffowcs-Williams and Hawkings (FW-H)
one, allowing among other things to extend the Lighthill analogy to the consideration of
solid surfaces. The CFD/CAA coupling between the FW-H method and a CFD solver
is widely used for the prediction of landing gear noise [75]. For a detailed description of
the acoustic analogies that are used in this thesis, the interested reader can refer to the
PhD thesis of Gloerfelt [253].

7.1.2.a The Lighthill analogy

The theory of aerodynamic noise proposed by Lighthill in 1951 [254,255] consists in
establishing an analogy between a problem governed by the general fluid mechanics equa-
tions and the classical theory of acoustics. By rearranging the fluid mechanics governing
equations in the form of an inhomogeneous wave equation where the terms on the right
hand side represent the noise sources, of a quadrupole nature:

T,
—p—chp: . (7.1.1)

This nonlinear source term is known as the Lighthill tensor 7;; and is defined as
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Tij = puiug + (P - C(Q)P) Oij = Tij, (7.1.2)

with ¢¢ the speed of sound of the undisturbed medium surrounding the source region and
0;; the Kronecker operator. This term includes the fluctuations of the Reynolds stresses
pu;u; due to the vorticity which generally prevails, the viscous stresses 7;;, and an entropy
term (p — ¢3p) which is small if there are no strong density inhomogeneities in the source
region.

This equation is exact since it is a combination of the fluid mechanics equations
without any assumptions. Eq. (7.1.1), governing the density fluctuations in a real fluid,
can be compared to that ruling a uniform acoustic medium at rest. Actually, in such a
medium of density p.., the Lighthill tensor is null and the density fluctuations p, = p— peo
satisfy a homogeneous wave equation:

9%p,
ot?

This equation may also be expressed in terms of pressure by considering p, = c2p,. The
Lighthill’s equation does not have an analytical solution because it involves one equation
for five unknown variables. The brilliant idea is to consider two distinct media: a uniform
and resting observer medium dominated by a linear propagation phenomenon, and a
well localized source region, where the flow generates the sound in a complex and non
linear way. Therefore, Lighthill considers that the density fluctuations are independent
in each medium if the source region is correctly defined. The term on the left hand side
contains the acoustic fluctuations p, and the one on the right hand side includes both
acoustic and hydrodynamic fluctuations.

— 2 Ap, = 0. (7.1.3)

It should be noticed that this independence assumption implies that the fluctuations
of p, do not disturb the density fluctuations of the source medium, i.e. there is no acous-
tic feedback phenomenon from the observer zone on the source zone. This situation can
occur in the case of reflections from a surface. In this case, the source domain must be
enlarged to include all the interaction phenomena. Concerning the right hand side, it in-
troduces a second-order spatial derivative which represents a distribution of quadrupoles
in the classical theory of acoustics.

The resolution of this equation is achieved by means of the Green’s function formalism
which allows the solution of an inhomogeneous wave equation to be expressed as an
integral equation involving a volume integral over the source volume. Several formalisms
of Green’s functions can be used (spatial, temporal, spectral), as well as different points
of view can be adopted, either with respect to the observer or to the source. All these
alternatives are detailed in the PhD thesis of Gloerfelt [253]. For example, the space
derivative expression with respect to the observer of the Lighthill equation for the sound
pressure p/, at an observation point & and at time ¢ reads (see Fig. 7.3 for the notations):

1 0%T;; r
Amp(@,1) = V. ;ax-; (y,t— 5)dy' (7.1.4)
s 14
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The pressure is thus the sum of the contributions emitted by the source volume V;
but radiated at different times since the propagation distance r depends on each source
point. This is troublesome from a numerical implementation standpoint and is commonly
referred to as the retarded time method. Moreover, the use of the Lighthill analogy re-
quires the knowledge of the set of second derivatives of 7}; in the volume V;. The latter
can be obtained analytically, experimentally [256], or numerically via a CFD computa-
tion [257,258]. The temporal storage of a whole volume remains nevertheless challenging
to achieve.

Besides the practical aspect, the Lighthill analogy has other limitations. Specifically,
the observer’s medium is considered at rest and this formulation does not take into
account solid boundaries, which is obviously not suitable for landing gear simulation. The
first constraint can be overcome by taking into account a mean field [254,259]. The second
can be achieved with the Curle formulation [260], based on the Kirchhoff’s formula (1883)
taking into account the noise generated by solid surfaces. This formulation is convenient
to use, but only considers dipole sources, so it is not appropriate for many applications
such as jet noise and probably landing gear noise (cf. Sec. 7.4.2). The Ffowcs-Williams
and Hawkings formulation [261] generalizes the Ligthill equation to the case of a flow
involving any moving surface, it will be used in this thesis and presented subsequently.

7.1.2.b The Ffowcs-Williams and Hawkings analogy (FW-H)

The Ffowcs-Williams and Hawkings acoustic analogy [261] enables the consideration
of both stationary and moving solid surfaces. In this analogy, one considers a surface X
partly included in the source region as shown in Fig. 7.3.

M Observer

r-x-
(f > 0) Integration volume y

T $(f = 0) Integration surface

Figure 7.3 — Space representation according to the analogy of Ffowcs-Williams and
Hawkings [261] extracted from [253]: The source region of volume V is coloured in blue,
the propagation region in which the observer M is located corresponds to the shaded area,
the surface ¥ of normal n, defined by the function f =0, is partially included in the source
Tegion.

The X surface moves at the velocity w”. Its position is indicated by the function
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f(x,t) which is null for the points belonging to the surface ¥, negative for those inside
and positive for those outside. The Heaviside function H(f) is also introduced as

H =0 if 0

(f) 1 f <0, (7.1.5)
H(f) =1 if f>0.

The normalized normal n of the surface is directed outward. Multiplying the con-

servation of mass and momentum equations by H(f) and combining them gives the

Ffowes-Williams and Hawkings equation

(= c%A}[paH(m:aj;I[UHm] LA+ QO] (110

with T;; previously defined in Eq. (7.1.2) and

L;= [pui (uj )+ P; ]nj, (7.1.7)
Q=p(u- ?)ww i ]y, (7.1.8)

where P;; = (p - peo) 0ij — Tij. An inhomogeneous wave equation for the fluctuations p, is
thus derived. It can be noticed that in the absence of surface 3., the Lighthill equation
is recovered. The presence of ¥ induces two additional terms: a dipole term L; and
a monopole one (). It should also be noted that if the Ffowcs-Williams and Hawkings
analogy makes surface sources appear, this remains a purely mathematical consequence
of the analogy. Indeed, the acoustic sources are physically located in the fluid, and the
dipole acoustic sources at the solid surface represent mathematically the phenomenon of
diffraction of volume sources by the solid surface.

In the same way as above for the Lighthill equation, one can use the Green’s func-
tion formalism to find a solution of Eq. (7.1.6). For example, the expression in spatial
derivative with respect to the observer of the FW-H equation [253] reads:

0? 1 r
ArH(P)p (1) = / T( ,t——)d
TH()p' (1) Ox;0x; Jpsor|l — MZ| ™Y Y Co Y

0 1 r
— — L |y t—-—)dX 7.1.9
+(9xi f=or|l- ME| (y co) ( )
0
il Y, dx,
875 f=o 7|1 - ME|Q (y )

with M, the Mach number relative to the surface normal defined by M> = (r;u®)/(rco).
The |1 — M| term accounts for the Doppler effect.

One can notice in Eq. (7.1.9) that the quadrupole term cancels if all acoustic sources
are contained in the X surface. In this particular case, it is referred to as a wave ex-
trapolation method based on the FW-H equation [253], or permeable FW-H formula-
tion [262,263]. The effect of the quadrupole sources is transferred to the surface sources
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of the vibrating surface. This technique is very convenient to operate when coupling the
FW-H analogy with a CFD solver, since it requires only the data recording on a surface.

The particular case of an impermeable, non-vibrating and immobile surface (u;n; =
urn; = M =0) is also interesting to consider, since Eq. (7.1.9) reduces to the expression
proposed by Curle [260]

’ 0? r\d 0 r dy
0 > =

Co r (%zzz

Lighthill [254] and Curle [260] show that the acoustic intensity I of quadrupole and
dipole sources varies with respect to I o< Ma® and Iy o< Ma® respectively. Thus, for low
Mach numbers the volume integral in Eq. (7.1.10) might be neglected. This formulation
will be referred to as solid FW-H in the following, and is mostly used for landing gear
noise prediction [75].

For practical purposes, the spatial formulation expressed in terms of derivatives with
respect to the observer is not convenient. Indeed, in a CFD code the data are collected
at the source, it is therefore more appropriate to express the derivatives with respect to
the source as proposed by Farassat [264,265] and then Brentner [266]. This formulation
is usually referred to as 1A. Finally, the different formulations presented above express
the sound pressure at time ¢ from the various contributions of the sources expressed at
delayed times. However, these retarded times do not coincide with the data extraction
times of a CFD computation and require a costly interpolation. To remedy this, Casalino
has proposed an advanced time method that takes the source time as reference [267].
The latter is much more time efficient and allows for co-processing, thereby limiting disk
storage. The 1A method with advanced times available in the KIM FW-H solver [268,269]
developed by ONERA will be used in the following.

7.1.3 Literature review on LAGOON 1 numerical studies

The LAGOON 1 case has been of great interest to the scientific community and has
been used as a benchmark for airframe noise computations in the NASA BANC-II and
-ITT workshops. These workshops are dedicated to the evaluation of numerical methods
for the simulation of unsteady flows and the noise generated by these latter. During these
workshops, many CFD solvers were compared. A first summary of these different simu-
lations can be found in the comparison paper of Manoha and Caruelle [75]. Nevertheless,
others studies have been published since 2015 and will also been described in the following.

The main physical phenomena to be captured are:

e The cavity modes resulting from an interaction between wheel cavities, widely stud-
ied by Ribeiro, Casalino et al. [51,52], Giret [9], De la Puente Cerezo [270].
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e The laminar-to-turbulent transition on the wheels that can be assessed with the
help of kulites.

e The turbulent wake estimated by means of PIVs.

e The recirculation regions downstream of the wheels characterized by the PIVs and
LDVs planes.

e The location of the detachment points on the axle and leg, determined by kulites.

A wide variety of numerical methods have been applied onto the LAGOON 1 configura-
tion, leading to a vast amount of publications. The following paragraphs intend to sort
them out and identify their strengths, weaknesses, and findings

7.1.3.a Solvers using block-structured meshes

This meshing strategy makes it easier to increase the numerical scheme order, and to
obtain better isotropic meshes. However, mesh generation is very tedious and not very
adapted to complex geometries often leading to low quality meshes in the most important
regions.

ZDES using elsA solver

The first aeroacoustic simulation was performed by Sanders et al. [43] using ZDES mode
1 [41] modeling (for Zonal Detached Eddy Simulation). This type of method requires
hand-setting the RANS and LES zones, and therefore requires prior knowledge of the
flow. As described in the article, the generation of such a mesh with conformal blocks
was very challenging and the same authors used a Chimera technique, which consists in
coupling non-coincident blocks for the LAGOON 2 simulation [45]. The results obtained
are good for stationary aerodynamics, and globally good for unsteady ones. However, the
cut-off frequency operates as early as 2kHz for kulites and even earlier for probes placed
in the wake. The aeroacoustic results are very satisfactory coupled with a solid FW-H
method. The use of a permeable FW-H formulation however overestimates the noise
levels, especially for downstream microphones. This problem is investigated in another
paper [44] with a lower free stream Mach number. The reflection of acoustic waves on the
ceiling, which is not present in the wind tunnel, is an advanced explanation, in addition
to over-estimation caused by downstream hydrodynamic perturbations.

DES using high-order SotonCA A solver

Liu et al. [46,47] have carried out simulations with the SotonCAA code using high-order
schemes with rather coarse grids (3M and 15M cells). They use a compact fourth-order
finite difference scheme [271] for the spatial discretization. The y* being in some areas
above 1, they sometimes used a wall model [272]. Their aerodynamic results are correct
but quite large deviations appear on the PIV sections in the wake [75]. Relatively few
kulites are shown and they exhibit a cut-off frequency around 2kHz. Concerning the
aeroacoustic results with a solid FW-H formulation, these are consistent in the 700Hz to
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2kHz range upstream, but significant under-predictions are noticed downstream. They
were the first to indicate the influence on the far field of the various LG components
(although the accuracy of this practice is controversial [273]). They highlighted that
most of the noise came from the wheels, then from the leg. In their papers, they also
made an iso-grid comparison on their coarse grid with the FLUENT solver and highlight
a much lower dissipation using high-order schemes.

7.1.3.b Solvers using unstructured meshes

This meshing method makes it easier to take into account complex geometries.

ZDES using CEDRE solver

ZDES simulations were performed with the CEDRE solver by De la Puente Cerezo et
al. [48] using a low-order scheme (first-order in time and a second-order Roe type in space).
Their mesh consists of 61 millions elements with prism layers at the wall. Another study
was published three years later by the same authors [49,270] with an improved mesh,
numerical scheme and turbulence modeling. The recent results obtained are good on both
stationary and unsteady aerodynamics, as well as on far-field acoustics. However, some
discrepancies appear for microphones positioned at the extremities. This point will be
discussed in Sec. 7.4.2. They also compared the solid and permeable FW-H formulation
and concluded (unfortunately only with the 2014’s setup), as Sanders [44] that the solid
formulation is more accurate for this kind of flow. However, turbulent structures cross
their permeable surface located very close to the LG, resulting in a significant overesti-
mations of the far-field acoustics, especially for flyover microphones.

Under-resolved LES with the AVBP solver

A sub-resolved LES with the AVBP solver using a TTG4A scheme [274] of fourth-order
in time and third-order in space has been realized by Giret et al. [9,32]. The average y*
used in the most refined simulation is about 30 for CPU cost reasons, which is well above
the recommendations of y* =1 for solving a boundary layer without wall-modeling [22].
The results obtained are globally satisfactory concerning the aerodynamics, with how-
ever a separation occurring too early on the wheels. The aeroacoustic results are very
convincing. In addition, an extensive study of cavity modes using Dynamic Mode De-
composition (DMD) [275,276] and a Helmholtz solver [277] has been performed and is
available in [9]. A comparison with a logarithmic wall law (WL), theoretically better
suited for this range of y* has been conducted. The WL gives better results in the
wake but generates a very strong overestimation of the far-field noise originating from
the leg. This led to Zhang’s thesis for solving these issues and for employing more ad-
vanced wall-laws, whose efficiency has been shown on LAGOON 1 by Sengissen et al. [36].

Wall-modeled LES (WMLES) with the AVBP solver

Zhang, in his PhD thesis [21] has pursued the work of Giret [9] with the AVBP solver,
but this time focusing on a wall-law modeling, theoretically more appropriate to the y*
ranges encountered by Giret. For these simulations, the same mesh is used, called LA-
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GOON1_FINE in [32]. A comparison is made between a Dirichlet condition, a classical
logarithmic wall-law, the Afzal law [78] taking into account an adverse pressure gradi-
ent, and the Afzal law with a turbulence transition sensor [278] developed by the same
author. This sensor allows, depending on the turbulent viscosity, to compute the wall
shear stress with its laminar definition, or the one provided by Afzal’s law in turbulent
regions. The results obtained on the LAGOON 1 are globally satisfactory concerning the
aerodynamics. However a transition to turbulence occurs very early, as soon as the K1
kulite positioned on the upstream part of the wheel perimeter for simulations involving
a wall-law. Results in the far field are satisfactory, and comparable to those obtained by
Giret, with a cut-off frequency that is pushed back towards high-frequencies.

Wall-modeled LES with the weakly compressible OpenFOAM solver

Hou et al. [34] carried out simulations comparing an incompressible solver with a weakly
compressible formulation in the OpenFOAM opensource solver. This strategy signifi-
cantly reduces the computational cost compared to a fully compressible solver. A rather
coarse mesh was used (22M cells) with a mean y* = 100 on wheels, hence the use of the
Afzal wall law [78] has been chosen to realize this WMLES. Results obtained with the
incompressible solver are satisfactory only for the mean aerodynamic and RMS quanti-
ties. However the cavity resonances are not detected and the broadband noise is strongly
under-predicted. Conversely, the weakly compressible solver seems to correctly predict
steady and unsteady aerodynamics (but few kulites are shown). Acoustic results are also
satisfying but with a relatively high over-prediction obtained in the 800-3kHz range for
microphone 3, placed upstream, and a significant underestimation downstream.

7.1.3.c LBM solvers based on Cartesian octree grids

This meshing strategy, coupled with specific boundary conditions (immersed bound-
aries, cut-cell approach, ...) allows a quasi-automatic meshing of very complex geometry.

V-LES with the PowerFLOW solver

The first LBM study on LAGOON was performed by Ribeiro, Casalino et al. [51,52]
with the commercial PowerFLOW solver. A Cartesian octree mesh is used with a D3Q19
lattice. A turbulence modeling called “V-LES” for very-large eddy simulation is used, by
adjusting the LBM relaxation time 7 by a value corresponding to a turbulent viscosity [64]
based on a variant of the RNG k — ¢ model [279]. It is conceptually similar to the DES
family of turbulence models, for which the small structures attached to the wall are mod-
eled in RANS, whereas the larger ones in separated regions and wakes are resolved [38].
A wall law is also applied, taking into account adverse pressure gradient and roughness
effects. The results obtained are good for both aerodynamics and far-field acoustics.
However, discrepancies with the experiments appear for the microphones placed at the
extremities. These deviations will be discussed in Sec. 7.4.2. Additionally, an interest-
ing study of cavity modes has been carried out. This last reveals a pressure node in the
LG symmetry plane, preventing the emergence of tonal peaks for the flyover microphones.
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Wall-Modeled LES with the LaBS/ProLB solver

Two years later, Sengissen et al. also achieved this study with the LaBS/ProLB solver [36].
The version used included the filtered DRT collision model presented in Sec. 4.7, a SISM
turbulence model [77], and the mesh refinement algorithm noted STD in Chap. 6. In this
article, a comparison is made with the LES of Giret et al. [32]. The aerodynamic results
are very satisfactory, especially the PIV fields and the LDV slices which are comparable
to the AVBP results with a strongly reduced cost. Kulites on the wheels exhibit a correct
boundary layer transition. The effect of the turbulence model and parietal modeling are
also investigated. In addition, preliminary results on the LAGOON 2 and LAGOON 3
configurations are provided, showing the influence of the tow bar and wheel outer flank.
However, far-field acoustic results are not available. Obviously, in view of the spurious
acoustics shown in introduction in Sec. 1.4.2, the far field acoustic results could not be
satisfactory in 2015, hence the initiation of this thesis.

7.1.3.d Discussions about numerical studies

As shown during previous subsection, many numerical methods, sometimes very dif-
ferent, were compared on this test case coupled with a FW-H solver. From an industrial
point of view, three criteria are driving the downselection of the most promising method
for such simulation [36] in a very pragmatic manner :

1. High accuracy in simulating noise generating and propagating mechanisms up to
the far-field.

2. Ability to handle seamlessly very complex geometries of realistic configurations.
3. Turnover time of the whole simulation chain in terms of human and CPU time.

The first criterium is broadly met by most studies. Even codes using second-order
schemes (OpenFOAM, CEDRE, elsA, CFL3D) may fairly well predict acoustics. Gener-
ally, the lack of the mesh resolution may be considered to be the source of discrepancies,
and can be overcome by increasing such resolution.

The second point, however, prevents block-structured codes, even using chimera tech-
niques, from being used in an industrial framework for LG simulations. Unstructured
solvers make it much easier to take into account complex geometries. Yet the meshing
process remains tedious or sometimes even impossible for industrial configurations. Con-
versely, the LBM, based on a Cartesian octree grid, allow to mesh very easily complex
geometries by embedding quasi-automatic meshers directly within industrial solvers. This
technology is not restricted to LBM solvers, but only a handful of Navier-Stokes based
solvers include an octree Cartesian discretization such as the NASA LAVA code [56].

The third point is broken down into a pre-processing stage, whose time spent depends
mainly on the mesh generation mentioned earlier, and the computation phase itself.

The computing time is strongly dependent on several numerical ingredients, one can
mention:
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e The numerical scheme: The amount of operations involved in the numerical scheme
will strongly influence efficiency. High-order schemes are more expensive but more
accurate, they allow in principle to reduce the mesh density needed for reaching
an equivalent accuracy. On this topic, the LBM scheme seems to be the fastest by
roughly one order of magnitude if one compares the CPU /element /iteration of the
Tab. 2 in [75]. This is notably due to the adaptive temporality inherent to LBM
schemes, allowing to compute the coarse meshes every 2Vep timesteps with Ngrp
the index of the resolution domain. LaBS and PowerFLOW each use 10 levels of
refinements. Note that this data structure is not restricted to LBM [56,280].

e The turbulence model: Turbulence handling takes a significant part in the compu-
tation time. Firstly, turbulence models have a significant cost as they may require
additional equations to be solved, as is the case with DES models. Explicit LES
turbulence models using sub-grid scale viscosity are less expensive. However, DES
mesh constraints are much more flexible in the RANS zones and allow very high
stretching rates in directions transverse to the current lines [22]. Thus, for this type
of application, in case of resolved boundary layer, a DES is cheaper due to mesh
constraints.

e Parietal modeling: The use of wall-law makes it possible to strongly increase the
first near-wall cell sizes and therefore to reduce the number of mesh elements.
Moreover, for solvers with explicit temporal resolution such as AVBP, or LBM
solvers, increasing the size of the smallest element has a direct impact on the time
step and thus on the computational cost. This is less straightforward for solvers
with implicit time schemes (OpenFOAM, CEDRE, elsA, CFL3D), as they do not
need to set their time step in relation to the smallest cell size of the domain. The
latter is fixed on the physics of interest, which can increase performance [281,282].

In view of all these criteria it is very difficult to compare these methods on pure
CPU performance, because the different numerical ingredients have a cost which is to
be highlighted with the parallelization capacity and the associated meshing strategy.
Nonetheless, the LBM solvers, with a complete chain going from the quasi-automatic
mesh generation to the simulation itself, meet all these criteria necessary for an indus-
trialist. Moreover, on the performance summary tables available for this test case in
[34,75], LBM solvers have a much lower restitution time than other solvers with an at
least equivalent result quality, which places them as very promising for landing gear ap-
plications.

These benchmarks also allowed to compare the solid and permeable FW-H formula-
tion. This last formulation requires to correctly propagate the acoustics outside the areas
of the flow interest, and therefore requires a higher computational cost. The two solvers
that have performed acoustic propagation using a permeable formulation are elsA and
CEDRE. Their conclusions are identical, the permeable formulation brings nothing more
than the solid one for this type of application, and even their results were deteriorated.
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However, a recent study conducted by Hajczak, Sanders et al. [283] on an isolated LA-
GOON wheel performed a comparison of both formulations with a proper acoustic prop-
agation and convergence studies on the position of the permeable surface. This study
revealed the existence of high-frequency quadrupole sources emanating from the landing
gear wake that are not taken into account by the solid formulation and that could con-
tribute to broadband noise as shown on Fig. 7.4. These recent and more precise results
are in contrast to their first study, which led to an opposite conclusion [284]. In their
last study, they have also performed a source localization maps using the beamforming
method [14-16] to corroborate this observation. This could explain why all solvers un-
derestimate the high-frequency acoustics for downstream microphones in [75], even those
using a permeable FW-H formulation, due to the poor resolution that might mask this
phenomenon.
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Figure 7.4 — Near-field pressure PSD obtained with (---): permeable approach, (—):
solid approach, (—): Direct noise computation at (z/D,y/D,z/D) = (2.8,0,1.2). Gray
area: CFD cut-off. Extracted from [283].

Furthermore, Spalart highlighted since 2013 [273,285] the limitations of solid FW-H
formulation for such aeronautical applications. This topic will be extensively discussed
in Sec. 7.4.2.

Under the light of these articles, it was chosen in this study to similarly compare
the two formulations. This is facilitated in LBM by the temporal method, allowing to
strongly reduce the cost of the grid extension necessary for such acoustic propagation,
which will not be updated every time step.

7.2 Numerical setup

The physical parameters of the simulation match the conditions of the CEPRA19
wind tunnel. The pressure is set to P,y = 99447Pa, the temperature to 1.5 = 298K and
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the velocity to U,y = 78.99m.s7!, which corresponds to a Mach number of Ma = 0.23.
The Reynolds number based on the diameter is Rep = 1.564 x 106.

The computational domain as well as the mesh have been modified compared to the
previous LaBS study by Sengissen et al. [36]. A ceiling considered as a sliding wall has
been added to hold the landing gear. This reduces the shear layer generated at the
base of the profile on which the landing gear is mounted. In addition, an absorbing
area [79] is placed on this ceiling to avoid acoustic reflections generated by the landing
gear, that are not encountered in the wind tunnel tests. For the remainder, a very large
computational domain box was simulated with a velocity Dirichlet boundary condition
at the inlet, and a pressure imposed on the other boundaries. Absorbing layers wrap all
the domain boundaries to damp outgoing acoustics. Finally, a wall-law accounting for
adverse pressure gradient and curvature effect is applied on the LG.

Three grids of different resolution have been dimensioned. These three meshes are
however restricted by the same constraint: the ability to correctly propagate the acoustics
to the permeable surface used by the FW-H solver. Our LBM scheme with the H-RR,,
collision model requires at least 8ppw (points per wavelength) to propagate the acoustics
correctly over such a distance without dispersing/dissipating it too much (cf. Fig. 4.3
& Chap. 5). If a cut-off frequency of 10kHz is targeted, as it is generally chosen in the
various previous studies, cells with a maximum size of 4mm are required in the extended
propagation zone up to the permeable surface. The construction of the three grids is
thus fixed by this criterion, and therefore the choice is made to coarsen the mesh only by
removing areas of near-wall resolution as shown on Fig. 7.5.

Figure 7.5 — Three grids used for the convergence study. LAGOON rear view.

In Tab. 7.1, the three grids are described. The fine equivalent column represents the
equivalent in number of cells updated every iteration due to the adaptive time step. This
column, together with the time step one, is very indicative of the computing cost.

The Tab. 7.2 summarizes the performance of the code for the various grids. Some pre-
cisions are however necessary. The column CPU /element /iterations and CPU /element/1ms
of physical time is calculated with respect to the total number of cells, and not all cells are
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Mesh Number Equivalent | Az, | D/AZpmin At in Resolution
of cells (10°) | fine (10°) | (mm) (s) Domains
G1 112 37 1 300 1.68-107%s 10
G2 130 38 0.5 600 8.42-107"s 11
G3 235 112 0.25 1200 4.21-107"s 12

Table 7.1 — Three grids used with associated parameters.

updated every time step. In addition, the version used is a development version which has
degraded performance compared to the commercial version. Finally, the computations
are carried out with double precision, which increases the computation time by 30%. It
will be interesting, for an industrial use, to investigate the effect of the simple precision
on the results.

Mesh | Total CPU | Total clock | CPU | CPU/elem/it | CPU/elem/1ms
time (h) time (h) | cores (107%(s)) (1073(s))
Gl 2750 17 160 0.45 0.26
G2 8300 16 012 0.54 0.65
G3 28000 95 012 0.76 1.84

Table 7.2 — Computation time informations.

The refinement domain for propagating the acoustics to the permeable surface is
shown on Fig. 7.6. The latter imposes a uniform mesh size of 4mm, which is finer than
the mesh used in [283] that is converged. This resolution area represents 50 - 109 cells.
They are updated every 6.74-10-%s and are therefore updated every 4, 8 and 16 iterations
for the G1, G2 and G3 meshes respectively. The cost of such refinement domain, when
reduced to the number of cells updated per time step (equivalent fine nodes) is 11-, 6- and
3-106 respectively. The relative cost of such propagation becomes weak in our case when
the near wall resolution is increased (30, 16, 3% of the equivalent fine nodes respectively
for the G1, G2 and G3 grids).

The simulation time is 0.34ms, with the last 0.17ms being kept in the presented
results. This corresponds to 45 convective times based on the wheel diameter. The PSDs
are realized with the Welch method [286] using 15 blocks, 50% of overlap and a Hanning
window. The sample frequency for unsteady signals is 75kHz.

In the wind tunnel tests, tripping devices were added to trigger the boundary layer
transition on the wheels, axle and leg. In the simulation, cylinder layers have been
incorporated to trigger this laminar to turbulent transition. These are visible on Fig. 7.7.
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Figure 7.6 — Position of the permeable surface used for the FW-H propagation.

Figure 7.7 — Tripping devices have been added on the wheels, leg and axle as in the
experiments.

7.3 Aerodynamic results

The results presented in this section are obtained with the H-RR,, collision model and
the DC grid coupling algorithm.

7.3.1 Mean coefficients at walls
7.3.1.a  Wheel perimeter

The wall-pressure coefficients are compared on the left wheel circumference, with the
37 pressure taps placed in the experiments. Fig. 7.8 shows the Cp and CpRMS along
an azimuthal cut made in the center of the wheel. The blockage effect caused by the
leg that generates a higher acceleration on the upper part of the wheel (90°) than on
the lower part (-90°) is well recovered with the three meshes. Indeed, the Cp profiles
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are asymmetrical with a higher depression for the positive angles. The three meshes
are in agreement with experiments as well as most codes [75]. Pressure oscillations can
be noticed on the Cp profiles. These oscillations come from parietal treatment and will
disappear very soon with the new numerical ingredients that are not yet implemented in
the LaBS/ProLB version we used [67,68].
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Figure 7.8 — Mean (left) and RMS (right) static pressure coefficients distribution along
a cut extracted on the left wheel perimeter. (—+): G1 grid, (—=): G2 grid, (=&): G3
grid, (=&=): Ribeiro, (===): Zhang-LAF, (- ): De la Puente Cerezo , (0): Ezperiments.

Pressure fluctuations are very well captured by refining the mesh. This means that
the turbulent boundary layer development is going right, as will be confirmed by the
kulite analysis in Sec. 7.3.5. As can be seen on Fig. 7.9, the boundary layer does not
show vortices until the tripping strips, then the transition occurs and the boundary layer
becomes increasingly turbulent. The flow physics is very complex around the wheels, with
a significant influence of the flows coming from the internal and external cavities. These
secondary flows gather downstream of the wheels and help the detachment by absorbing
the developed boundary layer. To our knowledge, only two previous studies report the
Cprus. That of De la Puente Cerezo [49], with whom the results are located in between
our G2 and G3 mesh, and are in very good agreement with experiments, and that of
Zhang [21], with various wall laws. The reference reported on Fig. 7.8 is the one using
the most advanced wall law (referred as LAF in [21]). However, the Afzal law used by
the same author, as well as the results reported here, gives Cprys with levels much too
high from the upstream part of the wheel compared to our simulations. This is a sign of
a too fast development of the turbulent boundary layer.

7.3.1.b Leg and axle

Fig. 7.10 shows the static pressure distribution on an azimuthal slice located on the
leg and on the axle. These two parts are composed of cylinders with diameters of 55
and 44mm respectively. The Reynolds number based on these is 2.9 - 10° and 2.3 - 10°
respectively. These Reynolds numbers are in the critical regime [287]. The finest mesh
(G3) is the only one allowing to capture correctly the Cp after the detachment point on
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Figure 7.9 — Iso-surface of Q-criterion = 2-107 colored by the velocity magnitude for
several views of the LAGOON 1 with the G3 mesh.

the leg. The pressure distribution around the axle is not symmetrical due to the blocking
effect induced by the leg, which is well captured by all three meshes. Experimental
measurements are unfortunately lacking to have a reliable idea of the pressure distribution

on the axle.
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Figure 7.10 — Leg (left) and axle (right) mean static pressure coefficients distribution.
(—=): GI1 grid, (—+-): G2 grid, (=&=): G3 grid, (=): Ribeiro, (0): Experiments.

7.3.2 Mean velocity profiles

Velocity profiles were measured in the experiments using LDV2D. Fig. 7.11 compares
the velocity profiles of the Ux and Uz components along a line located at —90° underneath
the wheel. For the Ux velocity, the coarse mesh (G1) thickens the boundary layer.
However, the G2 & G3 meshes have a good agreement with experiments. The boundary
layer obtained with PowerFLOW is also too thick with a maximum speed under-predicted.
This is probably due to the low resolution of the mesh used around the wheel, which is
in-between our G1 and G2 resolution. The Uz speed profile is underestimated compared
to the experiments for every grids. Nevertheless, this is the general trend for all the codes
that have performed the BANC benchmark, except CEDRE [75] at that time. Although
the latest more precise simulations of De la Puente Cerezo [49] with CEDRE also exhibit
this velocity deficit.
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Figure 7.11 — Velocity profile underneath the left wheel. Left: longitudinal velocity
Ux, right: vertical velocity Uz. (—+): G1 grid, (—5-): G2 grid, (=&): G3 grid, (—=&=):
Ribeiro, (—=-): Giret, (0): Ezperiments.

7.3.3 PIV and LDV profiles in the wheels’ wake

The flow downstream of the landing gear wheels is visualized in the z = Om plane on
Fig. 7.12. Only the streamwise and crosswise velocity components were obtained through
PIV measurements, while the vertical velocity was measured on a reduced window and
is not shown here. In this plane, the flow is composed of the recirculation area behind
the two wheels, visible on the streamwise velocity, and the wake generated by the axle
and the leg that accelerates in between the tires. The accuracy on the resolution of
these last two components greatly influences the flow downstream of the wheels. Indeed,
these wakes generate a suction zone in the z = Om and y = Om plane for the axle and
the leg respectively. This phenomenon, in the case of the leg is visible on the crosswise
component of the velocity where the leg wake tends to aspirate towards the middle the
wakes coming from the wheels and to gather them. This is visualized with a crosswise
flow, going from the respective wake of the wheels towards the symmetry axis of the
LG. A significant increase in velocity fluctuations in this mixing zone is thus produced.
These effects are very well captured with the three meshes. However, the coarse mesh
(G1) under-predicts fluctuations downstream of the axle and the leg, which reduces the
intensity of these mixing layers and delayed this effect. Another effect that is captured
only by refining the grid is the intensity of velocity fluctuations in the recirculation zone
for the two wheels. These fluctuations are strongly underestimated for the G1 mesh.

An interesting point to notice is that these three meshes are identical as soon as the
distance from the wall is greater than 0.005m, which corresponds to the whole PIV plane
measured in the experiments. However, the fluctuations are very different downstream,
which shows that the physics to be captured is fine and very strongly dependent on the
boundary layers and upstream separation points.

Velocity profiles were extracted using LDV in the experiments, in the same way as the
extraction of velocity profiles under the wheel in Sec. 7.3.2. The profile positions, located
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in the z = Om plane, are given on Fig. 7.13. Three profiles are located for a value of = set
at an increasing distance downstream of the landing gear, and one profile is located in
the left wheel wake. This time, only the x and z components of the velocity are available
in the experiments. Fig. 7.13 shows the velocity profile at y = —-0.115m. In the immediate
vicinity of the wheel, the recirculation zone is well retrieved. The velocity fluctuations in
this zone are very well captured by refining the mesh, as confirmed by the PIV planes on
Fig. 7.12. Except in the immediate vicinity of the wheel, the three meshes are in good
agreement with each other and with the experiments.
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Figure 7.13 — Mean (top) and RMS (bottom) axial (left) and vertical (right) velocity
components in the cutting line y = =0.115m, z = Om. (—+): GI1 grid, (-+-): G2 grid,
(===): G3 grid, (==): Ribeiro, (—=—): Giret, (0): Experiments.

The velocity profiles along the = axis are shown on Fig. 7.14. The furthest upstream
cut (z = —0.16m), presents, for the Ux component, two near-zero speed plateaus ap-
pearing behind the wheels. Conversely, strong variations of the vertical velocity Uz are
encountered, which are not symmetrical due to the presence of the leg. A longitudinal
velocity acceleration zone is present between the wheels, for —0.06m < y < 0.06m. This
acceleration results from the downstream flow of the axle and the leg, which interacts and
accelerates between the tires, a phenomenon that is very well captured by the meshes
G2 and G3. Then the profiles are spread out and homogenized for downstream cuts.
The streamwise velocity fluctuations present strong gradients in these mixing layers. The
finer the resolution, the closer the results come to the experiments but the fluctuation
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levels are slightly underestimated near the symmetry axis. For the velocity fluctuations
in the vertical direction, the G2 and G3 grids matches the experimental results, while
the G1 mesh is really too under-resolved to capture this complex physics, very strongly
dependent on the wheels separation points.
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Figure 7.14 — Velocity profiles at increasing distance downstream the wheels in the

z = 0m plane. Left: x = —0.16m, middle: x = —-0.18m, right: x = -0.22m. From top to
bottom: Ux, UxRMS, Uz, UzRMS. (—): GI grid, (-5-): G2 grid, (-=&): G3 grid,
(=&=): Ribeiro, (0): Experiments.
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7.3.4 Velocity spectra

In the F2 wind tunnel facility, velocity spectra have been extracted from the LDV
measurements. These data are particularly useful to evaluate the dissipation of turbulent
structures in the wheels wake. The Fig. 7.15 presents the results for the three meshes.

All the three curves are almost superposed, and have the same cut-off frequency. This
is because of the identical mesh size for the various grids in this region. Moreover, the
measurements are performed at 0.3D downstream of the wheel. At this location, the devi-
ations on the velocity fluctuation profiles for the various grids are reduced (cf. Fig. 7.13).
It can be noticed that the cut-off frequency occurs around ~ 2.5kHz against 1kHz for
Giret with AVBP [32] and 6kHz for Ribeiro and Casalino with PowerFLOW [51, 52].
This result is quite unexpected given that the mesh size used in our calculation is 2mm
in this region against 2.4mm with PowerFLOW. Nevertheless, on Fig. 7.13, one can see
that our results obtained for Ugyg are more consistent with experiments than those ob-
tained with PowerFLOW| although high frequencies contribute little to Ugns. Anyway,
the agreement on the spectral content is quite good.
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Figure 7.15 — Power spectral density of streamwise (left) and vertical (right) velocity
components at position (x,y,z) = (-0.24,-0.115,0)m. (—): GI grid, (—): G2 grid,
(—): G3 grid, (—): Ribeiro, (—): Giret, (—): Experiments.

7.3.5 Wall-pressure spectra

Unsteady pressure probes (kulites) were instrumented on the landing gear: on the
wheels, axle and leg. These kulites provide an estimation of the near-field spectral con-
tent, which is a very good indicator of turbulent intensity and of separation points loca-
tion. This knowledge is very useful for estimating near-field acoustic sources.

Probes K1 to K9 are located in the mid-span plane of the right wheel, with K1 positioned
at —60° and K9 at —140° downstream as shown on Fig. 7.17. The results are presented for
the three meshes on the same Figure, as well as the V-LES LBM simulation of Ribeiro,
Casalino et al. [51,52] and the LES of Giret [9]. It is important to remember that
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tripping bands allowing to force the boundary layer transition have been placed in the
experiments, at +/—55°. Therefore, the spectral content of the boundary layer is very rich
at high frequencies. Our simulations as well as all codes that have performed simulations
on this configuration are not able to reproduce faithfully these high-frequencies except
the LaBS$ calculations performed by Sengissen et al. [36]. Indeed, these simulations were
performed with the filtered DRT collision operator presented in Sec. 4.7 which does not
filter the non-hydrodynamic SpuriousS modes carrying shear. As illustrated on Fig. 7.16,
where a simulation is performed with the filtered DRT model using LaBS/ProLB v2.5 and
compared to the currently used H-RR,, one, spurious vorticity is strongly present in the
DRT simulation. It appears at the various resolution transitions, even upstream, without
any disturbance of the flow. This phenomenon has been widely studied in Sec. 4.5 with
the RR collision model, but the principle is similar here. The parasitic vorticity enriches
the spectral content of the boundary layer, in an uncontrolled way. Filtering these waves,
as the H-RR,, collision model does very well, therefore degrades the PSD found on kulites
K1 to K6 but for legitimate reasons and our results are in agreement with other CFD
codes. The effect of trippings is noticeable on the vorticity fields where the boundary
layer thickens at +/ — 55°.
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Figure 7.16 — Vorticity fields obtained with the G2 grid on a plane through the middle
of the left wheel for two collision models and two colormaps with different color dynamics.
Left: Filtered DRT collision model, right: H-RR, collision model.

From kulite K1 to K6, the turbulent content of the boundary layer grows, leading to in-
creased levels of pressure fluctuations. Two tonal peaks are apparent, at 1kHz and 1.5kHz,
corresponding to acoustic cavity modes [9,51,52,270]. These are gradually drowned out
by the noise related to the turbulent fluctuations of the boundary layer. These two modes
are very well recovered. Then, the boundary layer separates, around K7 (-120°), and the
levels are much closer to the experiments for high frequencies. In the separated region,
the grid resolution greatly influences the noise levels. The fine mesh G3 is the closest
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to the experiments. The results are in agreement with those obtained by Ribeiro and
Casalino et al. with PowerFLOW [51,52,75]. Those obtained with AVBP predict a
boundary layer separation occurring too early. Improving wall modeling, with advanced
wall laws as in Zhang’s thesis [21] leads to the same observation. Surprisingly, the Afzal
wall law used in his thesis (referred as AF [21]) predicts a separation starting from K1
(—=60°), while a similar law behaves correctly in our simulations.

The results of the kulites arranged on the inner side of the right wheel are also depicted
on Fig. 7.17. From K13 to K15, on the upstream inner edge of the tire, the boundary
layers are well attached as in the experiments. Noise levels are low, which allows the two
tonal peaks related to the cavities modes to appear. Inside the cavity and downstream
of this last, the noise levels are very high. These areas are major acoustic sources [9].
Noise levels are slightly underestimated inside the cavity and overestimated downstream
on the K20 probe. The agreement remains very good with both PowerFLOW and the
experiments.

For the outer edge of the right tire the spectra are given on Fig. 7.18. This time, the K10
to K12 probes located upstream present a transient regime towards turbulence requiring a
high spatial resolution. Moreover, in the experiments, important discrepancies appear on
these kulites between experiments carried out in the F2 wind tunnel and CEPRA19 [75],
which is a clear indication of a phenomenon very sensitive to external conditions. The
simulated levels get closer and closer to the experiments as they move away from the
upstream flank of the tire, and the noise level increases sharply between K12 and K10.
On these probes, a very strong dispersion appears between CFD codes. The K18 probe
downstream presents very good agreements regardless of the mesh size. Probe K19, lo-
cated at the rear of the tire, in the recirculation zone, indicates a high level of pressure
fluctuation. This level is under-estimated for the G1 mesh and over-estimated with the
G3. The agreement is satisfactory with experiments for kulites located in the downstream
part of the wheel. The latter have the highest fluctuation levels, which means that their
importance as an acoustic source should be more significant.

Finally, the remaining kulites studied are located around the leg, and one on the axle
at 90°. The kulite located on the axle (K23) shows correct relative levels but too low
in absolute terms. The levels are improved by refining the mesh but are underestimated
by 10dB. The axle is probably a major source of noise in the low frequency range for
flyover microphones [9,21] as well as the leg for the sideline arc. The probes around the
leg show very good agreement upstream (K24 & K25) where the boundary layers are
attached, but the separation before 120° (K26) is not correctly retrieved. Downstream,
in the recirculation zone, the kulite K27 presents correct fluctuation levels for the finest
mesh. The PowerFLOW wall model or its DES turbulence modeling seems more adequate
to capture high Reynolds number flows around such cylinders, even with lower spatial
resolution. Recent works on DES with LaBS/ProLB will be very relevant to assess in
this case.
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Figure 7.17 — Wall pressure PSD along the wheel centerline and in the inner flank of
the right wheel tire. Comparison with kulites measurements. (—): G1 grid, (—): G2
grid, (—): G8 grid, (—): Ribeiro, (—): Giret, (—): Experiments.
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(—): G3 grid, (—): Ribeiro, (—): Giret, (—): Experiments.



184 Chapter 7 : Aeroacoustic study of the LAGOON 1 landing gear

7.4 Aeroacoustic results

This section is dedicated to the acoustic predictions obtained in the far-field for the
LAGOONTI gear. First, the benefits obtained with the use of the H-RR,, collision model,
as well as with the developed DC grid coupling algorithm will be presented. Subsequently,
both solid and permeable FW-H formulations for CFD/CAA coupling will be evaluated
and compared to a direct noise calculation. The defects of the solid formulation will be
emphasized for such aeronautical application. Finally, far-field acoustic results will be
discussed along with noise directivity.

7.4.1 Enhancements brought by the improved LB modeling

The Fig. 7.19 illustrates sound pressure fields obtained with the G2 mesh for three
versions of LaBS/ProLB:

e The standard LaBS/ProLB v2.5 version using the filtered DRT collision model,
which is very close to the one used by Sengissen [36] during the first study performed
on the LAGOON gear. In the thesis introduction, in Sec. 1.4.2, the acoustic and
vorticity fields were presented with the setup used by Sengissen [36] that does not
use any ceiling and with a different grid. Spurious acoustic waves generated by grid
refinements were visible, as well as non-hydrodynamic modes studied in Chap. 3.
& 4. In Fig. 7.19, the noise emanating from wake vortices that cross refinement
interfaces is always very noticeable. In addition, strong non-hydrodynamic distur-
bances appear in the refinement area used to propagate the acoustics to the FW-H
permeable surface, making any FW-H coupling using this formulation illusory.

e A version using the H-RR,, collision model and a grid coupling algorithm iden-
tical to the LaBS/ProLB v2.5 version, named STD in Chap. 6. This time, only
spurious acoustic emissions emanate from the refinement interfaces. No more non-
hydrodynamic perturbations are noticeable, especially in the RD used to propagate
the acoustics to the FW-H coupling surface. The noise emanating from the grid
interfaces is still visible but is reduced.

e The latest version uses the H-RR,, collision model, as well as the DC grid coupling
algorithm, developed in Chap. 6. The latter allows to considerably attenuate the
spurious acoustic sources emanating from the grid interfaces, that are almost no
longer visible and the main source comes very clearly from the landing gear.

Quantitatively speaking, pressure probes (P1,P2,P3) were positioned under the land-
ing gear at = = (0,-0.2,-0.4)m, y = (0.0,0)m, z = (-0.5,-0.5,-0.5)m respectively.
The latter allow, to quantify the spurious acoustics generated by the grid interfaces on
Fig. 7.20. Several phenomena can be seen there. First of all, the v2.5 version using the
filtered DRT collision model generates hydrodynamic fluctuations, of non-hydrodynamic
origin, which predominate over the spectra for low frequencies. If a permeable FW-H
surface were placed at this location, these over-estimates would be directly retrieved to



7.4 Aeroacoustic results 185

15

7.5

Pac [Pa)

=75

—15

Figure 7.19 — Acoustic pressure field (Pac = p — pava) for three associations of collision
model / grid refinement algorithm with the G2 grid. Top: (LaBS/ProLB v2.5) filtered
DRT / STD, Middle: H-RRy / STD, Bottom: H-RR, / DC.

the noise levels obtained in the far-field, which is obviously not acceptable. At high fre-
quencies an overestimation of about 3 to 5dB is visible compared to the H-RR,, version
using the same STD grid refinement algorithm. This discrepancy is attributed to the
lack of non-hydrodynamic mode filtering in the wake with the filtered STD model which
incorrectly increases wake turbulence. This effect has been discussed in Sec. 4.5 and is
visualized more clearly in Fig. 4.18. With the H-RR, model, there is still a lot of noise
when using the STD algorithm compared to DC. This spurious noise largely predominates
over the physical noise generated by the gear over a wide frequency range (> 1kHz). This
noise is more and more predominant downstream and when moving away from the source
of the landing gear, and does not allow correct acoustic prediction. The DC algorithm
reduces it by more than 10dB. This result was expectable given the reduction obtained
on the turbulent cylinder in Sec. 6.5.
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Figure 7.20 — Noise recorded on the three pressure probes displayed on Fig. 7.19. The
increase in noise compared to H-RR,, — DC' is assumed to be spurious.

These noise measurements allow us to compare models with each other, but do not
allow to quantify if the remaining spurious noise from the H-RR,, / DC combination can
affect the acoustic predictions. Besides, spurious acoustic waves of low amplitudes are
always visible on Fig. 7.19. Therefore, comparisons to experiments are carried out in the
following section, where the microphones location in CEPRA19 experiment is given on
Fig. 7.21.

M6, 90° Flyover

&

Figure 7.21 — Positions of microphones in the CEPRA19 wind tunnel.

7.4.2 Issues of the solid FW-H formulation for landing gear
noise prediction

Section 7.1.2.b has introduced the theoretical concepts of acoustic integral methods,
and more specifically the Ffowcs-Williams and Hawkings approach. The present sec-
tion aims at identifying in a quite pragmatic way the potential issues encountered when
applying the FW-H analogy for landing gear noise predictions.

The FW-H analogy is now widely used to extract acoustic sources from a CFD solver
and propagate them to the far-field. It is so to say the only method used on all previous
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LAGOON studies, and a scientific consensus is shared by the airframe noise community
for such usage. In practice, this method is mainly used under two formulations, the first
one being a specific case of the second (cf. Sec. 7.1.2):

e The solid formulation (S): It allows to estimate the dipole sources on a solid surface.
This formulation is very simple, as it only requires the knowledge of the unsteady
pressure p or density p on the solid surface. It is also very useful, since it is not
necessary, during a CFD computation, to propagate the acoustics to a permeable
surface, which greatly reduces the simulations cost. Furthermore, it is sometimes
used to propagate acoustic sources from several surfaces individually in order to
estimate the contributions of each components. In practice, this use is quite im-
precise because, in addition to the solid formulation issues that we will discuss
later on, it does not take into account the shielding effects of components among
themselves [74,273]. Additionally, it is necessary to consider the cross-correlations
between the separate components to account for acoustic interferences that poten-
tially affect noise levels [288].

e The permeable formulation (P): It consists in positioning in the simulation domain
a permeable and considered vibrating surface which encompasses the sources. The
latter allows to capture, in addition to the dipole sources generated by the solid
surface, the quadrupole sources related to the turbulence in the fluid. However, it
requires the storage of p, pu, pv, pw, p and its placement is trickier: the coupling sur-
face must be positioned as much as possible outside of hydrodynamic disturbances.
Indeed outgoing eddies (quadrupoles) might be interpreted by the FW-H analogy as
spurious acoustic sources (dipoles) when crossing the coupling surface. Many arti-
cles deal with the issue and propose several corrections to take into account the wake
crossing [289-291]. These corrections help to avoid over-estimating low frequencies.
In our study, it did not appear useful to close the surface and use flux correction
terms, since the comparison of the two formulations in Fig. 7.22 shows identical
results at low frequencies. So far in the studies carried out on the LAGOON gear,
this method has always given less satisfactory results than the solid one. However,
it might be caused by spurious sources and by the dissipation/dispersion between
the sources and the permeable surface.

The solid formulation is equivalent to Curle’s theory [260] according to which the
pressure variation of dipole sources (pf, = pp — Prcs) would be proportional to pp, oc Ma3,
while quadrupole sources would vary in pg oc M a* according to Lighthill [254,255].
Therefore, the sound intensity ratio of the two sources Iq/Ip = O(Ma?) would be of
second order and neglecting the quadrupole sources for low Mach would be an acceptable
approximation. However, Spalart refuted this assumption in 2013 [285]. It is based on
the simple observation that if one can decompose

p'(t) = pp (1) + po(t), (7.4.1)

as it is done in acoustic analogies [260,261], then
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P = i3 + PG + 20bPy- (7.4.2)
A 2pppq cross term of order Ma"™ appears in the pressure square which is directly con-
tained in the sound intensity (I/Iy = p'?/p?) with Iy and po the reference sound intensity
and pressure levels. The approximation Iqo/Ip = O(Ma) is actually of the first-order
when dipole and quadrupole sources coexist in the same simulation.

Before addressing the influence of this term, let’s first compare the solid and permeable
FW-H formulation with a direct propagation computation carried out up to microphones
placed at 1.2m under the gear but with the same angles. These results are presented
with the G2 mesh, and the direct propagation computation benefits from an extension
of the acoustic propagation RD (cf. Fig. 7.6) up to these microphones, with a uniform
mesh size of 4mm. For obvious CPU cost reasons, direct propagation was only performed
for flyover microphones. Noise attenuation inversely proportional to the distance square
was simply applied to these signals for comparisons with WTT microphones. For con-
venience purposes, the effect of the mean field on propagation between the microphone
positions in the direct simulation and in the wind tunnel tests was not taken into account.

The far-field propagation is carried out with the FW-H solver KIM from ONERA [268,
269]. The results obtained are compared to recent studies on the LAGOON landing gear
using a solid FW-H formulation. These studies were chosen because they all offer excel-
lent aerodynamic results and very good agreement on parietal kulites. Moreover, as can
be seen in Fig. 7.22, these three studies give very similar aeroacoustic results and with
similar deviations from experiments. The trend is always the same, for the upstream
microphone (M3) the noise is overestimated from St = 4 (St = U,y * f/D). The one at
90° (M6) is correctly predicted, and the noise on the M9 downstream microphone is un-
derestimated for St > 7. The same tendency is found for the LaBS results obtained with
the solid formulation (LaBS-S). For the latter, the high frequencies are slightly higher
than for the other three CFD codes as discussed later on. Nevertheless, the same trend
is observed with a little more uncertainty on absolute levels. The results obtained with
the permeable FW-H formulation and the direct propagation calculation give results that
match, up to the cut-off frequency, over a large portion of the spectrum. The results are
much more accurate at the upstream end, where the experimental results are correctly
retrieved, unlike all the other codes presented which use a solid F-WH approach. How-
ever, an over-estimation is to be noted at the downstream end for St > 20, which might
be attributed to remaining grid refinement spurious noise. The solid formulation under-
estimates the downstream levels, which Hajczak [283] attributes (in our opinion rightly)
to neglected quadrupole sources.

Thereafter, an original spectral decomposition of p'? is proposed for the various pres-
sure terms given in Eq. (7.4.2). This decomposition will provide a better insight into the
gaps observed between the two formulations. Beforehand, the method and recent results
proposed by Spalart [273] to decompose in time these terms will be discussed. Spalart
proposes to separate the pf,(t) component coming from the solid FW-H formulation from
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Figure 7.22 — Power spectral density of far field noise for M3, M6 and M9 microphones
located on the flyover arc. Top: LaBS/ProLB simulations with the G2 grid for D: Direct
propagation, P: permeable FW-H, S: solid FW-H. Bottom: Others CFD solvers that use
a solid FW-H formulation. PWF [51,52], CEDRE [49], BCFD [50].

p'(t) obtained with the permeable one. Thus, pg,(t) can easily be deduced. In his study,
the author is interested in turbulent flows beneath an aircraft fuselage at Ma = 0.25.
Whether with a cavity, or a bluff body, the same phenomenon is observed with the solid
FW-H formulation: a significant overestimation of the upstream acoustics, and a signifi-
cant underestimation of the downstream one. He thus plots the temporal evolution of the
different components of Eq. (7.4.2) and obtains a very convincing result. In the Tab. 7.3,
the ratio of the mean values (referred as ( )) of the various components are calculated
with regards to (p?). The result is staggering:

e Upstream: the dipole component is slightly dominant compared to the quadrupolar,
which is not easily intuitive. Moreover, the components (pf}) and (pg) are much
higher than (p'2) and the cross term is highly negative. In this case, using a solid

formulation (that implies (p'2) = (p{3)) overestimates the noise by 10.45dB.

e Downstream: Quadrupole sources are weakly predominant and the cross term is
significantly weaker. Nevertheless, using the solid formulation would underestimate
the noise level by 2.6dB.
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(p5) /() | (p5) /(™) | (20p06)/(P?)
Upstream 11.1 8.7 -18.8
Downstream 0.55 1 -0.55

Table 7.3 — Ratio of the average p'? components for a turbulent flow of a bluff body
under a fuselage at Ma = 0.25. Calculated from [273)].

It is however possible to go further, by decomposing these terms in the frequency
domain. Referring to the notions introduced in App. C, one notes P(f), Pp(f) and
Pq(f) the Fourier transform of p'(¢), pp(¢) and p(¢) respectively and * their conjugate
values. According to Eq. (7.4.1), the power spectral density of p’(t) reads

IP(f)F =P(f)P*(f) (7.4.3)
= (Po(f) +Po(N))(Po*(f) +Pa*(f))
=Pp(f)Pp"(f) +Po(f)Pq" (f) +Po(f)PQ (f) + P (f)Pq(f),

IPo (/)P Po()? Xorprg,

where the contributions of pp,(t) and p((¢) appear in the PSD of p/(t) along with two
cross spectral densities that account for the 210{3192Q contribution in Eq. (7.4.2). This cross
term will be referred as XoPpPq hereafter.

The decomposition is presented in Fig. 7.23, along with the coherence function. This
function is zero if the dipole and quadrupole sources are uncorrelated, and equal to one if
they are perfectly correlated. The green curve (10log (—XQPDPQ/ |P|2)) directly represents
the effect of the cross term Xopppg On the red curve of the noise taking into account all
contributions [P|2. The Xop,p, term is always negative, that’s why it is plotted with a
minus sign, and causes a decrease of the noise level. Concretely, if the green curve is
positive, the Xop,p, term removes energy from the red one. If it is negative or zero, it
can be interpreted as having no noticeable effect.

Upstream, in the same way as in [273], it is observed that quadrupolar sources con-
tribute as much as dipole sources for St > 10, which would result in an additional increase
of 3dB compared to the solid FW-H results. However, the Xoppp Cross term leads to
a reduction of 10dB in this Strouhal range and thus allows to recover the experimen-
tal results. Upstream, the sources are highly correlated, with a coherence value higher
than 0.8 for St > 10. This curve illustrates very well the limitations of the solid FW-H
method to correctly predict the noise of a landing gear. For the M6 microphone, the
quadrupole sources become dominant at high frequencies, and the Xop,p,, term, as well
as the coherence decrease. In this configuration, the solid formulation seems reasonably
satisfactory compared to experiments (cf. Fig. 7.22). However, it seems that this result is
fortuitous with the Xopp, term that compensate [Pq(f)[?>. In this situation neglecting
quadrupole sources would give similar results. Finally downstream, the noise is mostly
due to quadrupolar, and the sources are poorly correlated. In this situation, neglecting
the quadrupole sources would lead to an underestimation of the noise levels, as can be
seen with PowerFLOW, CEDRE and BCFD on Fig. 7.22. This result consolidates the
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recent statements of Hajczak [283] that claims the presence of quadrupole sources in the
wake that they have identified using beamforming methods.
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Figure 7.23 — Top: Separate contributions of dipole and quadrupole sources on the far
field noise obtained for M3, M6 and M9 microphones located in the flyover arc. |P|?: total
contribution from all sources, |Pp|?: dipole contribution, |Pql?: quadrupole contribution,
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the mesh cut-off.

However, these results need to be nuanced. Indeed, for this decomposition to be accu-
rate, the CFD calculation would have to be ideal. However, some spurious noise remains
downstream which could certainly be attributed to resolution transitions for St > 20, and
this is not captured in the same way with the two FW-H methods. The energy of a
spurious source related to a wake transition enclosed in the permeable surface will be
significantly greater than that of the reflection of a fraction of this spurious source on
the gear wall. Similarly, wall pressure extrapolation concerns may affect the solid FW-H
but will have no effect on the permeable one. The extrapolation is likely what causes the
overestimates of solid FW-H results with LaBS/ProLB compared to the other codes in
Fig. 7.22. Indeed, the wall normal in LaBS/ProLB is not considered for extrapolating
the pressure. This information is however required in the integration of the wall surface
loads by the FW-H solver (¢f. Eq. (7.1.10)). An inconsistency may occur between the
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LaBS/ProLB outputs and the FW-H solver. Caution should therefore be exercised in the
analysis of these results at least on absolute levels, as spurious sources may disturb this
decomposition. Nevertheless, the conclusions are in perfect agreement with the results of
Spalart [273] and Hajczak [283], and the results obtained with other CFD codes using a
solid formulation also support our statements.

More generally, the latter conclusion is corroborated by a very recent paper by Riccia-
rdi [292] dating from March 2021, which compares both solid and permeable methods on
a complex landing gear, with significant resolution in the wake. Their Figure 24 exhibits
exactly the issues of the solid formulation that we highlight here with an overestimation
of levels upstream and an underestimation downstream. This provides further evidence
of the issues encountered with the solid formulation.

As computing resources grow, and CFD solvers become more and more accurate,
performing clean FW-H permeable propagations will become increasingly affordable. This
should allow to re-evaluate the conclusions on permeable FW-H for landing gear noise
prediction. It would also be very interesting to compare this decomposition with other
solvers in the coming years.

7.4.3 Far-field acoustic results

The acoustic results obtained in the far-field with the FW-H permeable method are
presented for the various grids in Fig. 7.24. First, it can be noticed that increasing
the parietal resolution allows to better capture low frequencies (f < 800Hz). Accord-
ing to [9,21], the axle and the leg contribute mostly in this frequency range for flyover
and sideline microphones respectively. This will be further corroborated by analyzing
the wall pressure maps filtered by frequency bands in Sec. 7.4.4. These elements are of
small dimensions with Reynolds numbers of 2.9-10° and 2.3-10° for the leg and the axle
respectively. According to the grids, their resolutions are ~ 50, ~ 100 and ~ 200 cells
per diameter for the G1, G2 and G3 grids. These resolutions are rather low to capture
the flow around a turbulent cylinder in critical regime. The G3 mesh offers much better
results on these components (¢f. Fig. 7.10 and 7.18), and more generally on all micro-
phones. Finally, the cavity tonal peak at 1kHz is well captured whatever the mesh size
for sideline microphones, as predicted by the kulite analysis in Sec. 7.3.5. This peak does
not appear on flyover microphones since they are located on the y = Om plane which is a
pressure node for this cavity mode [32,51,52].

Downstream, spurious transition noise is visible for f > 5kHz. Nevertheless, noise levels
in these frequency ranges are low and weakly contribute to the OASPL (Overall Sound
Pressure Level). For lower frequencies, the predicted noise is physical and the underesti-
mates related to the solid FW-H formulation visible for other CFD codes on Fig. 7.22 do
not appear here anymore. This reinforces the thesis of the predominance of downstream
quadrupole sources for f > 2kHz.
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Figure 7.24 — Power spectral density of far field noise for M3, M6 and M9 microphones

obtained with the permeable FW-H formulation. Top: Flyover arc, bottom: Sideline arc.
(—): GI1 grid, (—): G2 grid, (—): G3 grid, (—): Experiments.

The values of the integrated OASPL on the 200Hz to 10kHz frequency band are shown in
Fig. 7.25. The angles do not correspond exactly to those presented in Fig. 7.21 since they
take into account the refraction correction related to the shear layer in the experiments. In
addition, the M7 flyover microphone has a higher level than its neighbors. This is simply
because it is located at a smaller distance from the landing gear than others microphones.

Directivity is well captured with much higher noise levels upstream than downstream for
both microphone arcs. The G3 fine mesh is the most accurate with a maximum deviation
of 2dB upstream. This deficit comes from the lack of axle and leg resolution. Finally, the
M12 microphone (30°) is not presented since it is almost tangent to the wake. Therefore,
the open permeable surface used for the FW-H coupling does not allow to capture all the
acoustics for this angle and the levels obtained are too low which is not physical.
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Figure 7.25 — OASPL integrated in the 200Hz to 10kHz frequency bands. Left: Fly-
over arc, Right: Sideline arc. (—+): G1 grid, (—5-): G2 grid, (=&=): G3 grid, (—e~):
Ezxperiments.

7.4.4 Frequency band filtered pressure maps

Frequency band filtered unsteady pressure maps are of great interest for locating
dipole wall acoustic sources. In particular, they allow to highlight areas of boundary
layers separation or vortex impingement.

However, this method applied to the landing gear skin has several limitations that should
be kept in mind:

e It does not allows to locate quadrupole sources, nor their interactions with dipole
ones.

e It does not take into account constructive or destructive interferences that occur
while propagating to the far-field.

e Acoustic reflecting surfaces can be confused with actual sources (as it was for in-
stance the case of kulites K13, K14, K15 located in the upstream part of the wheel
inner flank where two tonal peaks appeared coming from the cavity mode).

In Giret’s PhD thesis, third-octave integration bands are provided [9]. In view of
the broadband character, only three bands of integration are chosen here: [100-800]Hz,
[800-2000]Hz and [2000-10000]Hz. Results are given in Figs. 7.26 to 7.28.

These maps indicate that:

e The noise is broadband in nature and comes from flow separation on the leg, the
axle, the inner and outer flanks of the tires, as well as the rear part of the tires
which is heavily sheared.

e The impingement of the vortex shedding on the inner downstream flank of the wheel
is a major source of noise.

e The spatial resolution greatly influences the separation areas.
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This last point is the one we are interested in to shed light on the visible gaps in the
spectra between the three grids (c¢f. Fig. 7.24). According to Giret [9] and Zhang [21],
the axle and the leg are mainly responsible for the noise emitted at low frequencies
(f < 500Hz). However, it is clearly seen that the levels of pressure fluctuations in this
frequency range for these components increase sharply when refining the mesh, which
may explain the improvements obtained with the G3 mesh. Another interesting point
is the position of the flow separation on the outer flank of the wheels. The latter is
moving towards the upstream part by refining the mesh. This results is in agreement
with the oil-test of Rego [293] at Mach 0.1 and the simulations of Giret [9] and De la
Puente [270]. Moreover, broadband noise in the frequency range [500-10000]Hz is domi-
nated by wheels [9,21]. For all three grids, the levels of pressure fluctuations are similar
in the downstream inner flank of the tires. These fluctuations result from vortex shedding
impingements that are generated upstream of the tire flank and of the axle. This could
explain why even the G1 coarse mesh is partly able to predict the broadband noise on
this simple landing gear.

However, the direct link between these pressure maps and far-field noise cannot be
directly established. It could be very useful to use beamforming methods [14-16] to
corroborate these observations.
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Figure 7.26 — Wall pressure band map ranging from 100 to 800Hz. From top to bottom.:
Inboard front view, inboard rear view, outboard rear view. From left to right: G1, G2, G3

grid.
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Figure 7.27 — Wall pressure band map ranging from 800 to 2000Hz. From top to
bottom: Inboard front view, inboard rear view, outboard rear view. From left to right: G1,
G2, G3 grid.
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Figure 7.28 — Wall pressure band map ranging from 2 to 10kHz. From top to bottom.:
Inboard front view, inboard rear view, outboard rear view. From left to right: G1, G2, G3
grid.
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7.5 Conclusion of the LAGOON 1 study

This chapter aims at validating the new LBM ingredients adapted to the landing gear
aeroacoustic framework that have been investigated in this manuscript.

For this purpose, an aerodynamic study was first carried out for three grids of increas-
ing resolution. By analyzing the unsteady kulites, it came out that the development of
the turbulent boundary layer on the wheels is very well retrieved by refining the mesh,
as well as the two tonal peaks at 1kHz and 1.5kHz corresponding to cavity modes. The
only downside identified is the prediction of separation points on the axle and the leg
which are in critical flow regime and require a high resolution. In the wheels wake, the
PIV planes, as well as the average and fluctuating velocity profiles obtained by LDV in
the experiments are very well recovered. Moreover, the spectral behavior extracted on a
0.3D probe downstream of the left wheel shows velocity fluctuations in accordance with
the experiment. Finally, the spurious vorticity observed with the filtered DRT scheme
completely vanished when using the H-RR,, collision model.

Subsequently, the focus shifted to aeroacoustic predictions. The latter are much more
sensitive from a numerical point of view in LBM, since in addition to being prone to
spurious vorticity problems influencing aerodynamics, they are very exposed to parasitic
noise sources that can disrupt the predictions. We have thus quantified the contribution
of the H-RR,, model and DC resolution transitions compared to the filtered DRT model
coupled with STD grid coupling algorithm. As expected, the H-RR,, model completely
eliminated the non-hydrodynamic modes responsible for spurious vorticity and parasitic
acoustic sources. In addition, unwanted acoustic sources originating from eddies passing
through the wake resolution interfaces have been reduced thanks to the suppression of
non-physical turbulence caused by SpuriousS waves (cf. Chap. 4). Finally, the H-RR,,
model coupled with the DC algorithm allowed a huge reduction of spurious sources, by
more than 10dB on a pressure probe positioned downstream of the landing gear.

As direct acoustic propagation to the wind tunnel microphones was not considered
for the LAGOON gear due to the large propagation distance. As all the previous studies
on this case, an acoustic propagation solver based on the FW-H analogy was used. It
was demonstrated that the solid formulation, mostly used for the prediction of landing
gear noise was not valid in this context. Indeed, neglecting quadrupole sources in such
a simulation is responsible for a strong over-estimation of noise levels upstream, and
under-estimation of levels downstream over a wide range of frequencies. This has been
illustrated based on the recent work of Spalart [273,285], and by proposing a spectral
decomposition of the different noise contributions.

This result reinforces the need to use numerical ingredients that minimize spurious
effects. Indeed, a permeable surface should ideally be placed outside of hydrodynamic
fluctuations, and necessarily includes resolution transitions in the wake. Moreover, it
requires a precise numerical scheme to correctly propagate the acoustics from the source to
the surface. This formulation is much more complex to implement and previous attempts
on LAGOON [43,48] have not shown any benefits from this formulation as opposed to
our results.

We obtained a deviation from experiments of less than 1.5dB on OASPLs. This
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discrepancy is most probably due to the lack of resolution of the axle and the leg. A
slight overestimation of the noise levels is however to be deplored at high frequencies for
the downstream microphones, which could be attributed to grid refinement noise.

Finally, a growing number of recent references show the attractiveness of quadrupole
sources for landing gear noise prediction [273,283]. Even experimentally, the recent study
by Rego et al. [293] observed for p'? a noise scaling as a function of Mach number ranging
from 6 at low frequencies, to 8 at high frequencies on Fig. 17. It could be very interesting
to reproduce this study with CFD solvers in the coming years.
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This chapter evaluates the ability of LaBS/ProLB to capture the effect of extra com-
ponents to the LAGOON 1 gear. For this purpose, the LAGOON 2 and LAGOON
3 configurations are considered. These configurations allow to progressively come
closer to a realistic landing gear. As in the previous chapter, an aerodynamic study
followed by an aeroacoustic one is carried out. The interaction phenomenon between
the tow-bar and the leg will be particularly discussed, since it is at the origin of a
tonal peak which will be especially complex to capture.

In this chapter, numerical simulations of the LAGOON 2 (L2) and LAGOON 3 (L3)
configurations are carried out, in order to validate the effects of the additional compo-
nents. These configurations have been less studied than LAGOON 1 because of confi-
dentiality purposes. The only available studies on LAGOON 2 are that of Sanders [45]
with elsA, and a confidential part of the Giret’s thesis [9] that deals with both L2 and
L3 carried out with the AVBP solver.

Upper leg

Steering
actuator

Lower leg Torque link

LAGOON 1 LAGOON 2 LAGOON 3
Figure 8.1 — The three LAGOON mock-ups.

8.1 Numerical setup

The simulation conditions are identical to those of the previous chapter. Only one grid
is studied, based on the G3 fine mesh. Additional meshing specifications are introduced
to take into account extra components:

e Tow-bar: cylinder of small dimensions (Dy = 0.02m) with a Reynolds number
Rep,, = 106000. This component is at the origin of a tonal noise at 1100Hz resulting
from the interaction between the tow-bar vortex shedding and the lower leg [45].
Given its small size, this element requires to decrease the minimum mesh size, and
thus strongly increases the computation cost. A mesh size of Ax,,;, = 0.0625mm
is chosen, corresponding to D/ Az, = 320. Moreover, the wake of the tow-bar is
finely resolved hoping to capture the interaction with the leg.
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e Steering actuator and lights: These components probably do not require very high
resolution, since the detachment locations are imposed by the geometry (cf. Fig. 8.4).
Moreover, according to Sanders [45], these components are expected to contribute
very little to the far field noise. Az,,;, = 0.25mm will be imposed, as on the whole
gear.

e Torque-link: This component is located downstream of the leg and the interaction
between these two components is of importance for noise prediction. A refinement
zone of constant size Az = Imm is therefore added to capture this interaction. The
torque-link itself is solved with the same mesh size as the whole landing gear.

e Rim cavities: These cavities enforce a well-localized geometric detachment. The
turbulent structures produced must be sufficiently resolved until the downstream
end of the wheel to capture the vortex impingements. A maximum mesh size of
Ax = lmm in the cavity is chosen for this purpose.

The grid used is displayed on the Fig. 8.2.

Figure 8.2 — Mesh used for the LAGOON 3 study. The LAGOON 2 grid is identical
except for the shared components.

The Tab. 8.1 gives details on the volume grids used. The total number of cells has
been increased by about 50%. This extra cost is mainly attributed to the tow-bar and
its wake. Moreover, it can be seen that the addition of the torque-link and inner and
outer rim cavities only slightly increases the volume of the mesh between L2 and L3 (15M
cells). We are conscious that the tow-bar mesh and its wake are not optimal and that
many cells could be saved in future studies. More generally, the mesh is constructed to
avoid intersections of transition with the walls. Indeed, these intersections still generate
some spurious acoustics that we want to avoid. Promising work has been started during
the thesis on this issue but has not reached a sufficient level of maturity to be used in the
present simulations. Finally, the number of fine equivalent nodes for both L2 and L3 is
significantly lower than in the L1 case, since only the tow-bar is included in RD1, unlike
the entire LG.

Tab. 8.2 summarizes the performance of the solver for these various simulations. The
extra cost, mainly attributed to the tow-bar, is about a factor of three on the computa-
tional cost. Further ongoing works on the scalability of the solver are expected to decrease
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Mesh Number Equivalent | Az, | Atpin
of cells (-10°) | fine (-10%) | (mm) | (-1077 s)

L1 235 112 0.25 4.21
L2 346 39 0.0625 1.05
L3 361 42 0.0625 1.05

Table 8.1 — Grids used for the L2 and L3 gears with associated numerical parameters.
The L1 s added as a reference.

this factor. In any case, this extra cost is substantial, and one can already imagine that
simulating a complex landing gear where one wants to finely capture the effect of the
dressings proves to be a major challenge.

Conf. | Total CPU | Total clock | CPU | CPU/elem/it | CPU/elem/1ms
time (h) time (h) | cores (107%(s)) (1073(s))
L1 28000 95 512 0.76 1.84
L2 96300 120 800 0.32 3.05
L3 105300 131 800 0.33 3.14

Table 8.2 — Computation time informations. The L1 is added as a reference.

Similar procedure as used in Chap. 7 will be followed : First, an aerodynamic study
will be carried out with the investigation of PIV planes located downstream of the add-
on components, and the study of the wall kulites. Then, the far-field acoustics will be
considered in terms of PSD and integrated overall sound pressure level directivity.

8.2 Aerodynamic results

8.2.1 PIV planes

PIV planes have been positioned in the wake of the additional components (cf. Fig. 8.3).
For the LAGOON 2 configuration, they are located downstream of the steering actuator
and lights, and for the LAGOON 3, at several sections along the torque-link. Moreover,
a common plane is available in z = 0m as previously studied for the LAGOON 1.

8.2.1.a PIV planes of the LAGOON 2 configuration

The streamwise and crosswise velocity fields and their associated fluctuations for the
LAGOON 2 are shown on Fig. 8.5 and Fig. 8.6. The three components effects considered
are:

e The tow-bar: the flow in the z = Om plane is only affected by the inclusion of
the tow-bar. Compared to LAGOON 1 (¢f. Fig. 7.12), relatively few differences are
noticeable in this plane regarding the mean velocities, except a slight acceleration of
the flow in the symmetry plane of the gear that is well captured by the simulation.
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z = 0.355m
z =0.335m
z = 0.238m
2z = 0.210m
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Figure 8.3 — PIV plane positions for the LAGOON 2 (left) and LAGOON 3 (right).

The velocity fluctuations are strongly reduced downstream of the axle. This is
explained by a slowdown of the flow caused by the tow-bar, which is well recovered.

e The steering actuator: the z = 0.335m and z = 0.355m planes are located at two
positions downstream of this element. The latter generates a massive detachment
illustrated on Fig. 8.4 which is rather well captured in the simulation. The obtained
fluctuation levels are slightly underestimated for the crosswise velocity, that can
probably be attributed to the insufficient resolution of the steering actuator wake.

I 100

75

I

Figure 8.4 — Iso-surface of Q-criterion = 2-107 colored by the velocity magnitude around
the steering actuator and the lights.

e The lights: the z = 0.397m plane depicts the flow downstream of the lights. The lat-
ter imposes a sharp geometrical separation as shown on Fig. 8.4. The flow presents
a dissymmetry caused by the steering actuator which is particularly visible on the
crosswise velocity component. The mean values show good agreement, however,
with a slightly over-extended recirculation region. A deficit in velocity fluctuation
is observed on the crosswise velocity, that can probably be attributed to the low
resolution of the lights wake.
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Figure 8.5 — Comparison with PIV measurements for the streamuwise velocity component
of the LAGOON 2 configuration. From top to bottom: z = 0m, z = 0.335m, 2z = 0.355m,
2 =0.398m. Left: Experiments, Right: LaBS/ProLB.
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Figure 8.6 — Comparison with PIV measurements for the crosswise velocity component
of the LAGOON 2 configuration. From top to bottom: z = 0m, z = 0.335m, 2z = 0.355m,
2 =0.398m. Left: Experiments, Right: LaBS/ProLB.
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The comparisons with the PIV planes are overall quite satisfactory with regard to the
LAGOON 2 configuration. The torque-link and rim cavity effects are investigated in the
next section for the LAGOON 3 configuration.

8.2.1.b PIV planes of the LAGOON 3 configuration

The PIV planes for several sections of the LAGOON 3 configuration are displayed
from Fig. 8.9 to Fig. 8.12. Unfortunately, the PIV of velocity fluctuations are highly
noisy in the experiments. The two components effects studied are the rim cavities effect
where the caps have been removed, and the torque-link effect.

e Rim cavity: This effect is visible on the z = Om plane and on Fig. 8.7, where the
open cavity is compared to a sealed one as on L2. There is a clear thickening of the
wake downstream of the tires. This is caused by a late and partial re-attachment of
the flow at the downstream portion of the rear tire. Most of the separated flow does
not re-attach to the rear wheel as it did when the cavities were sealed. Therefore,
the streamwise and crosswise velocity fluctuations which were very low, strongly
increase in this area, which is affected by higher vortex impingements. The suction
effect of the flow towards the landing gear symmetry axis that is induced by the
leg is intensified. This is visible on the crosswise component of the velocity which
presents a higher magnitude as well as more intense fluctuations near the symmetry
axis. These phenomena are perfectly captured by the simulations. Finally, the effect
of the inner cavity covers that have been removed does not seem to be noticeable
in the simulation. This cannot be confirmed by the PIV which are shielded in this

area.
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Figure 8.7 — Top: Iso-surface of Q-criterion = 2-107 colored by the velocity magnitude
around the right wheel. Bottom: Mean velocity fields and associated streamlines. Left:
LAGOON 2, Right: LAGOON 3.

e Torque-link: This effect is visible on the sections from z = 0.04m to z = 0.238m.
This component undergoes a strong interaction with the vortex shedding that comes
from the upstream leg, as illustrated on Fig. 8.8. This interaction results in high
velocity fluctuations on the sections located from z = 0.104m to z = 0.210m. A good
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agreement with experiments is achieved for this component, both on the average
and fluctuating velocities.
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Figure 8.8 — Iso-surface of Q-criterion = 2-107 Iso-surface of Q-criterion = 2-107 colored
by the velocity magnitude around the torque-link.

The last PIV plane available in the experiments is located at z = —0.104m. This plane
does not exhibit any component effect and the flow is, a fortiori, almost identical for the
three configurations. The flow is strongly sheared with the mixture of the streams coming
from the outside of the wheels merging with the one going through the inside which is
accelerated. The agreement with the experiments is excellent.

The comparisons of the PIV planes for the LAGOON 3 configuration show a very good
agreement with the experiments. The rim cavities and the torque-link are two elements
that are subject to significant vortex impingements and are likely to be significant acoustic
sources.
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Figure 8.9 — Comparison with PIV measurements for the streamwise velocity compo-

nent of the LAGOON 3 configuration. For each z—position : Left: Ezperiments, Right:
LaBS/ProLB.
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Figure 8.10 — Comparison with PIV measurements for the streamwise velocity fluctu-
ations of the LAGOON 3 configuration. For each z—position : Left: Experiments, Right:
LaBS/ProLB.
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Figure 8.12 — Comparison with PIV measurements for the crosswise velocity fluctua-
tions of the LAGOON 3 configuration. For each z—position : Left: Ezperiments, Right:
LaBS/ProLB.
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8.2.2 Wall-pressure spectra

Cross-comparisons of parietal pressure spectra for the L2 and L3 configurations are
compared to pressure kulites on Fig. 8.14 and Fig. 8.15. The probes positions are identical
to those in the previous chapter, and only some of them will exhibit a distinct effect. To
help visualizing the changes in pressure fluctuations, Fig. 8.13 shows the RMS pressure
levels on the gear surface. A very strong increase of the levels can be noticed on the lower
part of the leg, and on the outer downstream part of the wheels, where the cavity covers
have been removed. Additionally, the torque-link which receives a turbulent flow from
the leg shows high levels.

LAGOON 2 LAGOON 3

Prus [dB]

_ I
10 120 130 140 150

Figure 8.13 — Two views of the wall RMS pressure fields. Left: L2, Right: L3.

The kulites analysis indicates:

e Probes K1 to K9 around the wheel perimeter show an additional peak at 1.1kHz.
This peak is attributed to the tow-bar [45] and emerges only weakly in the 1.2
simulation at 1.25kHz, and is not visible for the L3 one. This will be discussed in
Sec. 8.2.3. Furthermore, at high frequencies the spectral behavior of the experi-
ments is significantly richer than that of the simulation up to K6. This is due to
tripping and none of the other CFD codes (except LaBS/ProLLB v2.5 as discussed
in Sec. 7.3.5) fail to capture these high frequencies. Except for these effects, the
development of the turbulent boundary layer up to K9 is in very good agreement
with the experiments, and the flow dynamic on the wheel perimeter is similar for
both configurations.

e The K13 to K15 probes on the inner side of the wheel confirm a laminar boundary
layer with low noise levels. For the high frequencies, slightly higher levels are
obtained for the L3 configuration compared to L2 on these kulites, which in the
experiment is found only for K14.
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e The K20 probe shows slightly lower levels for the L3 configuration. This is the small
contribution of the inner cavity covers. This relative underestimation is well recov-
ered by the simulations. However, the absolute levels are slightly overestimated.

e Probes K10 to K12 do not recover the right fluctuations levels at all, as was already
experienced with the L1 configuration.

e Probe K18 exhibits the effect of the outer rim cavity. This probe is exposed to
significant vortex impingements originating from upstream for the L3 configuration,
whereas the boundary layer is attached for the L2 as shown on Fig. 8.7. The
fluctuation levels are increased by 10dB, and this effect is well recovered by the
simulation.

e The K19 probe is located directly downstream of the tire. No difference is de-
tected in the simulation and the levels are overestimated by 10dB compared to the
experiments.

e The K23 probe is located on the axle, just beneath the low torque-link mounting.
The torque-link generates a substantial increase of high frequency levels, up to
25dB. In the simulation, the maximum reached is 17dB, with a correct distribution
of the fluctuations according to the frequency.

e Probes K24 to K27 are located on the leg at mid-height of the torque-link. The
increase of the fluctuation levels are well captured in the simulation. Only the K26
probe gives too low levels which indicates a wrong position of the separation point.

In conclusion, the kulites analysis indicates that the effect of the torque-link add-on
and of the rim cavities that are no longer sealed are very well captured by the simulations.
However, the tonal noise induced by the interaction of the tow-bar vortex shedding on the
leg does not appear for the L3 configuration and only weakly for the L2 one. Finally, the
kulites which were not well recovered for the L1 configuration are logically not retrieved
here either.

In the next section, the effect of the tow-bar will be further investigated, to understand
why this component does not show a tonal peak for the L3 configuration in the simulation,
when it should.
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Figure 8.14 — Wall pressure PSD along the wheel centerline and in the inner flank of
the right wheel tire. Comparison with kulites measurements (the extra components are
hidden in the picture giving the kulites location.). (—): L2, (—): L3, (---): L2-Exp,
(---): L3-Ezxp.



8.2 Aerodynamic results 217

K12 K11 K10

PSD [dB/Hz]

PSD [dB/H7]

PSD [dB/H7]

K26 K27

PSD [dB/H7]

e 104 ' e 104

[ [Hz] [ [Hz]
Figure 8.15 — Wall pressure PSD in the outer flank of the right wheel tire and along the
azle and leg. Comparison with kulites measurements (the extra components are hidden
in the picture giving the kulites location). (—): L2, (—): L3, (---): L2-Exp, (---):
LS3-Fxp.
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8.2.3 Investigation of the flow near the tow-bar

The tow-bar, being a small cylinder, produces a vortex shedding at a frequency of
about 1100Hz in the experiments. The interaction of the tow-bar wake with the axle and
the leg should generate a tonal peak of significant amplitude. However, this peak appears
at 1250Hz in the L2 simulation and does not appear in the L3 one. Fig. 8.16 shows the
flow around the tow-bar, and its interaction with the leg and the axle. One can see
on the streamlines, that the lower torque-link fixation deflects the flow downwards (and
accelerates it due to the reduction of the cross-section). This phenomenon delayed the
position of the upper separation point of the tow-bar and the flow of the L3 is deflected
downwards. Thus no strong pressure fluctuation induced by the tow-bar is observed for
the L3 in the vicinity of the axle and leg, while high fluctuations are visible for the L2 in
this area. This phenomenon is extremely sensitive to capture, since it requires to exactly
predict the separation points on a cylinder in the critical regime, and the interaction with
the torque-link in the case of L3. Besides, in the experiments, the tonal peak frequency
seems to increase slightly by some hertz for the L3 and its intensity remains similar.

In 2015, Sengissen had shown very encouraging preliminary results for K1 and K2 of
the L2 configuration [36]. The tonal peak emerged at 1250Hz for the “FINE” grid with
D/ AZpmin = 50. As this resolution is rather low to correctly capture a flow around a
cylinder in such regime (cf. axle and leg in Chap. 7), the choice here is a much finer mesh
with D/ Az = 320. However, no significant improvement are observed for the kulites
results.

So far, it has been observed that the effects of the added components were well
captured, except for the interaction noise induced by the tow-bar. This last point could
be improved in the future with the use of tripping to enforce the separation point. The
next section is dedicated to the far-field aeroacoustic study of L2 and L3.
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Figure 8.16 — Flow near the tow-bar. Top: Velocity fluctuations with streamlines,
Bottom: Pressure fluctuations. Left: L2, Right: L3.

8.3 Far-field aeroacoustic results

The acoustic results obtained in the far-field with the FW-H permeable method are
presented on Fig. 8.17. First of all, in the experiments the tow-bar peak emerges strongly
from the broadband noise at 1.1kHz on both the flyover and sideline microphone arcs.
This peak is retrieved on the flyover arc by the L2 simulation only, at a frequency of
1.25kHz. For the sideline arc, the peak emerges only for the downstream microphone
M9. No peak is detected for the L3 simulation, as expected from the kulite analysis in
Sec. 8.2.2 and the flow investigation in Sec. 8.2.3. At low frequencies (f < 800Hz), the
experimental L2 and L3 plots are superposed, then a significant increase in broadband
noise levels appears for L3, attributed to the torque-link and rim cavities. The relative
increase in broadband noise is very well captured by the simulation. A very good agree-
ment is obtained for the upstream microphone M3. However, an overestimation of the
levels for the microphones M6 and M9 is observed for f > 5kHz. This over-estimation
could be attributed to the resolution transitions, even if it looks like this spurious noise
becomes dominant only from f > 7kHz, where the L2 and L3 curves almost overlap.

The values of the integrated OASPL on the 200Hz to 10kHz frequency bands are shown
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Figure 8.17 — Power spectral density of far field noise for M3, M6 and M9 microphones
obtained with the permeable FW-H formulation. Top: Flyover arc, bottom: Sideline arc.
(—): L2, (—): L3, (---): L2-Exp, (---): L3-FEzxp.

on Fig. 8.18. A noise deficit for low frequencies is observed upstream (> 90°) as in the
L1 case shown on Fig. 7.25. This gap is mainly the result of the imperfect prediction of
the detachment points on the axle and leg for the flyover and sideline arcs respectively
(cf. Chap. 7). Downstream (< 60°), an overestimation of 1dB is probably caused by the
resolution transitions. If the L2 and L3 simulations are compared to each other, the
relative OASPL between the two configurations is comparable to that obtained in the
experiments for all angles and microphone arcs.

OO
Figure 8.18 — OASPL integrated in the 200Hz to 10kHz frequency bands. Left: Flyover
arc, Right: Sideline arc. (===): L2, (=e—): L3, (-2-): L2-Ezp, (-o-): L3-Exp.




8.4 Conclusion of the LAGOON 2 and 3 study 221

Apart from the tow-bar effect, the other components are well captured by the simu-
lations.

8.4 Conclusion of the LAGOON 2 and 3 study

Following the promising results achieved for the LAGOON 1 configuration in Chap. 7,
where a grid convergence study was performed, the addition of extra components has been
studied in this chapter. The aerodynamic results were quite satisfying with an excellent
correlation for the PIV planes. The kulites study has allowed to verify that the effect
of the extra components as possible acoustic sources were well captured. It was checked
that the torque-link and the rim cavities were responsible for a significant increase in the
parietal pressure fluctuation levels. However, the interaction phenomenon between the
tow-bar vortex shedding and the axle and leg, expected to generate a significant far-field
tonal peak, does not occur for the L3 simulation. It has been noticed that the torque-link’s
fixation deflects the tow-bar wake below the leg thus avoiding the interaction. Since a
tonal peak does emerge in the experiments, this suggests a too late upper flow separation
for the tow-bar in the L3 simulation. To improve this point, tripping could be added on
the tow-bar to enforce the separation point.

Regarding the far-field acoustic results, the relative level increase between the L2
and L3 configurations is well captured. The torque-link and rim-cavities generate a
significant increase in levels for f > 1400Hz. However, the frequency of the tow-bar
tonal peak is increased by 150Hz in the L2 simulation, and only appears downstream for
the sideline microphone arc. Moreover, an overestimation of noise levels is noticed for
downstream microphones for f > 5kHz, which is probably induced by remaining spurious
grid transition noise. Possible ways to improve these predictions could be 1/ to increase
the resolution of the axle and the leg as for the LAGOON 1, 2/ to add tripping on the
tow-bar.

This study is a starting point towards the noise prediction of a realistic landing gear. It
will be worthwhile in the future to increase the geometrical complexity, with in particular
the analysis of the partially dressed cavity-closed landing gear (PDCC) [294]. This study
has already been carried out with LaBS/ProLB by Hou in 2019 [57] but the contribution
of the DC grid coupling algorithm, as well as the FW-H coupling with a permeable
formulation will be worth quantifying.

Finally, the study of a realistic landing gear will notably involve the dressings (cf.
Fig. 1.4), which are typically cylinders of very small dimensions that can produce signifi-
cant interaction noises. These components will require a considerable increase in spatial
resolution, and thus in the density of the volume mesh. Therefore, substantial CPU per-
formance will be needed and the use of LBM to predict the noise of such realistic landing
gears will be more and more justified.
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Conclusion and perspectives

Predicting landing gear noise is a major challenge for an aerospace manufacturer,
since it accounts for about 40% of the total aircraft noise during approach phases. In-
flight and wind tunnel tests have helped to understand the mechanisms that generate
noise, and enable noise reduction devices to be designed. However, these experiments
are a long and costly process. The CFD is therefore an essential complement to its
experimental approaches. In view of the significant unsteadiness of the flow and the
broadband nature of landing gear noise, it is necessary to turn towards methods such as
large eddy simulations to predict acoustic sources. Thus, the LBM which has recently
shown a strong potential for this type of simulation has been adopted for this thesis. The
available LBM solver: LaBS/ProLB v2.5, however, did not reach the level of accuracy
required for such simulations. Indeed, the stability was insufficient at high velocities and
non physical acoustic and vorticity waves severely polluted simulations. It was shown in
this thesis that these waves were closely related to resolution transitions, but came from
two distinct origins:

¢ A non-hydrodynamic origin inherent to the LBM scheme and deleteri-
ous at mesh interfaces: In Chap. 3, we have seen that non-hydrodynamic modes
coexisted with physical ones in an LBM simulation, and could carry a macroscopic
quantity. Due to their particular pulsation w,, these modes invert at each iteration
and produce a discontinuity at the interface caused by the asynchronous evolution
of the two grids. This discontinuity generates a very high amplification of these
waves and is responsible for vorticity and unwanted acoustics that pollute simula-
tions. The proposed solution was therefore to dissipate these modes in the fluid
core, something we have achieved in Chap. 4. By means of spectral analysis, we
have selected a collision model that allows to fulfill this goal: the H-RR. Indeed,
thanks to a partial reconstruction of the viscous stress tensor thanks to a finite dif-
ference estimation of the stress rate tensor, these modes are highly dissipated. This
has allowed the suppression of spurious vorticity, which can appear even beyond
hydrodynamic fluctuations, as well as a reduction of the spurious noise emitted by
eddies passing through mesh interfaces.

e An insufficient accuracy of the grid coupling algorithm: In Chap. 6 we
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pointed out that the algorithm used in v2.5 version of LaBS/ProLB led to a discon-
tinuity of vortices crossing the mesh interfaces. This discontinuity is responsible for
important spurious acoustic emission. To overcome this problem, we have proposed
an algorithm based on a direct grid coupling, which extends the work of Lagrava
[212]. This algorithm solves a non-linear system to find an equilibrium function
that strengthens the link between two meshes of different resolution based on con-
servation assumptions. It has enabled a significant reduction of spurious noise at
interfaces crossed by turbulent flows. Finally, improved spatial interpolations have
also been proposed and validated to improve the accuracy of non-planar interfaces.

These two parasitic sources were thus drastically reduced via 1/ a global solution
applying to the whole fluid, 2/ a local solution only applied at the interface. The combi-
nation of the two is therefore required to get rid of the spurious behaviors.

Subsequently, the ability of the H-RR model to be stable and accurate under the low
viscosity and moderate Mach number conditions of interest was assessed. It was found
that this model requires cubic Mach correction terms to be stable for non-zero
Mach numbers, which was not expected. It has been pointed out that this corrected
model (H-RR,,) proves to be much more stable than many models in the literature, for
an equilibrium function at the third-order compatible with a D3Q19 lattice.

Regarding the accuracy, the strong anisotropy in dissipation of advanced LBM schemes
was highlighted, which was already known for regularized models [149]. Actually, the
advanced models turn out to dissipate much more than the basic BGK and the “very
low-dissipative properties of the LBM” should be taken with caution as it varies a lot from
one collision scheme to the other. Nevertheless, a proper comparison of the Navier-Stokes
and LBM properties for different flow angles and possible propagation directions for the
perturbations is still sorely missing in the literature for comparison. Hence, we have only
compared LBM models with each other, and the H-RR,, proves to be quite satisfactory
(cf. Fig. 5.5).

Once these different models were evaluated and implemented in the LaBS/ProLB
solver, simulations were carried out on the LAGOON landing gears of increasing com-
plexity. Three grids of various resolution were assessed. The aerodynamic results obtained
are very satisfactory and are notably in agreement with those obtained with the Power-
FLOW solver which is the current reference in LBM for aeroacoustics. Concerning the
aeroacoustic results, the combination of the H-RR,; collision model and the DC grid cou-
pling algorithm allows a huge reduction of the spurious acoustics. Nevertheless, a small
amount of spurious noise is still observed on the PSD for St> 20.

We pointed out that the solid FW-H formulation, mostly used for landing gear noise,
was not appropriate in this context. Indeed, following the methodology of Spalart [273]
and thanks to a dedicated spectral decomposition, we have highlighted that neglecting
quadrupole sources is not a valid hypothesis for two reasons:

e Quadrupole sources do not seem to be negligible for any direction of propa-
gation. Downstream, these sources apparently appear to be predominant.
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The most accurate studies using the solid FW-H formulation all have a downstream
noise deficit.

e Neglecting the quadrupole sources in FW-H leads to the cancellation of
a cross-correlation term between dipole and quadrupole sources which
is not negligible. Many recent studies thus show an over-estimation of the
upstream noise for St > 5. Indeed, this cross term leads, for middle to high
frequencies, to a noise reduction of up to 10dB upstream for the LAGOON land-
ing gear.

Hence, with the permeable FW-H formulation, very convincing results were obtained
for the LAGOON 1 configuration, with however a slight overestimation of the downstream
spectra due to some remaining mesh transition noise.

The LAGOON 2 and 3 configurations were further investigated to evaluate the ef-
fect of extra components. The PIV analysis showed a very good agreement with the
experiments for these components. Moreover, the kulites have enabled verifying that the
effect of the torque-link add-on and of the rim cavities on the L3 configuration are well
captured. However, the interaction noise between the tow-bar and the leg is not correctly
retrieved, especially in the L3 case where it does not appear at all. A future study, with
the addition of tripping on the tow-bar to enforce the separation point could improve this
matter. Finally, the acoustic results show a good agreement of the extra components,
if the L2 and L3 simulations are compared to each other. However, a lack of resolution
on the axle and leg leads to a noise deficit at low frequencies for upstream microphones,
which is reflected on the OASPLs, as was also observed for the L1 configuration. Besides,
noise overestimates for high frequencies are observed on the downstream microphones,
which may likely be attributed to resolution transitions.

Finally, the H-RR,, model has been integrated into the v3 commercial version of
LaBS/ProLB. Furthermore, the DC grid coupling algorithm, as well as the improved
spatial interpolations (I-3 in Sec. 6.3.1) have been integrated in a candidate version, and
will likely be used in the commercial version in a near future.
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Perspectives

From a numerical point of view, three important aspects remain to be addressed at grid
interfaces:

e The intersections between boundary conditions and mesh transitions: the current
intersections generate a lot of spurious noise, and can detach boundary layers. Thus,
local refinements at the wall have to be avoided, which has strongly increased the
cost of our simulations. Work has been started during this thesis, and will be
continued after the PhD to improve these intersections.

e Turbulence handling at mesh interfaces: a large jump in turbulent viscosity is
produced by the Smagorinsky model at the interface. It has been observed (but
not presented in this manuscript) that the noise generated by a vortex crossing a
transition (¢f. Fig. 6.14 and 6.15) is increased by 3dB on the OASPL when the
Smagorinsky model is activated. The LES assumptions where the variation of the
mesh size is generally neglected are no longer valid in this case [295], and additional
terms have to be taken into account.

e Spatial interpolations for arbitrary transitions: Although the I-3 method proposed
in Sec. 6.3.1 improves the handling of arbitrary interfaces, they remain much less
accurate than plane interfaces. More compact and isotropic interpolations might
improve this point [296] but are not very suitable for cell-vertex structures.

From an industrial point of view of landing gear noise, two aspects should be carried out:

e The first step is to investigate more realistic landing gear geometries, especially
including four wheels and a bogie. Such configuration will lead to more complex
phenomenology that LBM is quite capable of capturing.

e The next step is to focus on the noise prediction of high-lift devices to be able to
predict the noise of landing gears installed under the wings. The installation effect
is important to consider, which is the reason why we worked on the confidential
ARTEM configuration during this thesis. This configuration integrates a complete
landing gear installed under a wing in high-lift configuration. However, the current
level of accuracy regarding the aeroacoustic of the high-lift devices is insufficient.
For that purpose, DES models appear as a relevant option [27,297]. In addition,
recent improvements to the walls [67,68] must be integrated in the same version to
address these issues.

Finally, from a physical analysis point of view, further work is required on the method-
ologies to identify landing gear noise root causes and to achieve the best possible low noise
designs, while mitigating other integration constraints. A project such as INVENTOR
will follow that path.
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The aim of this appendix is to provide additional results on the vortex and pulse
convection test cases. In addition, a comparison between lattices D2Q9 and D3Q19
completes the study to validate the tri-dimmensional model implemented in LaBS. Indeed,
the stability analyses were performed only for the D2Q9 lattice and only a numerical
validation is performed for the D3(Q19 one.

A.1 Results on a convected vortex in a periodic box

The case of a convected vortex previously studied in Sec. 5.4 is carried out with
the two lattices D2Q9 and D3Q19. Then the mean field will be inclined in the diagonal
direction of the lattice in the (z,y) plane and finally in the diagonal of the cube for the
D3Q19 lattice in order to study empirically the limits of the model.

Fig. A.1 shows the relative L? error, dissipation and dispersion of the vortex after 50
box laps for both lattices. One can see that the results are almost identical for z—aligned
direction. Afterwards, the Fig. A.2 gives the comparisons for an average field inclined
at (6 = 45°) in the plane (z,y). This time, slight deviations are to be noted. For small
values of o the errors are almost identical. However, when o — 1, the lattice D3Q19 does
not diverge while D2Q9 does. Nevertheless, the increase in dispersion (dcyope,) is a sign
that the computation will ultimately diverge.

It can therefore be considered that the two lattices behave in almost the same way for
two-dimensional test cases. The study was also carried out for the D3Q19 lattice with
a mean field oriented in the diagonal of the cube to evaluate if major stability problems
appear. Fig. A.3 shows that the stability is not deteriorated in this direction compared
to cases of inclined flow at (6 =45°). In any case, lowering slightly the value of o allows
to be stable for aeronautical simulations in subsonic regime.

A.2 Results on a convected Gaussian pulse

The case of the under-resolved advected pulse (R, = 1) is also performed with the
D3Q19 lattice since it is the case with the most important numerical errors. Fig. A.4
compares the two lattices on this case. The behavior can be considered as identical
whatever the value of 0. The spectral properties evaluated in two dimensions thus seem
to be valid for the lattice D3Q19.
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Figure A.1 - Maps of L? error (L2.,), dissipation €yorter =
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odic vortex test case after 50 convective time ty with the H-RR, model. The mean
flow is horizontal (0 =0°) in the = direction. Several convected Mach number and
hybridization parameter o are studied. dcyorer @S the distance between the vortex center
at the initial and at the final state. The dimensionless viscosity is fized to v = 1075,
White areas means unstable simulations. Top: D2Q9 lattice, bottom: D3Q)19 lattice.
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B.2 Examples of two-dimensional refinement inter-
face with corners with the DC algorithm

In this appendix, the particular example of a plane refinement interface illustrated in
Fig. 6.4 is extended to interfaces with concave and convex corners. With the formalism
described in the paper, the only difference between a plane interface and corners lies in
the value of the velocity indexes which are associated with the sets @, Q7f, 1M/, These
sets determine the allowable values of the parameters I'; and ~; as described in Table 6.1.

The configuration of planar, concave and convex interfaces are the only three ones that
can locally be found with Cartesian meshes in two dimensions. An extension to the three-
dimensional case is straightforward by further distinghishing edges and corners. Anyway,
the computation of the Jacobian matrix involved in Eq. (6.2.6) is done only once in ad-
vance and considers any possible shape for the interface. The choice of sets #, Qf, M/
is directly substituted in the LBM code.

A concave corner is displayed on Fig. B.2. In this situation, the sets @, Qf, M/ take
the following values: ® ={0,1,3}, Qf = {2} and M/ = {4,5,6,7,8}.

JAN AN AN

Figure B.2 — Two dimensional representation of a concave corner refinement inter-
face. (---»): Unknown distribution functions after a streaming step, (—): known
distribution functions. Left: fine domain, right: coarse domain.

A convex corner is displayed on Fig. B.3. This time, the sets @, Qf, M/f take the
following values: @ ={0,5,7} , Qf ={1,2,3,4,8} and M/ = {6}.

Coarse distributions function are all reconstructed with Eq. (3.5.5) whatever the shape
of the interface.
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B.3 Stability limits in the presence of mesh refine-
ment

This complementary study aims at evaluating the gap in stability between a coarse
uniform, a fine uniform and a non-uniform simulation. To this end, numerical experiments
are performed with the same vortex case as the one presented in Sec. 6.3.2, with an
increased convection Mach number ranging from 0.1 to 0.6. The vortex is initialized at
the center of a [1m, 1m] periodic box and is advected to the right until 100 characteristic
times t. = L/U, are reached.

Such validation is widely used to estimate the numerical method stability and accu-
racy. Usually, numerical error analysis is done considering two criteria:

— Dissipation properties: by quantifying the amplitude lost by the vortex at ¢ = 100¢...
— Dispersion properties: considering the deformation of the vortex and its location
mismatch with respect to the domain center at ¢ = 100¢..

The focus here is only put on numerical stability, so these errors will not be quantified.
Pressure maps of the convected vortex at ¢ = 100, are presented in Fig. B.5. Note that
in presence of mesh refinement, the vortex has been affected by 200 passages across the
interface. It turns out that simulations performed with non-uniform grids are more sta-
ble than those with uniform ones for this test case. This is justified by the fact that the
unstable modes of a LB scheme are altered by the mesh transition at each passage, so
that they do not have enough time to grow and make the simulation diverge [149]. The
energy of the latter, when passing through a transition, is re-distributed to the other
modes (cf. Fig. 3.4 and 3.5). It is important to underline that the obtained results are
only relevant for the H-RR,, st model, which partially filters out non-hydrodynamic modes
at the fluid core. As it was shown in Fig. 5.1, this model is linearly unstable for Ma > 0.25
in these conditions.

Qualitatively discussing the global accuracy, dispersion is mainly related to the convection
time spent in each grid. However, it is worth mentioning that since the simulations are
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performed at iso laps number, those with a low Mach number require more iterations
and therefore will accumulate more numerical errors. Moreover, coarse grid calculations
require half as many iterations as fine ones, which also minimizes the effects of dispersion
and stability.

With these facts in mind, one can argue that propagation in the fine mesh is very
little dispersive and the vortex remains close to the center of the domain and very slightly
deformed at t = 100¢.. Conversely, the propagation on the coarse mesh is more dispersive,
the vortex distorts and drifts away from the center, even though it has gone through half
as many iterations. Regarding non-uniform simulations, the vortex is less distorted with
the DC2 algorithm than with both DC1 and STD one.

More quantitatively, Fig. B.4 shows, for these various simulations, the maximum of
vorticity over time. This quantity is a useful indicator of the numerical dissipation gener-
ated by the numerical scheme to propagate a source of vorticity. First, it can be observed
that for Mach = 0.6 the two uniform meshes have a non-linear behavior showing a prob-
able instability of the numerical scheme in the fluid core. The coarse mesh consistently
dissipates the vortex more than the fine one. For non-uniform simulations, the DC1 al-
gorithm shows a strong degradation of its accuracy as the Mach number increases. The
DC2 algorithm is the most accurate, up to Mach = 0.6 where the dissipation induced by
the STD model is similar. This study reinforces the choice of the DC2 algorithm within
the framework of aero-acoustic simulation.
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Figure B.4 — Comparison of the maximum of vorticity as a function of the convective
time t. for increasing Mach numbers. -O-: STD, -»-: DC1, <>-: DC2, —: Coarse uniform,
. Fine uniform.
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Figure B.5 — Convected vortex (R, =0.1m) t = 100t. in a square-periodic box of 1m for
increasing Mach numbers. Ax¢=2Axf =0.01m. Pressure field and 20 isocontours of the
transverse velocity component w,, are displayed, with a viscosity v =1.49.10m.s~1. From
top to bottom: Coarse uniform, non-uniform with STD algorithm, non-uniform with DC'1
algorithm, non-uniform with DC2 algorithm, fine uniform.



Appendix C

Definition and properties of Power
and Cross spectral densities



239

Power and cross spectral densities are a widely used tool in signal analysis. These
functions are defined as the Fourier transform of correlation functions. Correlation func-
tions indicate the similarity of processes as a function of time, whereas spectral densities
find them as a function of frequency.

Auto- and cross- correlation functions

For two time signals x(t) and y(¢) with finite energy, the auto-correlation functions
R.. (noted R, for simplicity) with ¢ € [z, y] and cross-correlation functions R,,, are defined
as

R.(7) = f : w(8)z (t - 7)dt, (C.0.1)

and

R,,(7) = f : 2y (t - )dt, (C.0.2)

with 7 a time delay between both signals and the superscript (*) stands for the conju-
gate. By hermitian symmetry, these functions have the property R,.(7) = R:,(-7) and

Ray(7) = Ry, (7).

These correlation functions can also be written according to the convolution product
<k >,

Ro(7) =x(7) * 2*(-7) , Raoy(7) = 2(7) * y*(-7). (C.0.3)

Power- and cross- spectral densities

The power spectral density S, and the cross spectral density S,, are defined as the
Fourier transform & of the auto- and cross-correlation functions respectively.

S.(f) = f : R, (r)e 72 " dr, (C.0.4)

and

S,y (f) = f : R,, (7)e 92" dr (C.0.5)

Alternatively, they can be obtained from the convolution product:

Se(f) = F {a(r) x 2" (-7)},
=F{x(r)} » F{z*(-7)}, (C.0.6)
= X(/)X*(),
= X (NI

and



240 Appendix C : Definition and properties of Power and Cross spectral densities

Say(f) = F {a(r) »y*(-7)},

=F{x(1)} »F{y*(-7)}, (C.0.7)
= X(NHY"(f)
In the same way, one can write
Sye(f) =Y (F)X*(f) = 55, (f)- (C.0.8)

These tools will be very useful to analyze and decompose the signals corresponding
to dipole and quadrupole sources and their correlations in Sec. 7.4.2.

Coherence function

Finally, the last notion to be introduced that will be useful is the coherence function
Cuy-

_ ’Smy(f)|2
O 5 (D)

The z(t) and y(t) signals are considered incoherent at the frequency fy if C,,(fo) = 0.
They will be perfectly coherent if C,,(fy) = 1.

0<Cyy <1 (C.0.9)
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