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Abstract

Development and cell differentiation rely on coordinated changes in gene expression programs. An
important regulatory layer determining gene expression is thought to be the recruitment of RNA
polymerase II (Pol II) to gene promoters through the assembly of the preinitiation complex (PIC).
Several factors are involved in enabling PIC formation including chromatin modifying complexes such
as the SAGA (Spt-Ada-GenS Acetyltransferase) and the ATAC (Ada-Two-A-Containing) coactivator
complexes. SAGA and ATAC share the same histone acetyltransferase (HAT) activity and deletion of
genes encoding subunits of these two complexes lead to embryonic lethality in mouse. However, the
importance and functions of coactivator complexes and their chromatin modifying activities in Pol 11
transcription is still poorly understood, as recently highlighted through two intriguing observations.
First, studies in yeast indicated that the coactivator SAGA acts as a general cofactor for Pol II
transcription in budding yeast unlike its previously assumed gene-specific functions (Bonnet et al., 2014;
Baptista et al., 2017). Second, two other coactivator complexes were suggested to regulated Pol II
transcription independently of their histone modifying activities in mouse embryonic stem cells (ESCs)

(Dorighi et al., 2017; Acharya et al., 2017; Rickels et al., 2017).

To understand the roles of the SAGA and ATAC coactivator complexes for Pol II transcription in
mammalian cells, we generate an unprecedented range of mouse ESC lines with inactivation for subunits
of the two complexes. Surprisingly, we could observe a lethal phenotype when targeting subunits of the
ATAC complex, which are believed to be required for its complex integrity. Therefore, we additionally

generated mouse ESC lines which allow acute depletion of subunits of ATAC.

Using these mutant cell lines, we observed unexpected alterations of the self-renewal capacities of
mouse ESCs upon inactivation or depletion of core subunits of SAGA and ATAC. This function of
SAGA and ATAC for self-renewal of mouse ESCs however did not rely on their shared HAT activity.
We could subsequently also reveal that the TBP-loading function of SAGA plays a major role in self-
renewal of mouse ESCs. In contrast, the mechanism by which ATAC impacts the self-renewal capacities
of mouse ESCs remains unclear. Through the analyses of newly synthesized RNA (4sU RNA-seq) in
the mutant cell lines, we further found that SAGA and ATAC significantly regulate different genes with
a potential mild global impact on Pol II transcription. In general, we could find little overlap between
genes significantly regulated by SAGA or ATAC subunits, suggesting two different mechanisms by

which these complexes affect the self-renewal capacities of mouse ESCs.

Overall, we found an important, HAT-independent role of the SAGA and ATAC coactivator
complexes in the maintenance of mouse ESC self-renewal and growth. We also revealed that, although
inactivation of the two complexes led to comparable phenotypes, SAGA and ATAC mainly regulate

distinct genes.



Résumé

Introduction

Chez les eucaryotes, l'information génétique contenue dans I’ADN est compactée dans les noyaux
en s'enroulant autour des protéines histones formant des nucléosomes, 1'unité de base de la chromatine.
La chromatine représente un obstacle majeur aux processus liés a I'ADN tels que la transcription par la
Pol II (ARN polymérase II) des génes codant pour des protéines. Les complexes coactivateurs comme
les complexes SAGA (Spt-Ada-GenS Acetyltransferase) et ATAC (Ada-Two-A-Containing) sont
impliqués dans la stimulation de la transcription par la Pol Il en servant d’intermédiaires entre les
facteurs de transcription (activateurs) liés a des séquences spécifiques d’ADN et la machinerie de

transcription basale.

La plupart des coactivateurs permettant I’accés de la machinerie de transcription basale a I’ADN en
modifiant la structure de la chromatine. Les fonctions de modification de la chromatine des coactivateurs
transcriptionnels comprennent des activités enzymatiques capables soit de modifier post-
traductionnellement les protéines histones soit d’induire un remodelage du nucléosome. Les
modifications post-traductionnelles d’histones, telles que 1’acétylation, la méthylation ou la
phosphorylation, peuvent modifier directement la compaction de la chromatine ou permettre le
recrutement d’autres facteurs ayant des domaines reconnaissant spécifiquement ces histones modifiées.
L’acces a la séquence d’ADN des promoteurs des genes est crucial pour la formation du PIC (complexe
de préinitiation). Le PIC est composé¢ de la Pol II et de six GTF (facteurs de transcription généraux) et
représente la premiere étape du cycle de transcription. Sa formation est initiée par la liaison de TBP

(protéine de liaison a la boite TATA) aux promoteurs des genes.

Le complexe SAGA a été fortement conserve au cours de 1’évolution, ayant une composition tres
similaire chez les levures et les mammiféres. SAGA posséde deux enzymes de modification des
histones, une histone H2B deubiquitylase (DUB) et une histone acétyltransférase (HAT). Des ¢tudes
structurales récentes du complexe SAGA de levure mettent en évidence l'organisation modulaire de
SAGA. Les dix-neuf sous-unités de SAGA en levure sont organisées dans quatre modules : les modules
enzymatiques HAT et DUB, un module capable d’interagir avec des activateurs transcriptionnels et un
module central structural. Ces études soulignent en plus la capacité de deux sous-unités du module
centrale de SAGA d'interagir avec TBP et leur importance pour la déposition de TBP aux promoteurs
des genes. Les sous-unités du module central, a 'exception des sous-unités qui interagissent avec TBP,

sont considérées comme cruciales pour I'assemblage et l'intégrité¢ de SAGA.

Chez les métazoaires, 1’activité HAT portée par la sous-unit¢ GCNS5 (ou son paralogue PCAF) de
SAGA est partagée avec ATAC. A cote des sous-unités du module HAT, ATAC possede sept sous-
unités spécifiques a ce complexe. Bien que la composition des sous-unités d'ATAC soit définie, son

organisation structurale et ses fonctions sont encore trés mal connues.



La transcription par la Pol II est trés précisément régulée et des modifications majeures de la
transcription par la Pol II ont lieu durant le développement embryonnaire d’un organisme et la
différentiation des cellules. En effet, ’inactivation des génes codant pour des sous-unités d’ATAC et de
SAGA provoque une létalité embryonnaire soulignant le réle de ces complexes dans les mécanismes de
contrdle transcriptionnel au cours du développement. Néanmoins, des observations récentes soulignent
combien nos connaissances sur les mécanismes et les fonctions des complexes coactivateurs sont encore
parcellaires. Premiérement, des études de mon laboratoire d’accueil indiquent que SAGA agit comme
un cofacteur général pour la transcription par la Pol Il dans la levure, contrairement a un rdle pour la
transcription d’un groupe de geénes particuliers, comme supposée précédemment. Cet effet global de
SAGA sur la transcription par la Pol Il n’est apparu que lors de l'analyse des quantités d'ARN
nouvellement synthétisés, tandis que les taux d'ARN totaux montraient peu de changements. D’autre
parte, les activités enzymatiques de modification de la chromatine des deux autres complexes
coactivateurs (les complexes TIP60 et M113/M114 COMPASS-like) ne semblent pas étre les activités clés
pour la régulation de la transcription par la Pol II dans les cellules souches embryonnaires (ESCs) de

souris.

Les ESCs de souris sont dérivées de la masse cellulaire interne des blastocystes et présentent des
caractéristiques cellulaires uniques. Elles peuvent s'auto-renouveler, apparemment sans fin et, a cause
de leur pluripotence, peuvent se différencier dans la plupart des lignées cellulaires. Les ESCs possédent
de plus des taux de prolifération élevés avec un cycle cellulaire caractérisé par une phase G1 raccourcie
par rapport aux cellules somatiques. Les mécanismes moléculaires permettant les capacités d'auto-
renouvelement et de pluripotence des ESCs reposent sur I’action de des facteurs de transcription de
pluripotence. Ceux-ci comprennent des facteurs de pluripotence centrales tels que Oct4 (Pou5f1) et Sox2
et d'autres facteurs de pluripotence, qui sont plus sensibles aux signaux environnementaux, tels que
Nanog, Tfcp2l1, KIf4 et Esrrb. Plusieurs résultats récents indiquent que la physiologie particuliére des

ESCs de souris dépend également des fonctions de plusieurs complexes coactivateurs transcriptionnels.

Alors que des études précédentes ont analysé 1'impact des sous-unités individuelles d’ATAC et de
SAGA sur la transcription par la Pol II dans les cellules mammiferes, les interprétations étaient basées
sur la mesure des niveaux d'ARN totaux. Par conséquent, en s'appuyant sur nos connaissances de SAGA
chez la levure et sur l'importance de ’analyse d'ARN nouvellement synthétisés, les objectifs de mon
doctorat ¢était 1) d’identifier I’'importance d’ATAC et de SAGA pour la synthése des ARNs naissants
dans les cellules mammiferes, 2) de révéler s’ils ont des roles redondants a cause de leur activité HAT
partagée ou s’ils agissent indépendamment de leur activité HAT et 3) de déterminer I’importance

d’ATAC et de SAGA sur la physiologie unique des cellules souches embryonnaires (ESCs) de souris.



Résultats

En utilisant la technologie CRISPR-Cas9, j’ai généré des lignées cellulaires de ESCs dans lesquelles
j’ai inactivé les génes codant pour des sous-unités structurales de SAGA (Supt7! et Supt20h) (analyse
Western blot des cellules Supt71", Figure 1A). Pour révéler I’'importance des sous-unités de SAGA pour
la croissance des ESCs, j’ai effectué des tests de croissance clonale dans un milieu contenant du sérum
et du LIF (facteur inhibiteur de leucémie). LIF est un facteur impliqué dans la maintenance de la
pluripotence et le renouvellement des ESCs. Nous avons pu observer une réduction majeure de la
croissance des cellules Supt7l"- (Figure 1B). Au contraire, les cellules Supt20h™ présentaient des

phénotypes comparables au cellules controles.

Compte tenu de I’impact de I’inactivation de Supt7Isur la croissance des ESCs, nous avons voulu
évaluer le role de SAGA sur la pluripotence des ESCs. J’ai donc réalisé des analyses clonales similaires
a celles décrites ci-dessus avec une coloration supplémentaire pour révéler les niveaux de phosphatase

alcaline (AP) dans les ESCs mutantes et contrdles. Les colonies indifférenciées avec haut pluripotence
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Figure 1: Le complexe coactivateur SAGA est nécessaire pour maintenir la pluripotence des cellules souches
embryonnaires de souris. A. Analyse par Western blot de deux lignées indépendantes des cellules Supt7I”" et
dans lesquelles le géne Supt7l est ré-exprimé (Supt7¢) et des cellules contrdles (WT). La yTubulin servent de
témoins de chargement. La protéine Supt71 est perdue dans les lignées cellulaires Supt7I”, tandis que les lignées
cellulaires Supt7l® présentent des niveaux comparables aux cellules WT. L'étoile indique des bandes non
spécifiques. B. Analyse clonale des mutants SAGA dans un milieu contenant du sérum et LIF coloré au cristal
violet. Une diminution du nombre de colonies peut étre observée pour Supt7I”" mais pas pour Supt20h™. Le
phénotype de Supt7I”" n’est plus observé aprés réintroduction de la séquence codante de Supt7l (Supt7l€). C.
Quantification de la coloration a la phosphatase alcaline (AP) des analyses clonales des mutants SAGA comme
indiqué dans (A). Le nombre de colonies AP positives (AP+) et AP négatives (AP-) a été normalisé par rapport au
nombre total de colonies évaluées par coloration au cristal violet. n = 4. Test de Wilcoxon-Mann-Whitney bilatéral.
ns, non significatif (p = 0,6095); **, p = 0,009524. D. Les niveaux d'ARNm total de plusieurs facteurs de
pluripotence dans les cellules Supt7I”" et Supt20h™ ont été évalués par RT-qPCR. Les niveaux d'ARNm total ont
été normalisés a deux genes d'ARN polymérase 111 (Rpphl et Rn7sk) et a des cellules control (WT). Des niveaux
réduits de Tfep2ll, Nanog, Esrrb et KIf4 ont été trouvés dans les lignes Supt71”" mais pas Supt20h™. n = 4-8. Test
de Wilcoxon-Mann-Whitney bilatéral. ns, non significatif (p > 0,05); ***, p = 0,0001554.
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sont révélées par un niveau ¢levé d'AP et une coloration rouge (AP positives), tandis que les colonies
différenciées avec une pluripotence réduite restent non colorées (AP négatives). Avec cette analyse,
nous avons pu observer une réduction significative des colonies indifférenciées (AP positives) dans les
lignées Supt7l” mais pas dans les lignées Supt20h™ (Figure 1C). En accord, 1'expression de plusieurs
facteurs de pluripotence était fortement réduite dans les cellules Supt7I’- mais pas dans les cellules
Supt20h”- (Figure 1D). La ré-expression de Supt71 dans les cellules Supt7l”~ (lignées Supt71€) a entrainé
la récupération d’un phénotype sauvage (Figure 1A - C) suggérant que les effets observés dans les

lignées cellulaires Supt7I”- sont en effet dus a la perte de Supt71.

L'implication de SAGA dans la croissance et dans la régulation de la pluripotence des ESCs de
souris est en accord avec des études récentes suggérant que Taf51 et Taf6l, deux autres sous-unités du
module central de SAGA, sont impliquées dans les mécanismes moléculaires important pour la
maintenance de 1’auto-renouvellement et la pluripotence des ESCs. Plus spécifiquement, dans les
lignées cellulaires Supt7I’" nous avons trouvé des niveaux d'’ARNm réduits surtout pour les facteurs
importants pour la maintenance d’une haute pluripotence, Nanog, Kif4, Esrrb et Tfcp2l1. En général,
les ESCs possédant de faibles niveaux d’expression de Nanog, K1f4, Esrrb et Tfcp211 sont considérées
comme étant destinées a la différentiation. Par conséquent, la réduction spécifique des niveaux d'ARNm
pour ces facteurs dans les cellules Supt7I”- pourrait suggérer une augmentation du taux de différentiation.
Dans l'ensemble, cela pourrait impliquer que les mécanismes liés aux facteurs de pluripotence Nanog,

Klf4, Estrb et Tfcp211 dépendent de la fonction SAGA.

A
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Figure 2: Le complexe coactivateur ATAC semble crucial pour la survie des cellules souches embryonnaires
de souris. A. Tableau indiquant le nombre de clones criblés, le pourcentage de clones hétérozygotes (+/-) et le
nombre de clones homozygotes (-/-) obtenu pour les deux génes codant pour des sous-unités cruciales du complexe
ATAC, Yeats2 et Zzz3. Aucun clone homozygote n'a pu étre généré. B. et C. Des lignées cellulaires inductibles a
l'auxine (AID) ont été générées pour Yeats2 et Zzz3 permettant une déplétion efficace des deux protéines apres
24h de traitement a l'auxine (IAA). Trois mutants homozygotes sont présentés pour Yeats24P4P N-terminal (B)
et deux clones homozygotes pour une fusion N-terminale (clones #1 et #2) Zzz34P4P ainsi que deux clones
homozygotes pour une fusion C-terminale (clones #3 et #4) Zzz34P4IP (C). Les étoiles indiquent des bandes non
spécifiques.



Nous avons ensuite cherché a inactiver des sous-unités cruciales pour I’assemblage du complexe
ATAC, Yeats2 et Zzz3, afin d'en évaluer la fonction et I’'importance pour la physiologie des ESCs de
souris. Alors que nous avons pu générer des lignes viables dans lesquelles le complexe SAGA est
inactivé (Supt7l” et Supt20h™), aucun clone homozygote pour les sous-unités d’ATAC n’a pu étre
obtenu, suggérant que ce complexe serait requis pour la survie des ESCs (Figure 2A). Ces résultats
indiquent une dépendance différente des ESCs aux fonctions d’ATAC et de SAGA et suggérent en outre

que certaines fonctions potentiellement essentielles d'ATAC ne peuvent pas étre compensées par SAGA.

Pour pouvoir néanmoins évaluer les fonctions d’ATAC dans les ESCs, nous avons généré des
lignées dans lesquelles la déplétion des sous-unités Yeats2 et Zzz3 peut étre induite en utilisant le
systéme de dégradation inductible par 1’auxine (AID). Ce systeme permet de dégrader les protéines

Yeats2 et Zzz3 jusqu’a des niveaux indétectables apres 24h de traitement par 1’auxine (Figure 2B et C).

A B

WT Yeats24/2/AI0 ZZ2Z3MeAn
’ . w 1.0
2 : i 2 ” v
S 08l ® - o
§ ns ns
& 0.6 e ns wii H IE' AP+
< i
¥ 041 % [o]aP-
<
0.2
'S @ o |® ’i-‘
=2 0.0 ! ! ! ! J !
o
45 O\P\O \\?‘0 \‘é \0\‘? Q\Vb
e ,!:j:z \_;r 1}}‘;
& s
C DMSO 1AA
ns
5 10 f . * ns » L B I’ i
] * s S :
8 % - = " [#] 24h wT
= g : : [#] 24h Yeats2AiDAD
";', s 48h Yeats24/P/AI0
= [2] 72h Yeats2AiP/a0
°
® 5.0
' N 9, A e ) &
‘J‘ 0+ f‘-\ O géc &
?o‘) ) «QOQ W ¢

Figure 3: Le complexe coactivateur ATAC semble crucial pour la maintenance de la pluripotence des
cellules souches embryonnaires de souris. A. Images représentatives de l'analyse clonal des lignées cellulaires
mutantes d’ATAC dans un milieu contenant du sérum et LIF traité¢ avec du DMSO ou de l'auxine (IAA) colorées
au cristal violet. L'ajout d'TAA conduit a des densités de colonies réduites dans les lignées cellulaires Yeats24P4P
et Zzz34P4ID B, Quantification de la coloration a la phosphatase alcaline (AP) des analyses clonales comme
indiqué en (A). Le nombre de colonies AP positives (AP+) et AP négatives (AP-) a été normalisé au nombre total
de colonies, évalué par coloration au cristal violet. Un nombre réduit de colonies AP+ a été trouvé pour les lignées
cellulaires Yeats24PAIP et 7zz34P4ID Jors de 1'ajout dTAA. n = 4-10. Test de Wilcoxon-Mann-Whitney bilatéral.
ns, non significatif (p > 0.05); **, p = 0.002797; *** p =2.165 x 107, C. Analyse des niveaux d’ARNm totaux
des facteurs de pluripotence dans les lignées cellulaires Yeats24P4P comparer aux cellules control (WT) aprés un
traitement auxine de 24h a 72h. Les niveaux d'ARNm total ont été normalisés a deux génes d'ARN polymérase 111
(Rpphl et Rn7sk). Les résultats des lignes Yeats24P4/P pour chaque point temporel ont été normalisés aux cellules
WT respectives des mémes points temporels. Seuls les niveaux d'ARNm totaux des cellules WT a 24h sont montré.
n = 4. Test de Wilcoxon-Mann-Whitney bilatéral. ns, non significatif (»p > 0.05); *, p = 0.02857.



Pour évaluer l'impact de la déplétion de Yeats2 et Zzz3 sur la croissance des ESCs et la maintenance
du renouvelement des ESCs, nous avons effectué des expériences de croissance clonale comme décrit
ci-dessus. En I'absence d'auxine, les deux lignées cellulaires AID ont montré des densités de colonies
similaires a celles des cellules contrdles, tandis qu'un traitement continu d’auxine pendant six jours a
entrainé une forte réduction du nombre de colonies (Figure 3A). Cela suggére que la croissance des
ESCs de souris est affectée lors de la perte du complexe ATAC. En utilisant la coloration AP, nous
avons aussi constaté que les capacités d'auto-renouvellement et de pluripotence des ESCs nécessitent
les fonctions d’ATAC (Figure 3B). L'effet sur la pluripotence a pu étre également confirmé par la mesure
des niveaux d'ARNm de plusieurs facteurs de pluripotence, montrant une réduction progressive apres
24 a 72 heures de traitement auxine dans les lignées cellulaires Yeats2”*P (Figure 3C). Cette analyse
a montré que I’expression de tous les facteurs de pluripotence testés sont affectés par la déplétion de
Yeats2, y compris les facteurs de pluripotence centrales Oct4 (Pou5fT) et Sox2. Ces résultats suggerent
qu'ATAC pourrait étre requis pour l'expression des différents facteurs de pluripotence. Cette perte
générale des facteurs de pluripotence pourrait expliquer les effets observés sur la maintenance de la

pluripotence et 1’auto-renouveélement dans les lignées cellulaires mutantes d’ATAC.

Globalement, ces résultats indiquent qu’ATAC et SAGA sont nécessaires pour la maintenance de
la pluripotence et pour la croissance des ESCs. Ces résultats étaient trés inattendus, car l'inactivation de
différentes sous-unités d’ATAC et SAGA dans I'embryon de souris cause la 1étalité a des stades plus

tardifs.

Pour évaluer précisément les fonctions d'ATAC et SAGA sur la transcription par Pol II, nous avons
analysé les ARNs naissants suivi d'un séquencage a haut débit en utilisant une méthode de marquage
des ARN naissants a l'aide de 4-thiouridine (4sU) (comparaison de séquencage des ARNs totaux et
naissants : Figure 4A). Cette analyse nous a permis de révéler que 1) la perte des sous-unités structurales
d'ATAC ou SAGA conduit a une réduction générale, bien que modeste, de I'expression des genes (Figure
4B) et 2) qu’ATAC et SAGA affectent significativement I’expression de groupes de génes différents
(Figure 4C). Plus précisément, dans les lignées cellulaires Supt7I”, les génes impliqués dans la réponse
au LIF ont été trouvé enrichis parmi les génes dont I’expression est réduite. Au contraire, dans les
cellules ou le complexe ATAC est inactivé, parmi les génes dont I’expression est réduite ceux impliqués

dans la traduction sont particuliérement enrichis.

L'effet spécifique des sous-unités d’ATAC sur I’expression des génes impliqué dans la traduction,
a pu étre en outre confirmé par des analyses d’expression des RPG (geénes codant pour les protéines
ribosomiques) dans les différentes lignées cellulaires (Figure 4D). Nous avons pu montrer qu’une
majorité de RPG sont spécifiquement dépendants d’ATAC pour leur expression, confirmant ainsi les

effets divergents d’ATAC et SAGA dans la régulation de la transcription par la Pol II.
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1l est important de souligner que les effets sur les RPG et les autres génes liés a la traduction lors de
la déplétion des sous-unités d’ATAC étaient détectables sur des échantillons d’ARN nouvellement
synthétisés aprés 24 heures de traitement auxine, alors qu’aucun défaut évident du cycle cellulaire
n’avait pu étre détecté. Cependant, des défauts de croissance et du cycle cellulaire étaient détectables

lors d'un traitement prolongé par I’auxine. Ces résultats suggeérent que la réduction de 1'expression des
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Figure 4: L’analyse d'ARN nouvellement synthétisés révéle qu'ATAC et SAGA affectent différents
ensembles de génes. A. Vues du navigateur du génome comparant les résultats d'’ARN-seq total (‘Total RNA-
seq’) et d'ARN-seq 4sU (4sU RNA-seq) pour deux genes (en haut, Eif2b5 et en bas, Asns). Les fleches indiquent
la direction de la transcription. Les brins d’avant (‘forward’) et d’arriere (‘reverse’) sont illustrés. B.
Représentation des diagrammes de densité du changement de I’expression en log2 du séquencage d'ARN
nouvellement synthétisés marqués au 4sU des lignées cellulaires Yeats24P4P | 77734P4ID et Supt71”- par rapport
aux cellules controles comparée a la moyenne des sonde normalisées. Toutes les lignées cellulaires ont été traitées
pendant 24 heures avec IAA. Les nombres en haut et en bas indiquent le nombre de génes dont I’expression est
significativement augmentée ou réduite dans les différents mutants. Les geénes ont été considérés comme
significativement affectés avec une valeur de p ajustée de <0,05 et un changement de log2 de <-0,5 ou > 0,5. Un
seuil de 100 sondes a ét¢ fixé pour définir les geénes exprimés. C. Diagrammes de Venn comparant le
chevauchement de génes significativement réduite dans les cellules Yeats24PAP, 7773440 et Supt717-. D.
Représentation du changement de log2 (log2 FC) observé pour les génes codant pour les protéines ribosomiques
(RPG) dans les différentes lignées cellulaires mutantes. Les RPG semblent particulierement affectés dans les
cellules Yeats24PA4IP et 7723410410,
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genes liés a la traduction pourrait entrainer des anomalies du cycle cellulaire. Ainsi les anomalies
observées dans les lignées cellulaires ou le complexe d’ATAC est inactivé pourraient étre dues a un
assemblage et une fonction altérée des ribosomes. De plus, les effets sur les génes liés a la traduction
pourraient expliquer la 1étalité observée apres l'inactivation constitutive de Yeats2 et Zzz3, car les génes
associ¢s a la biogenése et a la traduction des ribosomes sont généralement considérés comme essentiels.
Cependant, il ne peut étre exclu que les effets sur la prolifération et la croissance cellulaires puissent
étre dus a des changements dans l'expression d'autres geénes, car de nombreux génes sont affectés lors

de la déplétion des sous-unités d’ATAC.

Nos résultats ne permettent pas de conclure que les genes liés a la traduction sont des cibles directes
d'ATAC dans les ESCs, mais des études récentes dans des cellules humaines ont montré que Yeats2 et
7773 se lient directement aux promoteurs des RPG et régulent leur expression. Ces résultats indiquent
¢galement que les effets du complexe ATAC sur I'expression des geénes liés a la traduction ne se limitent

pas aux ESCs de souris mais se retrouvent également dans des cellules humaines.

L'ensemble de nos résultats indique qu'ATAC et SAGA affectent de maniére significative différents
ensembles de génes et pourraient donc avoir des réles non redondants dans la régulation de la
transcription par Pol II. Néanmoins, nous n'excluons pas qu'ATAC et SAGA puissent agir de maniére
redondante sur certains génes. En effet, notre analyse d'ARN nouvellement synthétisés a révélé
qu'environ 200 génes pourraient étre significativement corégulés par ATAC et SAGA. Cela concorde
avec des études antérieures qui suggéraient que certains geénes pourraient étre transcriptionnellement

dépendants ou occupés par des sous-unités des deux complexes.

Pour évaluer le role de 'activité HAT partagée par ATAC et SAGA, nous avons généré des lignées
cellulaires avec une inactivation des genes Tada2a ou Tada2b, codant pour deux paralogues permettant
l'incorporation du HAT spécifiquement dans ATAC ou dans SAGA. Nous avons également voulu
inactiver Tada3, une sous-unit¢ du module HAT d’ATAC et de SAGA. Une étude antérieure ayant
montré que cette sous-unité est nécessaire a la formation de la masse cellulaire interne, nous avons

3A[D/AID

généré des lignées cellulaires permettant une déplétion inductible de Tada3 (Tada ). Comme pour

AID/AID AID/AID AID/AID
2 et Zzz3 3 ,

les lignées Yeats , apreés 24 heures de traitement a 1’auxine des cellules Tada
la protéine de fusion n’était plus détectable par Western blot. Etonnamment, les lignées cellulaires
mutantes HAT n'ont pas montré d'effet détectable sur la croissance cellulaire ou la pluripotence (Figure
5A et B). Ces résultats indiquent pour la premicre fois que la fonction HAT ne parait pas étre la fonction

déterminante d’ATAC et SAGA dans les ESCs.

Pour comprendre le role de I’activité HAT partagée par ATAC et SAGA dans la transcription par
Pol II, nous avons décidé de comparer les effets transcriptionnels dans les cellules apres déplétion de

Tada3 (Tada3"P*'P) a des lignées cellulaires mutantes dans lesquelles les deux complexes sont inactivés
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Figure 5: L’inactivation de l'activité acétyltransférase partagée entre ATAC et SAGA n'affecte pas la
maintenance de la pluripotence. A. Analyse clonale des cellules mutantes du HAT dans un milieu contenant du
sérum et LIF. Les cellules Tada34P4" et control (WT) ont été traitées avec du DMSO ou de ITAA. Aucun effet
évident sur la croissance des colonies n'a été détecté pour les mutants HAT. B. Quantification de la coloration a
la phosphatase alcaline (AP) des analyses clonales comme indiqué en (A). Le nombre de colonies AP positives
(AP+) et AP négatives (AP-) a été normalisé au nombre total de colonies, évalué par coloration au cristal violet.
Aucune différence majeure n'a été observée pour les mutants HAT. n = 8. Test de Wilcoxon-Mann-Whitney
bilatéral. ns, non significatif (p > 0,05). C. Représentation du diagramme de densité du changement de I’expression
en log2 du séquencage d'ARN nouvellement synthétisés marqués au 4sU des lignées Tada3'P4° et Supt7l- +
Yeats2™P"4IP par rapport aux cellules contrdles comparé a la moyenne des sondes normalisées. Toutes les lignées
cellulaires ont été traitées pendant 24 heures avec IAA. Les nombres en haut et en bas indiquent le nombre de
geénes ayant une expression significativement augmentée ou réduite dans les différents mutants. Les génes ont été
considérés comme significativement affectés avec une valeur de p ajustée de < 0,05 et un changement de log2 de
<-0,5 ou>0,5. Un seuil de 100 sondes a été fixé pour définir les génes exprimés.

(Supt7l" + Yeats2*"*P) (Figure 5C). Nos résultats montrent que la déplétion de I'activit¢ HAT d’ATAC
et de SAGA ne provoque pas d'effets majeurs sur la transcription, indiquant que [’activité
transcriptionnelle de ces deux complexes semble majoritairement indépendante de leur activité HAT

partagée.

L’indépendance des activités HAT des deux complexes pour la croissance, la pluripotence et la
transcription des ESCs, indique qu'ATAC et SAGA possédent d’autres fonctions plus importantes pour
ces processus. Des résultats antérieurs basés sur 1’utilisation de mutants catalytiques d’autres complexes
de modification de la chromatine, suggérent également que les complexes coactivateurs possédent des

fonctions importantes qui n’impliquent pas la modification de la chromatine. De plus, cela questionne
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I'importance des modifications des histones pour la physiologie des ESCs de souris et la transcription

par la Pol II.

Cependant, des études antérieures sur l'inactivation de Gen5, 1'enzyme principale du module HAT
d'ATAC et de SAGA, suggérent une importance du HAT lors de la différenciation des ESCs. Cela
suggere un role potentiellement plus important des activités de modification des histones d'ATAC et de
SAGA pendant la différenciation, ce qui est en accord avec I’importance de GenS et son activité

catalytique pendant le développement embryonnaire de la souris.

Enfin, nous avons pu montrer qu'une fonction de SAGA importante pour la croissance et la
pluripotence des ESCs est potentiellement son interaction avec TBP par sa sous-unité, Supt3h (Figure
6A et B). Au contraire, I’activité DUB de SAGA, partagée avec d’autres complexes, semble étre
importante pour la croissance de ESCs, mais ne semble pas requise pour la maintenance de la

pluripotence.

Cependant, I’analyse des ARNs nouvellement synthétisés dans les cellules Supt3h™ a révélé que les
effets transcriptionnels sont moins sévéres que lors de l'inactivation de Supt71 (Figure 6C). Cela suggére
que la transcription par la Pol II ne dépend pas uniquement de la fonction de déposition de TBP de
SAGA dans les ESCs. En général, ces résultats sont en accord avec les résultats de levure, ou la
suppression de Spz3 (orthologue a Supt3h) conduit a un effet moins séveére sur la transcription par Pol 11
par rapport a la suppression de Spz20 (orthologue a Supt20h) ou Spt7 (orthologue a Supt7[). En général,
ces résultats suggérent une importance pour les autres fonctions de SAGA dans la transcription par la

Pol IL.
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Figure 6: SAGA affecte la maintenance de la pluripotence des ESCs de souris griace a ses interactions avec
TBP. A. Images représentatives de l'analyse clonale des cellules Sup#3A4”- dans un milieu contenant du sérum et
LIF. L'inactivation de Supt3h affecte la croissance cellulaire. B. Quantification de la coloration a la phosphatase
alcaline (AP) des analyses clonales comme indiqué en (A). Le nombre de colonies AP positives (AP+) et AP
négatives (AP-) a été normalisé au nombre total de colonies, évalué par coloration au cristal violet. L'inactivation
de Supt3h entraine une réduction du nombre de colonies AP+. n =4-6. Test de Wilcoxon-Mann-Whitney bilatéral.
** p = 0,009524. C. Représentation du diagramme de densité¢ des changements de 1’expression en log2 du
séquencage d'ARN nouvellement synthétisés marqués au 4sU des lignées cellulaires Supt3h™ par rapport aux
cellules contrdles comparés a la moyenne des sondes normalisées. Les lignées cellulaires ont été traitées pendant
24 heures avec IAA. Les nombres en haut et en bas indiquent le nombre de génes significativement augmente ou
réduite, respectivement. Les geénes ont été considérés comme significativement affectés avec une valeur de p
ajustée de < 0,05 et un changement de log2 de <-0,5 ou > 0,5. Un seuil de 100 sondes a été fixé pour définir les
geénes exprimeés.
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Conclusions

Mon travail a permis de montrer le role crucial des complexes ATAC et SAGA pour la maintenance
de la pluripotence des ESCs de souris. L’inactivation des complexes ATAC et SAGA modifie
I’expression de groupes de génes différents mais aboutit a un phénotype relativement similaire dans les
ESCs. Le complexe ATAC joue un role particuliérement important pour 1’expression de génes impliqués
dans la traduction. En effet, I’inactivation d’ATAC entraine une diminution de la transcription d’une
majorité des génes codant pour des protéines ribosomiques, pouvant expliquer les anomalies de
croissance et de maintenance des cellules souches embryonnaires de souris. Enfin, nous avons pu
montrer que les anomalies transcriptionnelles et le phénotype observé ne sont pas liées a I’activité
acétyltransférase partagée entre ces deux complexes. Mes résultats indiquent que ces deux complexes
ont des fonctions non redondantes et indépendantes de leurs activités acétyltransférases sur des groupes
de genes différents. Il reste a déterminer pour chaque complexe, quels sont les activités importantes pour
la transcription et comment ces activités sont coordonnées. Les mécanismes précis permettant le
recrutement de ces complexes sur les génes qu’ils régulent devront également étre déchiffres en utilisant
des techniques innovantes. Comme cela a été proposé chez la levure, ces complexes pourraient
¢galement avoir des fonctions globales et redondantes sur la transcription par I’ARN polymérase 11 qui

sont difficiles a caractériser avec les techniques disponibles.
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DTT Dithiothreitol

DUB Deubiquitylation

E Embryonic day

E2F1 E2 promoter binding factor 1

Eafl ELL associated factor 1

eGFP Enhanced green fluorescent protein

ENY2 Enhancer of yellow 2

EP400 E1A binding protein p400

ER Endoplasmatic reticulum

ERK Extracellular signal-related kinase

e¢eRNA Enhancer derived RNA

esBAF Embryonic stem cell-specific BAF
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ESCs

Esal

Esrrb

Ex

FACS
FACT

FAT

FCP1

FCS

FDR

FGF4
FGFR2

G9a
GAPDH
GATA4 or 6
GBX2
GCN5S

GFP

GLP

GNAT
gRNA
GSK3
GSKa3i
GTFs

H2A
H2AK119ub
H2B
H2BK120ub
H2BK123ub
H3
H3K4mel
H3K4me3
H3K79me3
H3K9ac
H3K9me3
H3K27ac
H3K27me3
H3K36me3
H3K79me3
H3S10phos

Embryonic stem cells

Enhancer of polycomb-like protein 1
Estrogen related receptor beta

Exon

Fluorescence activated cell sorting
Facilitates chromatin transcription
FRAP, ATM and TRRAP
TFIIF-associating CTD phosphatase 1
Foetal calf serum

False discovery rate

Fibroblast growth factor 4

FGF receptor 2

Gene 9a in major histocompatibility complex class I1I region
Glyceraldehyde-3-phosphate dehydrogenase
GATA binding protein 4 or 6
Gastrulation brain homeobox 2
General control non-derepressible 5
Green fluorescent protein

GYa-like protein

GCNS5-related N-acetyltransferases
Guide RNA

Glycogen synthase kinase-3
CHIR99021; inhibitor of GSK3 pathway
General transcription factors

Histone 2A

Histone H2A lysine 119 ubiquitylation
Histone 2B

Histone H2B lysine 120 ubiquitylation
Histone H2B lysine 123 ubiquitylation
Histone 3

Histone lysine 4 monomethylation
Histone 3 lysine 4 trimethylation
Histone 3 lysine 79 trimethylation
Histone 3 lysine 9 acetylation

Histone 3 lysine 9 trimethylation
Histone 3 lysine 27 acetylation
Histone 3 lysine 27 trimethylation
Histone 3 lysine 36 trimethylation
Histone 3 lysine 79 trimethylation

Histone 3 Serine 10 phosphorylation
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H4 Histone 4

H4K12ac Histone 4 lysine 12 acetylation

H4K16ac Histone 4 lysine 16 acetylation

HA-tag Hemagglutinin tag

HAT Histone acetyltransferase

HDAC Histone deacetylase

HDM Histone demethylase

HEAT Huntington, Elongation Factor 3, PR65/A, TOR
HFD Histone-fold domain

Hi-C Genome-wide chromosome conformation capture assay
HIT Head interacting with Tral

HMT Histone methyltransferase

HP1 Heterochromatin protein 1

HPDP-biotin N-[6-(biotinamido)hexyl]-3'-(2'-pyridyldithio)propionamide
HSA Helicase-SANT-associated

TAA Indole-3-acetic acid; auxin

Inr Initiator

INOS80 Inositol-requiring mutant 80

INT Integrator complex

1P Immunoprecipitation

IRES Internal ribosome entry site

ISWI Imitation switch

JAK Janus-associated kinase

JMJID JmJC jumonji domain containing

KAT Lysine acetyltransferase

kb Kilobase; 1 kb = 1000 base pairs

KD Knockdown

kDa Kilodalton; 1 kDa = 1000 Dalton

KDM Lysine demethylase

KIf2 or 4 Kriippel-like factor 2 or 4

KMT Lysine methyltransferase

KO Knockout

LCD Low-complexity domain

LIF Leukaemia inhibitory factor

LisH Lis homology

IncRNA Long non-coding RNA

LPS Liquid-liquid phase separation

LSD1 Lysine-specific demethylase 1

MAPK Mitogen-activated protein kinase

Mb Megabase; 1 Mb = 1000 kilobase = 1 million base pairs
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MBIP MAP3K12-binding inhibitory protein 1

MBP Maltose-binding protein

mCherry Monomeric red fluorescent protein

MDa Megadalton; 1 MDa = 1 kilodalton = 1 million dalton; unit of protein size
MEK Mitogen-activated protein kinase/ERK kinase
MEKi PD0325901, inhibitor of MEK/ERK pathway
meth Methylation

MLL Mixed lineage leukemia

MOF Males absent on the first

MS Mass spectrometry

MSL Male specific lethal

MTE Motif ten element

MYST MOZ Ybf2 Sas2 TIP60

NAD Nicotinamide adenine dinucleotide

Nanog Derives from ‘Tir nan Og’, the mythical celtic land of youth
NaOH Sodium hydroxide

NC2 Negative cofactor 2

NDR Nucleosome-depleted region

NE Nuclear extracts

NELF Negative elongation factor

NeoR Neomycin resistance

NF-Y Nuclear transcription factor Y

NLS Nuclear localization signal

NMD Non-sense mediated decay

NSL Nonspecific lethal

N-ter Amino- or Nitrogen-terminal or -terminus
NTC Nineteen complex

NuA4 Nucleosome acetyltransferase of H4

NURF Nucleosome remodelling factor

Oct4 Octamer-binding transcription factor 4

o/n Over night

ORF Open reading frame

P2A Porcine teschovirus-1 2A sequence

P300 E1A binding protein P300

PAF1 Polymerase-associated factor 1

Paf1C PAF1 complex

PAM Protospacer adjacent motif

PAS Polyadenylation site

PCAF P300/CBP-associated factor

PCR Polymerase chain reaction
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PD

PGK
PHD
phos
PI3K

PIC

POI

Pol I

Pol I1

Pol II1
PRC1
PRC2
pre-mRNA
PRMT
PROMPT
PRP28
P-TEFb
PTM
PWAPA
qPCR

Rb

RBX1
RFP
R-loop
RNA
RNF20 or 40
RPB
RPG
rRNA

RT
RT-qPCR
RTR1

RS

S2 cells
s'U
SAGA
Sall4
SALSA
SAM
SANT

PD0325901, inhibitor of MEK/ERK pathway
Phosphoglycerate kinase 1 (here promoter of PGK)
Plant homeodomain

Phosphorylation

Phosphatidyl 3-kinase

Preinitiation Complex

Protein of interest

RNA polymerase I

RNA polymerase 11

RNA polymerase 111

Polycomb repressor complex 1

Polycomb repressor complex 2

Precursor messenger RNA

Protein arginine methyltransferase

Promoter upstream transcript

Pre-mRNA processing 28

Positive transcription elongation factor b
Post-translational modification

PHD/WH domain in ASH2L, PHF1 and ATAC2
Quantitative polymerase chain reaction
Retinoblastoma

RING-box protein 1

Red fluorescent protein

Three stranded structure of DNA and RNA; R reflects RNA
Ribonucleic acid

Ring finger protein 20 or 40

RNA polymerase B

Ribosomal protein genes

Ribosomal RNA

Room temperature

Reverse Transcription followed by quantitative Polymerase Chain Reaction

Regulator of transcription 1

Reactive side chain

Schneider 2 cells from Drosophila melanogaster
4-thiouridine

Spt-Ada-GenS Acetyltransferase complex
Sal-like protein 4

SAGA altered, Spt8 absent
S-adenosylmethionine

Swi3, Ada2, N-Cor and TFIIIB
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SAV

SC

SCA7

SCF

SCP1-3

SEC

SEP

seq

SET

SETD1A or 1B
SETDBI1
SETX

Ser2P

Ser5P

Sgfl1, Sgf29 or Sgf73
sgRNA

SHL

shRNA

siRNA

SKP1

SLBP

SLIK

snRNA

snRNP
snoRNA

Sox2

S. pombe
SPT/SUPT
Stat3
SUV39H1 or 2
Susl

SSRP1

SSU72

SV40
SWI/SNF
SWIRM

TAD

TADAI, 2a, 2b or 3
TAF

TAF5L or TAF6L

Streptavidin

Synthetic complete medium
Spinocerebellar ataxia type 7

Skp, Cullin, F-box containing
Synaptonemal complex protein 1
Super-elongation complex

Shpl, Eyc, P47

High throughput sequencing
Su(var)3-9 enhancer-of-zeste trithorax

SET domain containing 1A or 1B

SET domain bifurcated histone lysine methyltransferase 1

Senataxin

Phosphorylation of Serine 2 in C-terminal domain of RNA polymerase 11

Phosphorylation of Serine 5 in C-terminal domain of RNA polymerase 11

SAGA-associated factor 11 or 29 or 73
Single guide RNA

Superhelical location

Short hairpin RNA

Small interfering RNA

S-phase kinase associated protein 1
Stem-loop binding protein

SAGA-like complex

Small nuclear RNA

Small nuclear ribonucleoprotein

Small nucleolar RNA

SRY-box transcription factor 2
Schizosaccharomyces pombe
Suppressor of Ty

Signal transducer and activator of transcription 3
Suppressor of variegation 3-9 homolog 1 or 2
Sucrose synthase 1

Structure specific recognition protein 1
Suppressor of sua7, gene 2

Simian virus 40 (here SV40 promoter)
Switch/sucrose non-fermentable

Swi3, Rsc8 and Moira

Topological associated domain
Transcriptional adaptor 1, 2a, 2b or 3
TBP-associated factors

TBP-associated factors 5 like or 6 like
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TAND1 or TAND2

TBP
Tef3
TCT
TET
TF
TFBS
Tfep2l1
TFIIA to TFIIH
TIP60
TIR1
TnS
TOR
TREX2
TRRAP
TSS
TTS
uaRNA
Ul to U7 RNA
UAS
Ub
Ubp8
UcH

USP22 or 27X or 51

UTX or UTY
VANIMA
VP16

WB

WD40
WDRS

WT

XPB or XPD
XRN2
YEATS
YEATS2
YPD

Zn

ZnF
ZnF-UBP
7773

TAF1 Nitrogen-terminal domain 1 or 2
TATA-box binding protein

Transcription factor 3

Polypyrimidine initiator

Ten eleven translocation

Transcription factor

Transcription factor binding sites

Transcription factor CP2 like 1

Transcription factor of RNA polymerase I A to H
Tat interactive protein 60-kDa

Transport inhibitor response 1

Transposon 5 (here Tn5 transposase)

Target of rapamycin

Transcription export 2
Transformation/transcription domain-associated protein
Transcription start site

Transcription termination site

Upstream antisense RNA

Uracil-rich 1 to 7 RNA

Upstream activating sequencing

Ubiquitin

Ubiquitin-binding protein 8

Ubiquitin C-terminal hydrolases

Ubiquitin specific peptidase 22 or 27X or 51
Ubiquitously transcribed tetratricopeptide repeat, X or Y chromosome
Versatile antibody-based imaging approach
Virion protein 16

Western blot

~40 amino acid long motif terminating with tryptophan (W) and aspartate (D)
WD repeat domain 5

Wildtype

Xeroderma pigmentosum type B or D

5’-3’ exoribonuclease 2

Yaf9, ENL, AF9, Taf14 and Sas5

YEATS domain-containing protein 2

Yeast extract peptone dextrose medium

Zinc

Zinc finger

Zinc finger ubiquitin-binding domain

Zinc finger ZZ-type containing 3
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Introduction

Cells represent the basic unit of living organisms. In their simplest form, as prokaryotes, they consist
of viscous cytoplasm surrounded by a bilayer membrane that isolates the cell from the outside
environment. In eukaryotes, the cytoplasm is speckled with several additional organelles with various
crucial functions such as the cell nucleus in which most of the genetic information is stored. The genome
is composed of deoxyribonucleic acid (DNA) molecules in which genes are the functional units.
Information contained within genes is copied into functional ribonucleic acid (RNA) molecules during
the process of transcription by DNA-dependent RNA polymerase machineries. RNA has several
important functions within the cellular context and various classes of RNA molecules have been
described. The most frequently studied class of RNA molecules are messenger RNAs (mRNAs) which
encode for cellular proteins and originate from roughly 20.000 genes in human genomes (Lander et al.,
2001). The remaining classes of RNAs are non-protein coding and are implicated in very diverse cellular
processes. Examples of non-coding RNAs include ribosomal (rRNA), transfer (tRNA), small nucleolar

(snoRNA), small nuclear (snRNA) and long non-coding (IncRNA).

In prokaryotes, RNA molecules of different categories are transcribed by a single RNA polymerase
(Werner & Grohmann, 2011). In contrast, eukaryotic transcription in the nucleus involves three distinct
RNA polymerases each transcribing different classes of genes: Class I, II and III. Transcription by RNA
polymerase I (Pol I) is exclusive to the synthesis of the 45S pre-rRNA molecules occurring within its
own nuclear compartments, the nucleoli. The pre-rRNA is further matured into 28S, 18S and 5.8S rRNA
which are the nucleic acid components of ribosomes, key machineries of protein synthesis. RNA
polymerase II (Pol II) is the enzyme responsible for the transcription of all protein-coding genes as well

as the synthesis of several non-coding RNAs such as IncRNAs, most snRNAs and snoRNAs. Although,

Figure 7: Scheme of the transcription cycle of RNA polymerase II. Steps include transcription initiation with
5’ capping, pausing and final activation of RNA polymerase II (Pol II) for productive elongation. Introns of the
nascent mMRNA molecule can be co-transcriptionally spliced. The last step is transcription termination with 3’
processing including polyadenylation (black box: pA, polyadenylation signal). Pol II is assisted during the
transcription cycle by numerous factors (shown in purple, red and orange). From Cramer, 2019.
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188 Paused  Activated Splicing 3’ processing
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mRNA molecules represent a minor fraction (less than 5%) of all cellular RNAs, they are produced from
the most diverse and complex class of genes when considering gene size, structure and organisation.
Class III genes are transcribed by RNA polymerase I1I (Pol I1I) to produce tRNA molecules, 5S rRNA,
and other non-coding RNAs such as the U6 snRNA or the 7SK RNA.

All RNA polymerases transcribe DNA into RNA by completing transcription cycles (shown in
Figure 7 is the transcription cycle of Pol II) (Cramer, 2019). A transcription cycle is composed of three
main steps: transcription initiation, elongation and termination. In eukaryotes, each of the three RNA
polymerases requires specific factors to form so-called preinitiation complexes (PIC) which enable the
RNA polymerases to be recruited and to initiate transcription at the class-specific genes. After initiation
of transcription at transcription start sites (TSS) of genes, RNA polymerases proceed into the elongation
phase during which the RNA molecule is synthesized. In metazoans, an additional phase, transcription
pausing, has recently been described to occur at most genes of class Il before activation into productive
clongation (Levine, 2011). Additionally, introns of the nascent RNA molecule of Pol II-transcribed
genes can be spliced co-transcriptionally. Transcription completes at transcription termination sites
(TTS), which includes for most protein-coding genes the addition of a polyadenylation (polyA) tail

during 3’ processing of the nascent mRNA molecule.

The RNA polymerases are influenced and assisted by numerous factors during their transcription
cycles. A major ongoing focus of research in molecular biology is the deciphering of these regulatory
factors especially those controlling Pol II-mediated transcription. Regulation of Pol II transcription, and
thereby notably the synthesis of protein-coding mRNAs, is crucial for the proper development of
organisms composed of cells with defined and specialised functions. Once established, these specialised
cells also maintain their cellular identity principally through controlling Pol II-mediated transcription.
Regulation of Pol II transcription is further required for the induction of appropriate responses of cells
to various external stimuli and consequently adaptation to changing environments. A key regulatory step
in gene expression is the initiation of transcription by Pol II, which specifically involves the formation
of the PIC composed of Pol II and six additional general transcription factors (GTFs) at gene promoters.
The assembly of the PIC is thought to be especially regulated by the action of DNA-binding transcription

factors (TFs) and transcriptional coactivator complexes.

In the Introduction, I will describe in detail the different phases of the Pol II transcription cycle
including factors involved in their regulation with a focus on the context of mammalian cells. This also
involves the brief description of important characteristics of Pol II transcription such as the
establishment of enhancer-promoter contacts, transcription bidirectionality and transcription bursting.
Further, I will discuss the influence of chromatin on Pol II transcription and how TFs and transcriptional
coactivators can open the chromatin structure at gene promoters to enable PIC formation. As my work
was mainly directed in understanding the functional roles of the chromatin modifying complexes ATAC

(Ada-Two-A-containing) and SAGA (Spt-Ada-Gen5-Acetyltransferase), I will describe in more details
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the knowledge existing on these two coactivators, which share a common histone acetyltransferase
(HAT) activity. To investigate the importance of SAGA and ATAC for Pol II transcription in
mammalian cells, I altered the functions of these two complexes in mouse embryonic stem cells and will
thus explain in the last section of the Introduction the cell biology and physiology of these pluripotent

cells.

1. The RNA polymerase II transcription machinery
1.1. RNA polymerase II

Discovered in 1969, RNA polymerase II (Pol II) was soon found to be composed of twelve subunits
(RPB1 to RPB12; the numbering is based on the decreasing size of the proteins in budding yeast)
(Roeder & Rutter, 1969; Kedinger et al., 1970; Werner & Grohmann, 2011). The catalytic core of Pol
II consists of 10-subunits and is sufficient for in vitro RNA transcription, while the remaining two
subunits (RPB4 and RPB7) are necessary for in vivo transcription initiation (Cramer, 2004). Five
subunits (RBP5, RPB6, RPB8, RPB10 and RPB12) are identical amongst the three nuclear eukaryotic
RNA polymerases, Pol I, II and III. High-resolution structures of the eukaryotic 10-subunit core Pol II
were first revealed in 2000 and 2001 (Cramer et al., 2000; Cramer et al., 2001; Gnatt et al., 2001) shortly
followed by the complete structure of the 12-subunit Pol II (Figure 8A) (Craighead et al., 2002; Bushnell
& Kornberg, 2003; Armache et al., 2003). These structural studies allowed the division of Pol II into

domain-like regions based on their functions within the complex (Figure §B).

RPB4/7 B

Jaw
Assembly
platform DNA-binding
channel
Jaw

Metal A

Figure 8: Architecture and structure of RNA polymerase I1. A. Shown is the 12-subunit crystal structure of
yeast RNA polymerase II (Pol IT). Highlighted are key structures such as the 10-subunit core, the active site with
Metal A, the RPB4/7 complex and the position of the Carboxy-terminal repeat domain (CTD) of Pol II. Subunits
are coloured following the schematic diagram on the left. A pink sphere reflects the location of the Metal A
Mg?" ion of the active site. Adapted from Cramer, 2004. B. Scheme highlighting different important domains
within Pol II. The following key features are shown: the catalytic centre (yellow) with the two Mg?" ions in
magenta, the jaws (red), the wall (black), the clamp (green) and the stalk (orange) domains as well as the
assembly platform (darkblue) and the DNA-binding channel (lightblue). From Werner & Grohmann, 2011.
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The assembly of Pol II is enabled by the RPB10 and RPB12 subunits acting as structural adaptors
between RPB2 and the RPB3-RPBI11 dimer forming the so-called ‘assembly platform’ (Werner &
Grohmann, 2011). The two largest subunits, RPB1 and RPB2, form the crab claw-shaped ‘cleft” which
harbours the catalytic centre containing two Mg?" ions, one bound permanently (Metal A) while the
other seems more exchangeable (Metal B) (Cramer, 2004). The ‘jaws’ formed by RPBS5 and
RPB1/RPB9 respectively, represent the entrance to the cleft and can interact with the downstream DNA
template (Cramer, 2004; Werner & Grohmann, 2011). Besides forming one of the jaws, RPB9, a subunit
without homologue in prokaryotes, is further thought to influence TSS selection and transcription

fidelity through interactions with other basal transcription factors such as TFIIF.

The double-stranded DNA template enters in the ‘DNA binding channel’ formed by the Pol II cleft
until it reaches the ‘wall’ region formed by RPB2 which blocks the end of the cleft. RPB1 and RPB2
also constitute a mobile surface referred to as the ‘clamp’, which can open the cleft and close onto the
duplex DNA template. During transcription elongation, distinct structural features of this domain further
secure as well as separate the DNA-RNA hybrid while rising upwards from the active site perpendicular
to the double-stranded DNA template. The nascent RNA transcript exits Pol II through a channel
between the assembly platform and the ‘stalk’ domain, formed by RPB4 and RPB7 (Werner &
Grohmann, 2011).

The stalk domain was reported to restrict the movement of the clamp forcing it into a closed position
thereby promoting DNA strand melting during transcription initiation (Cramer, 2004; Werner &
Grohmann, 2011). This domain further serves as recruitment and interaction surface for other factors
especially transcription initiation factors and is connected to the remaining Pol II through a surface
formed by RPB1, RPB2 and RPB6 (Hahn, 2004). Located close to the stalk domain and the RNA exit
funnel is the Carboxy-terminal repeat domain (CTD) tail of RPB1 which is connected through a linker
sequence to the remaining protein. Its function and role will be described in more details in the following
subsection. The CTD and the linker sequence cannot be detected in Pol II crystal structures due to their

highly unstructured and flexible nature (Cramer, 2004).

A secondary funnel below the active site represents the exit channel for the RNA transcript during
backtracking of Pol II and also the entry channel for cleavage factors involved in resolving Pol 11
backtracking (described in more details in chapter 1.4.2. RNA polymerase II backtracking). This second
pore also serves as entry channel for ribonucleotides. Located close to the secondary funnel, RPB8 has
been suggested to interact with the nascent transcript in the backtracked complex but its definitive role

remains unclear (Werner & Grohmann, 2011).
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1.1.1. The Carboxy-terminal repeat domain of RNA polymerase II

In contrast to the other RNA polymerases, Pol Il possesses a unique and remarkably relevant feature:
the highly modifiable and repetitive Carboxy-terminal repeat domain (CTD) of its largest subunit, RPB1
(Buratowski, 2009; Hsin & Manley, 2012). The CTD of Pol II consists of tandem heptad repeats of the
following amino acid consensus sequence: Tyrosine-Serine-Proline-Threonine-Serine-Proline-Serine
(also represented as Tyri-Ser>-Pros-Thrs-Sers-Pros-Ser; or Y1-S,-P3-Ts-Ss5-Ps-S7,) (Buratowski, 2009;
Bartkowiak & Greenleaf, 2011). In yeast species, the CTD constitutes 26-29 tandem repeats, while in
Drosophila melanogaster (hitherto referred as Drosophila or fly) it is formed of 45 repeats and fish,
mouse and human RPB1 possess 52 Carboxy-terminal repeats (Bartkowiak & Greenleaf, 2011; Hsin &
Manley, 2012). In vertebrates, 21 of the tandem heptad repeats match the conserved consensus sequence
and are mostly located in proximity to the Pol II body. The remaining, largely distal repeats are more
degenerated and deviate from the canonical sequence especially at positions 7 (Hsin & Manley, 2012).
An additional ten amino acid long sequence at the very end helps to stabilize the CTD (Chapman et al.,
2004; Hsin & Manley, 2012). Intriguingly, although the CTD is dispensable for in vitro RNA synthesis,
reduction of the heptad repeat number under a minimum length in vivo (e.g. eight repeats in yeast, 26 in
mouse) leads to lethality (Nonet et al., 1987; Zehring et al., 1988; West & Corden, 1995; Phatnani &
Greenleaf, 2006; Hsin & Manley, 2012). Also, a fully extended CTD of RPB1 was suggested to reach
out close to 1000 A from Pol II. This represents a distance of roughly seven times the diameter of Pol 11

(Cramer, 2004).

The differences in Pol II CTD length between organism were recently suggested to lead to functional
differences (Boehning et al., 2018). The CTD of Pol II represents an intrinsically disordered low-
complexity domain (LCD). This property was reported to allow the CTD to undergo cooperative liquid-
liquid phase separation (LPS) in vitro. These in vitro findings were suggested to explain the nature of
unphosphorylated Pol II clusters in vivo (Boehning et al., 2018). LPS properties of the CTD was
described to depend on the length of the CTD: The shorter yeast CTD formed less-stable droplets and
less in vivo Pol 11 clusters as did a truncated version of the human CTD in contrast to the full length
human CTD (Boehning et al., 2018). However, these results should be considered carefully as another
study, published around the same time, suggested that Pol Il CTD by itself cannot form LPS particles in
vitro (Lu et al., 2018).

The CTD of Pol II has several well-established roles within the transcription cycle by serving as a
selective recruitment platform, at the appropriate stages of transcription, for a variety of nuclear factors
involved in mRNA processing (Buratowski, 2009; Bartkowiak & Greenleaf, 2011). Upon recruitment
to gene promoters and transcription initiation, the CTD of Pol II is mostly unphosphorylated (Figure 9).
This changes in the course of the transcription cycle, during which the CTD is subjected to dynamic
modifications of its repeat residues. The most abundantly found modifications of the CTD are

phosphorylation of Serine 2 (Ser2P) and phosphorylation of Serine 5 (SerSP). Recent, very elegant
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Figure 9: Simplified scheme of main phosphorylation sites and involved enzymes of the Carboxy-terminal
repeat domain of RPB1. A. RNA polymerase II (RNA pol II) is recruited to gene promoters. The Carboxy-
terminal repeat domain (CTD) of RPB1 consists of 26-52 heptad repeats of the amino acid sequence Y 1-S;-P3-Ts-
Ss-Ps-S7 and is unphosphorylated at this stage. For simplicity, only on representative repeat is depicted here. B.
During transcription initiation, Serine 5 residues of the CTD tail get phosphorylated (SerSP) by CDK?7 of the
TFIIH complex. This facilitates the recruitment of 5° RNA capping enzymes (cap shown as black sphere). RTR1,
SSU72 and SCP1-3 represent Ser5P phosphatases. C. Upon entry into productive elongation, the CTD gets
phosphorylated at its Serine 2 residues (Ser2P) by CDKO of P-TEFb and to a lesser extent by CDK12. This enables
the recruitment of several transcription-related factors such as the splicing machinery. FCP1 acts as Ser2P
phosphatase. Adapted from Egloff & Murphy, 2008 and Hsin & Manley, 2012.

studies revealed that these modifications can occur generally at all heptad repeats within the CTD
(Schiiller et al., 2016; Suh et al., 2016). These studies further found that the CTD of Pol II does not
appear to be heavily phosphorylated: Within a heptad repeat only rarely more than one residue is
modified. Several other CTD modifications such as Tyrosine 1, Tyrosine 4 and Serine 7 phosphorylation
are detectable beside Ser2P and Ser5P but at lower frequencies (Hsin & Manley, 2012; Schiiller et al.,
2016; Suh et al., 2016). Also acetylation, glycosylation, methylation, ubiquitinylation and proline
isomerisation of CTD residues were reported (Hsin & Manley, 2012). The role and importance of these
low frequency CTD modifications within the transcription cycle is not yet clearly defined (Hsin &
Manley, 2012). The following paragraphs will therefore focus exclusively on Ser2P and Ser5P

(summarized in Figure 9).

Phosphorylation of Serine 5 of the CTD has been linked to processes related to transcription
initiation as it is found at high levels predominately around transcription start sites (TSS) of genes. Its
presence at these regions is explained by the fact that Ser5 is phosphorylated through the CDK7 (cyclin
dependent kinase 7) subunit of the general transcription factor TFIIH, which is part of the preinitiation
complex required for Pol II transcription initiation (discussed in more details in chapter 1.2.2.
Preinitiation complex formation). The kinase activity of CDK7 was described to be stimulated by the
multiprotein complex Mediator (described in more details in a later chapter) (Sikorski & Buratowski,

2009; Plaschka et al., 2015).

Ser5P was linked to a destabilization of contacts formed by Pol II with its initiation factors and is
additionally crucial for the recruitment of mRNA capping enzymes (Egloff & Murphy, 2008; Hsin &
Manley, 2012). Factors involved in 5> mRNA capping were shown to bind directly to SerSP residues of
the CTD (Fabrega et al., 2003). This binding brings the capping machinery in close proximity to the
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RNA exit channel of Pol II and allows for rapid 5> mRNA modification (Fabrega et al., 2003). The 5’
cap of mRNAs consists of a 7-methylguanosine modification which ensures RNA stability and is critical
for several downstream processes such as protein translation (Proudfoot et al., 2002). Phosphorylation
of Ser5 by CDK7 was also recently implicated in dissolving LPS particles induced, in the first place, by
unphosphorylated CTD (Boehning et al., 2018).

Ser5P levels start declining hundreds of nucleotides downstream of the TSS as Pol Il moves away
from promoters and Ser5p gets gradually removed through the action of phosphatases (Komarnitsky et
al., 2000; Buratowski, 2009). The dephosphorylation of Ser5 is thought to be accomplished by the
evolutionarily conserved SSU72 and RTR1 phosphatase proteins and the higher eukaryote-specific
SCP1-3 phosphatases (Mosley et al., 2009; Hsin & Manley, 2012). While Ser5P levels are decreasing,
Ser2P levels increase gradually as Pol II elongates into the gene body and accumulate towards the end

of genes.

Ser2P has been correlated with transcription elongation several years ago (Komarnitsky et al., 2000),
nevertheless elongation rates of Pol II are not directly affected by the phosphorylation of Ser2. Instead
numerous interactions with other factors regulating transcription elongation are enabled through this
modification. For example, Ser2P was linked to the recruitment of mRNA processing factors such as
the splicing machinery and factors involved in mRNA polyadenylation and transcription termination
(Mortillaro et al., 1996; Licatalosi et al., 2002; Meinhart & Cramer, 2004; Buratowski, 2009; Hsin &
Manley, 2012). In mammalian cells, Ser2P of the CTD is mediated mainly by the kinase activity of
P-TEFb (positive transcription elongation factor b), which consists of CDK9 and Cyclin T, and to a
lesser extent by CDK12 (Egloff & Murphy, 2008; Bartkowiak et al., 2010; Bartkowiak & Greenleaf,
2011). Besides the CTD, P-TEFb also phosphorylates the transcription elongation factor DSIF and the
pausing factor NELF (described in more details in section 1.3. Transcription pausing). During
elongation, the opposing enzyme, the FCP1 phosphatase, dephosphorylates mainly Ser2P with a weaker
activity also towards Ser5P (Cho et al., 2001; Ghosh et al., 2008; Hsin & Manley, 2012; Hsu et al.,
2019a).

Recent studies also suggest that the kinases involved in Ser2 phosphorylation possess LCD and can
induce LPS in vitro (Lu et al., 2018). The formation of LPS particles in vivo was proposed to allow a
compartmentalization of the kinases with their substrate, the Pol Il CTD, thereby leading to efficient
hyperphosphorylation of the CTD (Lu et al., 2018).

1.2. Transcription initiation

Transcription initiation represents the first step of the transcription cycle. This step allows the
recruitment and binding of RNA polymerases to gene promoters and the initiation of transcription from

the transcription start site (TSS). It is widely accepted as the major regulatory event in defining gene
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expression programs and consequently controlling the response of cells to their environment, cell
differentiation and cell identity (Sainsbury et al., 2015). Several intrinsic (cis-regulatory) elements and
extrinsic (frans-regulatory) factors dictate the process of transcription initiation. Among the cis-
regulatory DNA elements are core promoters and proximal or distal regulatory elements, while trans-
regulatory factors are very diverse from general transcription factors (GTFs), required for transcription
initiation at almost every gene, to gene-specific transcription factors (TFs). The following subsections
will summarize knowledge acquired over the past years on these different elements and factors with the

exception of TFs which will be described in a later chapter.

1.2.1. Cis-regulatory DNA elements

As mentioned earlier, two main categories of cis-regulatory elements encoded by DNA were defined
and are involved in transcription initiation: core promoters and proximal or distal regulatory sequences,
such as enhancers. They represent DNA sequences of very diverse composition and nature within the
eukaryotic and especially the mammalian domain. Distal regulatory elements, commonly referred to as
enhancers, are generally believed to stimulate transcription at gene promoters. A frequently encountered
definition of gene promoters includes the core promoter, which will be described in more details next,
within a larger promoter region containing proximal regulatory sequences, such as binding sites for TFs

(Lenhard et al., 2012; Haberle & Stark, 2018).

1.2.1.1. Core promoters

Core promoters are defined as ‘the minimal DNA sequence that directs accurate initiation of
transcription’ and encompass around 50 base pairs (bp) up- and downstream of the TSS, which is
designated as the +1 position (Danino et al., 2015). Several DNA motifs have been identified within
metazoan core promoters that facilitate correct positioning and orientation of the basal transcription
machinery represented by the PIC (more details see chapter 1.2.2. Preinitiation complex formation). In
the following, the following motifs will be described in more details: the TATA-box, the BRE (TFIIB
recognition elements), the Inr (Initiator), the TCT (polypyrimidine initiator), the MTE (motif ten
element), the DPE (downstream promoter element) and the DCE (downstream core element) motif

(Figure 10).

In contrast to what Figure 10 might imply, these different DNA elements are not found at all
promoters and seem not absolutely essential for promoter function as suggested by the fact that many
human promoters lack any of these motifs (Hahn, 2004; Cramer, 2019). Instead, the varying architecture
and motif composition of core promoters was proposed to result into variations in expression levels and

TSS choice (Hahn, 2004; Lenhard et al., 2012; Danino et al., 2015; Schor et al., 2017). Other
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Figure 10: Sequence motif and localization of metazoan core promoter elements. Scheme shows several
known core promoter motifs found in core promoters of metazoans and their localization relative to the
transcription start site (TSS) at +1. BRE, TFIIB recognition element; DCE, downstream core element; DPE, DNA
promoter element; Inr, Initiator; MTE, motif ten element; TATA, TATA-box; TCT, polypyrimidine initiator.
Adapted from Lenhard et al., 2012.
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characteristics of core promoters such as AT-content and DNA ‘bendability’ have further been

suggested to allow promoter recognition (Levens et al., 2016; Haberle & Stark, 2018).

As mentioned above, core promoter motifs were reported to be involved in TSS selection. Three
main types of transcription initiation patterns were identified by genome-wide sequencing of the 5’ends
of mRNAs by for example CAGE (cap analysis of gene expression): Sharp promoters with transcription
initiation from one or few TSSs in a very narrow region (also known as focused or peaked); Broad
promoters with several weak TSSs within a larger region of the core promoter (also known as dispersed
promoters); And mixed promoters with dispersed initiation patterns but one dominant TSS (Figure 11)
(Juven-Gershon & Kadonaga, 2010; Lenhard et al., 2012; Kadonaga, 2012; Danino et al., 2015). A
combination of two core promoter elements, a TATA-box at roughly 30 bp upstream of an Inr element
was suggested to favour a sharp transcription initiation pattern (more details on the TATA-box and the
Inr elements in next subsection) (Ponjavic et al., 2006; Lenhard et al., 2012). Promoters with a sharp
TSS are often found within regulated tissue-specific genes, while broad TSS patterns are enriched at
constitutive or housekeeping genes (Lenhard et al., 2012; Danino et al., 2015). In vertebrates, over 70%
of all promoters were reported to have a dispersed transcription initiation pattern (Bajic et al., 2006;

Danino et al., 2015).
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1.2.1.1.1. Core promoter elements

The first identified and most extensively studied core promoter element is the TATA-box, which
was found in all studied eukaryotes, from yeast to metazoans (Danino et al., 2015). It represents the
binding site of TBP (TATA-box binding protein), a factor involved in the recruitment of the basal
transcription machinery to gene promoters. Its consensus sequence is TATAWAWR (where W stands
for A/T and R for A/G), which is at the origin of its name, and localizes roughly 30 bp upstream from
the TSS in mammals (O'Shea-Greenfield & Smale, 1992; Basehoar et al., 2004). In humans, only
roughly 10% of core promoters were reported to contain a consensus TATA-box and additional 24%
were found to possess a TATA-like elements, a variant TATA-box motif with up to two nucleotide
substitutions (Yang et al., 2007; Danino et al., 2015). Most human promoters (> 70%) are thought to be
TATA-less (Yang et al., 2007). In metazoan, core promoters with consensus TATA-box are often found
at highly regulated genes such as genes involved in stress response or tissue-specific genes such as

olfactory receptor or liver-specific genes (Yang et al., 2007; Lenhard et al., 2012).

The conserved BRE (TFIIB recognition elements) were found as sequences required for the binding
of TFIIB, a general transcription factor described in more details in chapter 1.2.2. Preinitiation complex
formation, and are often present in conjunction with a TATA-box (Deng & Roberts, 2007; Danino et
al., 2015). The consensus motif of the upstream BRE (BRE") is SSRCGCC (where S stands for G/C),
while the downstream BRE (BRE?) consensus consists of a RTDKKKK (where D stands for A/G/T and
K stands for G/T) sequence.

The Inr (Initiator) element is also present from yeast to metazoans although with differing consensus
sequences between and among species (Haberle & Stark, 2018). For example, the consensus sequence
of the mammalian Inr element is not clearly defined and varies between studies ranging from
YYA+NWYY (where Y stands for C/T and N represents any nucleotide A/G/C/T) to the dinucleotide
YR+ (Lenhard et al., 2012; Danino et al., 2015). The Inr overlaps directly with the TSS (+1) and is more
abundant than the TATA-box although not universal (Yang et al., 2007; Haberle & Stark, 2018). Close
to half of all human core promoters were reported to contain a consensus Inr (YYANWYY) sequence
(Yang et al., 2007). Inr is thought to be bound by the TAF1 and TAF2 subunits of the TFIID complex,
another general transcription factor that will be described in more details in chapter 1.2.2. Preinitiation
complex formation. Intriguingly, TATA-like and consensus Inr sequences are absent in roughly 46% of

human core promoters (Yang et al., 2007).

The TCT (polypyrimidine initiator) motif, similarly to the Inr, encompasses the TSS and is enriched
especially at highly expressed genes related to translation such as those encoding ribosomal proteins or
translation initiation and elongation factors (Parry et al., 2010; Lenhard et al., 2012). The TCT motif in
combination with other core promoter elements such as a TATA-box was suggested to allow for high-
level constitutive expression of these genes in all cell types (Lenhard et al., 2012). The consensus TCT

motifis YC+TYTYY in humans (Danino et al., 2015).
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Additional core promoter elements can be found downstream of the TSS. This includes the MTE
(motif ten element), the DPE (downstream promoter element) and the DCE (downstream core element)
(Lenhard et al., 2012; Sainsbury et al., 2015). They represent other core promoter motifs thought to be
bound by the TFIID complex (Danino et al., 2015; Sainsbury et al., 2015). The DPE is located around
30 bp downstream of the TSS, while the MTE is localised immediately upstream of the DPE starting
around +20 bp (Danino et al., 2015). The DPE consensus sequence is DSWYVY (V for A/C/G) and the
MTE consensus was defined as CSARCSSAACGS. Both were described to be dependent on the
existence of a functional Inr element and enriched in TATA-less core promoters (Danino et al., 2015;
Sainsbury et al., 2015). The DCE consists of three elements with the necessary motifs CTTC (+6 to
+11), CTGT (+16 to +21) and AGC (+30 to +34). This motif is often found associated with the presence
of a TATA-box within the core promoter (Danino et al., 2015).

1.2.1.1.2. CpG islands

In addition, in vertebrates, more than half of the core promoters are thought to overlap with so-called
CpG islands (CGI) (Jones, 2012). CpG islands represent a stretch of DNA of on average roughly 1 kb
with elevated GC content and a high frequency of the dinucleotide CpG (p represents the phosphodiester
bond between the nucleotides) (Gardiner-Garden & Frommer, 1987; Haberle & Stark, 2018; Greenberg
& Bourc'his, 2019). Promoters of the majority of housekeeping genes were found associated with one
short CGI, while promoters of developmentally-regulated genes overlap with several larger CGI

(Lenhard et al., 2012; Greenberg & Bourc'his, 2019).

CGI represent targets for epigenetic regulations since the carbon-5 of cytosine within the CpG
dinucleotide can be methylated (5-methylcytosine, SmC) (Jones, 2012; Greenberg & Bourc'his, 2019).
Methylation of CpGs in the vicinity of TSSs was found to correlate with transcriptional inactivation and
is linked to long-term gene silencing as observed at imprinted genes, genes of the inactivated X-
chromosome, germline-specific genes and transposable elements (Jones, 2012; Greenberg & Bourc'his,
2019). The mechanism of silencing remains not entirely resolved (Greenberg & Bourc'his, 2019). In
general, CGls at core promoters of actively transcribed genes are rarely methylated (Jones, 2012;

Greenberg & Bourc'his, 2019).

Genome-wide CpG methylation is established de novo by the DNA methyltransferase enzymes
DNMT3A and DNMT3B in combination with their cofactor DNMT3L (Jones, 2012; Greenberg &
Bourc'his, 2019). The vast majority of CpG dinucleotides will be methylated by the de novo DNA
methyltransferases, except those belonging to CGIs. Methylation maintenance additionally involves
DNMT]1 and its cofactor UHRF1, which can bind to hemimethylated CpG dinucleotides (Jones, 2012;
Greenberg & Bourc'his, 2019).
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5SmC can be removed passively during DNA replication or actively through oxidation (Jones, 2012;
Greenberg & Bourc'his, 2019). The enzymes involved in active demethylation are the three TET (TET1
to 3, Ten-eleven translocation 1 to 3) methylcytosine dioxygenases (Greenberg & Bourc'his, 2019).
They act by successively oxidizing SmC into 5-hydroxymethylcytosine, 5-formylcytosine and 5-
carboxylcytosine (Greenberg & Bourc'his, 2019). This oxidation promotes DNA demethylation during

replication and involves the base excision repair pathway (Greenberg & Bourc'his, 2019).

1.2.1.2. Enhancers

The output of core promoters can be controlled by regulatory sequences to which transcription
factors such as activators can bind and are localized either proximal or distal to the core promoter. Distal
elements are termed enhancers, which can be situated downstream, upstream or in introns of the targeted
or completely unrelated genes (Furlong & Levine, 2018; Schoenfelder & Fraser, 2019). Typically,
human core promoters receive input from multiple enhancers, which serve as transcription amplifiers
(Haberle & Stark, 2018). Compellingly, gene expression levels were found to positively correlate with
the number of enhancers contacting the gene promoter (Schoenfelder et al., 2015; Schoenfelder &
Fraser, 2019). In mammalian genomes, hundreds of thousands of potential enhancers were identified,
clearly outnumbering promoter regions of protein-coding genes. Even more (roughly 1 million) are

estimated to actually exist (Schoenfelder & Fraser, 2019).

While several enhancers have the potential to interact with various promoters, preferences among

enhancer-promoter pairs have been described (Zabidi et al., 2015; Danino et al., 2015; Haberle & Stark,
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2018; Furlong & Levine, 2018). Some enhancers have specificities by activating transcription of certain
promoters but not others and similarly some promoters are exclusively induced by specific enhancers
(Haberle & Stark, 2018). The mechanism behind these specificities and preferences remain unclear and
likely vary between enhancer-promoter pairs (Furlong & Levine, 2018; Schoenfelder & Fraser, 2019).
Individual enhancer-promoter interactions were suggested to be partially explained by the presence or
absence of core promoter elements, such as TATA-box or DPE motifs, and shared transcription factor

binding events (Zabidi et al., 2015; Danino et al., 2015; Haberle & Stark, 2018).

During development in metazoans, enhancers have important functions in regulating precise
spatiotemporal gene expression programs (Furlong & Levine, 2018). A classic example of enhancer
function in driving gene expression in space and time is the expression of the even-skipped (eve) gene
in seven distinct stripes in the Drosophila embryo (Gilbert, 2000). Surrounding the eve gene locus are
several enhancer units, each was found to be responsible for the induction of eve expression in specific
stripes (Figure 12A). A powerful biochemical assay that revealed the importance of the respective
enhancers in strip-patterning of eve was the fusion of the individual enhancer units to a B-galactosidase
(lacZ) reporter gene (Figure 12B). This revealed, through a blue coloration caused by the expression of
the lacZ gene, the stripes regulated by the respective enhancers. The enhancer-dependent expression of
eve in the different stripes was further shown to depend on various activating and repressing
transcription factors which bind to transcription factor binding sites (TFBS) present within the individual

enhancers (Gilbert, 2000).

In vertebrates, enhancers can be located at various distances, up to millions of base pairs away with
an average of roughly 20 to 50 kb, from the targeted genes (Furlong & Levine, 2018). To stimulate
transcription, enhancers need to bypass intervening genes and come in proximity to their core promoter
which led to the suggestion of several mechanistic models amongst which the most prominent is the
formation of enhancer-promoter loops and its recent derivative the enhancer-promoter hubs (Danino et

al., 2015; Furlong & Levine, 2018).

The genomes of eukaryotes were found to organize into TADs (topological associating domains)
thereby bringing several enhancers and promoters in close vicinity (Furlong & Levine, 2018;
Schoenfelder & Fraser, 2019). The study of the 3D organization and TADs of entire genomes has been
especially enabled through methodological developments such as the Hi-C (genome-wide chromosome
conformation capture assays) (Cardozo Gizzi et al., 2019). TADs are thought to be delineated by
insulator proteins, such as CTCF (CCCTC-binding factor), and formed through the active extrusion of
DNA loops through the ring-shaped structure of cohesin complexes until encountering the barriers
formed by insulator proteins (the ‘loop extrusion” model) (Furlong & Levine, 2018; Schoenfelder &

Fraser, 2019).

The functional importance of TADs on enhancer-promoter associations however seems context

dependent and gene specific. Several studies indicated that rearrangements of individual TADs led to
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the loss of necessary enhancer-promoter interactions or gain of unwanted communications between
enhancers and promoters (Furlong & Levine, 2018; Schoenfelder & Fraser, 2019). Based on these
results, TADs were suggested to impose spatial restrictions or insulations required for specific and
efficient enhancer-promoter interactions (Schoenfelder & Fraser, 2019). Nonetheless, recent genome-
wide studies on Drosophila balancer chromosomes or upon acute depletion of the insulator CTCF in
human cells, report that TADs seem not crucial for the expression of the majority of Pol II transcribed

genes (Rao et al., 2017; Ghavi-Helm et al., 2019).

The looping model of enhancer-promoter interaction, mentioned earlier, which is potentially
facilitated by the formation of TADs, is thought to involve protein-protein contacts between factors
bound to enhancers and factors bound to promoters (Furlong & Levine, 2018). This protein associations
were suggested to result in enhancer-promoter proximity thereby enabling transcription induction
(Figure 13A). Mediator, a multiprotein complex, was suggested to enable enhancer-promoter looping
by serving as an adaptor protein between activating transcription factors bound to enhancers and the Pol
II transcription machinery at the core promoter (more details on this complex will be given in chapter
1.2.2.6. The Mediator complex: role in transcription initiation and initially transcribing Pol II). Some
enhancer-promoter pairs are thought to be further stabilized through CTCF and cohesin. For example,

in mouse embryonic stem cells, expression of the pluripotency transcription factor Sox2 was reported

Enhancer-promoter proximity Pre-formed enhancer-promoter
at the time of transcription topologies prior to transcription

Inactive-no |
transcription

Active- |
transcription

Figure 13: Scheme of looping and hub model of enhancer-promoter interactions. A. The looping model
suggests that loop formation enables close enhancer-promoter contacts leading to active transcription, while the
hub model B. has been described especially for genes at which preformed enhancer-promoter associations are
found without resulting in gene expression. This model requires a secondary event to lead to transcription
induction. Enhancer (E) shown in red. Insulator (e.g. CTCF) binding sequences in orange. From Furlong &
Levine, 2018.
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to be ensured by enhancer-promoter interactions enabled through CTCF, cohesin and Mediator (Phillips-
Cremins et al., 2013; Furlong & Levine, 2018; Schoenfelder & Fraser, 2019). Intriguingly, artificially
forced proximity between enhancers with their target promoters (exemplified by the B-globin promoter
and its enhancer) can lead to strong transcription induction (Deng et al., 2012; Schoenfelder & Fraser,

2019).

The recently suggested hub model of enhancer-promoter interactions extends the looping model and
incorporates features of other models not detailed here, such as the ‘transcription factory’ model (Figure
13B) (Furlong & Levine, 2018). The hub model was formulated based on recent experimental
observations and suggests that at some gene promoters proximity to enhancers does not necessarily lead
to transcription induction (Chen et al., 2018b; Furlong & Levine, 2018). Additional studies on long-
range contact sites during Drosophila development or human T cell lineage differentiation reported that
enhancer interactions with their target promoters are established long before induction of transcription
(Spilianakis & Flavell, 2004; Ghavi-Helm et al., 2014; Furlong & Levine, 2018). For example, Ghavi-
Helm et al. studied 103 developmental enhancers in Drosophila during mesoderm development using
the 4C (chromosome conformation capture-on-chip) technology and found that 94% of these enhancers

form stable contacts ahead of gene expression changes (Ghavi-Helm et al., 2014).

In the hub model, preformed loops enable the accumulation of components of the transcription
machinery such as Pol II and the Mediator complex (Furlong & Levine, 2018). This accumulation might
be facilitated through the recently described liquid-liquid phase separation phenomenon (Furlong &
Levine, 2018). It is not clear yet how final induction of transcription from promoters within the
preformed hubs is achieved. Subtle movements of enhancers or promoters within the hub, the
recruitment of a specific TF or release of stalled Pol II were suggested to potentially result in ultimate
transcription activation (Furlong & Levine, 2018). In this model, enhancers do not necessarily physically
touch promoters but might be separated by 100 to 300 nm (Chen et al., 2018b; Lim et al., 2018; Furlong
& Levine, 2018). Instead, enhancers would serve to recruit components of the transcription machinery
leading to an increased local concentration of these factors close to gene promoters. An example gene
that highlights the possibility of enhancer-promoter communication without proximity is the sonic
hedgehog (Shh) gene (Schoenfelder & Fraser, 2019). Its expression is controlled in the developing
mouse brain by several brain-specific enhancers, yet no contacts between enhancers and the target

promoter could be detected by current technics.

Additionally within the mouse and human genomes, clusters of enhancers termed super-enhancers
were further characterized, which differ from classic enhancers especially by their size and transcription
factor density (Whyte et al., 2013; Hnisz et al., 2013). While typical enhancers extend only over several
hundreds of base pairs, super-enhancers have a median size of roughly 9 kb and can span as much as 50

kb (Whyte et al., 2013). Super-enhancers were described to be especially required for the expression of
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cell-type defining genes and seem to enable higher gene expression levels than regular enhancers (Whyte

et al., 2013).

As a side note, in contrast to promoters, enhancers are in general thought to be CpG-poor and seem
to be variably methylated (Jones, 2012). The function of SmC in regulating enhancer activity is not yet
clear, although it was suggested that CpG methylation could lead to reduced activity of enhancers

(Schmidl et al., 2009; Jones, 2012).

1.2.1.3. Transcription bursting

A main feature of transcription, which has recently been emphasized through genome-wide studies
and imaging technics, is transcription bursting (Raj et al., 2006; Raj & van Oudenaarden, 2008; Fukaya
etal., 2016; Lenstra et al., 2016; Haberle & Stark, 2018; Larsson et al., 2019; Brouwer & Lenstra, 2019).
Transcription bursting describes the phenomenon that transcription happens episodically with series of
‘bursts’ separated by intervals of inactivity. This is based on the stochastic nature of gene expression in
which genes switch between ‘on’ states (active transcription) and ’off” states (no transcription) (Raj &
van Oudenaarden, 2008; Lenstra et al., 2016). The level of gene output can be modulated through either
the duration, the size or the frequency of transcription bursts. Burst size was defined as the number of
RNA polymerases transcribing a gene per burst and is reflected in RNA molecules synthesized while
the gene is in the ‘on’-state (Lenstra et al., 2016; Haberle & Stark, 2018; Larsson et al., 2019). Burst
frequency represents the rate at which the gene switches between active (‘on’) and inactive (‘off”)

transcription states reflected in how often transcription bursts occur.

Recent studies suggest that transcription bursting depends on cis-regulatory elements. Core
promoter elements especially the TATA-box and the Inr sequences were reported to dictate the size of
transcription bursts, while enhancers were suggested to affect transcription rates through regulating burst
frequencies (Fukaya et al., 2016; Larsson et al., 2019). Other factors have been implicated in regulating
transcription bursting such as chromatin accessibility as well as transcription factor concentration and

binding kinetics (Lenstra et al., 2016; Donovan et al., 2019; Brouwer & Lenstra, 2019).

1.2.1.4. Bidirectionality

Another key characteristic of core promoters and enhancers, highlighted by recent genome-wide
studies, is the manifestation of bidirectional transcription initiation (Core et al., 2014; Duttke et al., 2015;
Danino et al., 2015; Schwalb et al., 2016). These divergent transcription occurrences are thought to be
caused by two head-to-head Pol II initiation events in forward and reverse orientation taking places in
close proximity (Figure 14A) (Core et al., 2014; Danino et al., 2015). Bidirectional transcription was
first described for adjacent protein-coding genes sharing the same promoter region, representing roughly

10-20% of mammalian genes (Orekhova & Rubtsov, 2013; Danino et al., 2015). Divergent promoters
50



A B - 9.1 Mbp 9.3 Mbp

9.2 Mbp 9.4 Mbp
eRNAs mRNA mRNA
1
Q
forward 1
reverse strand forward strand °
- - . Chromatin states I I I
PROMPT/uaRNA 5
o] | strong promoter
Foverse: o /sincF!NA @ strong enhancer
i \ < O weak enhancer
/ / asRNA
eRNAs uaRNA

Figure 14: Divergent transcription at cis-regulatory regions. A. Scheme representing a bidirectionally
transcribed promoter region with PROMPT (promoter upstream transcripts) or uaRNA (upstream antisense RNA)
synthesized in the antisense direction (red) and mRNA synthesized in the sense direction (blue). RNAPII, RNA
polymerase II; TFs, transcription factors; TSS, transcription start site. Adapted from Andersson et al., 2015a. B.
Genome browser view on a region of chromosome 18 (chr. 18) showing examples of uaRNA (upstream antisense
RNA) and enhancer derived RNAs (eRNAs). Direction of transcription is indicated by arrows. sincRNA, short
intergenic non-coding RNA; asRNA, antisense RNA. From Schwalb et al., 2016.

can also result in one stable transcript in the sense direction and a non-coding transcript such as IncRNAs

(long non-coding RNAs) in the antisense direction.

Other, highly unstable and shorter types of non-coding RNAs can originate from bidirectional
promoters, which are referred to as PROMPTSs (promoter upstream transcripts) or uaRNAs (upstream
antisense RNAs) (Figure 14B). The percentage of divergent transcription at mammalian promoters
varies between studies from less than half to up to 80% of all promoters (Core et al., 2014; Duttke et al.,
2015; Andersson et al., 2015a; Danino et al., 2015). Bidirectional transcription was also found at active
enhancers resulting in short, unstable RNAs in forward and reverse direction, which were termed eRNAs
(enhancer derived RNAs) (Figure 14B). PROMPTs, uaRNAs and eRNAs are mostly short, low
abundancy transcripts and are thought to be results of non-productive transcription. They are short-lived
due to rapid degradation within the nucleus through the exosome, which has complicated their analysis
(Preker et al., 2008; Haberle & Stark, 2018). Instability of these transcription products was further linked
to the absence of 5 splice sites (U1 snRNP binding sites) and premature polyadenylation signals (Core
et al., 2014; Danino et al., 2015; Haberle & Stark, 2018).

The two TSSs of enhancers and bidirectional promoters are separated by a distance that was
suggested to range from 100 bp to 2 kb (Core et al., 2014; Duttke et al., 2015; Danino et al., 2015;
Haberle & Stark, 2018). Further, weak or degenerated forms of core promoter elements such as a TATA-
box, BRE or YR Inr motifs were reported at TSSs of enhancers and antisense TSSs of promoters. The
role of bidirectional transcription and the functional importance of PROMPTs, uaRNAs and eRNAs
remain however unclear (Haberle & Stark, 2018). It has been suggested that these sporadic transcription
events might maintain DNA accessibility at enhancers and promoters (Mousavi et al., 2013; Haberle &

Stark, 2018).
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1.2.1.5. Unified architecture of cis-regulatory elements

Active promoters and enhancers share similarities (some mentioned in previous subsections) such
as comparable frequencies in core promoter elements, divergent transcription initiation, binding of the
transcription machinery, such as Pol II and other factors involved in transcription initiation, as well as
features which will be described in more details in chapter 2.3. Chromatin organization into euchromatic
and heterochromatic domains (Core et al., 2014; Danino et al., 2015; Haberle & Stark, 2018). In
agreement, interactions between promoter pairs were recently described and were found to function in
a comparable manner as enhancer-promoter pairs resulting in transcription stimulation (Li et al., 2012a;
Danino et al., 2015; Haberle & Stark, 2018). Similarly, several enhancers were reported to have the
potential to function as promoters especially if conserved core promoter elements are present within the
enhancer region (Haberle & Stark, 2018). The shared characteristics and exchangeable functionalities
of enhancers and promoters led to the recent proposition of a unified architecture and transcription
initiation mechanism at these cis-regulatory elements challenging the established classification of
enhancers and promoters as distinct entities (Core et al., 2014; Andersson, 2015; Andersson et al.,

2015b).

1.2.2. Preinitiation complex formation

RNA polymerase II (Pol I) by itself is not capable of binding to specific genomic locations (Cramer,
2019). To associate to gene promoters, to melt the DNA template and to find the transcription start site
(TSS), Pol Il requires the assistance of additional factors termed the general transcription factors (GTFs)
namely TFIIA, TFIIB, TFIID, TFIE, TFIIF and TFIIH. The complex formed by Pol II and the six GTFs
is called the preinitiation complex (PIC), representing a remarkable cooperation of 43 proteins. Different
assembly modes of the PIC were described such as the holo-enzyme model in which the PIC forms as a
large complex in the nucleoplasm before being recruited to promoter DNA (Greenblatt, 1997; Myer &
Young, 1998; Thomas & Chiang, 2006). The most widely accepted model of PIC assembly however is
the sequential assembly model, which I will described in more details and in a linear way from the first
step to the last next. Yet, within the nuclear environment a more dynamic, non-linear way of sequential
PIC assembly, involving assembly and disassembly of PIC components caused by non-productive
complex formation and different rate limiting steps, might better reflect this process (Sikorski &

Buratowski, 2009; Hager et al., 2009).

1.2.2.1. TBP loading onto the core promoter

The first step of PIC assembly represents the binding of the GTF TFIID to the core promoter through
its TBP (TATA-box binding protein) subunit. TFIID is a highly conserved, flexible complex and
composed of TBP and 13 TAFs (TBP-associated factors, TAF1 to TAF13). Cryogenic electron
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microscopy (cryo-EM) studies demonstrated the organization of the TFIID subunits into a three-lobed,
horseshoe- or triangular-like structure (Louder et al., 2016; Kolesnikova et al., 2018; Patel et al., 2018).
Six subunits (TAF4, TAF5, TAF6, TAF9, TAF10 and TAF12) are found in two copies within the
complex (Kolesnikova et al., 2018). Five of these six subunits (the exception being TAF10) form the
core of TFIID, which is symmetric in shape. However, this symmetry is lost upon integration of the
heterodimer TAF8-TAF10 into the complex. Additional major conformational changes occur upon
complete assembly of the TFIID complex (Bieniossek et al., 2013; Kolesnikova et al., 2018). Besides
TBP, several TAF subunits were also suggested to have the capacity of binding to core promoter DNA
elements. TAF1 and TAF2 can interact with the Inr and DPE core promoter elements, while a TAF6-
TAF9 heterodimer was reported to bind to the DPE motif (Verrijzer et al., 1994; Burke & Kadonaga,
1997; Chalkley & Verrijzer, 1999; Louder et al., 2016; Patel et al., 2018). In contrast, TAF4 and TAF12
were found to interact with DNA in a relative sequence-unspecific way (Shao et al., 2005; Gazit et al.,
2009; Sikorski & Buratowski, 2009; Kolesnikova et al., 2018; Patel et al., 2018). Some of these DNA
binding functions of TAFs however are under debate. For example, in recent human TFIID cryo-EM
structures, the TAF6-TAF9 pair was not detectably bound to DNA (Patel et al., 2018). Further, based
on these recent cryo-EM structures, a mechanistic model was suggested for how TFIID binding and
TBP loading onto gene promoters could occur (Patel et al., 2018). In this model, TFIID is recruited to
gene promoters notably through the downstream core promoter interactions of TAF1 and TAF2. This
positions TBP in proximity of upstream promoter DNA where it was suggested to search for its name-

giving core promoter element, the TATA-box or its derivatives (Patel et al., 2018).

TBP interacts with the minor groove of DNA through its saddle shaped, highly conserved DNA-
binding domain and causes the promoter DNA to bend in a 80- to 90-degree angle (Figure 15A and 15B)
(Hahn, 2004; Alberts et al., 2010; Sainsbury et al., 2015). Structural studies revealed that TBP forms
only few base-specific contacts with DNA and seems to be a relative indiscriminate DNA binder (Wong
& Bateman, 1994; Coleman & Pugh, 1995; Sainsbury et al., 2015; Patel et al., 2018). This enables TBP
to bind to variants of the TATA-box, containing one to two nucleotide substitutions (TATA-like motifs),

Figure 15: Structures of DNA-binding domain of yeast TBP. A. Graphical depiction of DNA bending (red-
orange) caused by binding of the saddle-shaped DNA-binding domain of TBP (blue-green). From Alberts et al.,
2010. B. and C. Structure of DNA-binding domain of yeast TBP (blue) bound to DNA (green) or bound to
Drosophila TAND1 domain of TAF1 (brown), respectively. B and C from Putnam & Tainer, 2005. TBP, TATA-
box binding protein.
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as well as to TATA-less promoters (Hahn, 2004). From low resolution cryo-EM structures of human
PIC assembled onto a TATA-less core promoter DNA, TFIID was suggested to be especially crucial to
properly position TBP at these promoters through its downstream DNA interactions (Louder et al., 2016;
Patel et al., 2018). Upon correct positioning, TBP is separated by roughly 30 nucleotides from the TSS
in mammalian cells and released from TFIID (O'Shea-Greenfield & Smale, 1992; Carninci et al., 2006;
Patel et al., 2018). Importantly in the DNA-unbound TFIID complex, the DNA-binding region of TBP
is occupied by the TANDI1 (TAF1 Nitrogen-terminal domain 1) of the TFIID subunit TAF1 (Figure
15C), while the TAND2 domain of the same protein interacts with the convex surface of TBP (Liu et
al., 1998; Putnam & Tainer, 2005; Sainsbury et al., 2015; Patel et al., 2018). Additionally, the TAF11-
TAF13 heterodimer within TFIID was found to compete with the TAND1 domain of TAF1 for the
concave side of the DNA-binding region of TBP (Gupta et al., 2017). Binding of TAF11-TAF13 or the
TANDI region of TAF1 is thought to impede interactions of TBP with DNA thereby preventing aberrant
PIC assembly and transcription initiation (Coleman & Pugh, 1995).

DNA-binding of TBP at gene promoters is additionally controlled by two evolutionary conserved
factors that act as negative regulators (Pugh, 2000; van Werven et al., 2008). One of these factors is the
SNF2-like ATPase protein BTAF1 (Motl in yeast), which displaces TBP from promoter DNA (Pereira
et al., 2003; Moyle-Heyrman et al., 2012). The displacement of TBP by yeast Motl was suggested to
rely on a two-step mechanism (Moyle-Heyrman et al., 2012). In the initial step, Mot1 binds to the TBP-
DNA complex and causes unbending of the DNA. These conformational changes and additional ATP-
dependent DNA translocation eventually leads to the dissociation of TBP from the promoter DNA. The
heterodimeric complex NC2 represents the second factor involved in repressing TBP functions. NC2 is
composed of two subunits, NC2a and NC2f3, which dimerize through histone fold domains (more details
on histone fold domains in a later chapter) (Goppelt et al., 1996; Mermelstein et al., 1996). Through its
heterodimer, NC2 was found to bind to the bent DNA on the underside of the TBP-DNA complex
(Kamada et al., 2001). Through additional interactions with the surface of TBP, NC2 is thought to
compete with the binding of other PIC components to TBP, such as TFIIA and TFIIB (Goppelt et al.,
1996; Mermelstein et al., 1996; Kamada et al., 2001). Beside this competition, NC2 was also suggested
to lead to a reallocation of TBP away from the TATA-box through conformational changes in the TBP-
DNA complex (Schluesche et al., 2007).

Upon core promoter binding, TFIID covers 40 to 60 bp of DNA (Hahn, 2004). These extensive
DNA contacts are thought to change upon release of TBP and assembly of the remaining PIC
components allowing DNA access to the other factors. These considerable promoter contacts of TFIID
especially raised the question if TFIID can remain promoter-bound during complete PIC assembly and
transcription initiation (Hahn, 2004; Louder et al., 2016; Patel et al., 2018; Nogales et al., 2017). Instead
of being part of the growing PIC, TFIID was suggested to potentially interact with a new TBP molecule
to enable subsequent rounds of PIC assembly (Patel et al., 2018).
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Although TBP is necessary for transcription at all genes (including Pol I and Pol III genes), TAF
subunits of TFIID were suggested to have some promoter-specific functionalities besides being required
for transcription of the vast majority of Pol II genes in yeast (Sainsbury et al., 2015; Warfield et al.,
2017; Donczew et al., 2020). This is supported by observations in metazoans, where several subunits of
TFIID have paralogous variants that are thought to result into varying, cell type-specific subunit
compositions of TFIID favouring transcription at distinct genes (Hahn, 2004). Further, TFIID was
described to interact with and to be recruited to gene promoters through activating transcription factors
(TFs) specific to certain gene sets. Based on these characteristics, TFIID is occasionally considered
rather a transcriptional coactivator, a class of protein complexes that will be described in more details
in chapter 3.2. Chromatin modifying complexes as RNA polymerase Il coactivators, than a GTF (Hahn,
2004; Thomas & Chiang, 2006; Sainsbury et al., 2015; Warfield et al., 2017; Donczew et al., 2020).

1.2.2.2. TFIIA stabilizes TBP interactions with core promoter DNA

The second step of PIC assembly is the association of the GTF TFIIA to TFIID and especially TBP.
TFIIA is a heterodimer consisting of two subunits (TFIIAaf and TFIIAy) in humans (Nogales et al.,
2017). TFIIA secures TBP-DNA interactions through binding the upside of the saddle of TBP and
upstream promoter DNA thereby competing with the TAND?2 region of TAF1 (Hahn, 2004; Sainsbury
et al., 2015). Through binding of TFIIA, TFIID changes conformation and releases TBP onto the
promoter DNA (Louder et al., 2016; Patel et al., 2018). Interactions of TFIIA with TBP were suggested
to enable the final positioning of TBP on DNA thereby subsequently enabling the characteristic TBP-
induced bending of DNA (Figure 15) (Louder et al., 2016; Patel et al., 2018). Through genetic analysis
in yeast, TFIIA was also found to interact with the TAF4 subunit of TFIID, which seems to be crucial
for TFIIA-TFIID association (Layer & Weil, 2013). As mentioned above, TFIIA was additionally
reported to compete in vitro with factors such as BTAF1 (Motl in yeast) and NC2 which negatively
regulate TBP binding at promoter DNA (Hahn, 2004). This competition further results into stabilization
of TBP-DNA binding. Occasionally and similarly to TFIID, TFIIA is considered an auxiliary factor or
transcriptional coactivator for PIC formation as it is not required for basal in vitro transcription and

interacts with activating TFs (Sikorski & Buratowski, 2009; Sainsbury et al., 2015).

1.2.2.3. TFIIB binds the TBP-DNA complex and recruits the Pol II-TFIIF complex

The third step of the canonical model of PIC formation represents the binding of the single-protein
GTF TFIIB. TFIIB interacts with TBP and the surrounding DNA through its C-terminal ‘core’ domain
and further stabilizes the TBP-DNA interaction (Werner & Grohmann, 2011). The DNA bound by
TFIIB can contain the BRE core promoter elements described in an earlier chapter (1.2.1.1.1. Core

promoter elements) (Sainsbury et al., 2015). The sequence differences in the upstream and downstream
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BRE elements were suggested to explain the oriented formation of the PIC despite the rather symmetric
TBP-DNA complex. TFIIB further interacts with Pol II through four protein domains and thereby
anchors the free Pol II-TFIIF complex to gene promoters (Sainsbury et al., 2013; Sainsbury et al., 2015;
Cramer, 2019). These domains include its N-terminal zinc-containing ‘B-ribbon’ domain, the ‘B-reader’
helix, the ‘B-linker helix” and an N-terminal cyclin fold of the ‘B-core’ (Figure 16A). The B-ribbon,
-reader and -linker domains enter the RNA exit tunnel of Pol II and traverse the cleft of Pol II (Figure
16B) (Sainsbury et al., 2013; Sainsbury et al., 2015). They have crucial functions at later stages of initial

transcription described in more details in a following subsection.

The above described recruitment of the Pol II-TFIIF complex by TFIIB represents the fourth step
of the sequential PIC assembly model. The GTF TFIIF consists of two subunits (TFIIFa and TFIIFp)
conserved between yeast to humans and forms a complex with free, DNA-unbound Pol II. TFIIF
interacts with the clamp and the Rpb4/7 stalk domains of Pol II and can further bind to promoter DNA
(Hahn, 2004). By forming a complex with unbound Pol II, TFIIF is thought to preclude Pol II from non-
specific interactions with DNA (Sainsbury et al., 2015). Upon integration into the PIC, TFIIF further
stabilizes the forming PIC especially through binding to DNA and the GTF TFIIB (Sainsbury et al.,
2015). TFIIF was further reported to interact with the Pol II CTD Serine 2 phosphatase FCP1 and also
has important functions in early RNA synthesis described in more details later (Sainsbury et al., 2015).

B-linker helix

1 57 84 123 221 28 345
3.reader B-cora N-terminal eyclin fold  B-core G- _

Clamp coiled-coil

ol el
B-1INKer nNelix

B-ribbon

Figure 16: Crystal structure of yeast TFIIB. A. Top, scheme of yeast TFIIB with the protein fragment resolved
by crystallography indicated by a black line. Bottom, side view of the crystal structure of the nearly full-length
yeast TFIIB. Crucial domains involved in forming contacts with RNA polymerase II (Pol II) are indicated. B. Front
view onto the DNA entry site of yeast Pol II (in grey) bound by TFIIB (in green). Domains of Pol II forming
contacts with TFIIB are highlighted in blue, orange, yellow, salmon and shades of red. The two Mg>" ions of the
Pol II active side are represented by purple spheres. Adapted from Sainsbury et al., 2013.
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1.2.2.4. TFIIE interacts with Pol II and core promoter DNA and recruits TFIIH

The fifth GTF, TFIIE, binds to gene promoters just upstream of the TSS and contacts Pol II between
its clamp and Rbp4/7 stalk domain (Hantsche & Cramer, 2017). TFIIE is formed by an heterodimer of
the subunits TFIIEa and TFIIEB (Sainsbury et al., 2015). It positions itself onto promoter DNA and
contacts Pol I on the opposite site of TFIIF (Hantsche & Cramer, 2017). TFIIE enables the recruitment
of the sixth GTF, TFIIH, and forms a connection between Pol II and TFIIH (Sainsbury et al., 2015). A
domain within the TFIIEa subunit is necessary for the interaction with TFIIH, while regions within

TFIEP have been reported to bind to DNA in vitro (Sainsbury et al., 2015).

TFIIH with its DNA translocase subunit, XPB (Xeroderma pigmentosum group B), represents the
last step of PIC assembly (Figure 17) and is crucial for the formation of an ‘open promoter complex’
(described in more details in next subsection). XPB uses ATP to unwind the helical DNA thereby
moving away from the PIC and pushing the DNA into the cleft towards the active site of Pol II
(Sainsbury etal., 2015; Cramer, 2019). This process creates DNA torsions and opens up the DNA double
strand consequently facilitating the formation of the transcription bubble (Sainsbury et al., 2015;
Hantsche & Cramer, 2017; Cramer, 2019). TFIIH localizes to downstream DNA close to the jaws and
the head of the clamp domains of Pol II (Hantsche & Cramer, 2017). Curiously, the function of TFIIH
is specific to class II transcription as Pol I and Pol III can open promoter DNA spontaneously using

binding energy alone (Cramer, 2019).

TFIIH is composed of ten subunits organized into two main domains: a kinase domain, composed

of three subunits, and a ‘core’ (Hahn, 2004; Sainsbury et al., 2015). The core domain is ring-shaped and

TFIID(TBP) — TFIIA — TFIIB — /TFIIF — TFlIIE—
A

Figure 17: Sequential model of preinitiation complex (PIC) formation with illustration of cryo-EM
structures of human PIC. The sequential binding order of the six GTFs is shown in the middle and also indicates
the colouring of the different components in the cryo-EM structures. A. Low resolution complex of RNA
polymerase II (Pol II) in gray with TBP (red), TFIIA (orange), TFIIB (blue) and TFIIF (purple). B. Same as (A)
but including TFIIE (darkred). C. Same as (B) with TFIIH (rose). DNA in green and light blue. TBP, TATA-box
binding protein. Transcription direction to the right. Adapted from He et al. 2013.
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contains the two ATPase subunits (XPB and XPD). Double stranded DNA is thought to be
accommodated within the ring of the TFIIH core domain (Hahn, 2004). The kinase domain of TFIIH
termed CAK (CDK-activating kinase) contains CDK7 which can phosphorylate Serine 5 residues of the
CTD of RPBI1 as described in an earlier chapter (1.1.1. The Carboxy-terminal repeat domain of RNA
polymerase II). Beside transcription initiation, TFIIH is further required for transcription-coupled DNA
excision repair, which is thought to mainly involve its ATPase XPD (Hahn, 2004). Related to this
function, mutations in the XPB and XPD genes cause the human diseases xeroderma pigmentosum,

Cockayne syndrome and trichothiodystrophy (Sainsbury et al., 2015).

1.2.2.5. Functions of GTFs in the formation of the transcription bubble

The PIC is especially required to open the double strand of the template DNA. Before DNA melting
and the formation of the so-called transcription bubble, the PIC is in its ‘closed promoter complex’
conformation (Hahn, 2004). In this closed promoter complex, the clamp region of Pol II assumes a
slightly open conformation and the closed promoter DNA is positioned at the top or slightly inside the
cleft of Pol II (Hantsche & Cramer, 2017). The formation of the ‘open promoter complex’ requires the
melting of 11-15 bp of the double stranded DNA upstream of the TSS (Hahn, 2004). Subsequently, the
single stranded DNA template needs to be positioned deep within the cleft of Pol II until the active site
forming the transcription bubble (Hahn, 2004). During formation of the open promoter complex the
flexible clamp region of Pol II is thought to swing over the cleft thereby trapping the DNA template
(Gnatt et al., 2001; Bernecky et al., 2016).

Three of the six GTFs have been described to have key roles in stabilizing the unstable open
promoter complex (TFIIE, TFIIF and the B-reader and B-linker helix of TFIIB) reflecting one of their
most crucial functions within the PIC (Hahn, 2004; Sainsbury et al., 2015). The main function of TFIIE
was suggested to be the maintaining of the opened DNA within the Pol II cleft as loading of promoter
DNA into the cleft appears to be reversible. Additionally, TFIIE stimulates the ATPase and kinase
functions of TFIIH required for DNA melting (Sainsbury et al., 2015). TFIIF has several roles within
the open promoter complex: it stabilizes the transcription bubble, influences TSS selection and
stimulates the formation of phosphodiester bonds during initial RNA synthesis through contacts to the
Pol II cleft. The B-linker helix of TFIIB also has an important function in DNA melting and transcription
bubble maintenance. At the same time, the B-reader of TFIIB is contacting the upstream DNA template
and is thought to play a role in TSS selection through the recognition of the Inr sequence (Sainsbury et
al., 2013; Sainsbury et al., 2015; Hantsche & Cramer, 2017).

58



Table 1: Summary of human general transcription factors (GTFs) involved in preinitiation complex
formation of the RNA polymerase II transcription machinery. For each GTF the number of subunits, its
functions and its occurrence in the sequential PIC assembly model are indicated. Pol II, RNA polymerase II; TBP,
TATA-box binding protein; TSS, transcription start site. Based on Hahn 2004, Sikorski & Buratowski 2009,
Hantsche & Cramer 2017 and Cramer 2019.

Subunits Functions Sequential assembly

Stabilizes TBP and TFIID-DNA binding. Interacts with DNA.

TFIIA 2 Counteracts negative cofactors of TBP.

2™ step

Binds TBP and promoter DNA and recruits Pol II-TFIIF
TFIIB 1 complex. Stabilizes transcription bubble and open promoter 3 step
complex. Stimulates initial RNA synthesis and TSS selection.

Binds to promoter DNA through several subunits especially
TFIID 14 TBP subunit which bends DNA by 80-90°. Serves as platform 15 step
for recruitment of TFIIA and TFIIB.

Binds promoter near TSS. Essential for DNA melting and
TFIIE 2 stabilisation of open promoter complex. Facilitates recruitment 5% step
of TFIIH and stimulates its activities.

Forms complex with free, unbound Pol II. Prevents non-specific
DNA binding of free Pol II. Is involved in Pol II recruitment to
PIC and formation of transcription bubble. Aids in TSS
selection. Stimulates initial RNA synthesis.

TFIIF 2 4" step

ATPase activity essential for DNA opening and stabilizes open
TFIIH 10 promoter complex. Phosphorylates Serine 5 of heptad repeats of 6" step
RPB1 CTD through kinase activity.

Formation of the transcription bubble and the open promoter complex allows Pol II to begin the
synthesis of an RNA molecule. However, the early transcribing Pol I complex is very unstable and has
to undergo several transitions before entering a stably elongating form (Cramer, 2004). One of these
transitions called ‘abortive cycling’ involves the repeated production of short, three to nine nucleotides
long, RNA molecules without Pol II dissociating from the promoter DNA (Werner & Grohmann, 2011).
At these stages of initial transcription, TFIIB plays an important role by stimulating early RNA
production and by maintaining the flexible clamp domain of Pol II in a closed conformation, thereby

entrapping downstream DNA (Sainsbury et al., 2015).

Upon synthesis of a roughly 15 nucleotides long transcript, the RNA clashes with the B-ribbon
domain of TFIIB and TFIIB is displaced (Sainsbury et al., 2013; Sainsbury et al., 2015). At this stage,
the early Pol II elongation complex reaches the stage of ‘promoter clearance’ and moves into a stable,
elongating complex (Cramer, 2004). After 30 nucleotides, Pol II is thought to loose contacts with the
remaining PIC components and to move into productive elongation (Hahn, 2004). Results of in vitro
experiments, led to the suggestion that some of the GTFs (specifically TFIIA, TFIID, TFIIE, TFIIH)

remain bound to the core promoter and facilitate subsequent rounds of PIC assemblies and transcription
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reinitiation (Yudkovsky et al., 2000; Hahn, 2004). The GTFs and their functional importance in PIC

assembly are summarized in Table 1.

1.2.2.6. The Mediator complex: role in transcription initiation and initially transcribing Pol 11

The Mediator is an evolutionary conserved, multiprotein complex consisting of 25 subunits in yeast
and 33 subunits in mammalian cells (Soutourina, 2018; El Khattabi et al., 2019). It is organized into
four distinct modules: ‘head’, ‘middle’, ‘tail” and ‘CDKS kinase’ module (Kornberg, 2005; Soutourina,
2018; El Khattabi et al., 2019). The central MED14 subunit connects head, middle and tail module by
serving as a backbone for Mediator assembly. The additional subunits exclusive to mammalian Mediator
increase the complexity of the tail module and were reported to strengthen the contacts of the tail with
the head module, the middle module and MED14 (EI Khattabi et al., 2019). A very recent structural and
functional study on mammalian Mediator revealed that the majority of subunits within the head and
middle module (with the exceptions of MEDI1, MEDI19 and MED20) are essential for survival of
cultured mammalian cells (El Khattabi et al., 2019). In contrast, most subunits of the tail and kinase

module appear to be non-essential except for MED27/3, MED28 and MED30 (El Khattabi et al., 2019).

The head and middle modules of Mediator are considered to form its ‘core’ and directly bind to the
RBP4/7 stalk domain of Pol II (Hantsche & Cramer, 2017; Cramer, 2019). Binding of the core Mediator
additionally stabilizes the PIC through contacts with the TFIIB zinc ribbon domain and was suggested
to stimulate the activity of the TFIIH kinase CDK7, which phosphorylates the CTD of Pol II (Figure 18)
(Kim et al.,, 1994; Hahn, 2004; Sikorski & Buratowski, 2009; Hantsche & Cramer, 2017).

Mediator recruitment  Enhancer region
to enhancer regions

Figure 18: Schematic representation of
interactions of Mediator with the
preinitiation = complex.  Transcription
activators (in shades of violet) binding to
Mediator  sjtes in enhancer regions recruit the Mediator
complex through interaction with its tail
module (shown in blue). The head module of
Mediator is shown in red, middle module in
yellow, MED14 in orange and the kinase
Core promoter Nucleosome module with Cdk8 in green. Upon
interaction of Mediator with the preinitiation
V complex (PIC), assembled at the core
promoter, the kinase module of Mediator
dissociates from the remaining complex.
Mediator further stimulates the kinase
activity of TFIIH which is responsible for
Serine 2 phosphorylation (P) of the Carboxy-
terminal repeat domain of RNA polymerase
II (Pol II). Cohesin has been implicated in
the establishment of enhancer-promoter
proximity. TSS, transcription start site.
Adapted from Soutourina, 2018.
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Reconstructions of Mediator and PIC interactions based on cryo-EM structures, support these contacts
and reveal that Mediator positions itself close to the CAK, the kinase module of TFIIH (Plaschka et al.,
2015). In yeast, Mediator was further reported to interact with the unphosphorylated CTD of Pol II
(Myers et al., 1998). Several biochemical studies also imply interactions between Mediator and TFIID
leading to the recent suggestion that these two complexes bind cooperatively to gene promoters

(Griinberg et al., 2016; Soutourina, 2018).

The CDKS kinase module of Mediator was actually implicated in transcription repression and
dissociates from Mediator once the complex binds to the PIC (Figure 18) (Kornberg, 2005; Knuesel et
al., 2009; Tsai et al., 2013; Jeronimo et al., 2016; Petrenko et al., 2016; Cramer, 2019). Indeed, the
kinase module of Mediator was suggested to serve as a switch controlling Mediator-Pol II interactions.
Consequently, Mediator might only form contacts with Pol II upon loss of its kinase module (Knuesel
et al., 2009). The repressive function of the CDKS8 kinase module was additionally linked to its ability
to compete with CDK7 for the CTD of Pol II (Hsin & Manley, 2012; Tsai et al., 2013). In general,
interactions between Mediator and the PIC are thought to be short-lived (Jeronimo et al., 2016; Petrenko

et al., 2016; Cramer, 2019).

One of the main functions attributed to the Mediator complex is to serve as an adaptor complex
bridging between activating transcription factors (TFs) at enhancers and the transcription machinery at
gene promoters (Figure 18). It was therefore also implied in enabling enhancer-promoter looping (see
also chapter 1.2.1.2. Enhancers) (Kagey et al., 2010; Soutourina et al., 2011; Phillips-Cremins et al.,
2013; Poss et al., 2013; Griinberg et al., 2016; Petrenko et al., 2016; Soutourina, 2018; Cramer, 2019).
For example in mammalian cells, Mediator subunits were found to co-localize with factors involved in
3D genome organization such as CTCF and cohesin (Kagey et al., 2010; Phillips-Cremins et al., 2013).
Mediator is thought to contact the enhancer-bound activating TFs mainly through its tail domain. Yet in
yeast and mammalian cells, in which the tail subunits of Mediator were deleted, a ‘tailless’ Mediator
(equivalent to only the core of Mediator) can still bind to gene promoters and exert its functions with
only minor impacts on Pol II transcription (Jeronimo et al., 2016; El Khattabi et al., 2019). Also, as
mentioned earlier, subunits of the Mediator tail are mostly non-essential in contrast to the majority of
its core subunits. These findings suggest that the crucial functions of Mediator lie primarily within its
core and not necessarily in its enhancer-promoter adaptor functions (Plaschka et al., 2015; Jeronimo et
al., 2016). This is further supported by a recent study in mammalian cells, which suggests that Mediator
does not act as a physical bridge but rather indirectly results in enhancer-promoter proximity (EIl
Khattabi et al., 2019). This study reported that combined acute depletion of Mediator and Pol I, although
affecting transcription considerably, did not result into major changes in enhancer-promoter interactions
in contrast to rapid depletion of cohesin as assessed through Hi-C. These results might support a recently

developed model of protein hubs, which suggests that enhancers cause accumulation of transcription-
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related factors by being in vicinity of their target promoters but not necessarily by being in close physical

contact (more details in chapter 1.2.1.2. Enhancers) (Furlong & Levine, 2018; El Khattabi et al., 2019).

Over several years, Mediator has been the center of an ongoing debate about whether it should be
considered a transcriptional coactivator or a GTF (Lewis & Reinberg, 2006; Takagi & Kornberg, 2006;
Sikorski & Buratowski, 2009). Mounting evidence from yeast suggests that the Mediator complex is
required for global Pol II transcription and found upstream of almost all gene promoters in yeast, which
would suggest a GTF function (Andrau et al., 2006; Takagi & Kornberg, 2006; Zhu et al., 2006; Sikorski
& Buratowski, 2009; Griinberg et al., 2016). Nevertheless, Mediator is not required for in vitro
transcription and represents a point of contact for several activating TFs suggesting that, under certain
conditions, it serves as a transcriptional coactivator (Lewis & Reinberg, 2006). Overall, these functional

characteristics of Mediator resemble in a way the auxiliary GTFs, TFIIA and TFIID.

1.2.2.7. Visualization of the PIC organization by cryo-EM structures

Recent improvements of the cryo-EM technique provided high resolution structures of partial yeast
and human PIC composed of Pol II, TFIIA, TFIIB, TFIIE, TFIIF and TBP and reflect milestones in
understanding the organization of this colossal protein association (He et al., 2016; Plaschka et al., 2016;
Hantsche & Cramer, 2017). These partial PIC structures in combination with lower-resolution cryo-EM
structures allowed the additional location of TFIID, TFIIH and Mediator to the PIC (Figure 19) (He et
al., 2013; Miihlbacher et al., 2014; Plaschka et al., 2015; Murakami et al., 2015; Nogales et al., 2017;

Core Mediator _,

Mediator B

RPB4/RPB7

TFIID

Figure 19: Cryo-EM structures of preinitiation complex. A. Reconstruction of human preinitiation complex
(PIC) with TFIID, TFIIH and yeast Mediator based on cryo-EM structures. RNA polymerase II (Pol II) in grey.
TBP (red), TFIIA (orange), TFIIB (green), TFIIE (darkred), TFIIF (purple), TFIIH (rose), Mediator (brown), TFIID
(yellow and blue). DNA (TATA-less) is shown in turquoise, yellow and pink. Adapted from Nogales et al 2017. B.
High resolution cryo-EM structure of yeast PIC with modelled TFIIH and Mediator positioning. RNA polymerase
IT (gray), TBP (red), TFIIA (yellow), TFIIB (green), TFIIE (pink), TFIIF (purple), TFIIH (rose) and Mediator
(lightblue and darkblue). DNA is shown in blue and cyan. Black point highlights the CTD attachment to Pol II.
Transcription direction to the right. From Cramer 2019.
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Cramer, 2019). The final reconstructions revealed for example that Mediator and TFIID position
themselves on opposite sides of Pol II (Figure 19A) and further allowed the visualization of contact sites
among the different complexes involved in PIC formation (Nogales et al., 2017; Cramer, 2019). As PIC
assembly and Mediator-PIC interactions are highly dynamic processes, the presented structures might

however not represent the entire in vivo mechanism (Soutourina, 2018).
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1.3. Transcription pausing

Recent studies further emphasized an additional rate limiting step of transcription occurring at
several genes downstream of PIC assembly and transcription initiation: Promoter-proximal pausing.
This phenomenon was first described for heat-shock genes in Drosophila (Lis et al., 2000; Levine,
2011). In their transcription inactive state, heat-shock response genes show high levels of RNA
polymerase II (Pol II) 30 to 50 bp downstream of the transcription start site (TSS) (Lis et al., 2000;
Levine, 2011). These stalled transcription complexes were found to be rapidly released into productive
elongation upon heat-shock induction (Lis et al., 2000). Since then, about one third or even the majority
of mammalian genes (depending on the stringency used to define Pol II pausing) were proposed to
display stalled Pol II complexes downstream of their TSS (Guenther et al., 2007; Core et al., 2008; Rahl
et al., 2010; Nechaev & Adelman, 2011; Levine, 2011; Gilchrist et al., 2012; Gilchrist & Adelman,
2012). The location of paused Pol II at Drosophila genes was further found to cooccur with downstream
core promoter elements such as the DPE (downstream promoter element), which led to the suggestion
of a potential DNA encoded mode of Pol II pausing (DPE is described in more details in chapter
1.2.1.1.1. Core promoter elements) (Nechaev et al., 2010; Levine, 2011; Nechaev & Adelman, 2011).
As such also AT-rich regions were proposed to facilitate Pol II pausing (Nechaev et al., 2010; Nechaev
& Adelman, 2011). A very recent study reported the additionally involvement of the GTF TFIID in in
vitro Pol Il promoter-proximal pausing (Fant et al., 2020). Curiously, however transcription pausing has

not been found in yeast (Nechaev & Adelman, 2011).

1.3.1. Promoter-proximal pausing factors

Two factors have been implicated in stabilizing transcription pausing: NELF (Negative elongation
factor) and DSIF (DRB sensitivity inducing factor) (Levine, 2011; Vos et al., 2018; Chen et al., 2018a;
Chen et al., 2018b). These two complexes are frequently referred to as 5° pausing factors and impede
the continuation of Pol II into downstream elongation (Buratowski, 2009; Levine, 2011; Nechaev &
Adelman, 2011). NELF consists of four subunits (NELF-A, NELF-B, NELF-C [or an isoform of NELF-
C: NELF-D] and NELF-E), while DSIF is a heterodimer of SUPT4H and SUPT5H (Figure 20A)
(Nechaev & Adelman, 2011; Vos et al., 2018). NELF was found to be recruited to Pol II through two
means: 1) interactions with DSIF and ii) through phosphorylated Serine 5 residues of the Pol II CTD,
which is mediated by CDK?7, the kinase of TFIIH (Glover-Cutter et al., 2009; Nechaev & Adelman,
2011; Danino et al., 2015; Chen et al., 2018a). In general, the CTD of paused Pol II tends to be
phosphorylated at Serine 5 (Levine, 2011).

Recent cryo-EM structures of the paused transcription complex reveal that binding of NELF and
DSIF cause conformational changes of Pol II leading to a tilt in the DNA-RNA hybrid (Figure 20B)

(Vosetal., 2018). In this configuration the association of additional ribonucleotides to the DNA template
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is impaired preventing the extension of the RNA molecule and thereby blocking Pol II movement (Vos
et al., 2018). DSIF was identified close to the RPB4/7 stalk domain of Pol II forming two clamps, one
around the transcript through its SUPTSH subunit and another around the upstream DNA through
SUPT4H (Figure 20A). Localised on the opposite site of DSIF, NELF was found to interact extensively
with Pol II restraining its mobility. Through two so-called ‘tentacles’ of its NELF-A and NELF-E
subunits, NELF was additionally found to reach out to DSIF and the exiting RNA molecule, respectively
(Vos et al., 2018). Variants of NELF lacking the NELF-A tentacle, which interacts with DSIF, were
unable to stabilize pausing, suggesting that cooperative binding of NELF and DSIF is required for
promoter-proximal pausing (Vos et al., 2018). In contrast, loss of the NELF-E tentacle, which contacts
the nascent RNA, were found to be dispensable for pause induction. These cryo-EM structures further
indicated that binding of the two 5’ pausing factors is incompatible with the presence of PIC components
such as TFIIB, TFIIE and TFIIF. NELF and DSIF therefore were suggested to contact Pol II only once

it has dissociated from the initiation factors (Vos et al., 2018).

Beside promoter-proximal pausing, NELF has further been implicated in the transcription
termination processes at SnRNA (small nuclear RNA) and canonical histone mRNA genes (see also

chapter 1.5. Transcription termination) (Buratowski, 2009).
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Poised polymerase Productive elongation

Figure 21: Factors involved in the stabilization and release of paused RNA polymerase II. RNA polymerase
II (Pol II) phosphorylated at Serine 5 (red S5) residues of its CTD (Carboxy-terminal repeat domain) pauses less
than 100 nucleotides downstream of the transcription start site (represented by the black arrow). Phosphorylation
of DSIF (represented by red P), NELF and Serine 2 (red S2) of the Pol IT CTD by P-TEFb results in the exchange
of NELF with the elongation factor PAF1 allowing productive elongation. Grey S2 represents unphosphorylated
Serine 2. ™G represents the 5> cap modification of mRNAs. Adapted from Price, 2010.

1.3.2. Transcription pause release

Paused Pol II is released through the action of CDK9 (cyclin-dependent kinase 9) of P-TEFb
(positive transcription elongation factor b) (Price, 2010; Levine, 2011; Nechaev & Adelman, 2011; Chen
et al., 2018a). Several components of the paused transcription elongation complex are subjected to
modifications by CDK9: NELF, DSIF (specifically its SUPTSH subunit) and Serine 2 of the Pol II CTD
(Figure 21) (Lis et al., 2000; Nechaev & Adelman, 2011; Henriques et al., 2013; Chen et al., 2018a).
P-TEFb was found to associate with other proteins to form the SEC (super-elongation complex)

implicated in pause release (Levine, 2011; Nechaev & Adelman, 2011; Chen et al., 2018a).

Productive transcription elongation proceeds after dissociation of NELF and binding of the
elongation factor, PAF1 (polymerase-associated factor 1) (Figure 21) (more details in chapter 1.4.
Transcription elongation). In contrast to NELF, phosphorylated DSIF remains associated with the
elongating Pol II machinery and exerts positive functions onwards (Nechaev & Adelman, 2011). In
agreement with its role in productive transcription elongation, DSIF or its homologues are found in
bacteria, archaea and all eukaryotes, while NELF seems metazoan-specific (Nechaev & Adelman,

2011).

1.3.3. Transcription pausing or premature transcription termination

The exact mechanism and importance of transcription pausing remains unclear (Hsin & Manley,
2012; Lenhard et al., 2012). Promoter-proximal pausing was suggested to enable rapid transcription
induction in response to external stimuli and during development as it circumvents dependencies on the
slower PIC assembly step (Lis et al., 2000; Zeitlinger et al., 2007; Levine, 2011). Yet, genes without
any marked transcription pausing event can be induced as rapidly as genes with paused Pol II elongation

complexes (Gilchrist & Adelman, 2012; Danino et al., 2015). Transcriptional pausing was further
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reported to serve as a way of integrating regulatory signals in a coordinated manner therefore allowing
the synchronization of gene expression among cell populations (Zeitlinger et al., 2007; Price, 2010;
Levine, 2011; Nechaev & Adelman, 2011; Henriques et al., 2013; Lagha et al., 2013). Some indications
suggest that Pol II promoter-proximal pausing might serve as switch not only in inducing but especially

in repressing transcription once the stimulus has ceased (Nechaev & Adelman, 2011).

An alternative explanation to promoter-proximal pausing for the accumulation of Pol I downstream
of TSSs was proposed to be the inefficiency of early transcription elongation, as described in section
1.2.2.5. Functions of GTFs in the formation of the transcription bubble. Accordingly, promoter-proximal
enrichment of Pol II was suggested to potentially simply reflect kinetics of abortive elongation
(Buratowski, 2009; Lenhard et al., 2012; Kamieniarz-Gdula & Proudfoot, 2019). Recent studies indeed
reported that less than 10% of paused Pol II molecules enter into a productive transcription elongation
phase suggesting a highly dynamic turnover of Pol II at pause sites (Krebs et al., 2017; Steurer et al.,
2018; Price, 2018; Kamieniarz-Gdula & Proudfoot, 2019). This high rate of early Pol II transcription
termination is not necessarily in contradiction to transcription pausing. Instead, the successful release of
paused Pol II through timely P-TEFb recruitment was suggested to represent the decisive step of
productive elongation or premature termination (Nechaev & Adelman, 2011). External stimuli were
further proposed to modulate recruitment of P-TEFb thereby regulating the relative rates of productive

elongation and premature termination at pausing sites (Price, 2010; Nechaev & Adelman, 2011).

In contrast to earlier models of promoter-proximal pausing in which paused Pol II was thought to
remain stably associated with DNA for a long period of time, the idea of unresolved pausing leading to
premature termination and subsequent rounds of transcription initiation are recently favoured (Nechaev
& Adelman, 2011; Krebs et al., 2017; Kamieniarz-Gdula & Proudfoot, 2019). Following these
indications, the borders between definitions of Pol II pausing, backtracking and premature termination
start to be blurry. In general, Pol II seems to encounter at several genes a promoter-proximal checkpoint
that might ensure the stability and readiness of Pol II transcription complexes and further might be
modulated by external signals (Price, 2010; Nechaev & Adelman, 2011; Levine, 2011; Kamieniarz-
Gdula & Proudfoot, 2019).

1.4. Transcription elongation

Once RNA polymerase II (Pol II) transitions into the productive elongation phase, it represents a
highly stable complex transcribing genes at an average rate of roughly 2 kb per minute without
dissociating from the DNA (Singh & Padgett, 2009; Steurer et al., 2018). This processivity enables it to
transcribe genes of various length with the most extreme case in the human genome being the dystrophin
gene with a size of 2.4 Mb (Lander et al., 2001). The transcribing Pol II is assisted by numerous factors
ensuring a stable elongation complex such as DSIF and Paf1C (PAF1 complex) (Bernecky et al., 2016;

Xu et al., 2017). Paf1C consists of five subunits and accompanies Pol II from the transcription start site
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to the polyadenylation site (Mayer et al., 2010; Xu et al., 2017). Interactions with the phosphorylated
CTD of Pol II and the phosphorylated SUPTS5H subunit of DSIF enable the recruitment of Paf1C to the
elongating complex (Qiu et al., 2012; Xu et al., 2017). PaflC directly binds to Pol II by forming
extensive contacts with the RPB2 subunit (Xu et al., 2017). Genome-wide nascent RNA analysis upon
deletion of Paf1C subunits further underlined its general importance for transcription revealing that the

majority of Pol II-transcribed genes in yeast are downregulated upon its loss (Xu et al., 2017).

In the transcribing Pol II, the double-stranded DNA template lies within the cleft entrapped by the
closed clamp domain and the RPB2 subunit (Figure 22A) (Gnatt et al., 2001). Upon encountering the
‘wall” domain formed by RPB2, located behind the catalytic centre, the DNA template bends in roughly
105° upwards relative to the downstream DNA and through unwinding forms the transcription bubble
(Figure 22B) (Bernecky et al., 2016). The transcription bubble is maintained from the side of the
downstream DNA through the action of the RPB2 ‘fork loop’ 2. Within the transcription bubble, the
template DNA strand allocates along the bottom of the cleft and passes over the ‘bridge’ helix formed
by the RPB1 subunit (Figure 22B) (Gnatt et al., 2001; Bernecky et al., 2016). The presence of the bridge
helix leads to conformational changes in the template strand nucleotides. The base of the nucleotide in
proximity to the Metal A Mg?* ion (termed +1 nucleotide) is flipped and directed downwards for readout
by the active site. Through this conformation change, the +1 template nucleotide lies within a pore that
extends to the floor of the Pol II cleft and which serves amongst others as entrance for the ribonucleotide
substrates (Figuer 22B). It also constitutes the first of eight to nine base pairs of the DNA-RNA hybrid
(Gnatt et al., 2001; Westover et al., 2004).
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Figure 22: Structure and organization of elongating RNA polymerase II. A. Cryo-EM structure of the
mammalian elongating RNA polymerase II (Pol II) complex viewed from the exit point of the upstream double-
stranded DNA (top view on Pol II). RPB1 in silver and RPB2 in gold. From Bernecky et al., 2016. B. Schematic
view from the side onto the active centre of Pol II during transcription elongation. Template DNA strand in blue.
RNA in red. Metal A represents one of the two Mg?" ions of the active site of Pol II. Structural elements required
to maintain the transcription bubble and guide the nucleic acids at the active site such as the ‘bridge’ helix or the
‘wall’ of the RPBI1 (silver) and RPB2 (gold) subunits are highlighted. The +1 template nucleotide is indicated.
Arrow indicates direction of transcription. Detailed description in text. Adapted from Gnatt et al. 2001.
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At the catalytic centre, Metal A is located in proximity to the ribonucleotide at the 3’ end of the
DNA-RNA hybrid. The second Mg?* ion (Metal B) of the active site is thought to be associated with the
three phosphates of the incoming substrate ribonucleotide. Upon stable base pairing of the new
ribonucleotide with the template DNA, Metal B together with Metal A enables the catalysis of the
phosphodiester bond thereby leading to the extension of the RNA molecule (Gnatt et al., 2001). After
coupling of the new ribonucleotide to the growing nascent RNA, Pol II translocates along the template
DNA by one nucleotide. This translocation is enabled through movements of the bridge helix creating

an new empty site at position +1 for addition of the subsequent ribonucleotide (Gnatt et al., 2001).

Upon synthesis of a roughly 9- to 10-nucleotide long RNA molecule, the DNA-RNA hybrid must
be separated to allow the exit of the nascent RNA through the exit tunnel. In addition to the ‘fork loop’
1 of RPB2, three protein loops of RPB1 play an important role in the dissociation of the hybrid, guidance
of the nascent RNA exit, reannealing of the template DNA and overall maintenance of the transcription
bubble: the ‘rudder’, the ‘lid” and the ‘zipper’ (Figure 22B) (Gnatt et al., 2001; Westover et al., 2004).
Passing underneath the lid leads to the separation of the nascent RNA from the template DNA and its
redirection to the RNA exit channel. The rudder further prevents the reassociation of the DNA-RNA
hybrid by interacting with the single stranded template DNA, while the zipper keeps the template and
non-template DNA strands separated (Gnatt et al., 2001; Westover et al., 2004). Fork loop 1 of RPB2
seems important to restrict the extent to which the DNA-RNA hybrid gets separated (Westover et al.,
2004). These structural loops also form protein-protein interactions amongst each other: the lid was

found to contact the rudder and the rudder can interact with fork loop 1 (Westover et al., 2004).

The DNA-RNA hybrid is almost completely buried within Pol II, secured through protein-nucleic
acid interactions such as with fork loop 1 and stabilized through Watson-Crick base pairing (Westover
et al., 2004). As described above, interactions between Pol II and the nucleic acids are necessary for the
proper positioning of the nucleic acids within the catalytic centre and further contribute considerably to
the stability of the transcription elongation complex (Gnatt et al., 2001). Importantly, these contacts are
not rigid as this would interfere with the mobility of the enzyme and therefore the translocation process

required for productive transcription elongation (Westover et al., 2004).

During proof-reading and backtracking of challenging template DNA, the transcription elongation
machinery is aided by the TFIIS complex (more details in subsection 1.4.2. RNA polymerase Il
backtracking). Other factors are involved in allowing the passage of Pol II through chromatin such as
the histone chaperone FACT, which will be described in more details in chapter 3.2.1. Chromatin
remodellers and histone chaperones. Additionally, during transcription elongation several RNA
processing factors associate with Pol II such as the splicing machinery, which enables co-transcriptional

splicing of the nascent mRNA (described in more details in the following subsection).
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1.4.1. Pre-mRNA splicing

In humans, a nascent mRNA molecule can contain several introns of various sizes with an average
length of 3 kb but some exceeding 10 kb (Lander et al., 2001). A portion of these introns are subjected
to alternative splicing events which will not be detailed here. In contrast, exons in humans tend to be
small with on average roughly 150 bp (Lander et al., 2001). The longest single exon with an immense

size of roughly 17 kb is found within the human titin gene, which also contains the highest number of

exons (178 exons) (Lander et al., 2001).
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Figure 23: Mechanism of pre-mRNA splicing. A. Scheme of the mechanism of intron excision and formation of
the spliceosome. White and black boxes reflect 5° and 3’ exon surrounding the intron, respectively. Details see text.
Additional factors involved in spliceosome function are indicated at the respective steps. BP, branch point. Adapted
from Fica & Nagai, 2017. B. Electron micrograph of DNA from Drosophila embryo cells. Vertical strings represent
DNA with nascent RNA spreading to the side. Black arrowheads indicate potential aggregations of factors
implicated in intron excision. Star highlights the formation of a co-transcriptional intron lariat. Adapted from Beyer

& Osheim 1988.

The numbers and sizes of introns encoded within mammalian genes require sophisticated
mechanisms ensuring their correct excision. Three DNA sequences characterized by very short
consensus sequences at or close to exon-intron junctions are needed for intron removal and exon
splicing: the 5 splice site (5’SS), the branch point (BP) sequence and the 3’ splice site (3’SS) (Figure
23A) (Wahl et al., 2009; Fica & Nagai, 2017). Additionally, human introns present a polypyrimidine

stretch upstream of the 3’SS recognized by frans-acting factors involved in the assembly of the

spliceosome.
Intron excision requires two transesterification reactions (Wahl et al., 2009). The first reaction
involves the 5’SS and the conserved adenosine of the BP generating a free 5 exon and an intron lariat-
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3’exon intermediate. Subsequently, the 5’ exon chemically attacks the 3’SS resulting into the ligation
of the exons and excision of the intron in form of a lariat (Wabhl et al., 2009; Fica & Nagai, 2017). These
reactions are catalysed through the spliceosome, consisting of five snRNPs (small nuclear
ribonucleoproteins) subcomplexes. (Figure 23A). snRNPs represent associations of each of the five
snRNAs (small nuclear RNAs), Ul, U2, U4, US and U6, with variable numbers of proteins. They
assemble into the spliceosome de novo on every intron in a stepwise manner and with the assistance of

numerous other factors (Wahl et al., 2009; Fica & Nagai, 2017).

The formation of the spliceosome begins with the binding of the Ul snRNP to the pre-mRNA
enabled through base pairing of the Ul snRNA with the 5’SS of the intron. Next, the U2 snRNA of the
U2 snRNP complex base pairs with the BP. This interaction is further stabilized through factors
recognizing the polypyrimidine tract (Wahl et al., 2009). Binding of Ul and U2 snRNP enables the
formation of the complete spliceosome by recruiting the preassembled U4/U6, U5 tri-snRNP. To be
catalytically active and to perform the two transesterification reactions, the spliceosome undergoes
conformational and compositional rearrangements, such as the release of U1 and U4 snRNPs through
the actions of the PRP28 and BRR2 ATPases, respectively, and stabilization through the NTC (nineteen
complex) and related factors (Figure 23A) (Wabhl et al., 2009; Fica & Nagai, 2017). Upon formation of
the intron lariat and ligation of the exons, the spliceosome dissociates, releasing the U2, U5 and U6

snRNPs for subsequent rounds of splicing.

Efficient RNA splicing was found to be linked to the transcription machinery through the CTD of
Pol 11, which facilitates the recruitment of the spliceosome to the pre-mRNA (McCracken et al., 1997).
First observed in the 1980s (Figure 23B), recent genome-wide studies have provided new insights on
splicing events occurring while Pol II is still transcribing the gene, generally referred to as co-
transcriptional splicing (Beyer & Osheim, 1988; Khodor et al., 2011; Oesterreich et al., 2016; Herzel et
al., 2018; Drexler et al., 2020; Reimer et al., 2020). In yeast, where introns are short and rare, co-
transcriptional splicing was reported to take place immediately after synthesis of the intron (Oesterreich
et al., 2016; Herzel et al., 2018). Also, in Drosophila the majority of introns was found to be removed
while transcription of the mRNA is still on-going (Khodor et al., 2011; Drexler et al., 2020). In contrast,
analyses on co-transcriptional splicing in human cells are more contradictory with one study suggesting
less than 50% of co-transcriptional splicing, while another reports that on average more than 80% of

introns are excised before Pol Il terminates transcription (Drexler et al., 2020; Reimer et al., 2020).

1.4.2. RNA polymerase II backtracking

Unfavourable DNA regions such as AT-rich stretches can cause low DNA-RNA hybrid stability

and lead to a reverse movement of RNA polymerase II (Pol II), which is referred to as backtracking
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(Cheung & Cramer, 2011). This backward motion dislodges the 3* end of the nascent RNA from the
DNA directing it through a pore into the funnel located underneath the catalytic site of Pol II (Figure
24). Consequently, transcription is halted as the +1 template nucleotide is made inaccessible to incoming
ribonucleotides. If Pol I is backtracked by only one nucleotide, the DNA-RNA hybrid can be realigned
through removal of a mono- or dinucleotide from the 3’ end of the backtracked RNA by the intrinsic
nuclease activity of Pol II (Kettenberger et al., 2003; Cheung & Cramer, 2011). This allows the
elongation complex to continue RNA polymerisation and is often referred to as the ‘proof-reading’
activity of Pol II (Kettenberger et al., 2003). Intriguingly and in contrast to DNA polymerases, Pol II
contains a single active site capable of catalysing both, RNA polymerisation and RNA cleavage

(Kettenberger et al., 2003).

Resolving more extensive backtracking of several nucleotides, which causes transcription arrest,
involves the single-protein elongation factor TFIIS (Fish & Kane, 2002; Sigurdsson et al., 2010; Cheung
& Cramer, 2011). TFIIS is organized into three domains (domains I, IT and III) from its N- to C-terminal
end and enhances the slow intrinsic cleavage function of Pol II. Domain I of TFIIS is only weakly
conserved and is not required for the reactivation of backtracked Pol II (Kettenberger et al., 2003).
Domain II and the interdomain linker connecting domain II and III were shown to bind to Pol II from
the RPB1/9 jaw domain until close to the rim of the Pol II funnel, while domain III reaches into the
active site of Pol II through the pore and funnel domain from the underside of the enzyme (Figure 24)
(Kettenberger et al., 2003; Cheung & Cramer, 2011). Two highly conserved acidic residues of a -
hairpin of domain III, which locate close to Metal A of the Pol II active site, were shown to be essential

for TFIIS function (Jeon et al., 1994).

Binding of TFIIS to backtracked Pol II leads to extensive conformational changes of structural

features of Pol II, such as the clamp domain and, within the active centre, the bridge helix and fork loop
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2 (Kettenberger et al., 2003). These structural changes are thought to influence the strength of Pol II-
nucleic acid interactions (Kettenberger et al., 2003). For example, insertion of domain III of TFIIS into
the Pol II pore was reported to result in a displacement of the backtracked RNA thereby weakening
contacts to Pol II and facilitating cleavage. The TFIIS-restricted pore however still leaves enough room
for the entry of ribonucleotide substrates (Kettenberger et al., 2003). The hydrolytic cleavage reaction
of the backtracked RNA induced by TFIIS involves a nucleophilic water molecule and two metal ions,
one represented by Metal A of the active site of Pol II, while Metal B is thought to be contributed by
TFIIS (Kettenberger et al., 2003; Cheung & Cramer, 2011). Upon cleavage and release of the
backtracked RNA, transcription can resume as ribonucleotides can once more hybridize to the template

DNA (Figure 24).

Proof-reading, backtracking and reactivation of Pol II occur frequently during transcription as
evidenced by the fact that the intrinsic RNA cleavage activity of Pol II is essential for cell viability
(Sigurdsson et al., 2010). At the same time, loss of TFIIS function is not essential, possibly because it
is merely required for the stimulation of the intrinsic RNA cleavage activity of Pol II (Sigurdsson et al.,
2010). TFIIS was further implicated in promoter-proximal pause release (Nechaev & Adelman, 2011).
Recent cryo-EM structures however indicate that the pausing factor NELF would prevent binding of
TFIIS to Pol 11, as both factors interact with the funnel region of Pol II (Vos et al., 2018). Eventually, if
the backtracked transcription complex cannot be resolved, transcription is thought to be prematurely
terminated through polyubiquitination and degradation of Pol II by the proteasome (Somesh et al.,
2005).

1.5. Transcription termination

Upon transcription termination, RNA polymerase II (Pol II) stalls and dissociates from the DNA
template releasing the transcript. Transcription termination can be induced prematurely at any time
during transcription elongation and plays a crucial role in restricting the extent of pervasive, unwanted
transcription (see also section 1.4.2. RNA polymerase II backtracking and chapter 1.2.1.4.
Bidirectionality) (Porrua & Libri, 2015). In the following, I will focus on the termination process

occurring at the end of genes leading to the liberation of a full-length transcript.

Efficient termination is important to avoid conflicts with transcription processes of neighbouring
genes, to liberate Pol II for subsequent rounds of transcription and, since transcription termination and
3> RNA processing are coupled, it further influences stability and functionality of RNA molecules
(Kuehner et al., 2011; Porrua & Libri, 2015). Transcription termination by Pol II does not occur at a
constant distance from the 3’ end of the full-length transcript but instead can take place few to several
thousands of nucleotides downstream (Richard & Manley, 2009). Since Pol II synthesises different
classes of RNAs, such as protein-coding mRNAs, which need to be polyadenylated, or short, non-
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polyadenylated RNAs, such as snRNAs or canonical histone mRNAs, the mechanisms implicated in
transcription termination vary. Polyadenylation-dependent termination and termination at snRNA and

histone genes will be shortly detailed in the following.
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Figure 25: Schematic representation of factors implicated in polyadenylation-dependent termination at
protein-coding genes in metazoans. A. Recruitment of 3> RNA processing complexes (CPSF, CstF and CFI-
CFII) to the Pol II transcription machinery. Arrows indicate interactions with the modified CTD of Pol II and the
Pol II body. The 3> RNA processing factors also contact sequences within the transcript such as the PAS,
consequently resulting into pausing of the elongation complex. B. CPSF mediates endoribonucleolytic cleavage
of the pre-mRNA downstream of the PAS followed by addition of a polyadenylation tail. The SETX helicase
resolves potential R-loops of the remaining Pol II-bound RNA. C. Through the torpedo mechanism, XRN2
degrades the remaining Pol II-bound, nascent transcript and might lead, besides other factors, to the termination
of Pol II. More detailed description in text. RNA polymerase II (Pol II) is shown in green. DNA template in dark
blue. Nascent RNA in red. Ser2, Serine 2 residues of the Pol II CTD (Carboxy-terminal repeat domain); PAS,
Polyadenylation site; TSS, transcription start site; ORF, open reading frame. From Porrua & Libri, 2015.

1.5.1. Polyadenylation-dependent termination

In polyadenylation-dependent termination, a PAS (polyadenylation signal), which gets transcribed
and leads to the recruitment of RNA-binding 3’ processing factors, is crucial (Richard & Manley, 2009;
Kuehner et al., 2011; Porrua & Libri, 2015). Polyadenylation-dependent transcription termination
represents the termination mechanism used at the large majority of protein-coding genes. Binding of 3’
RNA processing factors to the PAS results in pausing of Pol II, endoribonucleolytic cleavage and
polyadenylation of the nascent mRNA molecule. Seemingly a simple mechanism, polyadenylation-

dependent termination involves over 14 proteins in mammals (Kuehner et al., 2011).

The two central protein complex of polyadenylation-dependent termination in metazoans, are CPSF
(cleavage and polyadenylation specificity factor), which is recruited to the elongating Pol II through
interaction with the Pol II core and consists of five subunits, and CstF (cleavage stimulatory factor),
which forms contacts with the Serine 2 phosphorylated (Ser2P) CTD of Pol II and contains three
subunits (more details on the CTD in chapter 1.1.1. Carboxy-terminal repeat domain of RNA
polymerase II). Upon appearance of the conserved PAS hexanucleotide (AAUAAA) in the transcript,
CPSF is thought to bind to it and induce pausing of Pol II (Figure 25A). Pausing of the transcription
machinery has also been observed at termination sites of RNA polymerase I and III transcription but

whether it is a requirement for transcription terminations remains unclear (Richard & Manley, 2009;
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Porrua & Libri, 2015). Next, CstF interacts with the GU-rich processing signal located downstream of
the PAS. Through interactions with CstF, CPSF dissociates from the Pol II core, allocates with CstF to
the CTD and leads to the cleavage of the pre-mRNA (Figure 25B). Several other factors have been
implicated in regulating the cleavage reaction of CPSF, such as CFI (cleavage factor I) and CFII
(cleavage factor II). Cleavage of the transcript and addition of the polyadenylation tail occur roughly 18
to 30 bp downstream of the AAUAAA sequence and about 30 bp upstream of the GU-rich region
(Richard & Manley, 2009; Porrua & Libri, 2015).

An additional factor that has been implicated in transcription termination is SETX (senataxin) which
possesses a conserved helicase domain and is thought to resolve R-loops, a three-stranded structure of
DNA and RNA (Figure 25B) (Richard & Manley, 2009; Porrua & Libri, 2015). Subsequently, XRN2
(5°-3’ exoribonuclease 2) with its cofactors is believed to rapidly degrade the remaining Pol II-associated
RNA from the unprotected 5’ end (Figure 25C). Dissociation of Pol II from the DNA was proposed to
be promoted by either conformational changes of the transcription machinery caused by factors binding
to or dissociating from the paused Pol II complex (allosteric model) or collision of XRN2 with Pol II
(torpedo model) (Figure 25C) (Porrua et al., 2016). Factors involved in the allosteric model include for
example, Pafl, which dissociates from the elongation complex upstream of the PAS, as well as Spt4 and
Spt5 (in mammals forming DSIF), which disengage from Pol II downstream of the PAS (Kuehner et al.,
2011). Overall, the mechanism leading to the dissociation of Pol II from the DNA template is not yet
completely understood (Richard & Manley, 2009; Kuehner et al., 2011). Alternatively, based on the
presence of some termination factors at promoter regions, it was proposed that, instead of dissociating
from the DNA, Pol II might be recycled back to the gene promoter through contacts of the 5’ and 3’
ends of genes (Richard & Manley, 2009; Kuehner et al., 2011). This model of ‘gene looping’ was

suggested to enable subsequent rounds of transcription in rapid successions.

1.5.2. Polyadenylation-independent termination

At the short snRNA and replication-dependent histone genes, transcription termination happens in

two alternative polyadenylation-independent manners.

At snRNA, a 13-16 nucleotide long 3’-box element located 9 to 19 bp downstream of the expected
3’ end is required for snRNA end processing and transcription termination (Richard & Manley, 2009;
Porrua & Libri, 2015). The large Integrator (INT) complex binds to this 3’-box and cleaves the snRNA
through its INT9 and INT11 subunits (Figure 26) (Richard & Manley, 2009; Kuehner et al., 2011; Porrua
& Libri, 2015). Integrator is thought to be recruited to mammalian snRNA-encoding genes by interacting
with the phosphorylated Serine 7 residues of the Pol Il CTD. Although snRNA genes share the 3’-box,
the transcription termination process varies among snRNAs and the mechanistic details remain unclear

(Richard & Manley, 2009).
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In contrast to snRNAs, canonical histone mRNAs in metazoans accommodate two cis-regulatory
elements required for transcription termination: a stem-loop structure recognized by SLBP (stem-loop
binding protein) and a downstream sequence motif bound by the U7 snRNP (Richard & Manley, 2009).
Binding of SLBP and the U7 snRNP enable the recruitment of cleavage factors processing the 3 ends
of histone mRNAs. Matured replication-dependent histone mRNAs end with the stem-loop and a short
single-stranded tail. The Pol II CTD was also reported to be important for histone 3> mRNA processing
although the reasons are not yet understood (Richard & Manley, 2009).

NELF, a factor which is frequently related to promoter-proximal Pol II pausing (see chapter 1.3.
Transcription pausing), was suggested to be involved in transcription termination following cleavage of
both, snRNAs and canonical histone mRNAs (Figure 26B) (Buratowski, 2009; Kuehner et al., 2011;
Porrua & Libri, 2015).
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Figure 26: Scheme of mechanism and factors involved in transcription termination at small nuclear RNA
genes in metazoans. A. The Integrator (INT) complex is recruited to the nascent snRNA (small nuclear RNA)
through interactions with Serine 7 (Ser7) phosphorylated CTD (Carboxy-terminal repeat domain) of Pol II and
through binding to the 3’-box sequence. B. Upon cleavage of the snRNA transcript by INT, NELF has been
suggested to mediate Pol II termination. RNA polymerase II (Pol II) in green. RNA in red. Ser2, Serine 2. Adapted
from Porrua & Libri, 2015.



2. Chromatin

Around the 1880s, the chemically acidic DNA was found to be covered in basic proteins within the
nucleus (Olins & Olins, 2003). In 1884, these small, basic proteins were named histones (Olins & Olins,
2003). Five different canonical histone proteins were subsequently identified: histone H1, H2A, H2B,
H3 and H4 (Olins & Olins, 2003; McGinty & Tan, 2014). Nowadays, histone proteins are generally
recognized as the skeleton for structures known as nucleosomes (Figure 27A). The core of nucleosomes
consists of a histone octamer formed by two histone H3/H4 heterodimers (constituting a H3/H4
tetramer) each interacting with one histone H2A/H2B heterodimer (McGinty & Tan, 2014). This histone
protein octamer is surrounded in roughly one and a half turns by 145-147 bp of DNA (McGinty & Tan,
2014). The fifth histone protein, the linker histone H1, is involved in higher order chromatin organization
by stabilizing the DNA at the nucleosome entry and exit sites. During DNA replication in S-phase of
the cell cycle, the mRNAs of canonical histone proteins are transcribed from genes found in different
histone gene clusters. The human genome contains 10-20 functional copies per core histone, allowing
the production of high quantities when the duplicated genome needs to be packaged (McGinty & Tan,
2014).

Interactions between dimerization partners in the core nucleosome occur through highly conserved
histone fold domains (HFDs) leading to a pseudo-twofold symmetrical axis of the octamer (H2A-H2B-
H4-H3-H3-H4-H2B-H2A) (McGinty & Tan, 2014). The central DNA base pair at which the nucleosome
can be divided in pseudo-symmetrical halves is defined as the nucleosome dyad (arrowhead in Figure
27A) (McGinty & Tan, 2014). Each HFD consists of three a-helices, two short and one central long
helix, connected by loops (McGinty & Tan, 2014). Intriguingly, HFD-like domains were also found in

other proteins such as in subunits of the general transcription factor TFIID and the coactivator complex
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Figure 27: Chromatin
organisation and nucleosome
structure. A. Structure and
composition of nucleosomes. Top,
scheme of the nucleosome with
histones represented by coloured
circles and DNA represented by
blue line. Bottom, crystal structure
of the core nucleosome without
histone HIl. DNA in grey.
Coloration of the histone proteins
follows the scheme on top.
Arrowhead indicates the
nucleosome dyad. Adapted from
McGinty & Tan, 2014 and Van
Emmerik and van Ingen, 2019. B.
Chromatin spread showing the
‘bead on a string’ organisation of
chromatin.  Arrows  highlight
nucleosome structures. Size
marker: 30 nm. From Olins & Olins
2003.




SAGA leading to the suggestion that they could also form octamer-like structures (Patel et al., 2018;
Kolesnikova et al., 2018; Papai et al., 2020; Wang et al., 2020).

Within the core nucleosome, every histone-fold pair was found to organize 27-28 bp of nucleosomal
DNA through contacts at regular intervals, mostly through arginine side chains reaching out to the DNA
phosphodiester backbone rather than the bases of the nucleotides (McGinty & Tan, 2014). Overall, the
histone octamer interacts at 14 discrete places with the DNA resulting into one of the most stable DNA-
protein associations (Li et al., 2007; McGinty & Tan, 2014). Contacts with the DNA backbone explain
the lack of base specificity observed for histone-DNA associations. Besides the standard histone
octamer, transient suboctameric stoichiometries of nucleosomes are thought to exist in vivo such as the
hexasome and tetrasome, which lack one or both H2A/H2B dimers, respectively (McGinty & Tan,
2014).

Another key characteristic of histone proteins, beside their highly structured HFDs, are their
flexible, highly modifiable N-terminal tails, which make up roughly 20 % of the entire histone octamer
mass (Figure 27A) (McGinty & Tan, 2014; van Emmerik & van Ingen, 2019). These tails protrude out
of the globular structure of the core nucleosome and could spread, if fully extended, to a length greater
than the diameter of the nucleosome itself in the case of the 36 amino acid long histone H3 tail (McGinty

& Tan, 2014).

Nucleosomes are separated from each other by linker DNA of various length resulting in a so-called
‘beads on a string’ chromatin organization, which was first proposed in 1974, almost a century after the
discovery of histone proteins (Figure 27B) (Olins & Olins, 2003; McGinty & Tan, 2014). Chromatin
was further suggested to form higher order structures such as the 30-nm fibre enabling eventually the
formation of the metaphase chromosomes (McGinty & Tan, 2014). These 30-nm or other well organized
and ordered fibres could however not be reproducibly detected in vivo (McGinty & Tan, 2014). Instead,
in most cells chromatin was found to organize in rather disordered domains with a recent model
suggesting that nucleosomes form so-called nucleosome ‘clutches’ (Fussner et al., 2012; Joti et al., 2012;
Ricci et al., 2015; Ou et al., 2017). Nucleosome ‘clutches’ are thought to manifest along the chromatin
fibre and to consist of discrete regions containing heterogeneous numbers of nucleosomes. The median
number of nucleosomes per clutch was suggested to range from roughly 3 to 8 nucleosomes, separated

by nucleosome-depleted regions (Ricci et al., 2015).

2.1. Nucleosome-depleted regions at cis-regulatory regions

Binding of proteins to DNA sequences can be impaired or restricted by nucleosomes. For example,
nucleosomes represent major barriers for the RNA polymerase Il (Pol II) initiation and elongation
complexes (Bondarenko et al., 2006). Frequently however, active gene promoters and enhancers are

found within so-called nucleosome-depleted regions (NDRs), which are flanked by a -1 (upstream) and
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a +1 (downstream) highly positioned nucleosome (Lenhard et al., 2012; Hughes & Rando, 2014). NDRs
are thought to facilitate the assembly and recruitment of components of the transcription preinitiation
complex (PIC). Indeed, nucleosome occupancy at gene promoters was reported to negatively correlate
with gene expression levels, as highly transcribed genes tend to display a stronger nucleosome depletion
than lowly expressed genes (Hughes & Rando, 2014). Different types of gene promoters can further be
distinguished based on distinct patters of nucleosome positioning (Lenhard et al., 2012). For example,
housekeeping genes with several TSSs over a broad promoter region (broad promoters) were found to
possess well-positioned -1 and +1 nucleosomes, while tissue-specific genes having one sharp TSS seem
to have less ordered nucleosomes (‘fuzzy’ nucleosomes) and their TSS is frequently covered by a

nucleosome (Rach et al., 2011; Nozaki et al., 2011; Lenhard et al., 2012).

NDRs are believed to be maintained at cis-regulatory elements through two main mechanisms:
extrinsic factors such as chromatin modifications by chromatin remodellers or histone chaperones,
which will be described in more details in chapter 3.2.1. Chromatin remodellers and histone chaperones,
and intrinsic factors based on the DNA sequence composition (Hughes & Rando, 2014). For example,
GC-rich regions, such as CpG islands found at several mammalian core promoters, are thought to
disfavour the assembly of nucleosomes due to their higher rigidity and therefore more restricted DNA
bendability compared to AT-rich regions (Deaton & Bird, 2011; Cramer, 2019). Recent studies in mouse
and human cells however suggest that NDRs are not completely nucleosome free but instead are
occupied by a class of ‘fragile’ nucleosomes (Jin et al., 2009; Voong et al., 2016; Haberle & Stark,
2018).

2.2. RNA polymerase II transcribing nucleosomal DNA

During transcription elongation, Pol II moves along the chromatinized template synthesizing RNA,
while regularly encountering highly stable nucleosomes. Recent cryo-EM structures revealed how Pol
II engages with the nucleosomal substrate (Figure 28) (Kujirai et al., 2018; Farnung et al., 2018; Noe
Gonzalez et al., 2018; Ehara et al., 2019). Pol II was found to pause, in the presence of the elongation
factor TFIIS, at multiple occasions while transcribing through the DNA bent around the histone octamer
(Kujirai et al., 2018). Pausing occurred at regions where histone proteins strongly interact with the
nucleosomal DNA and involved contacts between Pol II and the nucleosomal DNA (Kujirai et al., 2018;
Noe Gonzalez et al., 2018). For instance, the head of the clamp domain of the RPB1 subunit of Pol II
was found to contact the surface of the curved nucleosomal DNA (Figure 28) (Kujirai et al., 2018;

Farnung et al., 2018; Noe Gonzalez et al., 2018).

Upon transcription and unwrapping of roughly 50 bp of the nucleosomal DNA by Pol II, one
H2A/H2B heterodimer is exposed, which could allow its dissociation from the nucleosome structure.

Amongst other reasons, interactions of the RPB2 lobe with this unstable H2A/H2B heterodimer were
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Figure 28: Yeast RNA polymerase I1
transcribing through a nucleosome.
Subunits of RNA polymerase II (Pol II)
are labelled in the structure, except for
Rpbl in silver, Rpb6 in cyan, Rpb8 in
forest green, Rpb9 in orange, Rpbl1 in
yellow and Rpbl2 in green. Histones
H2A, H2B, H3 and H4 are coloured in
yellow, red, blue and green, respectively.
Template DNA strand shown in dark blue
and complementary strand in cyan. Metal
/5 A indicates the active site of Pol II. The
' dyad axis represents the axis at which the
nucleosome can be divided in two
pseudo-symmetrical ~ sections.  From
Farnung et al., 2018.

suggested to prevent the dissociation thereby preserving the octamer (Kujirai et al., 2018; Noe Gonzalez
et al., 2018). After having transcribed half of the nucleosomal DNA (around 70 bp), Pol II is thought to
move through the remaining DNA without obvious impediments. This is thought to be facilitated
through histone transfer or eviction ahead of Pol II by chromatin remodellers, such as CHD1, or histone
chaperones, such as FACT, (more details in chapter 3.2.1. Chromatin remodellers and histone

chaperones) (Weber et al., 2014; Kujirai et al., 2018; Farnung et al., 2018; Noe Gonzalez et al., 2018).

2.3. Chromatin organization into euchromatic and heterochromatic domains

The nucleus is thought to be a very crowded environment, rendering its organization an essentiality
to ensure efficiency of DNA-related processes such as Pol II transcription (Hancock, 2014). The first
level of chromatin organization relies on the establishment and maintenance of euchromatic and
heterochromatic regions within the nucleus, corresponding to transcriptionally active or inactive regions
respectively. These domains are characterized not only based on their transcriptional status, but
especially by post-translational modifications (PTMs) of histones and histone protein variants, which

will be described next.

Different PTMs and histone variants are associated with distinct chromatin domains, turning
nucleosomes to active signalling hubs (McGinty & Tan, 2014). Several studies have described numerous
chromatin states with numbers ranging from fewer than 5 to more than 50 states (Baker, 2011). In the
section 2.3.3. Combinations of histone PTMs and variants found at distinct chromatin domains, three of
the most accepted chromatin states will be shortly described in more details based on their histone PTM

signatures and histone variant incorporation: euchromatin, constitutive and facultative heterochromatin.
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2.3.1. Histone post-translational modifications

Post-translational modifications (PTMs) on histone proteins were discovered more than 50 years
ago and were subsequently implicated in affecting nucleosome stability and chromatin structure (Allfrey
et al., 1964). Since then, numerous modifications were discovered besides the well characterized histone
acetylation, methylation, phosphorylation and ubiquitylation marks, such as sumoylation, crotonylation,
ADP ribosylation and deimination (Bhaumik et al., 2007; Kouzarides, 2007; Bannister & Kouzarides,
2011; McGinty & Tan, 2014). PTMs of histone proteins are frequently found on their flexible, lysine-
rich N-terminal or C-terminal tails but can also occur within the globular body of histone proteins

(Figure 29).

Different histone PTMs are associated with distinct transcriptional states and are further implicated
in processes such as DNA damage repair, DNA replication or cell cycle transition, which will however
not be detailed here (Bhaumik et al., 2007; Bannister & Kouzarides, 2011). The occurrence of histone
lysine acetylation for instance is generally linked to actively transcribed regions, while histone lysine or
arginine methylation can be found within transcriptionally active or inactive regions depending on the
specific position of the modified residue (more details are given in the following subsections) (Bhaumik

et al., 2007).

Histone modifications are thought to exert their role through two main mechanisms: First, some
PTMs change the net charge of nucleosomes, which can influence the structure of chromatin by
loosening nucleosomal DNA-histone, histone-histone interactions or contacts between adjacent
nucleosomes (Li et al., 2007; Bannister & Kouzarides, 2011; McGinty & Tan, 2014; van Emmerik &
van Ingen, 2019). Second, they can positively or negatively regulate the recruitment of downstream
effector proteins (Bhaumik et al., 2007; Bannister & Kouzarides, 2011; van Emmerik & van Ingen,
2019). As such, specific histone modifications or combinations can be recognized by so-called ‘reader’

domains allowing the binding of proteins containing these domains to specific genomic locations
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marked by particular histone PTMs (Li et al., 2007; van Emmerik & van Ingen, 2019). For example,
PHD fingers, chromo- and Tudor domains can recognize methylated lysines, while acetylated lysines
can be bound by bromodomain-containing factors (Bannister & Kouzarides, 2011). These reader
domains are frequently found within chromatin modifying complexes, which will be described in more
details in a later chapter. In general, PTMs are established by dedicated ‘writers’ and diluted through
rounds of cell divisions or actively removed by ‘eraser’ enzymes. In the following, histone acetylation,

methylation and ubiquitinylation will be shortly described in more details.

2.3.1.1. Histone acetylation

Histone acetylation was first reported in 1964 and can occur only at lysine residues (Allfrey et al.,
1964). Histone lysine acetylation is regulated through the opposing actions of two groups of enzymes:
HATs (histone acetyltransferases, also referred to as lysine acetyltransferases, KATs) (‘writers’) and
HDAC:s (histone deacetylases) (‘erasers’) (Bannister & Kouzarides, 2011). For the acetylation reaction,
HATSs require the cofactor acetyl-CoA, which is used to transfer an acetyl group to histone lysine side
chains. Since acetylation neutralizes the positive charge of lysines, hyperacetylation of histones was
suggested to decrease the affinity of the nucleosomal DNA to the histone proteins thereby promoting an
open chromatin state (Bhaumik et al., 2007; Bannister & Kouzarides, 2011). Consistent with their
positive impact on DNA accessibility, HATs are frequently found as subunits of transcriptional

coactivator complexes (more details in chapter 3.2.2. Histone modifying complexes).

Two main classes of HATs were reported: type-A and type-B. Type-B HATs are located within the
cytoplasm of cells and act on free, newly translated histone proteins (Bannister & Kouzarides, 2011).
The acetylation of histones by type-B HATs is important for their later incorporation into chromatin.
Type-A HATs, which act on histone proteins within nucleosomes, can be subdivided into three classes:
the GNAT, MYST and CBP/p300 families (Bannister & Kouzarides, 2011). In general, enzymes of
these three HAT families can modify several lysines at different sites within histones. Similarly, HDACs
present also a relatively low substrate specificity and can deacetylate lysine residues antagonistic to
HATS, restoring the positive charges of histone lysines. HDACs are divided into four classes (I to IV)
with only class IV enzymes requiring the cofactor NAD" for their activity (Bannister & Kouzarides,

2011).

2.3.1.2. Histone methylation

Histone methylation can take place at lysine and arginine side chains. In contrast to histone
acetylation, histone methylation is found in transcriptionally active as well as inactive regions (Bannister
& Kouzarides, 2011). Histone lysines can be modified by in total three rounds of methylation from the

unmethylated to mono-, di- and trimethylated forms, while arginines can be mono-, symmetrically or

82



asymmetrically di-methylated increasing the overall complexity of histone methylation (Bannister &
Kouzarides, 2011). Methylation on lysine and arginine residues is established through HMTs (histone
methyltransferases, also referred to as lysine methyltransferases, KMTs) and PRMTs (protein arginine

methyltransferases), respectively.

All HMTs were found to contain a SET domain, which harbours the enzyme’s active centre with
one exception, the DOT1L enzyme. HMTs and PRMTs tend to modify only specific sites on histone
proteins and depend on the methyl group donor SAM (S-adenosylmethionine) for the transfer of methyl-
groups onto histone residues (Bannister & Kouzarides, 2011). For instance, DOTIL trimethylates
specifically histone H3 lysine 79 (H3K79me3) located within the globular histone core (Bannister &
Kouzarides, 2011). Further, some HMTs only modify their targets to a specific degree such as
monomethylation but not di- or trimethylation, while others are capable of catalysing all three lysine
methylation states. In contrast, all PRMTs can monomethylate arginine, but are classified in two groups
based on their capabilities of modifying symmetric or asymmetric dimethylarginine (Bannister &

Kouzarides, 2011).

HDMs (Histone lysine demethylases), acting antagonistically to HMTs, were found to be similarly
sensitive to the degree of methylation and to also have high substrate specificities. Two types of HDMs
were reported: LSD1 (lysine-specific demethylase 1) and JMJD (JmJC jumonji domain containing)
demethylases. Arginine methylation was found to be reversed through deamination or through JMJD6

(Bannister & Kouzarides, 2011).

2.3.1.3. Histone ubiquitylation

In contrast to histone acetylation or methylation, modification of lysines with ubiquitin results in
the addition of a large 76-amino acid polypeptide (Bannister & Kouzarides, 2011). Ubiquitylation is
established through the sequential actions of three enzymes: E1 (‘activating’), E2 (‘conjugating’) and
E3 (‘ligating’) enzymes (Bannister & Kouzarides, 2011). Histones are mostly monoubiquitylated with
the best described examples being histone H2A lysine 119 ubiquitylation (H2AK119ub) and histone
H2B lysine 120 ubiquitylation (H2BK120ub). While H2AK119ub is implicated in gene silencing
(facultative heterochromatin), H2BK120ub is found at actively transcribed genes, highlighting the
divergent role the same histone modification can hold depended on its localization (Bannister &
Kouzarides, 2011). Ubiquitin is removed from histones by isopeptidases termed deubiquitylation (DUB)

enzymes.

2.3.1.4. Crosstalk between histone PTMs

Various histone PTMs have been implicated in so-called ‘histone crosstalk’ representing an

additional regulatory layer (Bannister & Kouzarides, 2011). For example, competitive antagonism
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between PTMs is found if the same residue can be marked by different chemical modifications such as
at the histone H3 lysine 9 residue, which can be either acetylated (active transcription) or methylated
(gene silencing) (Figure 29, page 81). Another example of histone crosstalk is the dependency of one
modification on the deposition of another, as seen for methylation of histone H3 lysine 4 or 79 and
H2BK120ub (Kim et al., 2009; Bannister & Kouzarides, 2011; Worden et al., 2019; Valencia-Sanchez
et al., 2019; Hsu et al., 2019b). Interestingly, recent findings in yeast however indicate that the observed
crosstalk between H2BK120ub and H3K79me3 would be rather dependent on protein interactions of
the enzyme catalysing H3K79me3, Dotl (ortholog of DOTI1L), than on its methyltransferase activity
(van Welsem et al., 2018).

2.3.2. Histone protein variants

Beside PTMs, nucleosome composition can also be altered by the replacement of the canonical
histones with protein variants such as H3.3, H2A.Z and CENP-A, which carry few to extensive
substitutions in the amino acid sequence (Li et al., 2007). Most histone variants are found for the
canonical histones H3 and H2A, while only testis-specific variants are known for H2B and a variant of

H4 was only recently described (Table 2) (Skene & Henikoff, 2013; Long et al., 2019).

Table 2: Human replication-independent histone variants and their specific chaperones and associated
factors. Importantly, evidence for chaperones and associated factors may come from non-human species. *
indicates testis-specific variants. n.d., not determined. From Skene & Henikoff 2013.

Histone Chaperones and associated factors
H2A variants
H2A.Z CHZ1/NAP1/SWRI1/INO80
H2A.X FACT
macroH2A ATRX
H2A.B forms * n.d.
H2B variants
H2B.1 * n.d.
H2B.W * n.d.
H3 variants
CENP-A HJURP
H3.3 HIRA/ATRX/DAXX
H3.4* n.d.
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Specific chromatin remodellers and histone chaperones are responsible for the incorporation of
histone variants into nucleosomes in exchange for canonical histone proteins (Table 2) (Skene &
Henikoff, 2013). One of the main differences between histone variants and canonical histones is
reflected in the moment of their chromatin incorporation: While canonical histones are only expressed
and incorporated into nucleosomes during S-phase of the cell cycle, histone variants are integrated into
nucleosomes in a DNA replication-independent way throughout the cell cycle (Li et al., 2007; Talbert
& Henikoff, 2017). Further, mRNAs of histone variants are generally polyadenylated, contain introns
and are not transcribed from clusters in contrast to canonical histone transcripts (Talbert & Henikoff,

2017).

Replacement of canonical histones with variants was suggested to change nucleosomal properties
and especially affect interactions with downstream effector proteins. For example in mammals,
centromeric chromatin is primarily epigenetically defined through the incorporation of CENP-A, a
histone variant of canonical H3 (McKinley & Cheeseman, 2016). CENP-A is crucial for the localization
of kinetochore components (McKinley & Cheeseman, 2016). Further, CENP-A incorporation is thought
to result into more rigid nucleosomes and was implicated in leading to the more condensed chromatin

conformations of centromeres (McKinley & Cheeseman, 2016).

In contrast, the replacement of canonical H3 by H3.3 was suggested to have few major consequences
and instead to serve primarily to fill gaps in the chromatin landscape resulting from the disruption of
nucleosomes especially at actively transcribed regions (Ray-Gallet et al., 2011; Talbert & HenikofT,
2017). Nevertheless, in vivo findings suggest that H3.3-containing nucleosomes are less stable than
nucleosomes formed with canonical H3 proteins (Jin & Felsenfeld, 2007). A variant protein of the
canonical H2A, H2A.Z, was additionally implicated in forming less stable nucleosomes at
transcriptionally active regions (Jin & Felsenfeld, 2007; Talbert & Henikoff, 2017). Both, H3.3 and
H2A.Z are thought to be components of ‘fragile’ nucleosomes suggested to be located within and in

proximity of NDRs (Jin et al., 2009).

2.3.3. Combinations of histone PTMs and variants found at distinct chromatin domains

As mentioned in a previous section, histone PTMs and the incorporation of specific histone protein
variants allow the differentiation, amongst others, of active euchromatin and silent facultative or

constitutive heterochromatin, which are shortly described in the following.

2.3.3.1. Euchromatin

Euchromatin contains actively transcribed genes including their cis-regulatory elements and is
characterised by an open chromatin structure and a general decompaction (Bannister & Kouzarides,

2011). A modification commonly associated with euchromatin is the acetylation of histone proteins. In
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addition, certain regions within euchromatin such as gene bodies of actively transcribed genes, active
enhancers and active promoters were found to display specific histone PTM signatures (Li et al., 2007;

Bannister & Kouzarides, 2011).

Gene bodies of actively transcribed genes are enriched for histone H3 lysine 36 trimethylation
(H3K36me3), H3K79me3 and histone H2BK120ub (Figure 30). Active enhancers are traditionally
identified by a combination of high levels of histone H3 lysine 4 monomethylation (H3K4mel) and
histone H3 lysine 27 acetylation (H3K27ac) marks, while active promoters are enriched for histone H3
lysine 4 trimethylation (H3K4me3) (Figure 30) (Bannister & Kouzarides, 2011; Schoenfelder & Fraser,
2019). The presence of H3K4me3 at gene promoters was suggested to provide a ‘bookmark’,
highlighting recent transcription activities in the genome, which could facilitate subsequent rounds of
transcription (Ng et al., 2003). Active forms of enhancers and promoters are further enriched for the

histone variants H3.3 and H2A.Z (Pradhan et al., 2016).

Recent studies nevertheless indicate that enhancer and promoter elements cannot be strictly
distinguished based on these histone modifications (Pekowska et al., 2011; Ernst et al., 2011; Core et
al., 2014; Andersson, 2015; Andersson et al., 2015b). For example, some promoter elements were found
to display high levels of H3K4mel, similarly some enhancers display high levels of H3K4me3
(Pekowska etal., 2011; Ernst et al., 2011; Core et al., 2014). Indeed, H3K4me3 was reported to be found

in general at highly active promoters or enhancers and to correlate with Pol II accumulation at these
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Figure 30: Distribution of histone post-translational modifications and histone variant H2A.Z. Schematic
representation of profiles of histone marks and H2A.Z along an arbitrary gene. Transcription start site indicated
by arrow. The correlation of the respective histone modifications and H2A.Z with transcription is indicated on the
right. Adapted from Li et al., 2007.
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elements, instead of distinguishing them from each other (Pekowska et al., 2011; Core et al., 2014).
H3K27ac is also frequently found at active promoters (Ernst et al., 2011). These findings, amongst
others, led to the suggestion of a unified architecture model of cis-regulatory elements (see also chapter

1.2.1.5. Unified architecture of cis-regulatory elements) (Andersson, 2015; Andersson et al., 2015b).

2.3.3.2. Facultative heterochromatin

Genes, which are differentially expressed in distinct cells or tissues, are found within facultative
heterochromatin when they are transcriptionally inactive (Bannister & Kouzarides, 2011). This
chromatin domain is associated with high levels of the histone PTMs H2AK119ub established by PRC1
(Polycomb repressor complex 1) and H3 lysine 27 trimethylation (H3K27me3) deposited by PRC2
(Polycomb repressor complex 2) (Figure 30) (Bannister & Kouzarides, 2011; Chittock et al., 2017).
Beside depositing H3K27me3, PRC2 can also read this modification through one of its subunits, which

enables the maintenance of H3K27me3 over broad genomic domains (Bannister & Kouzarides, 2011).

Inactivation of genes by the Polycomb group proteins and formation of facultative heterochromatin
represents a plastic mode of gene silencing and allows transcriptional activation of genes upon specific
cues. Another classic example for this type of chromatin domain is the inactive X-chromosome in female
cells, which is additionally covered in nucleosomes containing the H2A histone variant, macroH2A

(Bannister & Kouzarides, 2011; Skene & Henikoff, 2013).

2.3.3.3. Constitutive heterochromatin

Permanently silenced genes, such as centromere and telomere regions or repetitive DNA sequences,
are found within constitutive heterochromatin (Janssen et al., 2018). This chromatin domain is marked
by an enrichment of histone H3 lysine 9 trimethylation (H3K9me3) (Figure 30, page 86). In mammalian
cells, H3K9 methylation involves five methyltransferases: Mono- and dimethylation is established by
G9a and GLP (GY9a-like protein), while SETDB1 (SET domain bifurcated histone lysine
methyltransferase 1), SUV39H1 (Suppressor of variegation 3-9 homolog 1) and SUV39H?2 (Suppressor
of variegation 3-9 homolog 2) can catalyse H3K9 di- and trimethylation (Bannister & Kouzarides, 2011;
Janssen et al., 2018).

Constitutive heterochromatin is compacted into condensed structures through the binding of the
HP1 (heterochromatin protein 1) proteins (Janssen et al., 2018). In mammalian cells, HP1a, HP1pB and
HP1y can bind to H3K9me3 via their chromodomains, and lead, through self-interactions, to the
compaction of constitutive heterochromatin (Janssen et al., 2018). Centromeres are further defined by

the incorporation of the histone variant CENP-A, as described earlier.
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2.3.4. Correlation or causality of histone PTMs and variants at chromatin domains

Although histone PTMs and variants are highly correlated with different chromatin states, whether
they are causal remains unclear (Pollex & Furlong, 2017). Recent studies indicate that individual histone
modifications found at euchromatic regions such as H3.3K27ac, H3K4mel, H3K4me3 and H4
acetylation are dispensable for successful transcription at most genes and in most cells (Hodl & Basler,
2009, 2012; Rickels et al., 2017; Dorighi et al., 2017; Acharya et al., 2017; Zhang et al., 2020). These
was either found by substitutions of the critical lysines with a non-modifiable amino acid (Hodl &
Basler, 2009, 2012; Zhang et al., 2020) or by inactivation of the catalytic sites of the responsible effector
proteins (Dorighi et al., 2017; Rickels et al., 2017; Acharya et al., 2017). Further, complete deletion of
the histone variant H3.3 in Drosophila flies did not majorly affect viability of cells with the intriguing
exception of the reproductive tissues (Hodl & Basler, 2009).

88



3. Regulated transcription

Cues from the cell environment frequently lead to regulated changes in gene expression, which are
mediated through the action of transcription factors (TFs) possessing repressing or activating roles in
RNA polymerase II (Pol IT) transcription (Levine et al., 2014). The following subsections will be focused
on activating transcription factors (also called activators) and chromatin modifying complexes including
complexes that can act as transcriptional coactivators. Coactivator complexes interact with activating
TFs and are thought to mediate the stimulating signal of these factors to the basal transcription
machinery through mechanisms establishing a permissive chromatin structure at gene promoters (more

details later).

3.1. Transcription factors

Transcription factors (TFs) can interact with specific DNA sequences through DNA-binding
domains, which can be very variable in nature (Garvie & Wolberger, 2001). Sequence-specificity of TFs
is enabled by the recognition of base pairs, exposed in the major or minor groove of DNA, most
commonly through o-helix or B-sheet structures protruding into the grooves. All protein-DNA
interactions further involve contacts with the negatively charged sugar-phosphate backbone of DNA

(Garvie & Wolberger, 2001).

For instance, the most abundant class of DNA-binding proteins in the human genome is the zinc
(Zn) finger family whose members possess several copies of the name-giving, roughly 30 amino acid
long DNA-binding domain, the Zn finger (Lander et al., 2001; Garvie & Wolberger, 2001). The Zn
finger is the most minimal DNA-binding domain consisting of one rather short a-helix, two antiparallel
B-sheets and one core Zn*" ion (Figure 31). At least two Zn fingers are required to allow DNA binding
(Garvie & Wolberger, 2001). The short a-helices of the Zn fingers insert into the DNA major groove
thereby recognizing 3-4 base pairs, which can result, in the case of the three successive Zn fingers of
the ZIF268 protein (also known as ZNF268 or EGR1), in the tracking of the DNA major (Figure 31)
(Garvie & Wolberger, 2001). Importantly, the Zn** ion possesses only structural roles by ensuring the
protein fold and does not contact DNA.

Figure 31: The zinc finger, example of a DNA-binding
domain of transcription factors. Shown is the structure of the
most common DNA-binding domain found within human
transcription factors (TFs), the zinc (Zn) finger. Here the three
Zn finger domains of the ZIF268 (ZNF268, EGR1) protein are
shown. DNA helix in black. Protein structures in light blue. Zn**
ions in green. The Zn fingers are tracking along the major groove
of the DNA. From Garvie & Wolberger 2001.
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In search for their cognate high affinity binding targets, TFs were found to unspecifically interact
with genomic DNA in a random manner (Chen et al., 2014). The high-affinity DNA-binding motifs of
TFs are frequently represented by specific, short sequence patterns termed TFBS (transcription factor
binding sites), which are typically 6 bp long in humans (Slattery et al., 2014). TFBSs of different TFs
frequently cluster within gene cis-regulatory regions (Slattery et al., 2014; Levo & Segal, 2014).
Although the genome frequently contains several canonical TFBS for each TF, only a fraction of these
TFBSs were found to be actually bound by these TFs in vivo as assessed by ChIP-seq (Chromatin
immunoprecipitation followed by deep sequencing). Additionally, only a fraction of these binding
events were found to impact gene expression (Slattery et al., 2014). As such, binding of a TF to its TFBS

does not necessarily reflect in changes in gene expression.

It is unclear yet how exactly the selective and transcriptionally important binding events of TFs are
achieved. Numerous additional properties besides DNA sequence can affect TF-DNA contacts and their
stimulatory consequences such as for example TF dimerization or tetramerization, DNA shape,
cooperative DNA-binding with other TFs, nucleosome occupancy at the TFBS and interactions with

coactivators (Slattery et al., 2014; Levo & Segal, 2014).

3.1.1. Pioneer transcription factors

TFBSs are frequently found within nucleosome-depleted regions but can also be occupied by
nucleosomes. DNA inaccessibility is in general thought to be a major restriction for the binding of most
TFs and is therefore believed to considerably contribute to DNA-binding specificities, as indicated
above (Slattery et al., 2014; Levo & Segal, 2014). Some TFs however were described to possess the
ability to bind to their target TFBS within nucleosomal DNA and are believed to consequently promote
chromatin accessibility at these locations (Slattery et al., 2014; Zhu et al., 2018; Dodonova et al., 2020).
These TFs are referred to as ‘pioneer’ TFs since the destabilization of nucleosomes through their binding

enables the interaction of other TFs with the now accessible DNA (Figure 32) (Slattery et al., 2014).

In an in vitro assay, binding to nucleosomal DNA was found to be common among human TFs and
to occur in different patterns and at distinct sites along the nucleosome (Zhu et al., 2018). For example,

at nucleosomal DNA, Sox2 and Sox11 showed preferential interaction with DNA roughly 20 base pairs

Figure 32: Pioneer transcription factors bind to
nucleosomal DNA and increase chromatin
accessibility. Schematic representation of the action of
‘pioneer’ TFs. Pioneer TFs (shown as green ovals
highlighted with a P) can bind to nucleosome-associated
DNA-binding sites (shown as coloured boxes), while
other non-pioneer factors (blue ovals) are occluded. The
binding of pioneer factors was suggested to lead to
increased chromatin accessibility subsequently allowing
binding of non-pioneer factors. Adapted from Slattery et
al., 2014

90



downstream of the dyad (the central base pair of nucleosomal DNA) (Zhu et al., 2018; Dodonova et al.,
2020). Binding of the Sox TFs to nucleosomes was found to distort nucleosomal DNA at their binding
site, which was further suggested to enable the disengagement of terminal nucleosomal DNA from the
histone proteins and repositioning of the N-terminal tails of histone H4 (Dodonova et al., 2020).
Curiously, although nucleosome-disruptive, interactions of pioneer TFs with nucleosomal DNA were
suggested to be relatively transient, as pioneer TFs tend to still favour free over nucleosomal DNA (Zhu

etal, 2018).

Besides direct nucleosome binding by pioneer TFs, access to DNA occupied by nucleosomes can
be facilitated through several other mechanisms. For instance, spontaneous unwrapping of nucleosomal
DNA from the histone octamer can enable DNA access of non-pioneer TFs to nucleosome-occupied
TFBS (Li et al., 2007; Slattery et al., 2014). Cooperative binding of several, unrelated TFs at these
‘nucleosome breathing’ sites was further suggested to result in a competition with the nucleosome for
DNA binding. Indeed, interactions of pioneer TFs with nucleosomal DNA were recently reported to
tend to occur at multifactor binding sites and to temporally coincide with binding of other TFs, which
could facilitate the destabilization of nucleosomes (Meers et al., 2019). Nucleosomal DNA can further
be exposed during DNA replication or through chromatin remodelling activities (Morris et al., 2014;
Ramachandran & Henikoff, 2016). Validating pioneer functions of TFs in vivo and distinguishing their
impact on chromatin opening from the above mentioned other processes, which allow in general access

to nucleosomal DNA, remains challenging (Dufourt et al., 2018; Meers et al., 2019).

Recent findings additionally indicate that several TFs, such as for example the pioneer TF Sox2,
can bind to mitotic chromosomes, structures that were previously thought to disrupt and occlude any
DNA binding and gene regulatory processes (Kadauke & Blobel, 2013; Teves et al., 2016; Festuccia et
al., 2016; Liu et al., 2017; Festuccia et al., 2017b; Bellec et al., 2018). This ability was termed ‘mitotic
bookmarking” and was suggested to enable the labelling and therefore maintenance of cell-specific
transcription programs during mitosis when transcription generally halts. Mitotic bookmarking is further
believed to facilitate rapid gene induction in early G1-phase once mitosis is accomplished (Kadauke &

Blobel, 2013; Festuccia et al., 2016; Ferraro et al., 2016; Festuccia et al., 2017b; Bellec et al., 2018).

3.1.2. Models of integration of transcription factor signals

To influence gene expression, enhancers and proximal regulatory regions, that contain clusters of
TFBS, are thought to integrate signals of a multitude of TFs. Two models were suggested to explain
how this integration could occur: the ‘enhanceosome’ and the ‘billboard’ model (Lelli et al., 2012;
Lorberbaum & Barolo, 2013; Slattery et al., 2014). Enhanceosome-like regulatory elements are thought
to be rather rare as they are suggested to depend on an ‘all-or-nothing’ mechanism (Figure 33A). To be

able to recruit coactivators and to stimulate gene expression according to the enhanceosome model,
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multiple TFs have to cooperatively bind and form protein-protein interactions amongst each other.
Enhanceosomes therefore consist of a highly constrained spacing- and orientation-specific organization
of several TFBSs (Figure 33A) (Slattery et al., 2014). In contrast, the billboard model allows a more
flexible architecture of TFBS sequences at regulatory elements. TFs in the billboard model collaborate

to regulate gene expression output but do not act as a cooperative unit (Figure 33B).

Based on their distinct characteristics, enhanceosomes were suggested to induce rather switch-like
or digital (‘on’/‘off”) gene expression programs as required during cell differentiation and development
preventing unwanted gene induction if not all activating TFs are present (Papatsenko & Levine, 2007;
Lorberbaum & Barolo, 2013; Chen et al., 2014; Slattery et al., 2014). In contrast, regulatory elements
following the billboard mechanism are believed to be implied in graded or analogue induction of gene
expression, meaning that expression levels increase with each TF bound (Lorberbaum & Barolo, 2013;
Stewart-Ornstein et al., 2013; Slattery et al., 2014). The two models detailed here are believed to
represent the extremes of a continuum of possible ways how several TF binding events at gene
regulatory regions can direct gene expression changes (Lorberbaum & Barolo, 2013; Slattery et al.,

2014).

A Enhanceosome model

Functional enhancer Nonfunctional enhancer h Figure 33: Integration of transcription
factor binding at enhancers. A. In the
ﬂ enhanceosome model, binding of TFs occurs
- i in a highly coordinated and constrained
manner (left). Minor changes in the order of
TF binding sites (TFBS) leads to a failure of
TF  assembly and consequently a
nonfunctional enhancer (right). B. In the
billboard model is based on a highly flexible
} \ TFBS order (left). Changes in position or
O orientation of TFBS does not affect binding of
TFs and enhancer function (right). From
- Slattery et al., 2014.

B Billboard model

Functional enhancer Functional enhancer
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3.2. Chromatin modifying complexes as RNA polymerase II coactivators

As a consequence of genome packing into chromatin, RNA polymerase II (Pol II) transcription has
to overcome the restriction imposed by the limited access to the DNA template. At the step of
transcription initiation, the currently most prevailing model is that once activating transcription factors
(TFs) associate to enhancers or proximal regulatory regions, they form protein-protein interactions
leading to the recruitment of transcriptional coactivators, which mediate the regulatory cues to core
promoters and the basal transcriptional machinery (Li et al., 2007; Sikorski & Buratowski, 2009). As
transcriptional coactivators are frequently multiprotein complexes containing one or more enzymes with
chromatin modifying functions, they are thought to positively stimulate transcription by rendering core
promoter sequences accessible for components of the preinitiation complex (PIC) (Li et al., 2007).
During transcription elongation, several other chromatin modifying complexes are involved in enabling
the efficient passage of Pol II through the chromatinised DNA template serving as additional

transcriptional cofactors.

The two main categories of chromatin modifying complexes are (1) chromatin remodellers such as
the SWI/SNF complexes and histone chaperones such as FACT, and (2) histone modifying complexes
such as the COMPASS(-like) and TIP60 complexes, which will be described shortly in the next
subsections. Individual, later chapters of the Introduction will be solely dedicated to the SAGA and
ATAC coactivator complexes as my thesis project was to better understand the role of these two histone
modifying complexes in mammalian Pol II transcription. As mentioned in a previous chapter (see
chapter 1.2.2. Preinitiation complex formation), multiprotein complexes with no obvious chromatin
modifying function, such as TFIIA, TFIID and the Mediator complex, are sometimes also referred to as
transcriptional coactivators as they can form protein-protein interactions with activating TFs and the
transcription machinery resulting into regulated transcription. This chapter however will be restricted to
the description of chromatin modifying complexes acting as transcriptional coactivators or cofactors.
Intriguingly, chromatin modifying complexes are in general highly conserved throughout eukaryotic

evolution, which underpins their general importance.

3.2.1. Chromatin remodellers and histone chaperones

Factors or complexes involved in nucleosome positioning and chromatin assembly or disassembly
are main determinants of nucleosome-depleted regions (NDRs) at gene regulatory regions and are
further crucial to enable transcription elongation through chromatin (McGinty & Tan, 2014; Hughes &
Rando, 2014). These factors or complexes fall in one of two classes, either chromatin remodellers or
histone chaperones. While chromatin remodelling complexes use the energy of ATP hydrolysis to
transiently unwrap DNA from histones or to move nucleosomes along DNA, histone chaperones act

independently of ATP and guide especially nucleosome assembly and disassembly. Both classes are
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further responsible for the composition of nucleosomes by mediating the incorporation or ejection of
histone variants (McGinty & Tan, 2014). Within cells, the most frequent target of chromatin remodellers
and histone chaperones is thought to be the H2A/H2B dimers as they were found to very dynamically

exchanged in and out of nucleosomes (Li et al., 2007).

3.2.1.1. Chromatin remodellers

Chromatin remodellers are classified based on similarities and differences in their ATPase domains
into four main subfamilies: the ISWI (imitation switch), the CHD (chromodomain helicase DNA-
binding proteins), the SWI/SNF (switch/sucrose non-fermentable) and the INO80 (Inositol-requiring
mutant 80) subfamilies (Clapier et al., 2017). In metazoans, cell type- and development-specific
subtypes for each of these subfamilies were described as well as orphan remodellers, which cannot be

classified into one of these subfamilies (Clapier et al., 2017).

Although all chromatin remodellers independent of the subfamilies contain an ATPase-translocase
motor, only members of the INO80 subfamily were reported to have the capacities of editing canonical
nucleosomes with histone variant-containing dimers. Members of the ISWI and CHD subfamilies seem

b
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Figure 34: Cryo-EM structures of the human BAF remodelling complex bound to the core nucleosome.
Cartoon model of the human BAF (Brgl/Brahma-associated factors) remodelling complex bound to the core
nucleosome from two sides. Arrowheads indicate the nucleosome core. Nucleosomal DNA helix is shown in yellow.
H2A in turquoise, H2B in rose, H3 in brown and H4 in light blue. The fingers, bridge, palm, thumb and head
submodules are indicated as well as the DNA entry (DNAF"Y) and exit (DNAF) sites and the ATPase module.
HSA, helicase-SANT-associated. Adapted from He et al., 2020.

94



mainly involved in nucleosome assembly and spacing, in contrast to SWI/SNF complexes which
typically promote chromatin accessibility and are thought to maintain NDRs at regulatory elements

(Clapier et al., 2017).

Recent cryo-EM studies allowed the visualization of yeast and human members of the SWI/SNF
subfamily revealing the intriguing manner in which they engage with the core nucleosome (human BAF
complex in Figure 34) (Patel et al., 2019; Ye et al., 2019; Han et al., 2020; Wagner et al., 2020; He et
al., 2020). Similarities amongst the SWI/SNF cryo-EM structures include (i) the location of the ATPase
motor in proximity to the nucleosome substrate around superhelical location (SHL) +2 (roughly 20 base
pairs downstream of the nucleosome dyad), (ii) contacts with the H2A/H2B acidic patch of the histone
octamer through subunits containing positively charged, arginine-rich regions and located on the
opposite side of the nucleosome relative to the ATPase module (nucleosome ‘anchor’), (iii) the
‘sandwiching’ of the nucleosome by the two modules, one containing the catalytic ATPase and the other

representing the nucleosome anchor (Figure 34).

Models that were proposed based on previous biochemical studies and which fit with these cryo-
EM structures include models in which SWI/SNF complexes sandwich the nucleosome to enable a stable
engagement of the ATPase with the nucleosomal DNA and, through ATP-dependent DNA-
translocation, lead to the ejection of the nucleosome bound by the complex or, through sterical conflicts,

the adjacent nucleosome (Clapier et al., 2017; He et al., 2020).

3.2.1.2. Histone chaperones

Histone chaperones are a diverse class of proteins which are in general structurally unrelated but
frequently display acidic features involved in charge neutralization of the basic histone proteins (Kemble
et al., 2015). The essential and highly conserved H2A/H2B histone chaperone FACT (facilitates
chromatin transcription) is required for productive elongation of Pol II through the chromatin template
and consists of two subunits, SUPT16 and SSRP1, in humans (Orphanides et al., 1998; Liu et al., 2020).
The general requirement of this factor is highlighted by phenotypes observed in mice with homozygous
inactivation of the SSRP1 subunit, which causes embryonic lethality soon after implantation with

impaired growth of the inner cell mass at E3.5 (Cao et al., 2003).

FACT was shown to allow for DNA accessibility without dispersing the histones, enabling efficient
reassembly of the nucleosome once Pol Il moved through the DNA (Formosa, 2012). FACT therefore
seems crucial to preserve chromatin integrity as it allows for Pol II transcription through the
chromatinized template without loss of nucleosomes. This is enabled by FACT-mediated removal of
H2A/H2B dimers and simultaneous stabilization of the H3/H4 tetramer. Recent crystal and cryo-EM

structures of yeast and human FACT revealed details of the interactions of FACT with the nucleosomal
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Figure 35: Cryo-EM structure of the human FACT histone chaperone bound to the core nucleosome. The
SUPT16 subunit of FACT (facilitates chromatin transcription) is shown in shades of blue, while SSRP1 is
displayed in shades of purple. DNA is coloured in brown. Histone H2A in yellow, H2B in orange, H3 in light
green and H4 in green. Adapted from Liu et al., 2020.

DNA as well as the histone proteins and led to the suggestion of a model for the assembly and
disassembly of the nucleosome by FACT (cryo-EM structure in Figure 35) (Kemble et al., 2015;
Tsunaka et al., 2016; Liu et al., 2020).

In this model, FACT contacts the H3/H4 tetramer through the middle domains of its SUPT16 and
SSRP1 subunits once the nucleosomal DNA is loosened by the passage of Pol II until close to the
nucleosome dyad (Kujirai et al., 2018; Liu et al., 2020). The middle domains of SUPT16 and SSRP1
were found to bind to the H2A-interaction surfaces on the H3/H4 tetramer thereby competing with the
H2A/H2B dimers for interaction with the H3/H4 tetramer (Tsunaka et al., 2016; Liu et al., 2020). The
acidic C-terminal regions of SUPT16 and SSRP1 each further contact one H2A/H2B dimer mainly
through interactions with H2B (Kemble et al., 2015). SUPT16 can stably bind a H2A/H2B dimer by
preventing interactions of the histones with DNA by mimicking with its C-terminal region the acidic

nature of DNA (Kemble et al., 2015; Liu et al., 2020).

The interactions of FACT with the H2A/H2B dimer and hindrance of contacts with the H3/H4
tetramer were suggested to lead to the disruption of histone-DNA associations and to nucleosome
disassembly with the help of additional factors such as chromatin remodellers (Kemble et al., 2015;
Tsunaka et al., 2016). Through contacts to the H3/H4 tetramer and the H2A/H2B dimers, FACT is
thought to maintain the H3/H4 tetramer in the absence of DNA and to tether all the nucleosome

components for subsequent reassembly (Liu et al., 2020). Upon association of DNA to the H3/H4
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tetramer, FACT is believed to promote the reassembly of the nucleosome upstream of the elongating

Pol II through the addition of the tethered H2A/H2B dimers (Liu et al., 2020).

3.2.2. Histone modifying complexes

In 1996, the first nuclear histone modifying protein GenS, a type-A HAT enzyme of the GNAT
family, was identified which was rapidly followed by subsequent discoveries of other histone modifying
factors (Brownell et al., 1996; Kuo et al., 1996; Bhaumik et al., 2007). Histone modifying enzymes are
generally found within multiprotein complexes, for instance, one year after its discovery, GenS was
identified as subunit of the SAGA coactivator complex (Grant et al., 1997). Association of histone
modifying enzymes within protein complexes was found to have important roles in regulating the
recruitment, substrate specificity and activity of these enzymes (Grant et al., 1997; Bannister &
Kouzarides, 2011). For example, by itself Gen5 was found to be catalytically inactive against
nucleosomal substrates, while within SAGA, Gen5 efficiently acetylates lysines of nucleosomal histones
(Grant et al., 1997). Besides the SAGA coactivator complex, which will be described in more details in
the next chapter, two highly studied examples are the COMPASS complex, including COMPASS-like
complexes in metazoans, and the TIP60 coactivator complex, which will be shortly described in the

following subsections.

3.2.2.1. COMPASS and COMPASS-like complexes

The highly conserved COMPASS (complex of proteins associated with Setl) and COMPASS-like
complexes are responsible for the methylation of histone H3 lysine 4 (H3K4me) in mammalian cells
(Meeks & Shilatifard, 2017). Intriguingly, while in yeast only one COMPASS complex with Setl as
unique catalytic subunit exists, mammalian cells express six Setl-related methyltransferases: SETD1A
(KMT2F), SETD1B (KMT2G), MLL1 (KMT2A), MLL2 (KMT2B), MLL3 (KMT2C) and MLL4

(KMT2D). These six methyltransferases represent the catalytic subunits of six distinct multiprotein
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Figure 36: COMPASS and COMPASS-like histone modifying complexes. Schematic representation of the
subunit composition of the mammalian SET1A- or SET1B-containing COMPASS complexes, the MLL1 or
MLL2-containing COMPASS-like complexes and the MLL3- or MLL4-containing COMPASS-like complexes
present in mammalian cells. Catalytic H3K4 methyltransferase subunits shown in purple. Subunits shared among
the six complexes shown in yellow. Additional complex-specific subunits shown in brown, orange or rose.
Adapted from Meeks & Shilatifard, 2017.
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complexes: the SETD1A- or SETD1B-containing COMPASS and the MLL1-, MLL2-, MLL3- or
MLL4-containing COMPASS-like complexes (Figure 36) (Meeks & Shilatifard, 2017).

These six related complexes were found to have redundant as well as non-redundant functions in
the regulation of Pol II transcription. SETD1A- or SETDI1B-containing COMPASS complexes are
thought to mediate mainly H3K4me3 at gene promoters and were suggested to widely regulate
especially housekeeping genes (Meeks & Shilatifard, 2017). These COMPASS complexes are essential
for mouse development, as Setdla null mouse embryos fail to gastrulate, while Setd1b” embryos go

through gastrulation but exhibit growth defects and die by embryonic day (E)11.5 (Bledau et al., 2014).

The MLL1- or MLL2-containing COMPASS-like complexes are believed to mediate H3K4me2 and
H3K4me3 at gene promoters of developmental genes, such as Hox genes, which are required for body
segmentation (Meeks & Shilatifard, 2017). They are also believed to counteract Polycomb group protein
(PcG)-mediated gene silencing. MLL1 and MLL2 are also needed for proper embryogenesis as
inactivation of either the MIl1 or MII2 genes leads to embryonic lethality by E10.5 (Yu et al., 1995;
Glaser et al., 2009; Andreu-Vieyra et al., 2010).

The MLL3- or MLL4-containing COMPASS-like complexes were described to specifically
mediated H3K4mel at enhancer elements in a redundant manner (Meeks & Shilatifard, 2017).
Inactivation of M/[3 in mice was reported to lead to death at birth without other obvious defects, while
inactivation of MI/l4 was found to cause embryonic lethality at E9.5 (Lee et al., 2013). MLL3/4
COMPASS-like complexes further contain the UTX (KDM6A) histone demethylase, which erases
methylation of H3K27 and was also shown to be important for embryonic development (Welstead et al.,

2012).

3.2.2.2. The TIP60 complex

The TIP60 coactivator complex is composed of at least 18 subunits in mammals and is homologous
to the 13-subunit yeast NuA4 complex (Doyon et al., 2004; Sapountzi & C6té, 2011). This complex
contains the histone acetyltransferase TIP60 (KATS) (Esal in yeast), which belongs to the MY ST family
of type-A HAT and mainly modifies lysine residues of histone H2A and H4 (Sapountzi & Coté, 2011).
Inactivation of 7ip60 in mice leads to pre-implantation lethality at E3.5, representing a very early stage
of development (Hu et al., 2009b). Additionally, its EP400 subunit (Eafl in yeast) belongs to the family
of INO80 chromatin remodellers and is capable of exchanging H2A/H2B dimers with dimers containing

the histone variant H2A.Z (Clapier et al., 2017).

Recent low resolution cryo-EM structures revealed the overall organization of the yeast NuA4
complex (Figure 37) (Wang et al., 2018b). Strikingly, one of its subunits Tral (TRRAP in mammals)
constitutes, due to its size, the main body of the complex and was suggested to serve with the Eafl

subunit (EP400 in mammals) as the assembly scaffold (Wang et al., 2018b). For instance, the piccolo
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module, containing the acetyltransferase subunit Esal (TIP60 in mammals), was found to pack
predominantly against Tral. Therefore, the incorporation of the piccolo module into the NuA4 complex

might depend especially on the presence of Tral (TRRAP in mammals).

Figure 37: The TIP60/NuA4 histone modifying complex. On the left, schematic representation of the subunit
composition of the yeast TIP60/NuA4 complex. Shaded subunits could not be detected in the low resolution cryo-
EM structure of the TIP60/NuA4 complex shown on the right. Subunits in the cryo-EM structure follow the colour
code of the scheme on the left. HSA, helicase-SANT-associated; N-term, N-terminal end. Adapted from Wang et
al., 2018.

Intriguingly, several chromatin modifying complexes share subunits amongst each other. Related to
the complexes that were described above, examples are the TRRAP subunit of the TIP60 complex shared
with the coactivator complex SAGA or the subunit WDRS5 of the COMPASS(-like) complexes shared
with the coactivator complex ATAC and NSL (Helmlinger & Tora, 2017). Other subunits (ARP4 and
nuclear actin) of the TIP60 complex are shared with INO80 and SWI/SNF remodelling complexes

(Farrants, 2008). The importance of this phenomenon is not clear.

3.2.3. Role of chromatin modifying complexes in RNA polymerase II transcription

Besides their importance in mouse embryonic development, the fundamental roles of chromatin
modifying complexes for regulation of gene expression and cell identity is further emphasized by the
occurrence of mutations or translocations within genes encoding for subunits of these complexes in
human malignancies (Meeks & Shilatifard, 2017). For example, chromosomal translocations involving
the Ml gene, encoding the catalytic subunit for one of the COMPASS-like coactivator complexes, are
found in 10% of acute leukaemia and roughly 70-80% in infant acute leukaemia cases (Meyer et al.,
2009). Further, roughly 20% of all cancer types are associated with a defect in BAF-related complexes

(Hodges et al., 2016). Yet, mechanistic and fundamental knowledge on these complexes in the
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mammalian context remain spars, largely due to the multimeric subunit composition, functional
redundancies of some of these complexes and potentially diverging functions between cell types.
Nevertheless, more extensive and systematic knowledge on the impact of some of these complexes on
Pol 1II transcription exists from studies in budding yeast, which will be shortly summarized in the

following.

The genome of budding yeast possesses roughly 200 genes encoding for subunits of chromatin
modifying complexes (Lenstra & Holstege, 2012). Roughly a third of these genes were studied and 80%
of them indeed showed to result in significant changes of gene expression levels in vivo as assessed by
microarray analyses of total RNA in mutant strains (Lenstra & Holstege, 2012). For most chromatin
modifying complexes only few hundred genes were found to be dependent on their activities (Lenstra
et al., 2011). For example, deletion of components of yeast SWI/SNF remodelling complexes resulted
into decreased expression of overall only 2-6% of all active yeast genes (Shivaswamy & lyer, 2008;
Lenstra et al., 2011; Rando & Winston, 2012). For coactivator complexes, this limited effect was
generally in agreement with their role in regulated transcription and their interaction with gene-specific

activators.

The importance of transcription coactivators for a limited set of genes was further underlined by the
analysis of genome-wide binding profiles using chromatin immunoprecipitation (ChIP) experiments
directed against subunits of these complexes. In general, subunits of transcriptional coactivator
complexes were found to associate only to small subsets of gene promoters (Venters et al., 2011). Genes
bound by a given coactivator were in consequence believed to be transcriptionally dependent on this
factor. Unexpectedly however, when comparing the localization of a given coactivator at gene promoters
with transcriptional dependencies of genes on the same complex, only minor overlaps were found
(Lenstra & Holstege, 2012). On average only 2.5% of genes bound by subunits of a chromatin modifying
complex were also transcriptionally dependent on it (Lenstra & Holstege, 2012). This indicated that a
big proportion of genes bound by a given coactivator were actually not transcriptionally dependent on
it. This limited overlap were suggested to be explained by potential compensatory mechanisms or gene-
specific properties, such as the presence or absence of core promoter motifs (Lenstra et al., 2011; Lenstra
& Holstege, 2012). Additionally, a big fraction (roughly three quarters) of genes dependent on a given
coactivator for proper expression did not show binding of this factor by ChIP (Lenstra et al., 2011;
Lenstra & Holstege, 2012). This was suggested to be indicative of secondary or indirect effects caused
by growth defects and other phenotypes observed upon constitutive loss of several of these chromatin

modifying factors.

Subsequent observations however suggested a potential technical limitation of the ChIP approach
in revealing the localization of these factors, which frequently do not directly interact with DNA and are
believed to be very transiently and dynamically associated to genetic elements. For instance, histone

modifications and nucleosome composition or positioning, reflecting the activities of transcriptional
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coactivator complexes, are commonly associated genome-wide with actively transcribed genes and
therefore indirectly imply a more global recruitment of these complexes (more details see chapter 4.4.3.

Gene-specific versus global functions of coactivator complexes in yeast) (Li et al., 2007).

Remarkably, the disconnection between binding and influence on gene expression was found to be
a general feature of chromatin modifying complexes including also cofactors involved in transcription
elongation such as Pafl, which is generally believed to be required for Pol II elongation at all genes
(Lenstra et al., 2011; Lenstra & Holstege, 2012). As mentioned in a previous chapter, recent genome-
wide analyses of newly synthesized RNA instead demonstrate that Pafl is required for gene expression

at the large majority of Pol II-transcribed genes (Xu et al., 2017).
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4. The SAGA coactivator complex

This chapter will highlight the knowledge acquired during the past 20 years on the SAGA (Spt-Ada-
GenS Acetyltransferase) coactivator complex in yeast and will further focus on insights obtained for
mammalian SAGA. SAGA was first discovered and extensively studied in budding yeast in which
genetic, biochemical and functional studies provided a detailed characterization of its subunit
composition, structural organization and functional roles not only in transcription regulation but also in
DNA repair, mRNA export and aging (Rodriguez-Navarro et al., 2004; Ghosh & Pugh, 2011; Garcia-
Oliver et al., 2012; McCormick et al., 2014; Evangelista et al., 2018). This chapter however will
exclusively describe recent insights on the role of SAGA in RNA polymerase II (Pol II) transcription

and will focus more particularly on recent structural and functional data.

Table 3: Subunit composition of the yeast and mammalian SAGA complex. Shown are subunits of SAGA in
budding yeast and their homologues in mammalian cells with alternative names in brackets. This table further
shows domains found within the mammalian subunits of SAGA as well as their functional classification into
distinct modules. DUB, deubiquitylation; HAT, histone acetyltransferase; TBP, TATA-box binding protein; °,
shared with the ATAC complex; i, shared with the TIP60 complex; *, shared with the TFIID complex. Based on
Spedale et al., 2012, Helminger & Tora, 2018, Wang et al., 2020 and Papai et al., 2020

Yeast SAGA Mammalian SAGA Domains Function
Ubp8 USP22 ZnF-UBP, UcH
Sgf73 ATXN7 ZnF, SCA7
DUB module
Sgfll ATXN7L3 ZnF, SCA7
Susl ENY2 EnY2

GenS (Ada4)  GCNS5 (KAT2A)° or PCAF (KAT2B)°  HAT, Bromo, PCAF
ZnF, SANT, Ada

Ada2 TADA2B boxes, SWIRM HAT module
Ada3 TADA3® Ada3
Sgf29 SGF29 (CCDC101)° Double Tudor
Trali TRRAPI H]Sg'{(,r?if}ts’ TF interacting module
Spt3 SUPT3H HFD TBP-interacting
Spt8 - - module
Spt7 SUPT7L HFD
Spt20 (Ada5) SUPT20H (P38IP, FAM48A) SEP
Adal TADALI HFD
Taf5* TAF5L WD40, NTD Core module
Tafo* TAF6L HFD, HEAT
Taf9* TAF9* HFD
Taf10* TAF10* HFD
Taf12* TAF12* HFD
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4.1. Identification and subunit composition of SAGA

Shortly after its discovery in 1996, the type-A HAT GenS was found to be incorporated into two
distinct complexes in yeast termed the ADA (Alteration/Deficiency in Activation) and SAGA complex
(Kuo et al., 1996; Brownell et al., 1996; Grant et al., 1997; Horiuchi et al., 1997; Saleh et al., 1997;
Eberharter et al., 1999). The 1.8 MDa large SAGA complex in budding yeast is composed of 19 subunits
of which four proteins belong to the Ada group (Adal, Ada2, Ada3 and Gen5 (Ada4)), four belonging
to the Spt group (Spt3, Spt7, Spt8 and Spt20) and five Taf proteins (Taf5, Taf6, Taf9, Taf10 and Taf12)
(Table 3) (Lee et al., 2011; Helmlinger & Tora, 2017).

4.1.1. Identification of yeast Spt and Ada proteins

The Spt (Supressor of Ty) proteins were identified in budding yeast between 1984 and 1996 in
genetic screens involving the Ty transposon (Winston et al., 1984a; Winston et al., 1984b; Winston et
al., 1987; Fassler & Winston, 1988; Eisenmann et al., 1989; Roberts & Winston, 1996; Yamaguchi et
al., 2001). This genetic screen was based on the identification of mutations in genes causing the
suppression of the disruptive nature of Ty insertion on the expression of reporter genes targeted by this
transposable element. Based on genetic and functional studies, the SPT genes were classified in two
groups. The first group encodes histone H2A (Spt11) and H2B (Spt12) and proteins, which were later
found to be important for transcription, such as Spt4 and Spt5 (evolutionary conserved transcription
elongation factors forming DSIF in mammals), Spt6 (evolutionary conserved histone chaperone
involved in transcription elongation) and a subunit of the FACT histone chaperone (Spt16) (Yamaguchi
et al., 2001). The second group contains the genes encoding TBP (Spt15) as well as Spt3, Spt7 and Spt8.
All Spt proteins of the TBP group, with the exception of TBP itself, were subsequently found to be
components of SAGA, suggesting a functional link between SAGA and TBP deposition at promoters.
Intriguingly, one SAGA subunit discovered by this screening system (Spt20) was also identified in the
Ada screen (described next) as Ada5 protein (Marcus et al., 1996; Roberts & Winston, 1996).

The Ada (Adaptor) proteins were identified in yeast between 1992 and 1994 using genetic screens
involving the fusion protein Gal4-VP16, formed by the DNA binding domain of the yeast transcription
factor Gal4 linked to a domain of the herpes simplex virus protein VP16 (Berger et al., 1990; Berger et
al., 1992; Marcus et al., 1994). Before its use in a genetic screen, findings obtained from in vitro
transcription assays with this construct led to the postulation of the presence of so-called ‘adaptor’
proteins, bridging between transcription factors and the basal transcription machinery at gene promoters
(Berger et al., 1990). To identify these adaptor proteins, a genetic screen was developed by taking
advantage of the circumstance that ectopic expression of the Gal4-VP16 fusion protein is toxic to
budding yeast cells as it sequesters the general transcription factors of the Pol II transcription machinery
(Berger et al., 1992). Null mutations in genes coding for putative adaptor proteins, maintaining the
association of Gal4-VP16 with the transcription machinery, were selected based on the reversion of the
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toxic phenotype of Gal4-VP16. This genetic screen led to the identification of the Ada proteins Adal,
Ada2, Ada3, Ada4 (Gcen5) and AdaS (Spt20), all subsequently identified as subunits of the SAGA
complex (Table 3, page 102) (Berger et al., 1992; Pifia et al., 1993; Marcus et al., 1994; Marcus et al.,
1996; Roberts & Winston, 1996; Horiuchi et al., 1997; Grant et al., 1997).

These two screening systems revealed differences and similarities of the identified Ada and Spt
proteins that turned out to be predictive of the organisation of SAGA into functional modules (Table 3,
page 102) (Yamaguchi et al., 2001). For example, Ada2, Ada3 and Ada4 (Gcen5), subunits of the later
defined HAT module, shared common phenotypes and were found to physically interact (Pifia et al.,
1993; Marcus et al., 1994; Sterner et al., 1999). Spt3 and Spt8, nowadays considered as the TBP-
interacting module of SAGA, were also found to display similar phenotypes and to physically interact
with Spt15 (TBP) (Eisenmann et al., 1992; Roberts & Winston, 1996; Sterner et al., 1999; Yamaguchi
etal., 2001; Warfield et al., 2004). Similarly, mutations in Adal and Ada5 (Spt20) were found to cause
similar phenotypes, which were more severe than those observed upon mutation of Ada2, Ada3, Ada4

(GenS), Spt3 or Spt8 (Marcus et al., 1996; Horiuchi et al., 1997; Sterner et al., 1999).

The subsequent insight that Ada5 and Spt20 represent the same protein and that Ada2, Ada3 and
Gcen5 (Ada4) interact with Spt proteins of the TBP group, led to the identification that also mutations of
Spt7 or Spt15 (TBP) could rescue Gal4-VP16 toxicity thereby revealing a connection between proteins
from the Ada and Spt families (Roberts & Winston, 1996; Marcus et al., 1996; Horiuchi et al., 1997;
Grant et al., 1997). Further, mutations in Adal, Spt7 or Spt20 were found to lead to very comparable
consequences and eventually were described as structural, SAGA-specific subunits required for the
complex activity and stability (Table 3, page 102) (Sterner et al., 1999; Yamaguchi et al., 2001; Wu &
Winston, 2002). Overall, the studies on Ada and Spt proteins gave the first hints towards a functional
organisation of SAGA into modules with a HAT module composed of Ada2, Ada3 and Gen5 (Ada4), a
TBP-interacting module with Spt3 and Spt8 and a structural module containing Adal, Spt7 and Spt20.

4.1.2. Identification of Taf proteins shared between TFIID and SAGA

The Taf (TBP-associated factors) subunits were first described for the general transcription factor
TFIID and five of them were subsequently found to be shared with the yeast SAGA coactivator complex
(Table 3, page 102) (Grant et al., 1998a). In SAGA, the majority of Taf subunits are implicated in the
formation of a histone octamer-like structure through pairwise interactions of HFDs (histone fold
domains) involving also SAGA-specific subunits (Birck et al., 1998; Gangloff et al., 2000; Gangloff et
al., 2001; Selleck et al., 2001). The histone fold pairings are the following in yeast SAGA complex:
Taf6 with Taf9, Taf10 with Spt7, Taf12 with Adal and a pseudo-dimerization of Spt3, which contains
two HFDs. Together with the HFD subunits, Spt20 and Taf5 are considered to form the central core of
SAGA (Table 3, page 102).
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4.1.3. Identification of the transcription factor-binding subunit Tral

Besides the HAT module, the TBP-interacting module and the core of SAGA, the large Tral protein
was identified as additional SAGA subunit in 1998 (Grant et al., 1998b; Saleh et al., 1998). Tral was
suggested to be targeted by transcription factors, such as Gal4 and Gen4 in budding yeast, thereby
enabling the recruitment of SAGA to gene promoters for regulated transcription induction (Grant et al.,
1998b; Saleh et al., 1998; Brown et al., 2001; Fishburn et al., 2005; Reeves & Hahn, 2005). Tral is
nowadays commonly referred to as the transcription factor (TF) interacting module and is also a subunit
of the NuA4 complex (TIP60 complex in mammals) (Table 3, page 102) (Allard et al., 1999; Helmlinger
etal., 2011).
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Figure 38: Cryo-EM structure of the yeast transcription factor interacting subunit, Tral. A. and B. front
and side view on the S. cerevisiae Tral protein. Dashed lines reflect missing residues. H, Heat repeats; T, TPR
repeats. Coloration in A is shown with the N-terminus in blue transiting into red at the C-terminus. Coloration in
B reflects Tral protein domains and topological regions as indicated. C. Scheme showing the protein domains of
Tral including heat repeats (H1-H49), TPR repeats (T1-T15) of the FAT, the kinase and the FRB domain.
Colouring as in (B). Adapted from Diaz-Santin et al., 2017.
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Tral belongs to the group of phosphatidyl 3-kinase-related kinases (PI3K; another member of this
family is for example TOR) and its intricated, diamond ring-like shape was recently revealed by cryo-
EM studies (Figure 38) (Sharov et al., 2017; Diaz-Santin et al., 2017; Helmlinger & Tora, 2017).
Although classified within a group of kinases, Tral was found to lack the required catalytic residues for

kinase activity in the PI3K domain and is therefore considered a pseudokinase.

The 49 HEAT repeats and the FAT domain of Tral are highly structured through a-helices and
reflect roughly 86% of the total protein (Figure 38) (Sharov et al., 2017; Diaz-Santin et al., 2017). The
HEAT repeats of Tral were identified as the main interaction sites of several TFs (Knutson & Hahn,
2011; Setiaputra et al., 2015). Conformational changes of the FAT domain, induced by the binding of
TFs to the HEAT repeats, were suggested to potentially propagate and influence activities within the
SAGA or NuA4 complexes (Sharov et al., 2017).

4.1.4. Identification of the deubiquitylation module of SAGA

Additional subunits of SAGA were identified in 2002 including the fourth member of the HAT
module, Sgf29, and subunits belonging to the second histone modifying activity of SAGA, its
deubiquitylation (DUB) module (Table 3, page 102) (Sanders et al., 2002). Ubp8, the catalytic DUB
subunit, was subsequently reported to depend on three additional, non-enzymatic subunits (Sgf11, Sgf73
and Susl) to reach its full enzymatic capacity on its substrate, monoubiquitylated lysine 123 of yeast
histone H2B (in mammals H2BK120ub) (Henry et al., 2003; Daniel et al., 2004; Ingvarsdottir et al.,
2005; Samara et al., 2012). The DUB subunit, Susl, is also part of a second complex, the TREX-2

ZnF-UBP

Sgfi1
Sgf73 v

INACTIVE COMPLEXED ACTIVATED

Figure 39: Crystal structure of the deubiquitylation module of yeast SAGA. Top, surface representation of
the yeast SAGA deubiquitylation (DUB) subunits showing their spatial organisation. Bottom, schematic
representation of the assembly of the DUB subunits as shown in (A) leading to the activation of the catalytic site
of Ubp8. More details in text. Adapted from Kohler et al., 2010.
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(transcription export 2) complex, which is involved in mRNA export. Through this connection, SAGA
has been implicated in a phenomenon called ‘gene gating’, in which actively transcribed genes locate
close to the nuclear pore to allow efficient mRNA export (Rodriguez-Navarro et al., 2004; Kohler et al.,

2008).

Crystal structures of the DUB module revealed a two-lobed organization in which Ubp8 interacts
through its ZnF-UBP (zinc finger ubiquitin-binding domain) domain with Sgf73 and Sgf11 forming the
assembly lobe (Figure 39) (Kohler et al., 2010; Samara et al., 2010). The association between Sgfl1 and
Ubp8 in the assembly lobe is stabilized through the fourth subunit of the DUB, Susl. At the catalytic
lobe, the ZnF domains of Sgf11 and Sgf73, located at their N-terminal ends, lead to the activation of the
catalytic domain of Ubp8 by inducing conformational changes. The DUB interactions through the three
ZnF domains are stabilized by in total six zinc (Zn) atoms. Two additional Zn atoms are required at the

active site of Ubp8 and are important for enzymatic activity (Samara et al., 2010; Kohler et al., 2010).

Recent cryo-EM structures of the DUB module binding to ubiquitylated histone H2B within the
core nucleosome, further revealed the substrate engaged state of these module (Morgan et al., 2016).
This exposed an additional function of the ZnF domain of Sgf11, in which conserved arginine residues
form contacts with the H2A/H2B acidic patch at the lateral face of the nucleosome (Morgan et al., 2016).
Besides binding the ubiquitin molecule, the catalytic domain of Ubp8 was also found to contact the

histone H2B protein (Morgan et al., 2016).

4.1.5. Composition of the ADA complex

As mention briefly at the beginning of this section, GenS as well as the other subunits of the SAGA
HAT module (Sgf29, Ada2 and Ada3) are also part of the 0.8 MDa ADA complex in budding yeast.
Besides the HAT subunits, ADA additionally possesses two complex-specific subunits, Ahcl and Ahc2
(ADA HAT component 1 and 2) (Grant et al., 1997; Grant et al., 1999; Eberharter et al., 1999; Lee et
al., 2011; Helmlinger & Tora, 2017). ADA was suggested to function as an independent HAT complex
and to maintain genome-wide H3 acetylation levels (Eberharter et al., 1999; Grant et al., 1999; Lee et
al., 2011; Helmlinger & Tora, 2017). Recently, a metazoan ADA complex, composed of only the four
subunits of the SAGA HAT module (Ada2b, Ada3, Gen5 and Sgf29), was described in Drosophila
(Soffers et al., 2019).

4.2. Tri-dimensional structure of yeast SAGA complex

By electron microscopy analyses, SAGA appears divided in two lobes: one lobe containing solely
the massive Tral subunit, while the other lobe, composed of the core and TBP-interacting subunits,
connects to the two enzymatic HAT and DUB modules (Figure 40A and B) (Brand et al., 1999; Wu et

al., 2004; Setiaputra et al., 2015; Sharov et al., 2017; Liu et al., 2019; Wang et al., 2020; Papai et al.,
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Figure 40: Cryo-EM structure of the
yeast SAGA coactivator complex. A.
Cryo-EM structure of the yeast SAGA
complex with low resolution densities
indicating the position of the HAT and
DUB modules as well as the yeast-
specific Spt8 subunit. B. High resolution
cryo-EM structure of the SAGA core
o0 module (subunits shown in distinct
colours) and the Tral TF-interacting
module (in grey). C. Selected view on
the SAGA core module highlighting the
position of the histone fold pair Tafl10
and Spt7 as well as the position of TBP
in proximity to Spt3 (orange-brown) and
Spt8. Few helices of Ada3 further
indicate connections of the HAT module
with the Taf6 subunit (in red). D.
Highlight on the Spt20 subunit (in pink)
contacting through a long, unstructured
loop several SAGA core subunits such
as Adal, Spt7, Taf5, Taf9 and Tafl2.
Further, the SEP domain of Spt20 is
situated in proximity to the Sgf73
.~ subunit of the DUB module and the HIT
. domain of Spt20 localizes to the Tral
subunit. Insert shows position of Spt20
in the full complex. From Wang et al.,
2020 and Papai et al., 2020.

2020). The HAT and DUB modules were found to be highly flexible within the SAGA complex
(Setiaputra et al., 2015; Papai et al., 2020; Wang et al., 2020). This flexibility was suggested to allow
SAGA to accommodate for differences in distances when bridging between activating TFs and promoter
regions at various genes (Wang et al., 2020). The very recent high-resolution cryo-EM structures of
yeast SAGA allowed to reveal the detailed connections within the SAGA complex with the exception,
due to their flexible nature, of the enzymatic modules (more details next) (Wang et al., 2020; Papai et

al., 2020).

4.2.1. Modular organisation of SAGA and TBP-loading function of its core module

The recent cryo-EM structures highlight that SAGA is organized into four connected modules which
had been predicted by genetic and biochemical studies: the HAT module, the DUB module, the Tral
module and the 10-subunit core module comprising the TBP-interacting subunits (Figure 40A) (Papai
et al., 2020; Wang et al., 2020). The 10-subunit core of SAGA is formed by the asymmetric histone

octamer-like structure with a neighbouring submodule comprising Taf5, Spt20 and the C-terminus of
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Taf6 (Papai et al., 2020; Wang et al., 2020). Each Taf subunit of the SAGA core was found to be present

in a single copy within SAGA in contrast to the TFIID complex were several of the Tafs are found twice.

The histone octamer-like structure of SAGA, including the pairs Taf6/Taf9, Tafl10/Spt7,
Taf12/Adal and the two HFDs of Spt3, deviates from the histone octamer structure due to a 20° tilt of
the Spt3 intraprotein histone fold pair (Papai et al., 2020). This deformation of the octamer liberates
Spt3 from its association with the remaining histone-fold pairs allowing only few contacts between Spt3
and Taf10 (Papai et al., 2020). Intriguingly, the C-terminal tail of Spt3 was found to reach into a cavity
formed by the remaining histone-fold proteins thereby establishing contacts with each histone fold pair.
The integration of Spt3 within the deformed histone octamer-like structure was suggested to enable a
not too rigid but at the same time not too flexible incorporation within SAGA, which might be important

for TBP binding and release (Papai et al., 2020).

As proposed by prior biochemical studies, Spt3 and Spt8 were found to form contacts with TBP on
opposite sides (Figure 40C): Spt3 contacts the C-terminal stirrup of TBP, while Spt8 interacts with the
N-terminal half of TBP (Papai et al., 2020; Wang et al., 2020). Importantly, these contact surfaces bound
by Spt3 and Spt8, respectively also represent the binding sites of the general transcription factors TFIIB
and TFIIA, respectively. In the cryo-EM structures, Spt8 is flexibly tethered to SAGA through
interactions with the C-terminus of Spt7, which is in accordance with biochemical studies reporting the
loss of Spt8 from SAGA upon deletion of this part of Spt7 (Wu & Winston, 2002; Papai et al., 2020;
Wang et al., 2020). The binding and positioning of TBP relative to SAGA is however thought to be
mainly determined by Spt3 (Papai et al., 2020). Interestingly, when TBP is bound by Spt3 and Spt8, its
DNA-binding domain is turned towards the SAGA core which, through steric hindrance, was suggested
to prevent DNA from binding to TBP (Papai et al., 2020). The impediment of DNA binding, while being
bound to SAGA, implies that TBP needs to be released from SAGA to bind to gene promoters and
consequently that SAGA likely does not interact with promoter-bound TBP but instead rather serves to

deliver TBP to gene promoters (Papai et al., 2020).

The following model was proposed for how TBP could be released from SAGA: Small movements
(‘breathing’) of TBP are enabled by the flexible association of Spt8 to SAGA potentially allowing
transient access of DNA or regulatory factors to TBP (Papai et al., 2020). For example, TFIIA could
compete with Spt8 for the binding sites on TBP thereby fully displacing Spt8 from SAGA. Subsequent
conformational changes within Spt3 would lead to a tilting of TBP and allow binding of DNA. This
interaction of TBP with DNA was found to be facilitated by the presence of a consensus TATA-box or
TATA-like element within the promoter DNA (Papai et al., 2020). Final release of TBP from SAGA

might involve additional changes in conformation of Spt3.
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4.2.2. Flexible tethering of the remaining modules to the core of SAGA

The cryo-EM structures further revealed how the HAT, DUB and Tral modules can be flexibly but
still stably retained to the SAGA core. Tral is contacted by two to three distinct bridges formed by 1)
Spt20 reaching out with its HIT domain for the FAT domain of Tral (Figure 40D, page 108), ii) a
remarkably long loop of Taf12 also interacting with the FAT domain of Tral (Figure 40B, page 108)
and iii) potentially Spt3 associating with Tral between two HEAT repeats (partially visible in Figure
40C, page 108) (Papai et al., 2020; Wang et al., 2020). Of these three Tral contact sites, deletion studies
indicate that Tral incorporation into SAGA is mainly achieved through Spt20 (Elias-Villalobos et al.,
2019b).

The DUB module, which is almost completely detached from SAGA, is connected to the core
through its Sgf73 subunit. While contacting the remaining DUB subunits through its N-terminal end,
the C-terminal part of Sgf73 traverses the core of SAGA forming contacts amongst others with Spt20
(Figure 40D) (Papai et al., 2020; Wang et al., 2020). The importance of the C-terminal region of Sgf73
in integrating the DUB module within SAGA had been previously suggested biochemically (Kamata et
al., 2013; Han et al., 2014). In contrast, no subunits of the HAT module were found embedded within
the SAGA core with only parts of Ada3 contacting the HEAT repeats of Taf6 (Figure 40C) (Papai et al.,
2020). Instead, subunits of the core of SAGA could potentially reach out to the HAT module, similarly
as observed for Tral, ensuring its association with SAGA. Intriguingly, the HAT and DUB module were
reported to be situated on the same side of SAGA, the side which is thought to face towards the promoter
DNA (Wang et al., 2020).

4.2.3. Intertwined contacts of the SAGA core module

The high-resolution cryo-EM structures further enabled to show the incredible intertwined network
of contacts within the SAGA core with for example the WD40 propeller of Taf5 forming on one side
contacts with Taf6, while on the other side connecting to the histone octamer-like structure thereby
associating with at least 11 different protein domains (Wang et al., 2020; Papai et al., 2020). Besides
forming a histone fold pair with Taf9, Taf6 was found to contribute one B-strand to the WD40 propeller
of Taf5, suggesting the obligatory formation of a heterodimer also with Taf5 (Papai et al., 2020; Wang
et al., 2020).

Two other example of extensive connections among subunits of the SAGA core are represented by
i) the C-terminal tail of Taf9, which associates with the four histone fold pairs and additional six other
protein domains, and ii) a long unstructured loop of Spt20 forming contacts with several subunits while
traversing the surface of the SAGA core (Spt20 loop shown in Figure 40D, page 108) (Papai et al.,
2020).
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4.3. Subunit composition of mammalian SAGA

The SAGA complex is highly conserved from yeast to humans with only few differences, which are
described in the following subsections (Spedale et al., 2012; Helmlinger & Tora, 2017). In general,
protein domains described for yeast SAGA subunits are also found in their mammalian orthologs and
most of the domains have well-defined structural and functional roles. This includes the histone-fold
domains (HFD) in SUPT3H (yeast Spt3), SUPT7L (yeast Spt7), TADAI1 (yeast Adal), TAF6L
(ortholog to yeast Taf6, see below), TAF9 (yeast Taf9), TAF10 (yeast Taf10) and TAF12 (yeast Taf12);
the HEAT domain of TAF6L involved in forming potential contacts to TADA3 (yeast Ada3, a subunit
of the HAT module); the SEP domain of SUPT20H (yeast Spt20) interacting with several subunits of
the SAGA core; the WD40 repeats of TAF5L (ortholog to yeast Taf5, see below) forming a propeller
structure; the N-terminal domain (NTD) of TAFSL, which in yeast Taf5 is involved in forming contacts
to Taf6; the ZnF domains of ATXN7L3 (yeast Sgfl1), ATXN7 (yeast Sgf73) and USP22 (yeast Ubp8)
crucial for the organization and activity of the DUB module as well as the HEAT repeats, the FAT and
the PI3K domains of TRRAP likely sharing their functions with their yeast Tral counterparts (subunits
of the human SAGA with protein domains excluding HAT subunits shared with the ATAC coactivator

complex shown in Figure 41).
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Figure 41: Schematic representations of protein domains found within subunits of the human SAGA
coactivator complex. Domains containing enzymatic activities are the UcH and PI3K domains. However, the
PI3K domain of TRRAP is catalytically inactive. The SANT, Sca7 and SWIRM domains reflect DNA or histone
binding domains, while the histone fold, WD40, SEP, NTD, FAT, HEAT (repeats), ZnF-UBP and ZnF domains
are thought to be protein interaction domains. The Ada boxes and the EnY2 domain represent homology domains
of unknown function. Subunits of the HAT module are not shown as they will be described in more details in a
separate chapter. Adapted from Spedale et al., 2012 and based on Helmlinger & Tora, 2017.
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4.3.1. Distinctions of yeast and mammalian SAGA complex

As mentioned above, SAGA is highly conserved from yeast to humans. However, metazoan
genomes lack a homolog to the Spt8 gene of budding yeast, therefore the TBP-interacting module in
metazoan SAGA only consists of the SUPT3H subunit (yeast Spt3) (Table 3, page 102). Loss of Spt8
in budding yeast was reported to weaken interactions of SAGA with TBP, although Spt3 was suggested
to be the main determinant of TBP binding in yeast SAGA (Wieczorek et al., 1998; Spedale et al., 2012;
Papai et al., 2020). A less stable binding of TBP to metazoan SAGA caused by the absence of Spt8
could explain the following finding: While TBP can be detected when purifying SAGA from yeast cells,
it does not co-purify with human SAGA (Wieczorek et al., 1998; Martinez et al., 1998; Ogryzko et al.,
1998). Further, metazoan SUPT7L is truncated in its C-terminus compared to yeast Spt7, therefore
effectively missing the Spt8 interacting surface (Nagy et al., 2009; Spedale et al., 2012).

Metazoan SAGA resembles the yeast SALSA (SAGA altered, Spt8 absent) also known as SLIK
(SAGA-like complex) complex, in which Spt8 is missing and Spt7 is lacking its C-terminal region
interacting with Spt8 (Belotserkovskaya et al., 2000; Pray-Grant et al., 2002; Sterner et al., 2002; Wu &
Winston, 2002; Nagy et al., 2009; Spedale et al., 2010). Recent results however strongly suggest that
loss of the C-terminal region of yeast Spt7 found within the SALSA/SLIK complex might occur during
cell lysis and SAGA purification upon liberation of the Pep4p protease leading to an artificial cleavage
of Spt7 and therefore artificial formation of the SALSA/SLIK complex (Spedale et al., 2010). This is
supported by recent purifications of SAGA from yeast cells, which showed stoichiometric amounts of
all subunits, including Spt8, arguing against the cellular existence of the SALSA/SLIK complex (Wang
et al., 2020; Papai et al., 2020).

4.3.2. Increased complexity of mammalian SAGA due to gene duplication events

Although SAGA is highly similar between yeast and human, mammalian genomes encode for
SAGA-specific versions of the yeast Taf5 and Taf6 proteins, which are shared between SAGA and
TFIID in yeast, termed TAFSL and TAF6L (Ogryzko et al., 1998; Spedale et al., 2012). In contrast to
yeast, mammalian TAF5 and TAF6 represent specific subunits of the TFIID complex. Interestingly,
TAFS5L is missing the LisH domain, found within yeast Taf5 as well as mammalian TAFS5, which was
recently reported to be involved in forming contacts with Spt20 and potentially Sgf73 in yeast SAGA
(Spedale et al., 2012; Wang et al., 2020; Papai et al., 2020). The consequences of loss of this domain of

TAFS5L for the structure of mammalian SAGA are not clear.

Similarly, to the duplication of the yeast 7Taf5 and Taf6 genes, two Ada2 paralogs are found in
mammalian genomes encoding the TADA2A or TADA2B proteins. These two proteins associate with
the remaining HAT module subunits similarly to the yeast Ada2 protein but in a mutually exclusive

manner. TADA2B is specifically incorporated into SAGA, while the TADA2A-containing HAT module
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is part of another transcriptional coactivator, the ATAC complex (described in more details in chapter
5. The ATAC coactivator complex) (Muratoglu et al., 2003; Kusch et al., 2003; Spedale et al., 2012).
TADAZ2B possesses five domains: two Ada boxes, a ZnF, a SANT and a SWIRM domain (Figure 41,
page 111) (Muratoglu et al., 2003; Gamper et al., 2009). While the functions of the Ada boxes are
unknown, the ZnF and SANT domain are thought to mediate contacts with the catalytic enzymes (GCNS5
or PCAF, more details below), while the SWIRM domain contacts TADA3.

Additional gene diversification events resulted into the expansion of the possible subunit
composition of mammalian SAGA, such as the duplication of yeast 7af9 in Taf9 and Taf9b or the
duplication of yeast GenS in GenS and Pcaf in mammals. TAF9 and TAF9B were suggested to have
overlapping as well as distinct functions and to incorporate into SAGA in a mutually exclusive manner
(Frontini et al., 2005; Spedale et al., 2012). Similarly, GCNS5 and PCAF can be part of the HAT module
of SAGA in a mutually exclusive manner (more details in chapter 6. The shared HAT function of SAGA
and ATAC) (Koutelou et al., 2010; Nagy et al., 2010; Spedale et al., 2012). Another example is the DUB
subunit, Sgf73, which was triplicated in mammalian genomes encoding for ATXN7, ATXN7L1 and
ATXN7L2. These three paralogous proteins were further suggested to incorporate into the DUB module
of SAGA in a mutually exclusive way (Vermeulen et al., 2010; Helmlinger & Tora, 2017). Also, the
yeast Sgfll gene is duplicated in mammalian genomes in two genes coding for ATXN7L3 and
ATXN7L3B (Li et al., 2016; Helmlinger & Tora, 2017). In contrast to the above mentioned examples,
ATXN7L3B is not part of the SAGA complex and is detectable primarily in the cytoplasm, while
ATXN7L3 is predominantly nuclear (Li et al., 2016). As ATXN7L3B was found to interact with the
DUB subunit ENY2 (yeast Susl), it might limit the assembly of functional DUB modules by
sequestering ENY?2 in the cytoplasm (Li et al., 2016; Helmlinger & Tora, 2017).

Besides USP22, the catalytic subunit of the DUB module of SAGA (ortholog to yeast Ubp8),
mammalian genomes further encode for two additional, very similar USP proteins, USP27X and USP51,
(Kobayashi et al., 2015; Atanassov et al., 2016; Helmlinger & Tora, 2017). Curiously, USP27X and
USP51 were reported to interact in a mutually exclusive manner with ATXN7L3 and ENY2 but not with
ATXN7, forming independent DUB modules. Since the C-terminus of ATXN7 is crucial for the
connection of the DUB module to SAGA, these USP27X- or USP51-containing DUB modules are
thought to not integrate within SAGA (Atanassov et al., 2016; Helmlinger & Tora, 2017). Additionally,
these mammalian SAGA-independent DUB modules were found to act on monoubiquitylated H2BK 120
and the non-histone substrate, Hesl, in a redundant manner to the USP22-containing DUB of SAGA
(Kobayashi et al., 2015; Atanassov et al., 2016). For example, depletion of ATXN7L3 or ENY2 led to
the expected increase of H2BK120ub levels, due to the loss of the three DUBs (USP22, USP27X and
USP51) activities. In contrast, depletion of USP22, the SAGA-specific DUB enzyme, did not, which
implies compensatory functions of USP27X- and USP51-containing DUB modules (Atanassov et al.,
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2016). Nevertheless, the functional relevance of the three distinct DUB modules remains unclear

(Helmlinger & Tora, 2017).

In mammalian cells, the DUB module subunits ATXN7L3 and ATXN7, homologs of yeast Sgfl1
and Sgf73, respectively, were additionally found to contain an atypical zinc finger, the Sca7 domain
whose function is not fully understood (Figure 41, page 111) (Bonnet et al., 2010; Spedale et al., 2012).
This domain is absent in yeast Sgf11 but present in yeast Sgf73. In humans, polyglutamine expansions
at the N-terminus of ATXN7, but not ATXN7L3, were reported to cause an inherited neurodegenerative
disease called SCA7 (spinocerebellar ataxia type 7) (Koutelou et al., 2010; Wang & Dent, 2014). The
mechanisms of how polyglutamine expansions in ATXN7 affects functions of the DUB module of

SAGA and how it relates to the disease phenotypes are still unclear.

4.4. Role of SAGA in RNA polymerase II transcription
4.4.1. Yeast SAGA has gene-specific functions predominantly on stress-inducible genes

In agreement with its function as a transcriptional coactivator complex, deletions of SAGA subunits
in budding yeast caused reduced expression of only some hundred genes, as had been found for other
chromatin modifying complexes (see previous chapter) (Lee et al., 2000; Huisinga & Pugh, 2004;
Lenstra et al., 2011). Overall, only around 5-12% of all active genes showed a considerable dependency
on SAGA and were consequently termed SAGA-dependent genes (Lee et al., 2000; Huisinga & Pugh,
2004; Lenstra et al., 2011). Surprisingly, these analyses revealed considerable variability between the
subunits tested as, for example, GenS was suggested to be required for the expression of nearly all yeast
genes, while Spt3 was found to be required at only 10% of genes. In contrast, inactivation of subunits
of the general transcription factor TFIID resulted in decreased transcription of 84% of the analyzed
genes, which were therefore termed TFIID-dependent (Huisinga & Pugh, 2004). As combined deletion
of SAGA and TFIID subunits resulted into near complete loss of transcription, it was further suggested

that the two complexes act partially redundantly.

The higher dependencies of some genes on one of the two complexes as well as the partial redundant
functions of SAGA and TFIID were attributed to their role in delivering TBP to gene promoters (Lee et
al., 2000; Huisinga & Pugh, 2004). Overall, the yeast genome was divided into 10% of Pol II-transcribed
genes requiring especially SAGA for transcription, while the remaining 90% would majorly depend on
TFIID functions (Huisinga & Pugh, 2004). Subsequent studies found that SAGA-dominated genes were
enriched for genes containing a consensus TATA-box in their promoters and responsive to stresses,
while TFIID-dependent genes were enriched for genes with housekeeping functions and TATA-less or

TATA-like containing promoters (Basehoar et al., 2004; Huisinga & Pugh, 2004; Rhee & Pugh, 2012).

Similarly, when analyzing the genome-wide localization of SAGA by performing chromatin

immunoprecipitation (ChIP) experiments against different subunits in budding yeast, SAGA was
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suggested to be recruited at a small subset of genes (van Werven et al., 2008; Venters et al., 2011).
Surprisingly however, as reported for numerous other chromatin modifying complexes, the majority of
genes transcriptionally affected upon loss of SAGA were not bound by SAGA and conversely, only a
small fraction of genes bound by SAGA were transcriptionally affected upon deletion of genes encoding

SAGA subunits (Lenstra & Holstege, 2012).

4.4.2. Yeast SAGA may have a more general role in RNA polymerase II transcription

Adding to these discrepancies, changes in histone modifications upon deletion of the histone
modifying enzymes of yeast SAGA implied a rather genome-wide recruitment of SAGA (Henry et al.,
2003; Bian et al., 2011; Bonnet et al., 2014). Deletion of Gen3, the catalytic enzyme of the HAT module,
in budding yeast resulted in a genome-wide reduction of H3K9ac and H3K18ac (Bian et al., 2011;
Bonnet et al., 2014). Similarly, deletion of Ubp8, the enzymatic subunit of SAGA’s DUB module,
caused a global increase in H2B ubiquitylation (Henry et al., 2003; Bonnet et al., 2014). The general
correlation of H3K9ac levels with actively transcribed gene promoters and H2Bub levels with actively
transcribed gene bodies (as discussed in chapter 2.3.3.1. Euchromatin) further indicated that SAGA acts
at all actively transcribed genes (Bonnet et al., 2014). Overall, these findings collectively revealed a

remarkable lack of overlap between transcription effects, binding profiles and enzymatic activities.

Several reasons could explain these discrepancies, as mentioned in an earlier chapter, such as
compensation by other coactivator complexes, requirement for simultaneous, cooperative binding of
chromatin modifying complexes or methodological restrictions (Lenstra et al., 2011; Sun et al., 2012).
For example, although SAGA binds to several genes, not all of these genes might be transcriptionally
dependent on it due to compensatory functions by other coactivator complexes, which could explain the
discrepancy between binding profiles and transcription effects. This discrepancy might also be explained
by gene-specific properties. For instance, some genes might be more sensitive to loss of SAGA function
due to the specific architecture of their gene promoters such as differences in nucleosome positioning,

core promoter elements or transcription factor binding site densities at regulatory sequences.

Also, more recent findings suggested that ChIP approaches may not properly reveal binding sites of
transcriptional coactivators. Coactivators are thought to very transiently interact with chromatin and
only indirectly localize to DNA, which may be problematic for ChIP approaches (Zentner et al., 2015;
Griinberg et al., 2016). Adding to this, recent studies further suggested that global transcriptional effects
could be compensated by changes in mRNA decay rates in budding yeast, resulting in a general
stabilization of steady-state mRNA levels although Pol II transcription is majorly affected (Munchel et
al., 2011; Sun et al., 2012). Due to this buffering mechanism, global effects on Pol II transcription can
only be properly monitored by analysing newly synthesized RNA levels (Sun et al., 2012). Several

methods have been developed to assess newly synthesized or nascent mRNA molecules including
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labelling with 4-thiouracil (4tU) (Wissink et al., 2019). This approach is based on the labelling of newly
synthesized RNA by specific incorporation of 4tU into RNA during transcription. The thiol group of

4tU subsequently allows the specific purification and analysis of the labelled, newly synthesized RNA
(Dufty et al., 2019).

Using 4tU labelling and other improved technics, recent studies in yeast revealed that SAGA is

required for global Pol II transcription and also binds to the vast majority of actively transcribed genes
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Figure 42: SAGA acts as a general cofactor for RNA polymerase II transcription in yeast. A. and B. Volcano
plot representation of log2 fold changes of steady-state mRNA levels (A) or newly synthesized mRNA levels (B)
relative to their statistical significance (p-value) observed in spf20A strains compared to wildtype strains.
Downregulated genes in blue, upregulated genes in orange. C., D. and E. Box plot representation of changes in
newly synthesized RNA levels between spr20A and wildtype cells for different gene classifications. No obvious
difference in degree of transcription changes could be observed whether genes were classified as SAGA- or
TFIID-dominated (C) or if their promoters were TATA-box containing or TATA-less (D). In contrast, more
highly expressed genes tended to have a more strongly reduced expression upon loss of Spt20 compared to lowly
expressed genes (E). Adapted from Baptista et al., 2017.
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(Bonnet et al., 2014; Baptista et al., 2017). Deletion of either Spt7 or Spt20, two subunits of the SAGA
core, were found to lead to a roughly 4-fold change in global Pol II transcription levels (results for Spz20
deletion shown in Figure 42B) (Baptista et al., 2017). This major effects on Pol II transcription were
only apparent when analyzing newly synthesized RNA, while steady-state RNA levels only showed few
changes (results for Spz20 deletion shown in Figure 42A (steady-state) and 42B (newly synthesized)).

Interestingly, the general function of SAGA for Pol II transcription was found to be especially
dependent on synergistic effects of its subunits Gen5 (HAT module) and Spt3 (TBP loading). Combined
deletion of these two subunits led to a 10-fold reduction of Pol II transcription. In contrast, loss of Ubp8
(DUB module) and Spt8 (TBP-interacting) did not cause obvious effects on transcription (Baptista et
al., 2017). Intriguingly, SAGA was found to be equally important for transcription of the previously
defined SAGA- and TFIID-dominated gene classes as a similar decrease in transcription could be
observed for both gene categories (results for Spz20 deletion shown in Figure 42C) (Baptista et al.,
2017). Transcription effects upon SAGA loss were also found to be independent of the presence of a
TATA-box in gene promoters (results for Spz20 deletion shown in Figure 42D) (Baptista et al., 2017).
Instead, effects on transcription were suggested to correlate with gene expression levels, with the most
highly transcribed genes displaying the strongest reduction of mRNA synthesis upon loss of SAGA
(results for Spz20 deletion shown in Figure 42E) (Baptista et al., 2017). Overall, SAGA seems to function
as a general cofactor for Pol II transcription in yeast instead of influencing only a limited set of genes

(Baptista et al., 2017).

4.4.3. Gene-specific versus global functions of coactivator complexes in yeast

We summarized and discussed these new insights and findings described above in more details,
including the relevant methods enabling the assessment of the general role of yeast SAGA on Pol II
transcription, in our point-of-view on the ‘Global role for coactivator complexes in RNA polymerase 11

transcription’ published online on the 9th of October 2018 in Transcription (see next pages).
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ABSTRACT

SAGA and TFIID are related transcription complexes, which were proposed to alternatively deliver
TBP at different promoter classes. Recent genome-wide studies in yeast revealed that both
complexes are required for the transcription of a vast majority of genes by RNA polymerase II

raising new questions about the role of coactivators.

Introduction

RNA-polymerase II (Pol II)-mediated transcription
is a highly regulated process that determines cellular
function and cell identity through the accurate
synthesis of mRNAs. Although its regulation occurs
at all stages of transcription, regulation at the stage of
initiation is a key mechanism to control gene expres-
sion. For initiation, the basal transcription machin-
ery composed of Pol II and the general transcription
factors (GTFs), nucleates pre-initiation complex
(PIC) formation on gene promoters [1,2]. TFIID,
composed of the TATA-box binding protein (TBP)
and TBP-associated factors (TAFs) is the first GTF
that binds promoter sequences. Once bound to the
different promoter elements, GTFs enable correct
positioning of Pol II relative to the transcription
start site (TSS) and facilitate the transition to pro-
ductive elongation. However, the compact structure
of chromatin has been shown to act as a barrier for
PIC formation. Thus, other transcription factors are
required to specifically modulate the chromatin
landscape at proximity of promoters for productive
PIC assembly.

Coactivators are recruited to the vicinity of gene
promoters through their interaction with gene-speci-
fic activators bound to mammalian enhancers or yeast
Upstream Activating Sequences (UAS). Different
activities facilitating transcription were found asso-
ciated with coactivators, namely chromatin
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remodelers, histone modifiers or adaptors that link
activators to the transcription machinery. While most
coactivator complexes were initially thought to regu-
late specific subsets of genes, some were reported to
have a more global role in transcription. One impor-
tant example is the Mediator complex which was
described as an integral part of the basal transcription
machinery, required for nearly all Pol II mediated
transcription [3-6]. In this point-of-view, we will
summarize recent insights into the role of two coacti-
vator complexes, TFIID and SAGA (Spt-Ada-Gcen5-
acetyltransferase), in global Pol II transcription in S.
cerevisiae. Furthermore, we will discuss potential glo-
bal functions for other coactivators and whether simi-
lar mechanisms exist in metazoans.

Role of SAGA and TFIID in pol Il transcription

An extensively characterized coactivator is the evolu-
tionary conserved SAGA complex organized in dis-
tinct functional and structural modules (reviewed in
[7]). SAGA activates transcription through histone
modifying activities (acetylation and deubiquitina-
tion) and by recruiting TBP to promoters. Early
genome-wide analyses of SAGA function in Pol II
transcription in budding yeast by Pugh and collea-
gues, showed that upon deletion of the TBP-interact-
ing subunit Spt3, the steady-state RNA levels of ~10%
of genes were decreased by more than 2-fold [8].
Meanwhile, 90% of the genes were affected upon
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conditional depletion of the TFIID subunit Tafl, also
involved in TBP-recruitment to promoters. Although
this seminal study cautiously concluded that “TFIID
and SAGA make overlapping contribution to the
expression of all genes”, the proposed classification
of genes as either SAGA-dominated or TFIID-domi-
nated was oversimplified over time, categorizing each
gene as dependent exclusively on one or the other
coactivator. It was further shown that the SAGA-
dominated genes were highly enriched in stress-regu-
lated genes containing consensus TATA elements in
their core promoters, while the TFIID-dominated
genes tended to be more constitutively expressed
and lack a strong consensus TATA [9]. In good
agreement with these findings, early studies empha-
sized that SAGA is recruited to its target genes
through the interaction of its Tral subunit with a
set of activators predominantly stimulating stress-
responsive genes, Gcn4 and Gal4 among others
[10,11]. Together, these observations pointed towards
a specific role for SAGA in the transcription of highly
regulated genes. Importantly, these findings sug-
gested that genes can be differentially regulated
depending on their promoter sequence by utilizing
specific sets of transcription factors and coactivators.
TFIID is a general transcription factor, com-
posed of TBP and several TAFs. Only its TBP
subunit but not TAFs is necessary and sufficient
for PIC assembly and transcription in vitro. TAFs
are targeted by several activators and potentiate
their activities suggesting that TFIID has coactiva-
tor functions [12]. Unlike SAGA, TFIID directly
contacts DNA and interacts with other compo-
nents of the basal transcription machinery. TBP,
as part of the TFIID complex, tends to bind pro-
moters lacking a consensus TATA-box sequence,
whereas TATA-containing promoters are bound
by TBP but are relatively depleted of TAFs [13].
These observations further supported a predomi-
nant role for TFIID in the regulation of TATA-less
genes, enriched with housekeeping functions.

Integration of binding profiles and
transcriptional effects

The analysis of the genome-wide localization of
SAGA by chromatin immunoprecipitation (ChIP)
indicated that SAGA is recruited to a limited subset
of genes, in agreement with its requirement for the

expression of only ~10% of the yeast genome [14].
However, subsequent comparison of localization
and expression studies showed a weak correlation
between chromatin binding sites and transcriptional
effects [15]. Similar findings were made for several
other coactivators in S. cerevisiae. Indeed, transcrip-
tome analyses of mutant strains for different chro-
matin modifiers including Setl, Set2 and Dotl,
catalyzing H3K4, H3K36 and H3K79 methylation
respectively, revealed limited effects of these
enzymes on transcription. These results were sur-
prising as the histone marks deposited by these fac-
tors are localized at nearly all active genes, suggesting
a more global role for Pol II transcription [16].
Similar observations for SAGA showed that its his-
tone acetylation and deubiquitination activities act
on the entire transcribed genome [17]. Thus, the
contrast between broad enzymatic activities and
restricted transcriptional effects appears as a general
feature of chromatin altering complexes.

As a very large number of different proteins are
known to bind each promoter, a functional redun-
dancy between these factors is likely to explain at least
partially, the discrepancy between factor location and
expression effect. However, it seems possible that for
some factors, the observed differences could instead
result from limitations of the methodologies used.
Indeed, ChIP approaches are antibody dependent
and may be insensitive to transient chromatin inter-
actions which might be problematic for coactivators
with low ChIP efficiency [18,19]. In addition, steady-
state mRNA analyses might be inaccurate to measure
Pol II activity. Indeed, several studies revealed that a
global decrease in Pol II transcription is compensated
by a simultaneous and global decrease in mRNA
decay, thereby buffering steady-state mRNA levels
[20-23]. The use of improved methodologies was
highly warranted to re-examine the role of SAGA
and TFIID in Pol II transcription, in light of recent
observations showing that TFIID is equally recruited
at promoters of both SAGA- and TFIID-dominated
genes and that SAGA inactivation decreases Pol II
recruitment at both classes of genes [17,18].

SAGA and TFIID are generally required for pol
Il transcription

Two recent studies aimed at providing a more
detailed analysis of the genome-wide occupancy



and the role in Pol II transcription of the SAGA
and TFIID complexes [24,25]. They used chroma-
tin endogenous cleavage coupled with high-
throughput sequencing (ChEC-seq), a formalde-
hyde- and antibody-independent approach to
determine the binding profiles of dynamic factors
such as coactivators [19]. ChEC-seq was pre-
viously used to clarify the genome-wide binding
profile of Mediator, revealing an association with
the UASs at a majority of genes, whereas TFIID
was recruited at core promoters, to which it binds
cooperatively with Mediator [18]. Using ChEC-seq
SAGA was exclusively detected at the UASs of
both SAGA- and TFIID-dominated genes, in
agreement with the idea that SAGA is recruited
to UASs by sequence-specific DNA-binding tran-
scription factors [24].

To quantify nascent transcription upon inacti-
vation of SAGA or TFIID, these studies used
native Pol II ChIP or metabolic labeling with 4-
thiouracil (4tU) followed by quantification of the
purified newly transcribed mRNAs. These analyses
were done on SAGA deletion strains or using
inducible depletion systems (auxin-inducible
degradation or anchor away technology) and
revealed that nearly all Pol II transcribed genes
are dependent on TFIID, SAGA and Mediator.
Importantly, TATA-containing and TATA-less
genes were similarly affected upon inactivation of
either of these three complexes.

These analyses of nascent transcription indicate
that SAGA, TFIID and Mediator make important
contributions to Pol II transcription. Each of these
coactivators appears to be absolutely required for
gene expression as an inducible depletion of
Mediator subunits or TAFs caused a dramatic
decrease in genome-wide Pol II recruitment by
about 8-fold for Med14 or by about 3 to 4-fold for
different TAFs [25]. Similarly, nascent mRNA tran-
scription was reduced by about 10-fold in a double
SAGA mutant strain (SPT3 and GCN5 deletions)
[24]. Such large transcriptional effects indicate that
the activities of these three coactivators on Pol II
transcription are not functionally redundant but
rather suggest that SAGA, TFIID and Mediator
function at different rate-limiting steps. Earlier
work indicated a reciprocal dependency in gen-
ome-wide recruitment of TFIID and Mediator and
cooperativity between SAGA and Mediator has also
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been suggested [1,18]. The broad genome-wide
recruitment of SAGA, Mediator and TFIID at most
active genes support the idea that different coactiva-
tors work cooperatively to assemble the PIC.
However, a more detailed description of coactivator
interactions and the mechanisms of cooperativity
remain to be elucidated.

Interestingly, the average Pol II occupancy was
decreased to a comparable extent, by about 3- to 4-
fold, upon depletion of four different TFIID subunits
[25]. However, the depletion of these TAFs did not
significantly alter the complex architecture, indicat-
ing that most TAFs are individually important for
TFIID function. These observations strikingly con-
trast with the results for SAGA, in which suppression
of different activities results in highly variable effects
in Pol II transcription. The mRNA synthesis rates
were unaffected by the loss of the deubiquitinase
Ubp8, or the TBP-interacting protein Spt8, but
were significantly decreased upon loss of Spt3 (2-
fold change) or the histone acetyltransferase Gen5
(1.5-fold change). Strikingly, global mRNA synthesis
was decreased by about 10-fold in a SPT3 and GCN5
double deletion strain, suggesting that the functional
modules of SAGA make different contributions but
act in a synergistic manner on Pol II transcription.

The intriguing observation that some coactiva-
tors are recruited at most expressed genes and
have a global contribution to Pol II transcription,
raises multiple interesting considerations. Beyond
TFIID and SAGA, are other coactivators globally
required for Pol II transcription? If these coactiva-
tors each occupy the regulatory regions of most
genes, which factors define the specific expression
levels for each gene? How do coactivators contri-
bute to gene expression changes in response to
variations in transcription factor recruitment?
How do SAGA and TFIID mediate transcription
from TATA-containing and TATA-less promo-
ters? Do these complexes have similar broad dis-
tributions and functions in metazoans?

Do other coactivators have a global role in
pol Il transcription?

As a global role in Pol II transcription is now pro-
posed for three different coactivator complexes
(Mediator, SAGA and TFIID), it is tempting to spec-
ulate that other coactivators might also have a
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broader function than anticipated. Particularly, his-
tone-modifying complexes such as NuA4 or
COMPASS/Set1C deposit marks (H4 acetylation
and H3K4 trimethylation) that are enriched at
most active promoters. These factors may have
broader effects on transcription that were over-
looked when analyzing steady-state mRNA.
Chromatin remodeling complexes are also expected
to have broad genome-wide activities. Indeed, the
RSC complex was previously shown to act at a
majority of yeast promoters to slide or evict nucleo-
somes thus positioning nucleosomes flanking the
depleted region (NDR) [26,27].
Similarly to our observations on SAGA, RSC was
shown to be required for global transcription,
although localization studies revealed a limited num-
ber of RSC binding sites [28,29]. The authors sug-
gested that the interaction of RSC with many
binding sites might be too transient to be readily
detected by ChIP. A re-analysis using ChEC-seq
may reveal more a widespread localization of RSC
across the genome. Similarly, at the majority of yeast
promoters, the first nucleosome found downstream
of the NDR (+1 nucleosome) often contains the
histone variant H2A.Z where it is deposited by the
SWR complex [27]. Here again, the broad distribu-
tion of H2A.Z and of the SWR complex contrasted
with limited gene expression changes detected by
transcriptome studies in the corresponding mutant
strains [14,30]. Although these differences might be
explained by factor redundancy or by gene-specific
features accounting for dependencies on certain
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factors only, it would be important to analyze the
role of the above-mentioned factors through a direct
characterization of Pol II activity.

Differential gene sensitivity to specific
coactivators

Although SAGA, TFIID and Mediator can be consid-
ered as general cofactors for Pol II in yeast, it does not
imply that each complex makes equal contributions to
the expression of every individual gene. Although
genome-wide Pol II occupancy or mRNA synthesis
rates were consistently decreased upon depletion of
these coactivators, a range of gene expression changes
was observed in each mutant strain suggesting vari-
able requirements of genes on certain coactivator
complexes [24,25,31]. These variable dependencies
on coactivators are indicative of gene-specific proper-
ties of varying importance that would determine the
relative contribution of each coactivator complex to
PIC formation. Gene-specific features are diverse in
nature, corresponding to DNA sequence elements
(e.g. presence and position of a consensus TATA-
box, number and diversity of transcription factor
binding sites) or specific chromatin architecture (e.g.
nucleosome positioning and occupancy around the
promoter, patterns of histone modifications or tran-
scription factor occupancy) [32,33].

Genes are often divided in two categories corre-
sponding to different strategies for transcriptional
regulation (Figure 1). Housekeeping genes are
constitutively expressed with little influence from
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Figure 1. Different combinations of gene-specific features in constitutively active and stress responsive genes lead to the
characterization of distinct mechanisms for transcription regulation of these two gene categories.



external or internal signals and were proposed to
be more dependent on TFIID. In contrast, highly
regulated genes have a higher transcriptional plas-
ticity and were suggested to be more dependent on
SAGA. However, the above-described observations
clearly demonstrate that these two classes are
equally sensitive to the loss of TFIID or SAGA
and thus cannot be distinguished by their depen-
dency on these coactivators. Nevertheless, these
two gene classes can be differentiated by gene
specific features including promoter organization
or chromatin architecture [27].

Promoters with a consensus TATA-box
(TATAWAWR sequence), are more often found
in highly regulated genes, whereas housekeeping
genes are predominantly lacking a TATA-box in
their promoters [9]. Further analyses identified
TATA-like elements, having 1 or 2 mismatches
from the consensus, at the sites of PIC assembly,
in the majority of TATA-less promoters in yeast
[13]. Interestingly, the localization of SAGA and
Mediator analyzed by ChEC-seq revealed a higher
occupancy of these complexes at the UASs of
TATA-containing genes than at TATA-less genes
[18,24]. In addition, the average location of both
SAGA and Mediator was found more upstream (by
70-100 bp) relative to the TSS at TATA-containing
than at TATA-less genes [24]. As these two gene
categories are equally sensitive to the loss of SAGA
or Mediator subunits, the PIC formation is likely
differently regulated at promoters containing either
a consensus TATA-box or a TATA-like element.
These gene classes also differ by their respective
distances between the TATA-element and the
TSS, being 10-20 bp longer at TATA-containing
than at TATA-less promoters [13]. In contrast,
ChEC-seq signals for Tafl were highly similar at
both promoter categories suggesting that TFIID is
similarly recruited at the NDR of both TATA-con-
taining and TATA-less promoters [18].

It is not clear whether the presence of a con-
sensus TATA-box or a TATA-like element is the
only sequence element which determines the PIC
architecture at these two gene classes. Along these
lines, it was recently shown that TAFs interact
with downstream promoter elements to facilitate
transcription re-initiation [34]. Downstream bind-
ing events occurred specifically at TFIID-domi-
nated genes although these genes did not have
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higher TAF occupancy. These observations suggest
that the ability of a promoter to drive TAF-depen-
dent re-initiation events might better define which
genes are more sensitive to TAF mutation.
Another recent study used an in vitro system to
assess transcription from TATA-containing and
TATA-less promoters and revealed that both pro-
moter classes are TFIID-dependent, in agreement
with in vivo observations described earlier [35].
On TATA-containing promoters, TBP could com-
plement the loss of TFIID only in vitro, but not in
vivo. These data together suggest that most PICs
assembled in vivo contain the TFIID complex.
This work also revealed other promoter sequence
features in addition to TATA-elements that distin-
guish TATA-less from TATA-containing promo-
ters. Several studies indicated that T-richness
upstream and A-richness downstream of the TSS
distinguish highly from lowly expressed genes
[27,33,36,37]. Indeed, highly expressed genes
were found to be more sensitive to SAGA muta-
tions and displayed higher Mediator occupancy
than lowly expressed genes [18,24]. Although it is
unclear how the T- and A-richness would be
mechanistically linked with the requirement for
certain coactivators, A/T rich sequences are
known to negatively influence nucleosome occu-
pancy, thereby potentially reducing the require-
ment of chromatin regulators [32].
Housekeeping/TATA-less and highly regulated/
TATA-containing genes were also associated with
differential chromatin organization and sensitivity
to chromatin regulators [27,32]. Constitutively
expressed genes often display a broad NDR with
well positioned flanking nucleosomes. At these
promoters, transcription factor binding sites lie
within the NDR which may explain their lower
sensitivity to disruption of chromatin regulators.
In contrast, promoters of highly regulated genes
have higher nucleosome occupancy upstream of
the TSS with less defined positioning. At these
gene promoters, transcription factor binding sites
are more distal relative to the TSS and are often
occupied by nucleosomes. A putative competition
between nucleosomes and transcription factors at
these promoters may account for their higher sen-
sitivity to chromatin regulation, in agreement with
their higher histone turnover. Although SAGA,
TFIID and Mediator similarly affect the expression
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of these two gene classes, different functions of
these coactivators could be used depending on
promoter elements and chromatin architecture
characteristic of housekeeping genes or genes
with high transcriptional plasticity.

Openings and perspectives

Improvements in genome-wide approaches to ana-
lyze gene expression and chromatin binding have
conciliated conflicting data concerning the role of
transcriptional coactivators. The arising findings
challenge the established paradigm stating that coac-
tivators act on specific gene subsets and start to shift
it towards a more global role of many coactivators in
Pol II transcription in S. cerevisiae [18,24,25,31].
These results suggest that the combinatorial activities
of these factors are necessary for accurate transcrip-
tion. However, to match the various transcriptional
requirements of all genes, coactivators might act to
different extents to facilitate the expression of each
individual gene. Thus, the combination of activators
binding to UASs, nucleosome occupancy, promoter
architecture and sequence elements in core promo-
ters like TATA elements or others, seem to partici-
pate in the fine-tuning of transcription by properly
coordinating the activities of each coactivator on
every gene according to its expression needs.

These discoveries raise new questions regarding
the mechanisms of coactivator recruitment to all
active genes. Either each coactivator can interact
with a wide variety of activators or recruitment can
be also mediated through activator-independent
interactions. Interestingly, the loss of the Tral sub-
unit which is expected to mediate SAGA interaction
with activators, has limited phenotypic and tran-
scriptional effects in S. pombe [38]. Thus, SAGA
recruitment likely relies on other subunits that can
interact with either DNA-bound transcription fac-
tors or directly to chromatin. Indeed, many coacti-
vators have been shown to contain a variety of
protein domains that recognize histone marks
found at most active promoters [39]. For example,
SAGA contains a Tudor domain and bromodomains
reported to interact with methylated and acetylated
histones which could stabilize the binding of SAGA
to active gene promoters [40].

The increased complexity of gene expression pro-
grams and regulation in mammalian cells is linked

with an expansion of activators and coactivators
repertoire and further diversification of gene pro-
moter and enhancer features. Most coactivators
were highly conserved through evolution, with simi-
lar complexes found in yeast and metazoans.
Nevertheless, several duplication events led to the
expansion of the coactivator repertoire, potentially
due to the increased complexity of multicellular
organisms. For example, the HAT module of the
SAGA complex in yeast is incorporated in both the
SAGA and ATAC coactivator complexes in metazo-
ans [7]. Similarly, the yeast COMPASS complex
diverged into at least seven different complexes in
mammalian cells [41]. Thus, the presence of related
activities in different complexes with redundant
functions, complicates the analysis of coactivator
requirements for Pol II transcription in mammalian
cells. However, a recent study using quantification
of newly synthesized mRNAs, proposed that the
bromodomain-containing protein BRD4 acts as a
general coactivator for Pol II transcription, demon-
strating that this approach is also feasible in mam-
malian cells [42]. However, deciphering the
genome-wide action of each coactivator will likely
require sophisticated experimental set-ups and
approaches.
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4.4.4. New insights on the functions of yeast SAGA in RNA polymerase II transcription

A very recent study in budding yeast readdressed the importance of SAGA for Pol II transcription
using genome-wide analysis in auxin-inducible degradation strains of SAGA and TFIID subunits
(Figure 43) (Donczew et al., 2020). Auxin-inducible degradation (AID) allows for a very rapid depletion
of proteins tagged with the AID sequence through the addition of the plant-specific hormone auxin
(IAA) (Verma et al., 2020). This approach is frequently referred to as degron system and enables
efficient and almost complete depletion of the AID-tagged proteins within short periods of time
especially in budding yeast. For example, using this system, targeted SAGA and TFIID subunits were
efficiently depleted with only roughly 10% of protein remaining after 30 minutes of induction (Donczew

et al., 2020).

Curiously, in contrast to constitutive deletion strains, rapid depletion of SAGA subunits only
resulted into moderate effects on transcription (Figure 43). Newly synthesized RNA analyses revealed
that only roughly 13% of expressed genes were downregulated in the SAGA degron strains as opposed
to the majority of genes in deletion strains (Baptista et al., 2017; Donczew et al., 2020). This limited set
of genes was also found to be modestly dependent on TFIID subunits leading the authors to suggest that
both complexes act redundantly at these genes referred to as ‘coactivator redundant’ (CR) gene set

(Figure 43) (Donczew et al., 2020). Upon combined acute depletion of SAGA and TFIID subunits (last
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Figure 43: Roles of the SAGA and TFIID complex for RNA polymerase II transcription in budding yeast.
Heatmaps of expression changes of genes actively transcribed by RNA polymerase II (Pol IT) as assessed by newly
synthesized RNA analyses shown as mean log, changes of replicated experiments in different mutant yeast strains
(from left to right): three auxin-inducible degradation yeast strains (degrons) for SAGA subunits, three deletion
strains of SAGA subunits, four degron strains for TFIID subunits and yeast strains were a SAGA as well as a
TFIID subunit were tagged with the auxin-inducible degron sequence. SC, synthetic complete medium; YPD,
yeast extract peptone dextrose medium; deg, degron; A, deletion; CR, coactivator redundant. Details in text.
Adapted from Donczew et al., 2020.
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two columns of Figure 43), gene expression of the CR genes is more severely affected compared to the
individual SAGA or TFIID degron strains, indeed implying an overlapping function of the two

complexes at these genes.

At the remaining roughly 87% of protein-coding genes, conditional loss of TFIID subunits caused
a more drastic decrease in transcription compared to the CR genes, while little changes were observed
in the SAGA degron strains (Figure 43). In agreement with previous reports, constitutive deletion of
SAGA subunits showed striking effects on Pol II transcription, which intriguingly are more drastic than
those observed in the SAGA degron strains (Bonnet et al., 2014; Baptista et al., 2017; Donczew et al.,
2020). The discrepancies between SAGA subunit degron and deletion strains was suggested to be
explained by several means (Donczew et al., 2020). For instance, in contrast to observations in deletion
strains, histone modifications mediated by SAGA are not affected upon rapid depletion and only
gradually decrease with prolonged auxin treatment (Donczew et al., 2020). This could suggest that
transcriptional effects might be enhanced in the deletion strains due to the loss of histone modifications
through slowly acting histone deacetylases or during cell divisions. Other secondary or indirect effects
in the constitutive deletion strains such as decreased expression of components of the basic transcription
machinery could further account for the more severe effect on Pol II transcription (Donczew et al.,
2020). It is also not clear, if the remaining 10% of proteins in the degron strains could enable residual

formation and activities of the SAGA and TFIID complexes.

The raison for the dependency of the CR gene class on both complexes, in contrast to the remaining
mainly TFIID-dependent genes, also remains unclear, but was proposed to potentially involve
differences in core promoter sequences or specific chromatin architecture (Donczew et al., 2020).
Interestingly, differences between the two gene classes did not seem to be caused by specific binding
preferences of SAGA or TFIID as no bias in promoter binding for one or the other gene class was
detectable (Donczew et al., 2020). In general, these findings highlight that the exact role of yeast SAGA

and its functions in Pol II transcription are not completely resolved.

4.4.5. Functions of SAGA in RNA polymerase II transcription in metazoans

The transcriptional functions of SAGA are much less studied in metazoans than in yeast and its
function remains largely enigmatic. Metazoan SAGA was reported to be required for the transcriptional
regulation of stimulus- or stress-responsive genes (Hardy et al., 2002; Zhao et al., 2008; Zhang et al.,
2008; Pijnappel & Timmers, 2008; Nagy et al., 2009; Spedale et al., 2012). For example, the SAGA
subunits SUPT20H, SUPT3H and ATXN7L3 were found to be recruited to promoters of genes induced
upon ER (endoplasmatic reticulum)-stress but not upon activation of the p38 MAPK (mitogen-activated
protein kinase) pathway (Nagy et al., 2009). Similarly, depletion of Supz20h using siRNA impairs the
induction of responsive genes upon ER-stress but not p38 MAPK activation (Nagy et al., 2009). The
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dependency of ER-stress response on SAGA was further reported following shRNA-mediated depletion
of several DUB module subunits (Lang et al., 2011). Congruently, earlier studies indicated that human
SAGA associates with the NF-Y transcription factor implicated in ER-stress response (Schroder &
Kaufman, 2005). Studies on SAGA in Drosophila further revealed a function of its DUB module in
transcription regulation of nuclear receptor-dependent and ecdysone-responsive genes (Zhao et al.,
2008; Weake et al., 2008). In human cells, reduction of USP22, the catalytic subunit of the DUB module
of SAGA, through shRNA-mediated knockdown was found to affect the activation of genes dependent
on the transcription factors c-MYC and p53 (Zhang et al., 2008). Indeed, several studies indicate direct
interactions of SAGA subunits with c-MYC including the subunits TRRAP (shared with TIP60), GCNS5
(shared with ATAC), TAF5L, TAF9 and SUPT3H (McMahon et al., 1998; Liu et al., 2003). TRRAP
and GCNS5 were further found to interact with E2F transcription factors involved in the regulation of

cell cycle progression (McMahon et al., 1998; Lang et al., 2001; Murr et al., 2007).

4.4.6. Role of SAGA during metazoan embryonic development

Subunits of the SAGA complex are essential during fly and mouse development. For example, the
HAT functions of SAGA are crucial for fly development as the loss of Ada2b in Drosophila leads to
lethality at the late-pupa stage (Pankotai et al., 2005). By comparing the genome-wide gene expression
levels in these Ada2b mutant flies relative to wildtype flies, several hundred genes (roughly 400 genes)

were found to be downregulated (Zsindely et al., 2009).

In mice, hypomorphic mutations in the gene encoding SUPT20H (alternative names: P38IP,
FAMA48A) resulted in growth defects at gastrulation, around E6.25 (Zohn et al., 2006). By E9.5 and
E10.5, the mutants displayed several abnormalities such as general developmental delay, misshaped
heads and frequently failed to form rostral somites leading to defects in the axil skeleton (Zohn et al.,
2006; Warrier et al., 2017). The deficiencies in somite formation were linked to the misexpression of
Hox genes and suggested to resemble hypomorphic mutants of GCNS5, one of the HAT enzymes of
mammalian SAGA (Warrier et al., 2017).

Inactivation of Supt3h, the gene encoding the potential TBP-interacting subunit of mammalian
SAGA, was reported to be lethal by E14.5 in mice, while displaying placental defects by E9.5 (Perez-
Garcia et al., 2018). Loss of ATXN7L3, subunit of the SAGA-dependent as well as SAGA-independent
DUB modules, led to embryonic lethality by E11.5 with severe growth defects from E7.5 onwards (EI-
Saafin, Wang et al. manuscript in revision, Annexe 2). Intriguingly, homozygous deletion of the Usp22
gene, encoding the enzymatic subunit of the SAGA DUB module, also caused embryonic lethality but
only by E14.5 with very mild phenotypes compared to wildtype littermates (Lin et al., 2012; Koutelou
et al., 2019; El-Saafin, Wang et al. manuscript in revision, Annexe 2). These differences in phenotypes

between loss of ATXN7L3 and USP22 support findings indicating that USP27X and USP51 form
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functional DUB modules with ATXN7L3 (Atanassov et al., 2016). This might further imply that
USP27X and USP51 have important roles during mouse development or that they can compensate for

the loss of the SAGA DUB module.

Opposed to the rather late embryonic phenotypes observed for the above described mouse mutants
of SAGA subunits, inactivation of the gene encoding TRRAP, the subunit thought to serve as interaction
platform for several activating TFs, results into very early embryonic lethality (Herceg et al., 2001).
Homozygous null embryos for Trrap were found to die by E7.5 and outgrowth of Trrap™ blastocysts
did not show any proliferation of the inner cell mass (Herceg et al., 2001). TRRAP therefore seems
required at a very early stage in mouse embryonic development. Besides SAGA, TRRAP is further
incorporated into the TIP60 complex (see also chapter 3.2.2. Histone modifying complexes) for which
it might be important for complex assembly, based on structures of yeast NuA4 (equivalent to the
mammalian TIP60 complex) (Wang et al., 2018b). Indeed, these very early defects in mouse embryonic
development observed upon loss of TRRAP are very similar to phenotypes observed upon inactivation
of Tip60, which encodes the catalytic HAT subunit of the TIP60 complex (more details see chapter 7.4.
Roles of chromatin modifying complexes in mouse embryonic stem cells) (Hu et al., 2009b). Therefore,
the earlier embryonic lethality caused by loss of TRRAP, as compared to loss of other SAGA subunits,
might be explained by a disruption of functions of TIP60 rather than SAGA, highlighting the difficulties

encountered when studying subunits shared by several complexes.
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5. The ATAC coactivator complex

In metazoans, the HAT module found in the SAGA complex can further be incorporated in another
complex, the ATAC (Ada-Two-A containing) complex. The differential incorporation of the HAT
module is enabled through the complex-specific interaction with one of two paralogs of the yeast Ada2
subunit. HAT modules containing the TADA2A protein are specifically incorporated into the ATAC
complex, while formation of the HAT with the TADA2B subunit anchors the enzymatic module into

SAGA (Spedale et al., 2012; Helmlinger & Tora, 2017).

5.1. Identification of two Ada2 proteins in metazoans

The two protein homologues of yeast Ada2 (Ada2a and Ada2b) were first identified in Drosophila
in 2003 simultaneously by two independent laboratories (Muratoglu et al., 2003; Kusch et al., 2003).
These studies also indicated that the paralogous proteins were incorporated into two distinct complexes,
one being the SAGA complex. Subsequently in Drosophila cells, Ada2a was found to be part of ATAC,
a novel histone acetyltransferase complex, whose composition was further defined (Guelman et al.,
2006; Nagy & Tora, 2007; Suganuma et al., 2008). This was soon followed by the description and
purification of the ATAC complex from human and mouse cells (Wang et al., 2008; Guelman et al.,
2009; Nagy et al., 2010; Krebs et al., 2010; Spedale et al., 2012). Additional biochemical studies on
Drosophila Ada2a and Ada2b reported that the incorporation of these two proteins in either SAGA or
ATAC and their functions seemed mediated through their C-terminal regions (Vamos & Boros, 2012).

Table 4: Subunit composition of the mammalian ATAC complex. Shown are the subunit composition of the
ATAC complex with alternative names in brackets, protein domains contained within the subunits and their
functional classification. HAT, histone acetyltransferase; °, shared with SAGA; *, shared with NC2 complex; i,
shared with several other complexes. Based on Spedale et al., 2012.

ATAC subunits Domains Function
GCNS (KAT2A) © or HAT, Bromo,
PCAF (KAT2B) ° PCAF
ZnF, SANT, Ada HAT
TADA2A boxes, SWIRM module
TADA3° Ada3
SGF29 (CCDCl101) ° Tudor
ZZ-type ZnF,
7773 (ATACI) SANT
YEATS2 YEATS, HFD
WDRS5 WD40 Other
NC2p (DR1)* HFD subunits
MBIP -
PWAPA cassette,
ATAC2 (KAT14, CSRP2BP)
ZnF, HAT?
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5.2. Subunit composition of ATAC

Beside the four HAT subunits (TADA3, SGF29 and GCNS5 or PCAF) shared with the SAGA co-
activator complex (described in more details in chapter 6. The shared HAT function of SAGA and
ATAC), ATAC is composed of five complex-specific subunits (TADA2A, ZZZ3, YEATS2, MBIP and
ATAC?2) and two additional subunits shared with other chromatin modifying complexes (WDRS5 and
NC2p) (Table 4).

The ATAC-specific HAT module subunit TADA2A possesses three domains that have been
implicated in protein-protein interactions: the zinc finger (ZnF), the SANT and the SWIRM domain
(Figure 44) (Muratoglu et al., 2003; Gamper et al., 2009; Zhang et al., 2019). The SWIRM domain was
reported to form contacts with the TADA3 subunit, while the ZnF and SANT domains were suggested
to contact GCNS5 (or PCAF) (Gamper et al., 2009). TADA2A further possesses two Ada homology
boxes of unknown functions and was also suggested to interact with DNA through its SWIRM domain
(Muratoglu et al., 2003; Qian et al., 2005; Spedale et al., 2012).

The YEATS2 subunit of ATAC was shown to contain a HFD (histone fold domain), which was
reported to dimerizes with the HFD of NC2f thereby forming an interface for the binding of TBP (Figure
44) (Wang et al., 2008). Beside the ATAC complex, NC2f, is also part of the heterodimeric NC2
complex composed of NC2a and NC2f (Spedale et al., 2012). The NC2 complex has been implicated
in the dissociation of TBP from gene promoter DNA thereby negatively regulating transcription (more
details in section 1.2.2.1. TBP loading onto the core promoter) (van Werven et al., 2008; Spedale et al.,
2012). The role of NC2p within the ATAC complex, aside from being the HFD dimerization partner of
YEATS?2, is not yet understood. It has been proposed, that by dimerizing with YEATS2, NC2f forms a
TBP-interacting NC2-like module in ATAC, which might act in a repressive manner on basal

transcription (Wang et al., 2008). YEATS2 was also found through biochemical experiments to interact
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with the majority of the other ATAC subunits and was therefore suggested to be a key scaffold subunit
of the complex (Wang et al., 2008). YEATS?2 also contains a YEATS domain, which was recently
proposed to enable the binding to histone H3 lysine 27 modified through acetylation or acylation, such
as crotonylation or propionylation (Zhao et al., 2016; Li et al., 2017; Mi et al., 2017).

After YEATS2, 2773 (ATAC1) is the second largest ATAC-specific subunit. Little is known about
this subunit and its role for ATAC structure or assembly. ZZZ3 contains a ZZ-type ZnF domain, which
was recently suggested to serve as a reader domain by binding to the histone H3 tail through recognition
of the first four amino acids (Mi et al., 2018; Zhang et al., 2019; Spedale et al., 2012). The ZZ-type ZnF
domain of ZZZ3 was further reported to promote acetylation of histone H3 by the ATAC complex and
to be required for the recruitment of ATAC to gene targets (Mi et al., 2018). ZZZ3 also possesses a
SANT domain of unknown function (Figure 44).

ATAC2 (KAT14, CSRP2BP) represents also one of the biggest ATAC-specific subunits and was
suggested to have scaffolding functions within the complex (Guelman et al., 2009). It possesses a ZnF
domain in its N-terminal region, a domain which is generally thought to enable protein-protein
interactions (Figure 44) (Nagy et al., 2010). Its function within ATAC2 is however not yet clear. The
ATAC?2 subunit further contains a PWAPA (PHD/WH domain in ASH2L, PHF1 and ATAC2) cassette,
which was recently proposed to potentially serve to recognize DNA and histone PTMs, such as
methylation (Callebaut & Mornon, 2012). Additionally, in Drosophila, ATAC2 was described to act as
a second HAT within the ATAC complex and to acetylate preferentially histone H4 (Suganuma et al.,
2008). In Drosophila embryos, mutation of the gene encoding ATAC2 led to loss of acetylation
specifically of histone H4 lysine 16 (H4K16ac) (Suganuma et al., 2008). Nevertheless, the HAT function
of mammalian ATAC2 is controversial as in vitro acetylation assays suggest only little to no
acetyltransferase activity on histone H4 (Wang et al., 2008; Guelman et al., 2009; Nagy et al., 2010;
Spedale et al., 2012).

The MBIP subunit was also suggested to possess a scaffold function within the ATAC complex
(Guelman et al., 2009). Some studies indicate that through its MBIP subunit ATAC could have a role
outside of transcription in the regulation of iron-responsive translation initiation (Suganuma et al., 2016).

However, little else is known about this subunit within ATAC.

The WDRS subunit of ATAC represents a subunit shared with other chromatin modifying
complexes including the COMPASS(-like) and the NSL coactivator complexes (Spedale et al., 2012;
Dias et al., 2014; Meeks & Shilatifard, 2017). Through its WD40 repeat domain, WDRS is thought to
form a propeller-like structure, which could serve as a protein association platform similar to the WD40

propeller of the Taf5 subunit of yeast SAGA (Figure 44) (Xu & Min, 2011; Spedale et al., 2012).
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Although some knowledge has been acquired on the subunits of ATAC, the structural organization
and importance of the different subunits remains unclear. For example, PCAF was suggested to

potentially exist in a dimeric state within the ATAC complex in vivo (Shi et al., 2014).

5.3. Functional roles of ATAC

5.3.1. Role of ATAC during metazoan embryonic development

The ATAC complex was found to have important functions during development in metazoans
(Pankotai et al., 2005; Guelman et al., 2009). For example, loss of the ATAC-specific HAT subunit
Ada2a in Drosophila was reported to be essential for embryonic development causing lethality at late-
larva stages of development (Pankotai et al., 2005). Knockout of the ATAC-specific ATAC2 subunit in
mice was further shown to lead to embryonic lethality at E8.5 to E11 by affecting cell cycle progression

(Guelman et al., 2009).

5.3.2. Role of ATAC in cell cycle regulation

Defects in cell cycle transition were further reported upon depletion of ATAC subunits in human
cells (Nagy et al., 2010; Orpinell et al., 2010). For instance, depletion of the ATAC-specific HAT
subunit TADA2A using siRNA mediated knockdown was found to lead to G2/M arrest causing mitotic
abnormalities and to coincide with reductions in global phosphorylation levels of histone H3 serine 10
phosphorylation (H3S10phos), a histone mark linked to the transition through the cell cycle (Nagy et
al., 2010; Orpinell et al., 2010). This influence on H3S10phos was also found in Ada2a mutant flies and
linked to histone H4 modification activities of ATAC (Ciurciu et al., 2008). Beside histone proteins,
ATAC was further suggested to regulate mitosis through the acetylation of non-histone proteins such as
PLK4 and the CyclinA/CDK?2 complex, which is part of the cell cycle-regulating machinery (Orpinell
et al., 2010; Fournier et al., 2016).

5.3.3. Role of ATAC in RNA polymerase II transcription

Additional loss-of-function or depletion studies in cultured cells indicated the involvement of
metazoan ATAC in the regulation of specific sets of Pol II-transcribed genes during development, such
as genes involved in ecdysone biosynthesis in Drosophila, or in response to stimuli, such as ER stress
response or MAPK signalling in human cells (Pankotai et al., 2010; Suganuma et al., 2010; Nagy et al.,
2010; Sela et al., 2012; Suganuma et al., 2016).

Further studies in Drosophila suggested that transcription of roughly 50 genes was commonly found
to be reduced upon loss of either GenS, Ada2a or Nurf301, a subunit of the ISWI remodelling complex
NUREF (Carr¢ et al., 2008). At these genes, access of ATAC to the promoter was proposed to dependent
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on the activities of the NURF remodelling complex (Carré et al., 2008). Early in vitro studies using yeast
ISWI or SWI/SNF complexes and chromatinized DNA templates also suggested a potential role of fly
ATAC in stimulating nucleosome sliding activities (Suganuma et al., 2008). This impact of ATAC on
nucleosome remodelling might however be attributed to a purification contamination with the
CHRACI14 protein, subunit of the ATP-dependent CHRAC (chromatin accessibility complex), which
by itself can stimulate nucleosome sliding (Corona et al., 2000; Eberharter et al., 2001; Hartlepp et al.,
2005). Additionally, ATAC was reported to associate with the Mediator complex in mouse embryonic
stem cells suggesting a potential molecular assembly of these two complexes at gene promoters (Krebs
et al., 2010). In human cells, ATAC was further suggested to localize to enhancers, which are not bound

by p300 (Krebs et al., 2011).

Very recent studies indicate that the human YEATS2 and ZZZ3 subunits of ATAC are involved in
the transcriptional regulation of genes related to ribosome biogenesis, DNA replication and cell cycle
(Mi et al., 2017; Mi et al., 2018). These two subunits were further found by ChlP-seq to co-localize at
gene promoters with histone modifications including H3K9ac and H3K4me3 (Mi et al., 2018). Besides
transcription effects, sShRNA-mediated depletion of Yeats2 in human cancer cell lines was found to cause
reduced cell growth and survival of these cells (Mi et al., 2017). Additionally, genome-wide levels of
H3K9ac as well as binding of ZZZ3 to gene promoters were affected. Importantly, the defects in growth,
H3K9ac levels and transcription observed upon depletion of YEATS2 could be restored by the
overexpression of WT YEATS2. In contrast, overexpression of mutant YEATS2 carrying point
mutations in the YEATS domain could not rescue the detected defects. This led to the suggestion that
the YEATS histone mark reader domain of YEATS?2 is critical for ATAC functions in transcription
regulation (Mi et al., 2017). Similarly, the ZZ-type ZnF domain of ZZZ3 was reported to be critical for
its recruitment to gene promoters as well as for ATAC-dependent H3K9 acetylation and transcription
regulation (Mi et al., 2018). In human cells with shRNA-mediated depletion of ZZZ3, overexpression
of Z7Z73 containing loss-of-function mutations in the ZZ-type ZnF domain did not enable binding of
7773 to gene promoters and was unable to restore the reduced H3K9ac levels or the transcriptional
effects induced by depletion of endogenous ZZZ3 (Mi et al., 2018). In general, these two studies suggest
an important function of the YEATS and ZZ-type ZnF domains of YEATS2 and ZZZ3, respectively, in

transcription regulation and recruitment of ATAC to gene promoters.
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6. The shared HAT function of SAGA and ATAC

This chapter will provide a more detailed summary on the composition, activities and functions of
the HAT module shared by the SAGA and ATAC complexes. As most subunits of the HAT are shared
by both complexes, it is challenging to attribute specific functions observed for this enzymatic module
to either SAGA or ATAC. The last subsection of this chapter will be oriented towards highlighting non-
overlapping functions of SAGA and ATAC in regulating transcription including also functions outside
of the HAT module. Importantly, recent reports indicate that the SAGA HAT module can further act as
a metazoan ADA complex (Soffers et al., 2019), which will however not be discussed here as the

importance of this complex in mammalian cells is not yet clear.

6.1. Subunit composition of the HAT module

In yeast, the catalytic subunit of the histone acetyltransferase (HAT) module of SAGA is Gen3,
while the mammalian genome contains two paralogous genes encoding for two GenS-related proteins,
GCNS and PCAF. GCNS and PCAF are highly similar, sharing roughly 75% of protein identity, and are
incorporated into mammalian SAGA or ATAC HAT modules in a mutually exclusive way (Ogryzko et
al., 1998; Krebs et al., 2010; Nagy et al., 2010; Spedale et al., 2012). No preference for either GCNS5 or
PCAF has been reported to date. Consequently, in mammalian cells, the HAT module of SAGA consists
of TADA2B, TADA3, SGF29 and GCNS5 or PCAF, while in ATAC it contains TADA2A, TADA3,
SGF29 and GCNS5 or PCAF.
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The subunits Sgf29/SGF29, Ada3/TADA3 and the Ada2/TADA2 proteins were found to be required
for the stimulation of the enzymatic HAT activity in yeast and mammals (Grant et al., 1997;
Balasubramanian et al., 2002; Spedale et al., 2012; Riss et al., 2015; Sun et al., 2018). For instance,
recent crystal structures of the HAT domain of yeast GenS bound to the ZZ and SANT domains of yeast
Ada2 revealed that the two proteins form extensive contacts and might assemble cooperatively into a
stable structure (Figure 45) (Sun et al., 2018). Also, the SANT domain of Ada2, which is conserved in
the mammalian TADA2A and TADA2B proteins, was found to stimulate GenS HAT activity by
enhancing the binding to acetyl-CoA (Sun et al., 2018).

Additionally, other domains in the HAT subunits were suggested to interact with chromatin. For
example, SGF29 contains a double Tudor domain which was reported to recognize H3K4me2 and
H3K4me3 modifications (Figure 46) (Vermeulen et al., 2010; Bian et al., 2011). Curiously, pull-down
experiments with H3K4me3-modified histone peptides indicated a selective interaction with SAGA, but
not ATAC, although both complexes contain SGF29 (Vermeulen et al., 2010). Additionally, GCN5 and
PCAF contain a bromodomain which was reported to recognize acetylated lysine residues (Figure 46)

(Mujtaba et al., 2007).
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6.2. Acetylation substrates of the HAT module

6.2.1. Histone substrates

In vitro studies of the HAT activities of purified endogenous human SAGA or ATAC complexes on
histone tail peptides mainly resulted in the acetylation of lysine 14 of histone H3 (H3K14ac) but also
acetylation of H3K9, H3K23, H3K27, H3K36, H4K5 and H4K8 (Riss et al., 2015). Intriguingly, no
major complex-specific differences in residue preferences were detected on histone tail peptides or on
histone octamers (Riss et al., 2015). In agreement with previous findings in yeast, in vitro assays on
histone tail peptides, histones and nucleosomes, showed that GCNS5 alone has a weak HAT activity,
which is however highly stimulated by its incorporation into SAGA and ATAC (Grant et al., 1999;
Wang et al., 2008; Riss et al., 2015). Incorporation of the HAT module into human SAGA or ATAC
was estimated to stimulate catalytic GCN5 HAT activity by 6 to 10 times, when compared to GCNS5
alone (Riss et al., 2015).
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In vivo findings on histone residues targeted by and dependent on SAGA and ATAC for acetylation
are less clear. Nevertheless, in mammalian cells a reproducible in vivo acetylation target affected by loss
of SAGA and ATAC HAT functions seems to be histone H3 lysine 9 (H3K9ac) (Kikuchi et al., 2005;
Guelman et al., 2009; Nagy et al., 2010; Jin et al., 2011; Spedale et al., 2012; Mi et al., 2017; Mi et al.,
2018). Indeed, depletion of TADAS3, a subunit shared by SAGA and ATAC HAT, using shRNA in
human cells was found to result into a general loss of H3K9ac at gene promoters of all actively
transcribed genes (Figure 47) (Bonnet et al., 2014). The HAT module of SAGA and ATAC might also
acetylate other histone H3 lysine residues such as H3K14 in vivo. However, upon loss of SAGA and
ATAC HAT activities, other acetyltransferases seem to act redundantly on these residues, maintaining
their acetylation levels. Potential in vivo HAT activities of the mammalian ATAC complex against
histone H4 remain controversial (Wang et al., 2008; Guelman et al., 2009; Nagy et al., 2010; Orpinell
etal., 2010; Riss et al., 2015).
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Figure 47: Loss of TADA3 of the shared histone acetyltransferase module of SAGA and ATAC leads to
globally reduced levels of H3K9 acetylation. A. Genome browser shots of the CCDC66 and FAM208A genes
comparing H3K9ac peaks found in HeLa cells treated with control shRNAs (shCtrl) to cells treated with shRNAs
targeting the mRNA of the HAT module subunit TADA3 (shTada3). B. Scatter plot showing a general reduction
of H3K9ac levels on promoters of actively transcribed genes (red) upon depletion of TADA3 in contrast to
intergenic control regions (blue). Adapted from Bonnet et al., 2014.

6.2.2. Non-histone substrates

Besides histone proteins, numerous other, non-histone targets of GCNS5 and PCAF were identified
including the apoptosis and cell cycle regulator p53 and transcription factors such as E2F1 and ¢c-MYC
involved in the regulation of cell cycle progression and proliferation (Liu et al., 1999; Marzio et al.,
2000; Martinez-Balbas et al., 2000; Barlev et al., 2001; Liu et al., 2003; Patel et al., 2004; Di Stefano et
al., 2005; Nagy & Tora, 2007; Spedale et al., 2012; Wang & Dent, 2014). Based on their activities also
on non-histone substrates, GCN5 and PCAF are sometimes more specifically referred to as KATs (lysine

acetyltransferases) instead of HATs.
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Acetylation of non-histone proteins was frequently found to cause a stabilization of the targets. For
instance, acetylation of E2F1 by PCAF was reported to lead to an increased DNA binding activity and
protein stability (Martinez-Balbas et al., 2000; Marzio et al., 2000). Similarly, acetylation of the
oncogenic ¢-MYC transcription factor by GCN5 and PCAF was found to lead to a dramatically
increased stability and seems required for transcription induction of genes targeted by ¢c-MYC (Liu et
al., 2003; Patel et al., 2004). Also, acetylation of the tumour suppressor p53 by GCN5 and PCAF was
suggested to promote transcription induction of p53-responsive genes upon DNA damage (Liu et al.,
1999; Barlev et al., 2001; Di Stefano et al., 2005). The mechanism of p53 stimulation through acetylation
remains unclear, but was proposed to involve the regulation of its DNA-binding or coactivator

recruitment capacities (Barlev et al., 2001; Nagy & Tora, 2007).

6.3. Functional roles of the shared HAT module
6.3.1. Pathways and cellular processes regulated by GCN5 and PCAF

As indicated above, the HAT activities of SAGA and ATAC were implicated in the transcription
regulation of numerous pathways involving transcription factors such as p53, c-MYC and E2F1 (Liu et
al., 1999; Barlev et al., 2001; Liu et al., 2003; Di Stefano et al., 2005; Guo et al., 2011; Chen et al.,
2013). Through their associations with p53 and E2F1, these HATs were also implied in DNA damage
repair, which will however not be detailed here (Liu et al., 1999; Di Stefano et al., 2005; Guo et al.,
2011). Additionally, HAT subunits were suggested to interact with AATF (apoptosis-antagonizing
transcription factor) (Caliskan et al., 2017). Through its SGF29 subunit, the HAT module was also
implicated in enabling the survival of human cells upon ER-stress through the regulation of stress-

response genes (Schram et al., 2013).

Based on their interactions with ¢c-MYC, the HAT activities of SAGA and ATAC were further
implicated in cancer biology (Wang & Dent, 2014; Qiao et al., 2018; Farria et al., 2019). For example,
inhibition of the catalytic activity of GCNS5 through a small molecule inhibitor was reported to reduce
cell viability and proliferation of Burkitt lymphoma cells driven by MYC overexpression (Farria et al.,
2019). These phenotypes were suggested to be caused by transcriptional downregulation of MY C target
genes and genes downstream of the B cell receptor signalling pathway (Farria et al., 2019). GCN5 was
further reported to be required for DNA synthesis and cell cycle progression in cells expressing the
human papillomavirus oncoprotein E7 (Qiao et al., 2018). In this study, the mechanism of GCNS5-
mediated acetylation of c-MYC described earlier was implicated in regulating E2F1 protein levels and
thereby mediating E7-induced cell proliferation (Qiao et al., 2018). Although alterations in GCN5 and
also PCAF levels have been found in cancer cells, it remains unclear if these changes play a leading role

in cancer development (Wang & Dent, 2014).
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6.3.2. Phenotypes caused by Gcn5 and Pcaf inactivation in mice and other cellular models

During mouse development, homozygous inactivation of genes encoding either GCN5 or PCAF
were shown to lead to distinct consequences (Yamauchi et al., 2000; Xu et al., 2000). While inactivation
of Gen5 caused embryonic lethality by E10.5, Pcaf’” mice were born and did not show any obvious
abnormal phenotype. GenS-null mice displayed severe growth defects at E8.5 including loss of dorsal
mesoderm due to increased cell death (Xu et al., 2000). Intriguingly, GCN5 levels were drastically
increased in several tissues of the Pcaf-null mice suggesting a potential functional compensation for loss
of PCAF. Further, PCAF was also found to be expressed only at later stages during development
compared to GCN5, which could additionally explain the lack of phenotype of Pcaf’" mice. Subsequent
studies reported behavioural changes in Pcaf-null mice, especially memory deficiencies, suggesting that
Gcen5S can not compensate for all functions of Pcaf (Maurice et al., 2008). Combined inactivation of
Gcen) and Pcafresulted into embryonic lethality around E7.5 to E9.5 displaying more drastic phenotypes
than Gen5-null embryos, which suggested that GCNS and PCAF indeed act partially redundant during
embryogenesis (Xu et al., 2000; Yamauchi et al., 2000).

These results in mouse embryos could be recapitulated in cultured chicken cells (Kikuchi et al.,
2005). While inactivation of GenS delayed growth rates and affected the transcription of cell cycle- and
apoptosis-related genes, such as E2F protein genes and the c-Myc gene, cell growth was unaffected by
loss of PCAF in chicken cells (Kikuchi et al., 2005). Curiously, in this cellular model, PCAF levels were
increased in Gen5™" cells further suggesting potential compensatory mechanisms. Later studies further
revealed that loss of the catalytic activity of GCNS5 through point mutations also caused embryonic
lethality in mice but did not fully recapitulate phenotypes observed in Gen5-null mice (Bu et al., 2007).
For example, while Gen5-null embryos died by E10.5 and showed defects in mesodermal lineages,
embryos with catalytically dead GenS survived until E16.5 and displayed only slightly reduced sizes as
well as some defects in neural tube closure (Bu et al., 2007). These results implied that GenS possesses
functions required for mouse embryonic development, which are independent of its HAT activity and
were suggested to potentially involve its bromodomain or interactions with the Tada2 proteins (Bu et

al., 2007; Spedale et al., 2012).

6.3.3. Loss of the shared Tada3 subunit causes embryonic lethality before implantation

In complement to the analyses of the catalytic subunits, the effects caused by loss of the shared
Tada3 subunit were also assessed during mouse embryonic development (Mohibi et al., 2012).
Inactivation of Tada3 was also found to be embryonic lethal, but surprisingly was shown to induce a
drastically more severe phenotype. No homozygous Tada3-null embryos could be found at E8.5 and
subsequent analysis indicated that blastocysts from E3.5 were lacking an inner cell mass suggesting very

early developmental defects (Mohibi et al., 2012). Conditional deletion of Tada3 in mouse embryonic
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fibroblast also caused major proliferation defects as well as delays in cell cycle progression. These
defects were linked to impaired Tada3 recruitment to the c-Myc gene promoter and to decreased c-Myc
expression levels (Mohibi et al., 2012). The causes for the strong differences in mouse embryo
phenotypes between inactivation of 7ada3 and the combined inactivation of Gend and Pcaf remain

unclear and are remarkable as both are thought to lead to loss of the same HAT functions.

6.4. Non-overlapping roles for SAGA and ATAC in transcription regulation

Although, SAGA and ATAC have very similar HAT activities on nucleosome substrates in vitro,
several studies indicated that they act as transcriptional coactivators for distinct sets of genes in
Drosophila and human cells (Pankotai et al., 2005; Nagy et al., 2010; Pankotai et al., 2010; Krebs et al.,
2011; Riss et al., 2015). One of the first indications came from deletion studies of the Ada2a (ATAC)
and Ada2b (SAGA) homologues in Drosophila embryos (Pankotai et al., 2005). Phenotypes observed
in fly embryos upon loss of the Ada2a protein could not be compensated by overexpression of Ada2b
or vice versa, suggesting that these two proteins are required for distinct and independent HAT functions
in Drosophila (Pankotai et al., 2005). Subsequent analysis of gene expression changes in these
Drosophila mutants, found that different sets of genes were transcriptionally affected upon loss of Ada2a
or Ada2b (Pankotai et al., 2010). More specifically, the expression of roughly 40% of all genes were
altered in Ada2a Drosophila mutants compared to only roughly 3% upon loss of the SAGA-specific
subunit Ada2b (Pankotai et al., 2010). This was in agreement with an earlier embryonic lethality caused
by loss of Ada2a compared to loss of Ada2b. Many of the genes affected by loss of Ada2a were found
to correspond to genes of the ecdysone biosynthesis pathway and therefore suggested a specific role of

ATAC, but not SAGA, in regulating transcription of ecdysone-related genes (Pankotai et al., 2010).

SAGA and ATAC were further reported to be required for the induction of the transcriptional
response for different signalling pathways (Nagy et al., 2010; Spedale et al., 2012). For example, ATAC,
but not SAGA, was found to be specifically required for induced gene expression following the
activation of the protein kinase C signalling pathway in Drosophila and human cells (Nagy et al., 2010).
For instance, transcription sites induced by protein kinase C activation on polytene chromosomes in
Drosophila were bound by the ATAC-specific subunit Mbip, but not the SAGA-specific subunit Ada2b
(Nagy et al., 2010). Similarly, in human cells, the ATAC-specific subunits ZZZ3 and ATAC2 were
found to be indispensable for transcription induction following protein kinase C activation, in contrast
to the SAGA-specific subunit SUPT20H (Nagy et al., 2010). Another example, mentioned in a previous
section, is gene expression induced by p53, which was suggested to be regulated by GCNS5, and which
was subsequently found to involve the SAGA complex rather than ATAC in human cells (Gamper et
al., 2009). While the SAGA-specific subunit TADA2B was recruited to p53-response genes, the ATAC-
specific subunit TADA2A was not (Gamper et al., 2009).
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Functional differences between SAGA and ATAC were also found in unstressed human cells (Krebs
et al., 2011). In this study, SAGA and ATAC subunits (ZZZ3 and SUPT20H, respectively) were found
to bind and to affect transcription of different sets of genes (Krebs et al., 2011). Overall, roughly 400
high confidence binding sites were identified for either ZZZ3 or SUPT20H with a subset of overlapping
binding sites. ZZZ3 was found at promoters as well as enhancers, while SUPT20H was generally found
at gene promoters (Krebs et al., 2011). Genes bound by either ZZZ3 or SUPT20H did not show
enrichment for genes of any particular pathway and were found equally likely at ubiquitously expressed
or tissue-specific genes (Krebs et al., 2011). More recent studies on ZZZ3 and YEATS2 functions in
human cells, described in more details in an earlier chapter (see section 5.3.3. Role of ATAC in RNA
polymerase Il transcription), suggest however specific dependencies of ribosome biogenesis, DNA

replication and cell cycle-related genes on ATAC subunits (Mi et al., 2017; Mi et al., 2018).

In general, these studies indicate that, although SAGA and ATAC share the same HAT module,
distinct and rather small gene sets are dependent on or bound by their subunits. These functional
differences were suggested to be based on characteristics of the remaining, complex-specific subunits
such as additional chromatin interaction motifs, specific associations with other chromatin modifying
complexes or interactions with distinct TFs (Spedale et al., 2012). Importantly, genome-wide studies
suggested that some genes are transcriptionally dependent on or occupied by subunits of both complexes
(Pankotai et al., 2010; Krebs et al., 2011). Also, in human cells, the transcription factor ATF6a was
reported to recruit, besides the Mediator complex, also both, SAGA and ATAC, to enhancer elements
of ER-stress responsive genes (Sela et al., 2012). Curiously, the interactions of Mediator, SAGA and
ATAC with ATF6a was found to be mediated through overlapping binding sites on this TF (Sela et al.,
2012). Nevertheless, this example suggests that SAGA and ATAC might be recruited to the same genetic

elements through TFs, which can interact with both complexes.
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7. Mouse embryonic stem cells

Mouse embryonic stem cells (ESC), derived from the inner cell mass of mouse blastocysts at E3.5
or E4.5, were first maintained outside of the embryo in 1981, which represented a major milestone
(Martin, 1981; Evans & Kaufman, 1981; Surani et al., 2007; Evans, 2011; Martello & Smith, 2014).
Mouse ESCs are thought to resemble the naive epiblast, also known as the primitive ectoderm, which
reflects the founder cell population of the embryo (Surani et al., 2007; Martello & Smith, 2014). No
more than a few dozen cells giving rise to ESCs are thought to exist in normal early mouse embryonic

development (Evans, 2011).

7.1. Mouse embryonic stem cell properties

A key characteristic of ESC is their pluripotency based on which they can resume development
when reintroduced into early embryos, contributing to every germ layer even after multiple generations
in culture (Bradley et al., 1984; Surani et al., 2007; Martello & Smith, 2014). Upon exposure to defined
cues, pluripotent ESCs can also give rise to very diverse populations of differentiated cells when cultured
outside of the embryo. Another key characteristic of mouse ESCs is their seemingly endless potential to

self-renew, which allows them to proliferate in theory indefinitely.

Since normal embryonic development progresses very dynamically, ESCs correspond to a very
transient state in vivo, which gives their self-renewal capacities a seemingly paradoxical notion (Surani
et al., 2007; Martello & Smith, 2014). However, embryonic development can be paused by delaying
blastocysts implantation, which is referred to as ‘diapause’ (Martello & Smith, 2014). In this period,
developmentally blocked blastocysts are viable for days up to weeks and were reported to display cell
turnover in the naive epiblast, which implies the existence of self-renewal (Martello & Smith, 2014).
Diapause was therefore suggested to be the evolutionary cause for the self-renewal potential of mouse

ESCs (Martello & Smith, 2014).

Compared to somatic cells, ESCs possess additional distinguishing characteristics such as rapid cell
cycle transitions, distinct epigenetic features such as low DNA methylation levels and bivalent domains,
and a generally accepted open chromatin landscape described below in more details (Surani et al., 2007;

Festuccia et al., 2017a).

7.1.1. Cell cycle characteristics in mouse embryonic stem cells

A key hallmark of the cell cycle of mouse ESCs is their short G1-phase, which is thought to be
enabled through the omission of the G1/S checkpoint (Festuccia et al., 2017a). This characteristic allows
for a large proportion of actively replicating cells in mouse ESC cultures and permits a cell division

roughly every 12 hours (Festuccia et al., 2017a). The fast doubling time and cell cycle transition of
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mouse ESCs compared to somatic cells are thought to be based on three adjustments (Festuccia et al.,
2017a). First, Rb (retinoblastoma), a key regulator of G1/S-phase transition, is hyperphosphorylated in
mouse ESCs allowing seemingly unrestricted entry into S-phase (Savatier et al., 1994; Festuccia et al.,
2017a). Second, cell cycle inhibitors are lowly expressed in ESCs and third, the characteristic
fluctuations of protein levels of cyclins and their dependent kinases occurring during cell cycle in
somatic cells are strongly damped in mouse ESCs (Savatier et al., 1996; Stead et al., 2002; Faast et al.,
2004; Fujii-Yamamoto et al., 2005; White et al., 2005; Festuccia et al., 2017a).

Importantly, differentiation of ESCs was found to coincide with a prolonged G1-phase. Further,
artificial manipulation of the duration of Gl-phase was reported to influence the differentiation
likelihood of mouse ESCs with a longer Gl-phase favouring differentiation (Coronado et al., 2013;
Festuccia et al., 2017a). Based on these insights, G1-phase is believed to be the cell cycle phase in which
ESCs are most susceptible and most responsive to differentiation cues. In consequence, the abbreviated
Gl-phase of mouse ESCs relative to somatic cells might thus be important to allow the efficient

maintenance of the pluripotent state and reduce the initiation of differentiation (Festuccia et al., 2017a).

7.1.2. Chromatin organization in mouse embryonic stem cells

In the ground state of pluripotency (more details in a following section) mouse ESCs exhibit a
substantial demethylation of their genomes, very similar to the preimplantation epiblast (Ficz et al.,
2013; Habibi et al., 2013; Leitch et al., 2013). This circumstance was suggested to be caused by low
expression levels of the DNA methyltransferases Dnmt3a and Dnmt3b and is thought to contribute to a
transcriptionally permissive chromatin environment in mouse ESCs (Ficz et al., 2013; Leitch et al.,

2013; Habibi et al., 2013).

Also, histone proteins were found to display hyperdynamic behaviours in the nucleus of mouse
ESCs compared to differentiated cells (Meshorer et al., 2006). Therefore, histone proteins are believed
to be only loosely bound to DNA, which led to the suggestion that chromatin in ESCs is in a mostly
active, ‘breathing’ state (Meshorer et al., 2006). In ground state pluripotency, mouse ESCs also present
low levels of histone marks associated with heterochromatin such as H3K9me3 or H3K27me3 and
higher levels of euchromatic marks such as H3 and H4 acetylation and H3K4me3, suggesting a mainly
active chromatin with only few transcriptionally repressed regions (Meshorer et al., 2006; Niwa, 2007

Efroni et al., 2008; Festuccia et al., 2017a).

In general, this open chromatin landscape is thought to enable a globally transcriptionally active
genome and to facilitate the transcriptional activation of lineage-determining genes during induction of
differentiation (Meshorer et al., 2006; Meshorer & Misteli, 2006; Niwa, 2007; Efroni et al., 2008;
Martello & Smith, 2014).
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7.1.3. Bivalent chromatin domains in mouse embryonic stem cells

An additional feature of mouse ESCs, shared with cells of the inner cell mass, is the cooccurrence
of active and inactive histone modifications at some cis-regulatory regions referred to as ‘bivalent’
domains (Azuara et al., 2006; Bernstein et al., 2006; Surani et al., 2007; Festuccia et al., 2017a).
Although bivalent domains possess the euchromatic H3K4me3 mark, they are not transcriptionally
active. Transcription at these domains is thought to be prevented by the simultaneous existence of the
histone modification H3K27me3 deposited by PRC2 and related to transcriptional repression (Azuara
et al., 2006; Bernstein et al., 2006). Interestingly, in ground state pluripotency low levels of H3K27me3
are observed also at bivalent genes without however causing induction of expression of these genes
(Marks et al., 2012; Festuccia et al., 2017a). An alternative way of regulating transcription at bivalent
regions, besides the counteracting histone modifications mentioned above, was suggested to be at the

level of promoter-proximal pausing of Pol II (Stock et al., 2007; Festuccia et al., 2017a).

During differentiation, bivalent regions were found to resolve in a lineage-specific manner into
either active or inactive domains accompanied by the loss of either H3K27me3 or H3K4me3,
respectively (Mikkelsen et al., 2007). Bivalent domains are therefore believed to allow gene silencing
of developmental genes in ESCs while simultaneously poising them for future activation (Bernstein et
al., 2006; Mikkelsen et al., 2007; Surani et al., 2007; Festuccia et al., 2017a). Intriguingly, as mentioned
in an earlier chapter, mammalian M113/M114 COMPASS-like complexes contain, besides their H3K4
methyltransferase activity, also Utx (Kdmé6a), a demethylase acting on H3K27me3. This could allow
the M1I3/M114 COMPASS-like complexes to methylate H3K4, while simultaneously demethylating
H3K27me3 (Herz et al., 2012; Meeks & Shilatifard, 2017). In agreement, Utx is not required for
proliferation or maintenance of ESCs but its loss affects differentiation (Morales Torres et al., 2013).
However, the effects of loss of Utx on differentiation was reported to be independent of its catalytic
activity and to be potentially compensated by the functions of two alternative demethylases, Uty and

Jmjd3 (Morales Torres et al., 2013).

7.2. Major signalling pathways in mouse embryonic stem cells

In the early days of mouse ESC research, ESCs were commonly cultured in the presence of calf
serum on a layer of so-called ‘feeder’ cells, represented nowadays by mitotically inactivated fibroblasts.
The coculturing with feeder cells allowed to maintain ESCs in a pluripotent state, often referred to as
ground state pluripotency. In 1988, the first pluripotency-mediating component of these cocultures was
identified and was found to be the cytokine LIF (leukaemia inhibitory factor) (Smith et al., 1988;
Williams et al., 1988). The presence of LIF was reported to inhibit differentiation of cultured mouse
ESCs and allowed, in combination with serum, the long-term culturing of mouse ESCs on gelatine-

coated dishes in the absence of any feeder cells. On a side note, LIF is primarily localized to the cell
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surface of feeder cells and not secreted, however mouse ESCs also recognized unbound LIF as used in

culturing medium (Rathjen et al., 1990).

Stat3 (signal transducer and activator of transcription 3) was subsequently identified as the main
effector of LIF-mediated self-renewal (Boeuf et al., 1997; Surani et al., 2007; Martello & Smith, 2014).
Binding of LIF to a bipartite receptor leads to the activation of JAKs (Janus-associated kinases), which
in turn activate Stat3 through phosphorylation events (Martello & Smith, 2014). Phosphorylation of
Stat3 enables its dimerization, its relocation to the nucleus and eventually gene activation of key
pluripotency transcription factors (Figure 48). Interestingly, the MEK/ERK (mitogen-activated protein
kinase ERK kinase/extracellular signal-related kinase) pathway, which also lies downstream of activated

JAKSs, is acting antagonistically to self-renewal (more details below) (Martello & Smith, 2014).

Mouse ESCs cultured in medium containing only LIF without serum spontaneously differentiate
mainly into neural precursors and neurons. The antagonistic effects of serum on neuronal specification
was found to depend on BMPs (bone morphogenetic proteins) (Ying et al., 2003; Martello & Smith,
2014). In combination with LIF, BMP can maintain the self-renewal capacities of mouse ESCs and
replace serum. Curiously, during embryonic development, pluripotential cells of the epiblast are not
exposed to LIF signalling (Martello & Smith, 2014). However, LIF-mediated self-renewal was reported
to be essential to maintain the epiblast cell population during diapause explaining the responsiveness of

cultured mouse ESCs to LIF (see also previous section) (Nichols et al., 2001).
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Figure 48: Simplest computationally predicted model based on experimental evidences of a possible
interaction network among key pluripotency transcription factors governing ground state pluripotency of
mouse embryonic stem cells. The three environmental inputs (LIF and two inhibitors, GSK3i and MEKi) present
in the culture medium are shown in dark grey nodes. Light grey nodes highlight differentiation-inducing factors
implicated in the exit from the ground state pluripotency. Red circle-headed lines reflect negative regulation, while
black arrows serve to indicate positive regulation. LIF, leukaemia inhibitory factor; GSK3i, GSK3 inhibitor;
MEKIi, MEK inhibitor. Adapted from Martello & Smith, 2014.
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In most cell types, MEK/ERK signalling is essential, yet, as mentioned earlier, in mouse ESCs
MEK/ERK activation is undesirable as it acts antagonistically to self-renewal (Martello & Smith, 2014).
The main activator of MEK/ERK is a common compound of ESC culture medium, Fgf4 (fibroblast
growth factor 4). Fgf4 binds to Fgfr2 (FGF receptor 2), which is expressed by mouse ESCs, leading to
MEK/ERK activation, which in turn counteract self-renewal by repressing pluripotency transcription
factors, especially Nanog expression, and by favouring differentiation (Figure 48) (Kunath et al., 2007;
Martello & Smith, 2014).

Beside MEK/ERK, GSK3 (glycogen synthase kinase-3) activities were further identified to
antagonise ESC self-renewal capacities mainly via the destabilization of B-catenin (Sato et al., 2004;
Martello & Smith, 2014). In ESCs, B-catenin is required to prevent the repressive effects of the DNA-
binding factor Tcf3 (transcription factor 3), which directly impedes expression of key pluripotency

factors (Figure 48) (Wu et al., 2012; Martello et al., 2012; Shy et al., 2013).

Combined utilisation of MEK/ERK and GSK3 inhibitors in mouse ESC cultures revealed to be
highly potent in sustaining self-renewal of ESCs (Sato et al., 2004; Ying et al., 2008; Martello & Smith,
2014). Medium containing LIF and the two small-molecule inhibitors PD0325901 and CHIR99021,
counteracting MEK/ERK and GSK3 signalling respectively, is frequently referred to as LIF+2i medium
(Martello & Smith, 2014; Navarro, 2018). Culturing of mouse ESCs in LIF+2i medium supports the
growth of a homogeneous, undifferentiated cell population. As indicated earlier, ESCs cultured in these
conditions are considered to be in ground state pluripotency, thereby displaying robust self-renewal and
resembling the naive epiblast of preimplantation embryos (Silva & Smith, 2008; Wray et al., 2010;
Martello & Smith, 2014; Boroviak et al., 2014; Navarro, 2018). In contrast to cultures of ESCs
maintained in LIF+2i medium or on feeder cells, mouse ESCs grown on gelatine-coated plates in
medium containing only LIF and serum, are morphologically more heterogeneous (more details below)

(Chambers et al., 2007; Wray et al., 2010; Martello & Smith, 2014; Navarro, 2018).

7.3. Pluripotency factors and interaction networks in mouse embryonic stem cells
7.3.1. Identification of Nanog as a pluripotency factor

A pluripotency factor is defined ‘as a gene product that directly and specifically supports the
maintenance of ESC identity’ (Martello & Smith, 2014). Several pluripotency factors were identified
through their specific expression in the early embryo and in mouse ESCs such as Nanog (Mitsui et al.,
2003; Surani et al., 2007; Silva et al., 2009; Martello & Smith, 2014). Additionally to its specific
expression profile, the inner cell mass of Nanog”~ embryos fails to produce an epiblast and instead results
in the generation of parietal endoderm-like cells (Mitsui et al., 2003; Silva et al., 2009). Nanog-null

mouse ESCs display reduced self-renewal efficiencies in culture without losing their pluripotency.
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Indeed, Nanog-null ESCs can contribute to all germ layers upon injection into blastocysts (Chambers et

al., 2007; Hastreiter et al., 2018).

Additional insights from ESCs allowed the description of an interconnected network of pluripotency
transcription factors governing the ESC state. The simplest version of a computationally predicted model
integrating experimental evidences of various cell culturing conditions with as little interactions as
possible amongst factors is shown in Figure 48 (Martello & Smith, 2014). Importantly some of the
connections are predicted and not experimentally validated such as the repression of Oct4 by Esrrb.
Also, some experimental evidences for functional links between these TFs are not represented by this

model (Martello & Smith, 2014).

7.3.2. The interaction network of the pluripotency transcription factors

The core activities of the pluripotency network are thought to be Oct4 and Sox2, with Oct4 (encoded
by the Pou5f1 gene) being the first identified in 1990 (Schéler et al., 1990; Okamoto et al., 1990; Avilion
et al., 2003; Elling et al., 2006; Martello & Smith, 2014). Deletion of Pou5f1 leads to loss of inner cell
mass pluripotency with differentiation being restricted to the extraembryonic trophoblast lineage
(Nichols et al., 1998). Sox2 physically interacts with Oct4 and together they bind to Oct/Sox elements,
which enables the positive regulation of gene expression such as Pou5f1 itself (Martello & Smith, 2014).

Interestingly, although essential, the expression of the core pluripotency TFs Oct4 and Sox2 is not
restricted to pre-implantation lineages, such as in the naive epiblast or mouse ESCs, but also found at
post-implantation stages (Surani et al., 2007; Martello & Smith, 2014). In contrast, expression of Nanog
is more restricted to cells in naive pluripotency, therefore Nanog is considered a naive-specific
pluripotency factor (more details in a later section) (Silva et al., 2009). Other transcription factors
specifically expressed in naive epiblast and mouse ESCs are Tfcp2l1, Esrrb, KlIf4, K1f2, Gbx2 and Tbx3.
Similar to Nanog, inactivation of the genes encoding these naive-specific pluripotency factors can be
tolerated by mouse ESCs, with the exception of inactivation of Esrrb, which greatly impairs self-renewal
(Martello & Smith, 2014). These findings highlight potential redundancy among pluripotency

transcription factors.

The expression of the naive-specific pluripotency factors Nanog, KIf2 and Esrrb was reported to be
directly repressed by Tcf3 and are consequently upregulated upon inhibition of GSK3 in LIF+2i medium
(Figure 48, page 145) (Martello & Smith, 2014). Interestingly, Nanog was found to autorepress itself
forming a negative feedback loop (Navarro et al., 2012). In contrast, LIF-mediated activation of Stat3
induces the transcription of naive-specific pluripotency TFs, such as KIf4 and the abundant Tfcp2l1
transcription factor (Figure 48, page 145). Indeed, Tfcp2l1 was suggested to be the central player of
LIF-mediated self-renewal (Ye et al., 2013; Martello et al., 2013; Martello & Smith, 2014). Tfcp2/1 also
represents a target of Tcf3, thus LIF signalling and inhibition of GSK3 converge on regulating Tfcp2I1
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levels (Figure 48, page 145) (Martello et al.,, 2013; Ye et al., 2013; Martello & Smith, 2014).
Intriguingly, expression of the core pluripotency TFs Oct4 and Sox2 are not directly regulated by either
2i or LIF (Figure 48, page 145) (Martello & Smith, 2014).

7.3.3. Variable expression of naive-specific pluripotency factors and mouse embryonic stem

cell differentiation potential

In the absence of 2i, mouse ESCs display highly variable expression levels of Nanog and other
naive-specific pluripotency TFs, while levels of the core pluripotency TFs, such as Oct4, largely remain
constant (Figure 49) (Martello & Smith, 2014; Navarro, 2018). These fluctuations of levels of naive-
specific pluripotency TFs were associated with the stochastic differentiation potential observed in mouse
ESCs grown in LIF and serum (Figure 49) (Chambers et al., 2007; Kalmar et al., 2009; Wray et al.,
2010; Martello & Smith, 2014). For example, mouse ESCs with reduced levels of Nanog in FCS + LIF
medium were suggested to be inclined to differentiate and to express a variety of differentiation markers
at low levels (Filipczyk et al., 2013; Abranches et al., 2014; Navarro, 2018). Therefore, cultures of ESCs
in FCS + LIF medium consist of a heterogenous population of cells with some cells maintaining high
levels of naive-specific pluripotency TFs, such as Nanog, while others transiently display reduced levels

of naive-specific TFs thereby seemingly being more sensitive for differentiation.

FCS+LIF

2i+LIF
=9

Figure 49: Morphological characteristics and
differences in Nanog expression of mouse
embryonic stem cells cultured in LIF and serum
or 2i and LIF medium. Top shows bright-field
microscopy images of mouse ESC colonies
cultured either in medium containing serum (FCS)
and LIF (left) or 2i and LIF (right). Bottom shows
immunofluorescent staining of Oct4 (red) and
Nanog (green). LIF, leukaemia inhibitory factor.
Scale bars indicate 30 um. From Navarro, 2018.

Fluctuations of naive-specific pluripotency factors were reported to be caused by their
downregulation through the Fgf4 and MEK/ERK pathway (Silva et al., 2009; Lanner & Rossant, 2010).
Tcf3 represents an additional potent intrinsic negative regulator, which could also be at the root of the

observed fluctuations of naive-specific TFs (Martello & Smith, 2014). The downregulated naive-
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specific pluripotency TFs can spontaneously regain expression, which led to the notion of metastability
or dynamic equilibrium of pluripotency (Hayashi et al., 2008; Silva & Smith, 2008). These notions
suggest that the heterogeneity of mouse ESCs grown in FCS + LIF medium could reflect transient cell
states induced through responses to incoherent external inputs (Smith, 2013; Kalkan & Smith, 2014).
On the other hand, the autorepression of Nanog, mentioned earlier, was suggested to be sufficient in
establishing a heterogenous population of cells with fluctuating Nanog expression levels (Navarro et al.,

2012).

Pluripotency in FCS + LIF medium was also described as being a precarious balance in which naive-
specific pluripotency TFs and rivalling lineage specifiers continually compete against each other (Loh
& Lim, 2011). In contrast, in medium containing 2i, mouse ESCs represent a rather homogenous
population with every cell presenting detectable levels of the naive-specific pluripotency TFs (Nanog
levels shown in Figure 49) (Wray et al., 2010; Martello & Smith, 2014). Also, ESCs exposed to 2i
display reduced to undetectable levels of most lineage markers in contrary to ESCs grown in LIF +

serum medium (Marks et al., 2012).

The maintenance of a homogenous population of ESCs with high levels of naive-specific TFs in
medium containing 2i was reported to be enabled through two main mechanisms (Hastreiter et al., 2018;
Navarro, 2018). First, 2i culturing condition induce the expression of naive-specific pluripotency
transcription factors, such as Nanog, Tfcp2l1 and Esrrb. For example, a recent study indicates that cells
expressing low levels of Nanog in LIF and serum conditions can increase transcription of Nanog almost
immediately following 2i addition to the medium (Hastreiter et al., 2018; Navarro, 2018). Second,
differentiating cells or cells expressing Nanog at low levels display a selective growth disadvantage in
2i conditions and are generally eliminated through increased cell death rates (Hastreiter et al., 2018;

Navarro, 2018).

7.3.4. Exit from ground state pluripotency and early differentiation of mouse embryonic

stem cells

Mouse ESCs are believed to exit self-renewal before lineage commitment and differentiation by
first loosing expression of naive-specific factors, such as Nanog, Tfcp2l1 and Esrrb, (mentioned above)
(Martello & Smith, 2014). Subsequently, expression of lineage-specification markers is thought to be
induced, leading eventually to loss of the expression of the core pluripotency regulators (Oct4 and Sox2)
(Martello & Smith, 2014). For example, overexpression of several lineage-specific transcription factors,
such as Gata4 and Gata6, in mouse ESCs cultured in LIF and serum conditions were found to cause a
loss of self-renewal and to induce differentiation (Shimosato et al., 2007). During differentiation, the

Gl-phase of the cell cycle extends and chromatin structures become more compact, forming
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heterochromatic domains and limiting overall transcription (Aoto et al., 2006; Meshorer & Misteli,

2006; Festuccia et al., 2017a).

The continued expression of the core pluripotency regulators during the early differentiation
processes of cultured mouse ESCs, when expression of naive-specific pluripotency factors is lost and
ESCs enter a primed state of pluripotency (epiblast-like stem cells), is consisted with the expression of
these factors in the post-implantation epiblast of mouse embryos (Thomson et al., 2011; Trott &
Martinez Arias, 2013; Martello & Smith, 2014). Entry of mouse ESCs into differentiation is believed to
be a continuous transition. However, until a given transition point, at which the ESC identity is
permanently lost, the initial exit from ground state pluripotency was found to be reversible (Kalkan &

Smith, 2014).

7.4. Roles of chromatin modifying complexes in mouse embryonic stem cells

Several evidences link the pluripotency network and its signalling with chromatin modifying
complexes, which have diverse roles in mouse ESC derivation and maintenance (Surani et al., 2007;
Festuccia et al., 2017a). Self-renewal and survival of mouse ESCs were found to be especially sensitive
to the loss of chromatin modifying complexes linked to active transcription and open chromatin, such
as the TIP60 complex, Setdla-containing COMPASS complex, Brgl-containing esBAF (embryonic
stem cell-specific BAF) complex and INO80, while repressive chromatin modifiers seem to play inferior
roles with the exception of Setdb1 (summarized in Table 5, page 154) (Surani et al., 2007; Festuccia et
al., 2017a).

7.4.1. Role of histone methyltransferases in mouse embryonic stem cells

Mouse ESCs cannot be derived from blastocysts with inactivation of Setdla, a catalytic subunit of
the mammalian COMPASS complex responsible for H3K4me3 (see also chapter 3.2.2. Histone
modifying complexes) (Bledau et al., 2014; Fang et al., 2016). Further, inducible deletion of Setd1a was
reported to affect self-renewal and proliferation of mouse ESCs and to lead to transcriptional
misregulation of especially Oct4 regulated genes (Bledau et al., 2014; Fang et al., 2016). Further, Setd1a
was suggested to directly interact with Oct4 suggesting that Setdla is a coactivator of Oct4 (Fang et al.,
2016).

In contrast, loss of M2, another catalytic subunit of mammalian COMPASS-like complexes, was
found to lead to only few changes in gene expression in mouse ESCs. In agreement, defects in MII27-
embryos appeared at later stages in embryonic development with growth retardation from E6.5 and
lethality observed by E10.5 (Glaser et al., 2006; Glaser et al., 2009). Similarly, M3 and Mll4, which

are responsible for the deposition of H3K4mel at enhancers, were found to be dispensable for ESC

150



maintenance (Wang et al., 2016). Overall, Setd1a was suggested to be the major H3K4 methyltransferase
in mouse ESCs (Bledau et al., 2014).

7.4.2. Role of chromatin remodellers in mouse embryonic stem cells

In agreement with the general open chromatin landscape observed in mouse ESCs, several
chromatin remodelling complexes involved in nucleosome sliding or removal were found to be
important for ESC physiology. For example, a cell type-specific version of the SWI/SNF remodeller
BAF was described for mouse ESCs, esBAF with Brgl as its ATPase subunit (Ho et al., 2009b; Kadoch
& Crabtree, 2015). Brgl is required for early mouse development as its loss leads to lethality at the peri-
implantation stage and impairs growth of the inner cell mass (Bultman et al., 2000; Alfert et al., 2019).
In cultured mouse ESCs, loss of Brgl impairs the self-renewal capacities and reduces expression of
pluripotency transcription factors including Oct4, Sox2 and Nanog (Ho et al., 2009b; Kidder et al.,
2009). Brgl was further found to colocalise with these three pluripotency TFs, suggesting that esBAF
represents a component of the pluripotency network (Kidder et al., 2009; Ho et al., 2009a). An additional
remodeller, which was found to be essential for self-renewal and proliferation of mouse ESCs, is the
INO8O complex (Wang et al., 2014). Depletion of INO80 was reported to lead to reduced expression of
pluripotency TFs such as Oct4, Sox2 and Nanog and to strongly impaired blastocysts growth (Wang et
al., 2014).

7.4.3. Role of histone acetyltransferase-containing complexes in mouse embryonic stem cells

Several subunits of the TIP60 complex were further identified in a sSiIRNA-based screen as important
factors for proliferation and self-renewal of mouse ESCs (Fazzio et al., 2008). In agreement, loss of the
catalytic HAT subunit of the TIP60 complex and TRRAP caused embryonic lethality before
implantation and cell death within blastocysts outgrowth (Herceg et al., 2001; Hu et al., 2009b).

Recently, a CRISPR-Cas9 loss-of-function genetic screen identified subunits of the SAGA complex
as epigenetic regulators of the mouse ESC state (Seruggia et al., 2019). Two SAGA-specific subunits,
Taf51 and Taf6l, were suggested to be required for self-renewal and proliferation of mouse ESCs by
regulating c-Myc and Oct4 responsive genes (Seruggia et al., 2019). H3K9ac deposition and recruitment
of c-Myc were proposed to be the molecular mechanisms by which Taf51 and Taf6l regulate gene
expression in mouse ESCs (Seruggia et al., 2019). In contrast, the acetyltransferase subunit of SAGA
GenS was found to be especially required during differentiation of mouse ESCs in embryonic body
formation assays and not for self-renewal of mouse ESCs, which is in agreement with its essentiality at
post-implantation stages of mouse embryonic development (Xu et al., 2000; Yamauchi et al., 2000;
Wang et al., 2018a). Although, GenS was reported to colocalize at genomic elements with Myc and TFs

of the E2f family involved in the regulation of cell cycle-related genes, Gen5-null mouse ESCs did not
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display defects in morphology or growth comparable to inactivation of either E2f4 or Myc (Lin et al.,
2007; Smith et al., 2010; Varlakhanova et al., 2010; Hirsch et al., 2015; Scognamiglio et al., 2016; Hsu
et al., 2019a). In contradiction with these findings however, chemical inhibition of Gen5 suggested that
loss of the enzymatic activity of GenS affects self-renewal capacities and destabilizes the pluripotency

networks of mouse ESCs (Moris et al., 2018).

Additionally, the histone acetyltransferase Mof (Kat8) was found to be required for blastocyst
development and for mouse ESC self-renewal and proliferation (Gupta et al., 2008; Thomas et al., 2008;
Liet al., 2012b). Mof is part of the MSL and NSL complexes and especially responsible for histone H4
lysine 16 acetylation (Smith et al., 2005; Li et al., 2009; Cai et al., 2010). Mof was further suggested to
be a key component of the pluripotency network by acting upstream of Nanog especially through the

MSL complex (Li et al., 2012b; Ravens et al., 2014).

7.4.4. Roles of chromatin modifying factors involved in heterochromatin formation in mouse

embryonic stem cells

Loss of factors involved in the formation of heterochromatic domains are in general associated with
milder effects on self-renewal and growth of mouse ESCs with the exception of the catalytic subunit of
PRC1, required for H2ZAK119ub, and Setdb1, required for H3K9me2 and H3K9me3 (Surani et al., 2007
Festuccia et al., 2017a). For example, individual loss of several PRC2 subunits, the complex responsible
for H3K27me3 at facultative heterochromatin, did not cause overt differentiation of mouse ESCs
(Montgomery et al., 2005; Chamberlain et al., 2008; Shen et al., 2008). In contrast, loss of the
ubiquitinylation enzymes of PRC1 was found to cause differentiation and impaired cell viability of

mouse ESCs (Leeb & Wutz, 2007; Endoh et al., 2008; van der Stoop et al., 2008).

Inactivation of G9a, GLP and Suv39h1/ Suv39h2, representing methyltransferases acting on H3K9,
did not impair survival of mouse ESCs, in line with post-implantation phenotypes in the respective
mutant mouse embryos (Peters et al., 2001; Tachibana et al., 2002; Lehnertz et al., 2003; Tachibana et
al., 2005; Festuccia et al., 2017a). Also, simultaneous impairment of several complexes involved in
heterochromatin formation was reported to have little effect on the self-renewal capacities of mouse
ESCs (Walter et al., 2016; Festuccia et al., 2017a). For example, triple inactivation of Suv39h1, Suv39h2
and a subunit of PRC2 leads to a global reduction of H3K27me3 (facultative heterochromatin) and
H3K9me3 (constitutive heterochromatin) but ESCs were viable, although they displayed reduced
proliferation rates (Walter et al., 2016).

In stark contrast, mouse ESCs cannot be generated from Setdbl” blastocysts (Dodge et al., 2004).
Further, inducible depletion or knockdown of Setdbl in mouse ESCs impedes viability and
differentiation (Yuan et al., 2009; Matsui et al., 2010; Karimi et al., 2011). This extreme phenotype of
loss of Setdbl in contrast to the other H3K9 methyltransferases seems astonishing as Setdb1 is thought
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to only di- and trimethylate H3K9 and to be dependent on the actions of G9a and GLP for initial
monomethylation of H3K9, which might suggest methyltransferase-independent functions of Setdbl in
mouse ESCs (Bannister & Kouzarides, 2011; Janssen et al., 2018).

7.4.5. Confounding effects in the analysis of multisubunit protein complexes

Detailed comparison of phenotypes and effects between subunits of a given chromatin modifier is
frequently problematic due to several reasons. For instance, loss of different subunits of a specific
complex might have variable consequences on the structure and consequently on the function of this
complex. Varying effects of loss of different subunits on multimeric complex organization were
comprehensively described for the yeast SAGA complex or mammalian Mediator complex (Lee et al.,
2011; El Khattabi et al., 2019). Additionally, as mentioned earlier, some proteins are shared among
different chromatin modifying complexes such as the Trrap subunit shared between the SAGA and
TIP60 complexes or Wdr5 shared between ATAC, NSL, COMPASS and COMPASS-like complexes.
For example, depletion of Wdr5 was reported to affect self-renewal through reduced expression of
pluripotency transcription factors including Nanog, Sox2 and Esrrb (Ang et al., 2011). Wdr5 was further
found to colocalize with Oct4, which was suggesting to reflect overlapping functions between these two
factors (Ang et al., 2011). Due to similarities with phenotypes observed upon loss of Setdla, Wdr5 loss
was suggested to reflect defects of the COMPASS complex (Ang et al., 2011; Fang et al., 2016).
However, effects on the ATAC, NSL or COMPASS-like complexes cannot be ruled out (Bledau et al.,
2014). Similarly, phenotypes caused by the loss of Trrap are thought to mainly reflect inactivation of
the TIP60 complex as its catalytic subunit Tip60, but not Gen5 show comparable effects (Lin et al.,
2007; Fazzio et al., 2008).

As mouse ESCs can be maintained in various culture conditions affecting their properties,
comparison of phenotypes between studies is often complicated (Festuccia et al., 2017a). For instance,
mouse ESCs grown in LIF+2i medium display very different chromatin environments and dependencies
on pluripotency transcription factors. As such, culture conditions with 2i enhance mouse ESC self-
renewal capacities and lead to epigenetic changes such as the erasure of DNA methylation and loss of
H3K9me3 and H3K27me2 (Walter et al., 2016; Festuccia et al., 2017a). How culturing conditions
modify the phenotypes observed in mouse ESCs is best highlighted by the following recent observation.
Self-renewal in LIF+2i medium seems to be partially independent of Nanog as demonstrated by the fact
that Nanog-deficient ESCs can maintain self-renewal in 2i conditions (Chambers et al., 2007; Martello
& Smith, 2014; Hastreiter et al., 2018). Curiously however, the addition of serum to the LIF+2i medium
was found to dramatically impair this Nanog-independent self-renewal capacity (Hastreiter et al., 2018;

Navarro, 2018).
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Considering the above described difficulties, Table 5 presents a highly simplified summary of
phenotypes, which were reported upon perturbation of chromatin modifying complexes involved in

heterochromatin or euchromatin states in mouse ESCs.

Table 5: The importance of several chromatin modifying complexes in mouse embryonic stem cell self-
renewal and survival. Simplified description of the effects of loss of functions of chromatin modifying complexes
on self-renewal and cell survival with corresponding references. Shown are chromatin modifying complexes,
involved in either gene repression and heterochromatin formation or active gene transcription. n.d., not
determined. Based on Surani et al., 2007 and Festuccia et al. 2017a.

Self-renewal Cell survival References

involved in gene repression and heterochromatin formation

Montgomery et al., 2005; Chamberlain

PRC2 unaffected viable

et al., 2008; Shen et al., 2008

Leeb & Wutz, 2007; van der Stoop et
PRC1 impaired impaired

al., 2008; Endoh et al., 2008
G9a n.d. viable Tachibana et al., 2002
GLP n.d. viable Tachibana et al., 2005

Dodge et al., 2004; Yuan et al., 2009;
Setdb1 impaired not viable

Matsui et al., 2010; Karimi et al., 2011

Peters et al., 2001; Lehnertz et al.,
Suv39h1/Suv39h2 n.d. viable

2003
involved in active gene transcription and euchromatin
COMPASS impaired not viable Bledau et al., 2014; Fang et al., 2016

Glaser et al., 2006; Glaser et al., 2009;
COMPASS-like unaffected impaired

Wang et al., 2016

Bultman et al., 2000; Ho et al., 2009a;
esBAF impaired not viable

Ho et al., 2009b; Kidder et al., 2009
INOS80 impaired not viable Wang et al., 2014

Herceg et al., 2001; Fazzio et al., 2008;
TIP60 impaired not viable

Hu et al., 2009b
SAGA impaired impaired Seruggia et al., 2019
MSL/NSL impaired impaired Li et al., 2012b; Ravens et al., 2014
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7.4.6. Catalytic-independent functions of chromatin modifying complexes in mouse

embryonic stem cells

As chromatin modifying complexes were identified based on their enzymatic subunits, they are in
general assumed to impact transcription through their chromatin modifying activities. However, recent
studies in mouse ESCs indicate that the chromatin modifying complexes TIP60 and MII3/Mll4
COMPASS-like complexes function in manners independent of their histone modifying activities

(Dorighi et al., 2017; Acharya et al., 2017; Rickels et al., 2017).

As described earlier, loss or depletion of the Tip60 acetyltransferase impairs mouse ESC self-
renewal and proliferation, in agreement with pre-implantation defects observed for Tip60-null mouse
embryos (Fazzio et al., 2008; Hu et al., 2009b). In contrast, amino acid substitutions destroying the
catalytic site of Tip60, were recently found to have a minimal impact on ESC self-renewal and caused
only post-implantation defects during mouse embryo development (Acharya et al., 2017). Similarly,
depletion of Ep400, the ATPase remodelling subunit of the TIP60 complex, dramatically altered the
self-renewal capacities of mouse ESCs, while catalytic dead Ep400 had minimal effects (Acharya et al.,
2017). These drastic functional differences between depletion of the entire protein or catalytic
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Figure 50: Catalytic-independent functions of the chromatin modifying complexes TIP60 and MI113/Mll4
COMPASS-like complexes in mouse embryonic stem cells. A. Heatmap showing log2 fold changes of genes
differentially expressed in mouse embryonic stem cells with either 7ip60 knock-down (7ip60 KD), catalytically
inactive Tip60 (7ip60°"*"), hypomorphic Ep400 (Ep400™™) or catalytically inactive Ep400 (Ep400°"°"). Adapted
from Acharya et al., 2017. B. Heatmap showing RNA polymerase II (Pol II) ChIP-seq signals at enhancers of
wildtype (WT) mouse ESCs compared to cell lines with double knockout of M//3 and MIl4 (dKO) or catalytic
dead MI13 and MIl4 (dCD). The heatmaps are sorted based on signal from MII3/Ml114 ChIP-seq from top, high
MI13/M114 binding, to bottom, low M113/M114 binding. Adapted from Dorighi et al., 2017.
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inactivation of Tip60 or Ep400 were further apparent on mRNA expression levels (Figure 50A)
(Acharya et al., 2017). Depletion of Tip60 and Ep400 caused the significant misregulation of thousands
or hundreds of genes, respectively, while loss of their catalytic activity caused only minor (25 genes) or
no significant effects on mRNA levels, respectively. In contrast, analysis of the differentiation potential
of mouse ESCs lacking the catalytic activity of Tip60 showed that its acetyltransferase activity seems
important to ensure proper establishment of mesoderm and endoderm lineages (Acharya et al., 2017).
Overall, these results led the authors to conclude that Tip60 acts in a catalytic-independent manner to
ensure mouse ESC self-renewal and proliferation, while its acetyltransferase activity is required for

proper differentiation (Acharya et al., 2017).

Likewise, combined loss of the catalytic activities of M3 and MIl4, enzymes of the COMPASS-
like complexes responsible especially for H3K4mel at enhancers, was found to cause much milder
effects compared to combined inactivation of MI/3 and MIl4 (Figure 50B) (Dorighi et al., 2017).
Combined catalytic inactivation by point mutations in the respective SET domains of MII3 and Mll4
caused a major reduction of H3K4mel levels comparable to that observed in MII3 and MIl4 double
knockout (KO) cell lines (Dorighi et al., 2017). However, RNA polymerase II (Pol II) recruitment and
transcription in mouse ESCs with catalytic dead MII3 and MII4 were largely unchanged compared to
wildtype cells, in stark contrast to double M!/3 and MIl4 KO cell lines (Figure 50B) (Dorighi et al.,
2017). These findings led the authors to suggest that H3K4 methylation at enhancers has only limited
importance for the functions of M113/Mll4-containing COMPASS-like complexes (Dorighi et al., 2017).

These results are largely in agreement with another study in which the entire catalytic SET domain
from both, Ml113 and M114, was deleted (Rickels et al., 2017). Interestingly, alkaline phosphatase staining
of mouse ESCs was generally unaffected upon deletion of the M113 and Mll4 SET domains, in contrast
to previously reported double M//3 and MI/4 KO cell lines (Wang et al., 2016; Rickels et al., 2017).
Alkaline phosphatase staining is commonly used to assess self-renewal capacities of mouse ESCs, as
the intensity of staining correlates with the level of pluripotency such that undifferentiated ESCs show
the strongest staining. Although combined inactivation of MII3 and MIl4 was found to cause loss of
alkaline phosphatase staining, this was reported to be based on the reduced expression of Alp/, the gene
encoding alkaline phosphatase, instead of reflecting reduced self-renewal capacities as neither

proliferation nor expression levels of pluripotency factors were affected (Wang et al., 2016).

Finally, a recent report suggests that H3K27ac, a histone modification frequently associated with
active enhancers, is also dispensable for Pol II transcription in mouse ESCs (Zhang et al., 2020). These
findings together highlight the missing understanding in how chromatin modifications and their

effectors regulate Pol II transcription.
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Overall, mouse ESCs represent an unique cellular model as they are rapidly dividing and have the
potential to self-renew endlessly in culture (Martello & Smith, 2014). Importantly, they have euploid
karyotypes without gross genomic alterations and are permissive to genetic manipulations (Evans, 2011;
Martello & Smith, 2014). Additionally, they can be differentiated in culture into various cell types

facilitating the analysis of very diverse developmental processes (Martello & Smith, 2014).
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Aims

Regulation of gene expression is an essential requirement to allow cells to properly maintain their
cell identity and to respond to external cues, such as during differentiation and development. Coactivator
complexes represent key components involved in regulating RNA polymerase II (Pol II) transcription
by serving as connections between stimulus-induced, DNA-bound transcription factors (TFs) and the
basal transcription machinery. Coactivators frequently possess chromatin modifying activities, which
are thought to allow them to increase DNA accessibility and thereby facilitate the assembly of the

transcription preinitiation complex (PIC) at gene promoters.

The importance and functions of these highly dynamic, multiprotein complexes and their chromatin
modifying activities in Pol II transcription is however still poorly understood, as recently highlighted
through two intriguing observations. First, the chromatin modifying functions of two transcriptional
coactivator complexes were reported to not be their most crucial function in regulating Pol II
transcription in mouse embryonic stem cells (ESCs) (Dorighi et al., 2017; Acharya et al., 2017; Rickels
et al., 2017). Second, studies from my host laboratory indicated that the coactivator SAGA acts as a
general cofactor for Pol II transcription required for the expression of all actively transcribed genes in
budding yeast, unlike its previously assumed specific functions (Bonnet et al., 2014; Baptista et al.,

2017).

SAGA represents an evolutionarily highly conserved coactivator, which contains two histone
modifying enzymes, a histone H2B deubiquitylase (DUB) and a histone acetyltransferase (HAT), and
possesses a TBP-loading function. Several subunits of SAGA are however shared with other complexes
(Helmlinger & Tora, 2017). In metazoans, a HAT module with the enzymatic subunits GenS or Pcaf'is
found in both, SAGA and ATAC. Also, two subunits of the DUB module of SAGA are shared with
SAGA-independent DUBs and its TRRAP subunit, which interacts with several TFs, is shared with the
TIP60 complex.

Based on this prior knowledge, the aims of my PhD thesis were to...

...explore the role of the SAGA coactivator for global Pol II transcription in mammalian cells.

b. ...revealif, due to their shared HAT module, the SAGA and ATAC coactivators have redundant
functions in ensuring Pol II transcription.
...uncover the importance of the HAT activities of SAGA and ATAC in Pol II transcription.

d. ...explore the role of the TBP-loading function of SAGA in Pol II transcription.

e. ...understand the importance of functions of SAGA and ATAC for mouse ESC proliferation
and self-renewal.

f. ...reveal the importance of the TRRAP subunit, shared by the SAGA and TIP60 coactivators,
for Pol II transcription in human cells.
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Results



Results

1. HAT-independent functions of the SAGA and ATAC coactivator complexes in
RNA polymerase II transcription.

Regulation of RNA polymerase II (Pol II) transcription is generally thought to involve the specific
recruitment of transcription coactivator complexes to gene promoters through the recognition of gene-
specific, DNA-binding transcription factors. Coactivator complexes consequently are believed to
facilitate formation of the preinitiation complex (PIC) at gene promoters by allowing access to the
chromatinized promoter DNA. In general, coactivators are thought to enable access to DNA through
modifying histone tails or by remodelling nucleosomes. In agreement with recruitment through specific
DNA-recognizing transcription factors, coactivators were frequently found to influence only a limited

set of genes in yeast and mammalian cells.

Recent findings however revealed that the SAGA coactivator acts on all actively transcribed genes
in yeast, in contrast to its previously assumed gene-specific functions (Bonnet et al., 2014; Baptista et
al., 2017; Donczew et al., 2020). The usage of improved technics, such as newly synthesized RNA
analysis, allowed to reveal that SAGA binds at the vast majority of active genes, modifies histone
residues at most genes and acts as a general cofactor for Pol II transcription in yeast. As SAGA is
evolutionary conserved from yeast to humans, the question arose if SAGA acts as a general cofactor for

Pol II transcription also in mammalian cells.

SAGA possess two histone modifying activities, a histone acetyltransferase (HAT) and a
deubiquitylase (DUB), and is involved in depositing TBP, the factor nucleating PIC formation, at gene
promoters. In mammalian cells, subunits of the HAT module of SAGA are shared with another
coactivator complex, ATAC. Besides subunits of the HAT module, SAGA and ATAC are composed of
distinct subunits. Although little is known about ATAC, its HAT function is generally believed to be

the only activity with which it regulates Pol II transcription.

Interestingly, depletion of a shared subunit of the SAGA and ATAC HAT modules was found to
lead to genome-wide reduction of acetylation of H3K9 in human cells (Bonnet et al., 2014). This finding
suggested that SAGA and ATAC might act on all actively transcribed genes in mammalian cells. In
contrast, other studies in human cells indicated that SAGA and ATAC act on specific genes and only

overlap at few genes (Nagy et al., 2010; Krebs et al., 2011).

Based on these earlier findings and to address aim a) and aim b) about understanding the roles of
SAGA and ATAC for Pol II transcription in mammalian cells including potential redundant functions,
we individually inactivated subunits of SAGA and ATAC, which are thought to be crucial for complex
integrity, in mouse ESCs using CRISPR-Cas9. To more specifically assess potential redundant functions

of SAGA and ATAC and to reveal the importance of functions of their shared HAT modules (aim b)
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and aim c)), we generated double mutant cell lines in which both, an ATAC and a SAGA core subunit,
were targeted for inactivation as well as cell lines with inactivation of genes encoding subunits of the
HAT modules. We especially focused on the functions of the shared HAT module, as this shared activity
might explain potential overlapping or redundant functions of SAGA and ATAC. To identify in an
unbiased way the genes affected upon inactivation of SAGA or ATAC and to identify potential
overlapping function of SAGA and ATAC, we assessed newly synthesized RNA levels on a genome-

wide level in the above described mutant cell lines.

Further, to answer aim e) on the importance and functions of SAGA and ATAC for self-renewal
and proliferation of mouse ESCs, we assessed our mutant mouse ESC lines for their growth potential

and self-renewal capacities.

Among the different results obtained, we found that SAGA and ATAC are required for self-renewal
and proliferation of mouse ESCs. Also, we found that SAGA and ATAC seem to significantly affect
distinct Pol II-transcribed genes. We could observe however a mild but general downward shift of Pol
II transcription upon inactivation of structural subunits of SAGA and ATAC, which might suggest a
genome-wide function of these two coactivator complexes. We also found that the impact on mouse
ESC physiology and Pol II transcription was independent of the HAT functions of SAGA and ATAC,
suggesting that SAGA and ATAC possess other important functions.

Overall, we found that SAGA and ATAC are involved in maintaining the self-renewal capacities of
mouse ESCs by regulating distinct genes in a way which is mainly independent of their shared HAT
modules. The finding of a largely HAT-independent function of SAGA and ATAC in Pol Il transcription
and mouse ESC physiology is in agreement with recent reports suggesting that the chromatin modifying
function of two other coactivator complexes may not be their most crucial function (Dorighi et al., 2017;

Acharya et al., 2017; Rickels et al., 2017).

The following manuscript represents a preliminary manuscript of these results.
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Summary

Acetylation of chromatin at actively transcribed genes is thought to stimulate transcription. The
requirement of the related histone acetyltransferase (HAT) complexes SAGA and ATAC for RNA
polymerase Il transcription is however not well understood. We generated a series of mouse
embryonic stem cell (ESC) lines in which SAGA or ATAC subunits were inactivated and/or depleted.
We show that the SAGA subunit Supt7l or the ATAC subunits Yeats2 and Zzz3 are required for
complex assembly, cell growth, and mouse ESC self-renewal. Additionally, ATAC, but not SAGA
subunits are required for ESC viability by regulating the transcription of translation-related genes.
Surprisingly, depletion of a shared or specific HAT module subunits caused a global decrease in
histone H3K9 acetylation, but did not result in significant phenotypic or transcriptional defects. Thus,
our results indicate that SAGA and ATAC are differentially required for viability and self-renewal of
mouse ESCs by regulating transcription through different pathways, but in a HAT-independent

manner.

Keywords

Mouse embryonic stem cells, coactivator complexes, SAGA, ATAC, Pol Il transcription, 4sU labelling,

newly synthesized RNA, histone acetyltransferase, HAT-independent function.



Introduction

Mouse embryonic stem cells (ESCs) are derived from the inner cell mass of blastocysts and present
unique cellular characteristics (Evans and Kaufman, 1981; Martello and Smith, 2014; Martin, 1981).
They can self-renew seemingly endlessly and, based on their pluripotency, can differentiate into
most cell lineages. Mouse ESCs further possess high proliferation rates with a shortened G1 cell cycle
phase, compared to somatic cells (Festuccia et al., 2017). The molecular mechanism underlying the
self-renewal and pluripotency capacities of mouse ESCs are dpendent on key pluripotency
transcription factors (TFs). This includes core pluripotency TFs such as Oct4 (encoded by Pou5f1) and
Sox2 and other naive-specific pluripotency TFs, which are more responsive to environmental cues,
such as Nanog, Tfcp2l1, KIf4 and Esrrb (Martello and Smith, 2014; Young, 2011). Several recent
findings indicate that the physiology of mouse ESCs is also dependent on several histone modifying
complexes (Acharya et al., 2017; Festuccia et al., 2017; Li et al., 2012; Seruggia et al., 2019; Young,
2011).

Transcriptional coactivator complexes are involved in regulating RNA polymerase Il (Pol Il)
transcription in vivo by modulating the chromatin environment and thereby enabling the access of
the transcription machinery to the template DNA (Kouzarides, 2007; Li et al., 2007; Young, 2011).
Coactivators contain enzymatic activities to either deposit/remove post-translational modifications
of histone proteins, or to mobilize core nucleosomes through ATP-dependent remodelling functions.
Through their actions on chromatin, coactivators are thought to be crucial for the assembly at gene
promoters of the preinitiation complex, composed of Pol Il and six general transcription factors.
Preinitiation complex formation is nucleated by the binding of the TFIID complex, containing the
TATA-box binding protein (TBP) and TBP-associated factors (TAFs) (Sainsbury et al., 2012; Thomas
and Chiang, 2006).

The transcriptional coactivator complex SAGA (Spt-Ada-Gcn5 acetyltransferase) is highly
conserved throughout evolution and contains two histone modifying enzymes, a histone
acetyltransferase (HAT) and a histone H2B deubiquitylase (DUB) (Grant et al., 1997; Helmlinger and
Tora, 2017; Henry et al., 2003; Weake and Workman, 2012). Recent cryo-electron microscopy studies
revealed that the yeast SAGA complex is organized in four structural and functional modules
(Helmlinger et al., 2020; Papai et al., 2020; Wang et al., 2020). The core module of SAGA, located at
the center of the complex contains a histone octamer-like structure composed by the assembly of
histone fold (HF) domain heterodimers. Seven SAGA subunits form four HF heterodimers, namely
Taf6-Taf9, Taf10-Spt7, Taf12-Adal and two HF domains of Spt3. The octamer-like structure, located

at the periphery of the core module was shown to bind TBP and was proposed to be important for



TBP delivery at promoters (Papai et al., 2020). The rest of the core module, made of Spt20, Taf5 and
other domains of HF-containing subunits, connects the octamer-like with the two enzymatic modules
and the activator-binding module composed of the single large Tral subunit. In Saccharomyces
cerevisiae, the SAGA complex cannot assemble in the absence of the core subunits Spt20, Spt7 or
Adal, suggesting that most SAGA functions are lost when these critical structural subunits are
missing (Han et al., 2014; Lee et al., 2011; Sterner et al., 1999; Wu and Winston, 2002). The role of
other core subunits in the assembly of SAGA could not be studied as Taf5, Taf6, Taf9, Taf10 and Taf12
are also components of the essential TFIID complex. In metazoan, Taf5l and Taf6l, two paralogs of
Taf5 and Taf6, are exclusive components of SAGA, whereas Taf5 and Taf6 are specifically
incorporated within TFIID. Recently, Taf5| and Taf6l were identified as epigenetic regulators required
for maintenance of mouse ESC state, although their role on SAGA complex integrity has not been
determined (Seruggia et al., 2019). In mammals, two paralogous acetyltransferases Gen5 (Kat2a) or
Pcaf (Kat2b) associate in a mutually exclusive manner with three adaptor proteins, Sgf29, Tada3 and
Tada2b to form the SAGA HAT module (Nagy et al., 2009; Yang et al., 1996). Interaction with the
three adaptor proteins was shown to increase Gen5 activity and to define its substrate specificity

(Balasubramanian et al., 2002).

The functional roles of SAGA in Pol Il transcription have been extensively studied with recent
findings indicating that SAGA acts as a general cofactor for Pol Il transcription in yeast (Baptista et al.,
2017; Bonnet et al., 2014; Donczew et al., 2020). This major importance of SAGA for Pol Il
transcription in yeast was only apparent when analyzing newly synthesized RNA levels, while total
RNA levels showed few changes. In mammalian cells, subunits of SAGA have been linked to the
regulation of transcription induction following specific stress responses and signaling pathways (Nagy
et al., 2009; Spedale et al., 2012; Wang and Dent, 2014). Further, mutation of complex-specific
subunits of SAGA in mouse embryos were reported to cause lethality after the gastrulation stage

(Perez-Garcia et al., 2018; Zohn et al., 2006).

In metazoans, three subunits of the HAT module of SAGA (Gcn5 or Pcaf, Tada3 and Sgf29), are
shared with another coactivator complex, the ATAC (Ada-Two-A-Containing) complex. The shared
subunits and Tada2a form the HAT module of ATAC, and mammalian ATAC possesses six additional
subunits (Yeats2, Zzz3, Atac2, Mbip, Wdr5 and Nc2B) (Helmlinger and Tora, 2017; Spedale et al.,
2012). Although the subunit composition of ATAC is defined and well conserved in metazoans, little is
known about its structural organization. Similarly to SAGA, ATAC has been implicated in the
regulation of the transcription response following certain stresses or signaling pathways in
mammalian cells (Nagy et al., 2009; Spedale et al., 2012). However, recent genome-wide studies in

human cells imply ATAC in the transcription regulation of genes involved in house-keeping functions,



such as ribosome protein coding genes (RPGs) (Mi et al., 2017, 2018). In mouse embryos, inactivation
of the Atac2 subunit of ATAC was reported to lead to lethality around the gastrulation stage
(Guelman et al., 2009). Loss of the catalytic HAT subunits, Gen5 and Pcaf, shared by SAGA and ATAC
were found to cause embryonic lethality in mice also around the gastrulation stage (Bu et al., 2007;

Xu et al., 2000; Yamauchi et al., 2000).

In this study, we aimed to address the functional importance of the coactivators SAGA and ATAC
and their shared HAT activity in mouse ESC physiology and Pol Il transcription regulation. A major
hurdle to studying these two coactivator complexes is their multiprotein composition and enzymatic
redundancies. We therefore individually targeted several complex-specific or shared subunits of
SAGA and/or ATAC using CRISPR-Cas9 mediated genome editing. These cell lines allowed us to reveal
that, while loss of core subunits of SAGA and ATAC severely affected mouse ESC growth and self-
renewal capacities, loss of HAT subunits did not cause apparent phenotypes. By analyzing genome-
wide newly synthesized RNA levels in these cell lines, we found that loss of SAGA and ATAC subunits
mainly affected different sets of genes. Thus, our data suggest that SAGA and ATAC play important,
but distinct roles in the maintenance of mouse ESC self-renewal capacities mainly through non-

redundant, HAT-independent functions.
Results
The SAGA core is required for ESC growth but is not essential for ESC survival

To understand the role of HAT-containing coactivator complexes in a relevant physiological model,
we first inactivated genes encoding either Supt7l or Supt20h, subunits of the central core module of
the SAGA complex, using CRISPR-Cas9 genome editing in mouse ESCs (Figure 1A and S1A). We
obtained several lines with a homozygous deletion in either Supt7/ or Supt20h (Figure 1B). Supt7/ or
Supt20h mRNA analyses in the respective ESC lines, confirmed the deletion of an out-of-frame exon
and the resulting degradation of mRNA containing a premature stop codon (Figure S1B). Western
blot analysis for Supt7l, for which a specific antibody was available, revealed undetectable levels of
Supt?I (Figure 1C). These results indicate that Supt7/ and Supt20h are not essential for mouse ESC
survival, when cultured in medium containing foetal calf serum (FCS), leukaemia inhibitory factor
(LIF) and two inhibitors of MEK/ERK and GSK3b pathways (hereafter referred to as FCS+LIF+2i

medium).

To assess the importance of Supt7/ and Supt20h for ESC growth and self-renewal, we performed
clonal assays in FCS+LIF medium and observed that the loss of Supt7l had a major impact on colony
formation of mouse ESCs (Figure 1D). When clonal assays were performed in FCS+LIF+2i medium,

known to promote self-renewal and to block differentiation, we observed that the Supt7I”" line



produced significantly smaller colonies (Figure S1C and S1D). In contrast, inactivation of Supt20h did
not affect ESC growth which appeared similar to that of wild-type cells in both media. To rule out off-
target or clonal effects of Supt7/ deletion during cell growth, Supt7/ coding sequence was
reintroduced in Supt7I’ ESCs (Supt7/%), resulting in the synthesis of Supt7/ mRNA and encoded
protein at levels comparable to that of the endogenous wild-type protein (Figure 1C and S1E). Supt7/
transgene expression fully rescued the growth phenotype observed in a Supt7/ null background,
which confirmed that the growth defect is caused by the loss of Supt7| (Figure 1D, S1C and S1D).

These results together show that Supt7l is required for ESC growth, while Supt20h is not (Figure S1F).
Supt7l is required to preserve the integrity of the SAGA core, but Supt20h is not

The growth defect observed in Supt7/”, but not Supt20h”", suggested that the loss of Supt7! in mouse
ESCs may have a more severe impact on SAGA structure than the loss of Supt20h. To verify this
hypothesis, we developed a double immuno-precipitation strategy to purify SAGA complexes from
wild-type, Supt7I”, Supt20h™ or Supt7/* cells and analysed their composition by mass spectrometry
or western blotting. First a Taf7 immunoprecipitation was performed to clear nuclear extracts from
TFIID, which shares with SAGA Taf10 and Taf12 proteins. Then the SAGA complex was immuno-
purified using either anti-Taf10 or anti-Taf12 antibodies. Mass spectrometry analysis of complexes
purified from Supt7/”- cells did not retrieve any SAGA subunits, with the exception of remaining TFIID
subunits (Taf9, Taf10 and Taf12), suggesting a profound disorganization of SAGA in the absence of
Supt7I (Figure 1E, S1G and S1H). Using the same purification scheme in Supt7/¥ cells, SAGA subunits
were detected at levels similar to that observed in wild-type cells (Figure 1E and S1G). In contrast,
loss of Supt20h in ESCs was less deleterious, as all subunits of the SAGA core module were found in
the Taf10 immuno-purified fractions, in amounts comparable to that of fractions purified from

control wild-type cells (Figure 1E and S1G).

These results demonstrate that, in good agreement with structural studies (Papai et al., 2020;
Wang et al., 2020), Supt7I has a major role for preserving SAGA integrity. Consequently, the loss of
Supt?l in ESCs induced a growth phenotype suggesting that the SAGA core is required for cell growth.
Importantly, expression of Supt7/ transgene in the Supt7/ null background (Supt7/¥) rescued cell
proliferation defects and SAGA structure integrity, indicating a direct role for SAGA in mouse ESC
physiology. In contrast, in the absence of Supt20h, partial SAGA complexes containing most SAGA

core subunits can still assemble and maintain cell proliferation.
SAGA core is required for mouse ESC self-renewal

Using the above-characterized ESC lines, we further investigated the impact of SAGA on ESC self-

renewal. Clonal assays in FCS+LIF medium coupled with alkaline phosphatase (AP) staining allow to



distinguish undifferentiated colonies having high levels of AP (AP positive), from differentiated
colonies which remain unstained (AP negative). By counting the number of AP positive and AP
negative colonies relative to the total amount of colonies, we could determine the proportion of
undifferentiated cells as a proxy for ESC self-renewal. These analyses indicated a major impact of
Supt7l inactivation, but not that of Supt20h on the maintenance of ESC self-renewal, with a dramatic
reduction of the number of AP positive undifferentiated colonies in the Supt7I”’- lines when compared
to Supt20h™, or control wild-type cells (Figure 1F). Re-expression of Supt7/ in Supt7I'® cells fully
restored ESC self-renewal (Figure 1F). This observation together with the above structural results

further suggest that a fully assembled SAGA core is required for ESC self-renewal.

We further quantified the steady-state mRNA levels of several pluripotency factors in Supt7/”,
Supt20h”- and wild-type cells. In Supt7I” cells, we observed reduced mRNA levels for four out of the
six analysed pluripotency factors, namely Tfcp2/1, Nanog, Esrrb and Klf4, while Pou5f1 (encoding for
Oct4) and Sox2 mRNA levels were unaffected (Figure 1G). In agreement with preserved self-renewal
in Supt20h cells, the mRNA levels for all tested pluripotency factors were not significantly changed
when compared to that in wild-type cells (Figure 1G). Thus, our clonal assays and pluripotency TF
expression analyses concordantly support a reduction of undifferentiated, pluripotent ESCs upon loss
of Supt7l, but not following Supt20h loss. These differences between Supt7’- and Supt20h™ cell lines

further suggest an important role for the octamer-like structure of SAGA in mouse ESC self-renewal.

Core ATAC subunits Yeats2 and Zzz3 are crucial for the structural integrity of ATAC and are

essential for mouse ESC survival

Although the coactivator ATAC was shown to be important for fly and mouse development, the
structure and the functions of this complex are much less defined than those of SAGA and its
potential functions in mouse ESCs has not been examined. To investigate the role of ATAC in mouse
ESC physiology, we targeted the Yeats2 and Zzz3 genes encoding two distinct ATAC subunits (Figure
1A), which were shown to be important for ATAC-mediated histone acetylation and gene expression
(Mi et al., 2017, 2018). By using the above-described gene editing strategy (Figure S2A), we obtained
heterozygous clones in the same proportion as for SAGA subunits, indicating that the CRISPR-Cas9
worked with comparable efficiency at the different targeted genomic loci (Figure 1A and 2A).
However, we could not isolate any homozygous mutant clone, suggesting that Yeats2 or Zzz3 have
essential functions for mouse ESC survival and that these functions cannot be compensated by SAGA

or other coactivator complexes.

To be able to further investigate the functions of ATAC in mouse ESCs, we employed the auxin-

inducible degron (AID) system to generate cell lines in which Yeats2 and Zzz3 proteins can be



depleted in an inducible manner. Upon addition of the plant-specific hormone auxin (IAA), the
exogenously expressed Tirl protein recognizes the AID peptide sequence fused to the protein of
interest, leading to polyubiquitination and degradation of the fusion protein (Natsume et al., 2016).
We thus first created an ESC line expressing the Tirl and BirA proteins and then by using CRISPR-
Cas9, we inserted the AID and biotin-tag sequences on both alleles of the Yeats2 (Yeats2"'®/A®) or
7723 (Zzz3"/AP) genes. The encoded fusion proteins had the expected size and were rapidly
degraded. AID-Yeats2 and AlD-Zzz3 protein levels were highly reduced from 4 hours of auxin

treatment (Figure S2B) and were undetectable after 24 hours of treatment (Figure 2B and 2C).

Using our inducible cell lines, we assessed how the loss of these two ATAC-specific subunits
affect the complex integrity by performing immuno-purification experiments using an antibody
targeting Atac2 (also called Csrp2bp, or Kat14), an ATAC-specific subunit. Western blot analyses using
antibodies that recognize mouse ATAC subunits, showed that Atac2 co-purified with Tada3, Wdr5 or
Sgf29 from wild-type cells and from Yeats2"'®/A'° or Zzz3A'P/AP ce|| lines in the absence of auxin
treatment, indicating that the fusion of the AID sequence to Yeats2 or Zzz3 did not affect the
complex assembly (Figure 2D). In contrast, upon auxin-induced depletion of AlID-Yeats2 or AlD-Zzz3
for 24 hours, the tested subunits could no longer be detected in the Atac2-containing complexes,

showing that the loss of Yeats2 or Zzz3 caused a major disorganization of ATAC (Figure 2D).

To further evaluate ATAC complex integrity upon loss of Yeats2 or Zzz3, we generated ESCs
expressing endogenously HA-tagged Tada2a in Yeats2"'™/A'® or Zzz3"'°/A1® hackgrounds. Upon
depletion of AID-Yeats2 or AlID-Zzz3 in these cells, the levels of Tada2a-HA were found decreased in
whole cell extracts (Figure S2C). This observation suggests a degradation of Tada2a as a consequence
of ATAC complex disassembly and thus, jeopardized our anti-HA immune-purification strategy. Our
data together suggest that Yeats2 and Zzz3 are crucial for the structural integrity of the ATAC

complex and are required for ESC survival.
ATAC core subunits are required for mouse ESC maintenance

To assess the impact of ATAC inactivation on mouse ESC growth and self-renewal, we performed
clonal assays with or without auxin in the Yeats24?/A| 77734/P/AID and control cell lines cultured either
in FCS+LIF or FCS+LIF+2i medium. In the absence of auxin, the size of colonies was comparable
between the two AID cell lines and control cells. Upon continuous auxin treatment for six days, the

2AID/AID or 72237P/41 colonies were strikingly reduced, when compared to control cells

size of Yeats
(Figure 2E, S2D and S2E). In addition, growth curve analyses based on the number of viable cells
cultured in FCS+LIF+2i further indicated reduced proliferation rates of Yeats2*?/A'P or Zzz3*'?/A° cells

treated with auxin, in agreement with the smaller colony area measured in these lines (Figure S2E



and S2F). These results indicate that the growth of mouse ESCs is seriously affected upon depletion

of ATAC core subunits.

AP staining on Yeats2#'”/4° or 7zz34P/AP cells cultured in FCS+LIF and treated with auxin for 6
days, evidenced a reduced fraction of undifferentiated AP positive colonies and an increase in
differentiated AP negative colonies, when compared to control cells (Figure 2F). In the absence of
auxin, Yeats2#P/4P and Zzz3'?/A1P cells were comparable to wild-type cells. In agreement with
impaired self-renewal, mRNA levels of all tested pluripotency factors progressively declined upon
depletion of AID-Yeats2 (Figure 2G). These results together indicate that the self-renewing capacities

of mouse ESCs require ATAC functions.

Earlier studies suggested a role for ATAC subunits in cell cycle regulation in mammalian cells
(Fournier et al., 2016; Guelman et al., 2009; Orpinell et al., 2010). To determine whether the
depletion of ATAC subunits affects cell cycle transition, Yeats2*'®/A'°, zzz3AP/AP or control cells grown
in FCS+LIF+2i medium were treated with auxin and stained with propidium iodide for cell cycle
analyses. Following 24 hours of auxin treatment of Yeats2*'®/A® or Zzz3"P/AD cells, cell cycle
distribution was not significantly affected (Figure S2G). In contrast, after 48 hours of auxin treatment,
anincrease in cells in G1 could be observed in the ATAC mutant cell lines relative to control cells
(Figure S2H). In agreement with the reduced self-renewal observed following inactivation of the
ATAC complex, these changes in cell cycle distribution could reflect an increased occurrence of cell

differentiation.

Newly synthesized RNA quantification reveals non-overlapping roles for SAGA and ATAC in

Pol Il transcription

As the loss of SAGA core or the depletion of ATAC core subunits altered mouse ESC growth and
maintenance, we next asked whether these two coactivators, sharing a similar HAT module, could
regulate a common set of genes. To determine the role of SAGA and ATAC in Pol Il transcription, we
used 4-thiouridine (4sU) labelling of newly synthesized RNA coupled with sequencing of the labelled
RNA (4sU-seq) (Radle et al., 2013; Schwalb et al., 2016). Two independent clones of Yeats2#/”/AP,
Zzz3%°/AP and Supt 717" lines as well as control cells in FCS+LIF+2i were treated for 24 hours with auxin
prior to 4sU labelling, followed by purification and quantification of the labelled RNA by sequencing.
By using 25 minutes 4sU labelling, we observed throughout all samples a very similar enrichment in
intronic reads, when compared to total steady-state RNA-seq, indicating that the method allows the
enrichment of unspliced transcripts in a highly reproducible manner (Figure S3A). The efficient
purification of newly synthesized RNA was further evidenced when comparing 4sU-seq profiles with

that of total RNA-seq at individual representative genes. 4sU-seq profiles revealed the presence of



mainly unprocessed transcripts with a high density of reads in introns and downstream of the
polyadenylation signal, as well as unstable transcripts such as upstream antisense RNAs (Figure 3A

and S3B).

In Supt7/ null cells, the newly synthesized mRNA levels of 677 genes (out of 8208 expressed
protein coding genes) were significantly decreased, when applying a threshold of -0.5 log2 fold
change and an adjusted p value below 0.05 (Figure 3B). For many other genes the mRNA levels were
only slightly decreased or did not reach statistical significance (Figure 3B). In contrast, only two genes
were found upregulated in Supt7I” cells. Similarly, upon depletion of the ATAC subunits, Yeats2 or
Zzz3, we observed a significant decrease in newly synthesized mRNA levels for a large number of
genes (3391 and 1328, respectively), whereas very few genes were found upregulated when a 0.5
log2 fold change threshold was used (Figure 3B). Observation of these MA plots clearly indicated a
slight downward shift for a majority of genes suggesting that ATAC may have global effects on Pol Il
transcription, although for most genes it did not reach statistical significance (Figure 3B). Importantly,
the comparison of gene expression changes induced by Yeats2 or Zzz3 depletion revealed a strong
correlation between the two datasets (Pearson correlation coefficient = 0.74), with about 87 % of
genes significantly downregulated by Zzz3 depletion being also significantly affected upon Yeats2
depletion (Figure 3C and 3D). In contrast, no correlation was observed between changes in mRNA
levels in the SAGA mutant line (Supt7I’") and those in ATAC mutant lines (Yeats2"'®/AP or Zzz3A!P/AID)
(Figure 3C). When comparing genes significantly downregulated in these different cell lines, we could
find only little overlap between genes affected upon inactivation of Supt7l and those downregulated
by the loss of ATAC subunits (Figure 3D). As an example, at the Sf3b3 gene shown in Figure 3A, the
number of reads was reduced to a similar extent in Yeats2*'®/A° or Zzz3AP/AP ce|| lines, but was only

slightly affected in Supt7I’ cells without reaching statistical significance.

These data together suggest that, contrary to our hypothesis, SAGA and ATAC are of particular
importance for the expression of different sets of genes suggesting that their effects on mouse ESC
self-renewal may be caused by different mechanisms. In addition, our observations suggest that
these two HAT-containing coactivator complexes have a broad, but moderate effect on Pol Il

transcription.
ATAC regulates the expression of translation-related genes

To better understand how SAGA and ATAC influence differently the proliferation and self-renewing
capacities of mouse ESCs, we further asked which gene categories are affected by the inactivation of
SAGA or ATAC subunits. By using Gene Set Enrichment Analysis (GSEA), we searched for gene

ontology (GO) biological processes which are enriched in our newly synthesized RNA datasets. We
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identified ‘cytoplasmic translation’ as a GO term which was significantly downregulated upon
depletion of either AID-Yeats2 or AID-Zzz3 (Figure 4A). In contrast, ‘cytoplasmic translation” was not
revealed by GSEA analysis in Supt7I’ cells, but rather genes involved in the ‘response to LIF’ were
enriched, which may be related to the phenotype observed in these SAGA mutant cells. The specific
effect of two different ATAC subunits on translation-related genes was further confirmed by the
visualization of newly synthesized mRNA levels of ribosome protein genes (RPGs) in the different

mutant cell lines. These analyses revealed that many, but not all RPGs were highly and significantly

2AID/AID 3AID/AID

downregulated in either Yeats orZzz cell lines upon auxin addition, but not in Supt7I”-
cells, further highlighting the divergent effects of ATAC or SAGA inactivation on Pol Il transcription

(Figure 4B and 4C). We also found that genes of the ‘response to LIF" GO category were

2AID/AID 3AID/AID

downregulated to a similar extend between Supt7/”, Yeats and Zzz cells, suggesting that
inactivation of ATAC not only impacts translation but also affects the pluripotency network (Figure
S3C). Thus, the two related HAT-containing coactivator complexes, SAGA or ATAC, appear to be
particularly important for the expression of different, but also common groups of genes. Most
notably, ATAC but not SAGA has a crucial function for the expression of RPGs and genes involved in

translation.

We then asked whether within the groups of genes that we found to be regulated by SAGA or
ATAC, the co-binding of some specific TFs could explain the differential recruitment/function of the
two complexes to/at their target genes. To search for such putative TFs involved in SAGA or ATAC
recruitment, we analysed the significantly downregulated genes identified in the respective mutant
cell lines for overlaps with ChEA and Encode ChIP datasets using the Enrichr database. TFs enriched in
genes regulated by the SAGA subunit Supt7l include several pluripotency TFs such as Oct4 (encoded
by Pou5f1), Nanog and Sall4, in agreement with our GO analyses (Figure 4A and S3D). Among the
identified ATAC-regulated genes, we observed an enrichment for Gen5 (Kat2a) bound genes, thereby
validating this approach (Figure S3D). Myc and the E2F family member E2F4 were also identified as
TFs bound to ATAC-regulated genes, and are thus potentially recruiting ATAC to regulate the
expression of these genes (Figure S3D). Both Myc and E2F4 are involved in cell cycle regulation,
which may partially explain the cell cycle defects observed upon inactivation of ATAC in mouse ESCs
(Fagnocchi and Zippo, 2017; Hsu et al., 2019; Scognamiglio et al., 2016). Thus, the preferential
dependence of genes on SAGA, or ATAC inactivation appears to depend on the recruited TFs

eventually leading to higher recruitment of either SAGA or ATAC.

Inactivation of the HAT modules of SAGA and ATAC do not impact mouse ESC proliferation

or self-renewal
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Loss of the SAGA core subunit Supt7I, or depletion of ATAC core subunits altered ESC growth and
self-renewal, but primarily affected the expression of different groups of genes, raising the question
of the role of their shared HAT subunits in both gene expression and ESC properties. To determine
whether the observed phenotypes are caused by the loss of their HAT activities, we generated
mouse ESCs lacking either Tada2a, or Tada2b, specific HAT subunits of ATAC or SAGA, respectively
(Figure 1A, 5A and S4A) (Helmlinger and Tora, 2017; Spedale et al., 2012). mRNA analyses confirmed

the inactivation of the corresponding genes in homozygous Tada2a” and Tada2b”" cells (Figure S4B).

In addition, to supress the HAT activities of both SAGA and ATAC, we further targeted Tada3
(Figure 1A). As Tada3 was reported to be required for inner cell mass formation (Mohibi et al., 2012),
we generated mouse ESC lines with homozygous insertion of the AID sequence at the Tada3 locus. In
these Tada3"”* cells, the Tada3 protein levels were dramatically reduced from 4 hours of auxin

treatment and depletion was almost complete after 24 hours (Figure 5B and S4C).

Characterization of complexes immuno-purified from Tada2a” and parental cells indicated that
only Gen5 or Pcaf HAT enzymes were lost from ATAC when Tada2a is missing (Figure 5C). In Tada2a™
cells, we observed a minor reduction of H3 lysine 9 acetylation (H3K9ac), a reported in vivo substrate
of SAGA and ATAC (Jin et al., 2011) (Figure 5D). The reduction of H3K9ac levels in Tada2a™ cells was
comparable to that seen upon depletion of core ATAC subunits, Zzz3 or Yeats2 (Figure S4D). In
contrast, the whole HAT module dissociated from the core SAGA upon loss of Tada2b (Figure 5E), but

no obvious changes in H3K9ac could be detected in Tada2b”" cells (Figure 5D).

In Tada3*"?/A'P cells treated with auxin for 24 hours, H3K9 acetylation levels were significantly
reduced, although the AID-Tada3 fusion protein was still detectable within the purified SAGA and
ATAC complexes (Figure 5D, S4E and S4F). Thus, we asked whether this residual AID-Tada3 fusion
protein would sustain a partial HAT activity within SAGA and ATAC. To this end, we generated a
double Tada2a”+Tada2b” ESC line in which the HAT enzymes (Gcn5 or Pcaf) are not supposed to
incorporate in the respective complexes (Figure 5C and 5D). In this ESC line, the H3K9ac levels were
reduced to a similar extent than upon depletion of Tada3 (Figure S4H), suggesting an almost

complete loss of SAGA and ATAC HAT activities in Tada3*”4P upon auxin treatment.

To determine whether the HAT activities of SAGA or ATAC play a role in ESC proliferation and
maintenance, we performed clonal assays and AP staining using cells in which the HAT activities of
SAGA (Tada2b™"), or ATAC (Tada2a™), or of both complexes (Tada3*?/A'’) were suppressed. The loss
of any of these activities did not cause any detectable effect on mouse ESC growth or self-renewal
(Figure 5F, 5G and S5A-D). These results indicate that the phenotypes observed in ESCs depleted for

Supt7l, Zzz3 or Yeats2 are related to functions of either SAGA or ATAC, but are essentially
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independent of their HAT activities. This suggests important HAT-independent functions for SAGA

and ATAC cores in mouse ESC maintenance.
SAGA and ATAC influence Pol Il transcription mostly independent of their HAT modules

Although our gene expression studies pointed to different roles in Pol Il transcription for the related
SAGA and ATAC coactivator complexes, it still remained conceivable that these transcriptional effects
may depend on their HAT activities that would be recruited at different target genes. Thus, we aimed
to compare Pol Il transcription in cells in which the HAT activities of both SAGA and ATAC are
suppressed with that of cells inactivated for basically all SAGA and ATAC functions. Therefore, we
quantified newly synthesized mRNA in Tada3"®A® cells and in a double mutant cell line, Supt7/’
+Yeats2"P/AP treated with auxin for 24 hours. A comparable decrease of H3K9ac levels was observed
in both cell lines, indicating that the HAT activities of the two complexes are similarly affected (Figure
S6A). In contrast with the normal growth of Tada3""™A" cells treated with auxin (Figure 5 and S5), the
Supt7I"+Yeats2"'°/AP cells displayed dramatically reduced growth upon auxin treatment as assessed

by clonal assay and growth curve analyses in FCS+LIF+2i medium (Figure S6B and S6C).

Newly synthesized RNA analyses in two independent Tada3*?A"° or Supt7/”+Yeats2*'”’A"P clones
revealed that very few genes were downregulated upon Tada3 depletion. In contrast, 930 protein-
coding genes were significantly downregulated when core subunits of SAGA and ATAC were lost
(Figure 6A and 6B). All subsequent analyses of the Supt7/7+Yeats2A®/AP datasets identified features
already characterized upon depletion of Yeats2 or Zzz3. Indeed, GSEA analysis in the double mutant
cell lines identified the GO term ‘cytoplasmic translation’ as the most enriched and downregulated
category (Figure S7A and S7B). Similarly, we confirmed that the expression of several RPGs was
altered upon inactivation of both SAGA and ATAC but not upon depletion of Tada3, further
highlighting the HAT-independent functions of SAGA and ATAC on Pol Il transcription (Figure 6C and
6D). Analyses for enrichment of transcription factors bound to significantly downregulated genes in
the double mutant cells also revealed an enrichment of Gen5 (Kat2a), Myc and E2f4-bound genes,

2AID/AID and Zzz34P74P cel| lines (Figure S7C). When comparing the gene

comparable to Yeats
expression fold changes in the double mutant line with that of any single mutant, we also observed a
significant correlation between the transcriptome of the Supt7/”/+Yeats2A®/AP with that of the Supt7f

I, Yeats2*'?/AP and Zzz3*P/A1P cell lines (Figure S7D).

We further analysed the transcriptional effects of the individual HAT modules of SAGA and ATAC
in Tada2a”" and Tada2b” cells, through RT-gPCR quantification of newly synthesized mRNA levels for
selected genes that were found downregulated in the SAGA and ATAC core mutant ESCs. Genes

downregulated in SAGA mutant ESCs were not affected by the loss of Tada2b and genes
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downregulated upon depletion of ATAC core subunits were not affected by the loss of Tada2a (Figure
S7E and S7F). These results together further confirm that SAGA and ATAC regulate Pol Il transcription

in ESCs in a differential manner that is largely independent of their HAT activity.

Discussion

In this study, we demonstrate a key role for the SAGA and ATAC coactivator complexes in the
maintenance of ESC self-renewal and growth. The inactivation of the SAGA or ATAC complex
significantly affected the expression of distinct gene groups with a varying impact on global Pol II
transcription. Importantly, the phenotypes and transcriptional anomalies observed in SAGA and
ATAC mutant cells are mostly independent of the activities of their HAT modules, which contain the
same Kat2 enzymes (Gcn5 or Pcaf). Transcriptional effects of ATAC on RPGs and other genes involved
in translation and of SAGA on genes related to ESC self-renewal most likely explain the phenotypes
observed upon inactivation of these complexes. Therefore, each complex makes use of its specific
activities to regulate different sets of genes, eventually leading to self-renewal defects of mouse

ESCs.

SAGA and ATAC have distinct HAT-independent functions needed for Pol Il transcription in

mouse ESCs

The distinct HAT-independent functions of SAGA and ATAC for Pol Il transcription in mouse ESCs
were demonstrated through three major observations: i) disruption of the HAT module of SAGA or
ATAC did not reproduce any of the effects seen upon inactivation of core subunits of these
complexes; ii) newly synthesized RNA analysis in ATAC and SAGA mutant cell lines revealed that
SAGA and ATAC affect transcription of distinct sets of genes, although they share the same HAT
enzymes; iii) CRISPR-Cas9-mediated inactivation of the core ATAC subunits, Yeats2 and Zzz3, most
likely results in lethality of mouse ESCs, as no homozygous knockout clones could be obtained, while
homozygous inactivation of the ATAC-specific HAT subunit Tada2a was viable in mouse ESCs. This
further demonstrates that SAGA cannot fully compensate for ATAC loss and therefore acts, at least

partially, non-redundantly to ATAC.

Inactivation of the SAGA core subunit Supt7I, resulted in decreased expression of genes related
to LIF signalling, a key pathway involved in the maintenance of the pluripotent state of mouse ESCs.
These data agree with recent studies suggesting that two other subunits of the core SAGA, Taf5l and
Taf6l, are involved in the regulatory networks important for self-renewal maintenance (Seruggia et
al., 2019). In addition, our study shows that genes related to cytoplasmic translation such as RPGs

were especially enriched in genes downregulated upon depletion of ATAC core subunits. Therefore,
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our study is in agreement with previous analyses carried out in Drosophila or differentiated human
cells suggesting that SAGA and ATAC predominantly regulate different sets of genes and therefore
have non-overlapping as well as overlapping roles in the regulation of Pol Il transcription (Arede et

al., 2020; Gamper et al., 2009; Krebs et al., 2011; Nagy et al., 2009; Pankotai et al., 2005, 2010).

Catalytic-independent functions of coactivator complexes were previously demonstrated through
the analysis of catalytic mutants of different chromatin modifying complexes, such as TIP60 and
MLL3/4 COMPASS-like complexes (Acharya et al., 2017; Dorighi et al., 2017; Rickels et al., 2017). This
suggests that several histone modifying complexes in addition to SAGA and ATAC have important
functions besides their histone modifying activities. As earlier studies on Gen5”" ESCs demonstrated a
requirement of the HAT activities of SAGA and ATAC during differentiation of mouse ESCs (Lin et al.,
2007; Wang et al., 2018), the histone modifying activities of ATAC and SAGA appear to have a more
critical role during differentiation than for ESC self-renewal. This agrees with the requirement of
Gcen5 catalytic activity during mouse embryonic development (Bu et al., 2007; Xu et al., 2000;
Yamauchi et al., 2000). Similarly, catalytic inactivation of the histone modifying activities of TIP60 did
not impair mouse ESC growth or self-renewal, but resulted in defects during mouse embryonic

development (Acharya et al., 2017).

Surprisingly, loss of Supt7l or Supt20h, two subunits of the core module of SAGA, which were
reported to be required for the integrity of SAGA structure in S. cerevisiae (Grant et al., 1997; Sterner
et al., 1999; Wu and Winston, 2002), had very different effects in ESCs. While Supt7I is required for
ESC growth and self-renewal as well as for SAGA structural integrity, the loss of Supt20h did not
affect ESC growth and had more limited consequences on SAGA assembly. Similar observations were
made in Schizosaccharomyces pombe, in which spt7A cells were severely impaired for growth,
whereas deletion of SPT20 showed more modest defects (Helmlinger et al., 2011). Although
orthologs of Supt7l were consistently found important for SAGA structure and functions in all tested
species, the role of Supt20h orthologs appears more variable between species. Homozygous
inactivation of Supt20h (also called p38IP) in mice was reported to cause severe gastrulation defects
with abnormalities in mesoderm migration (Zohn et al., 2006). Similarly, inactivation of genes
encoding catalytic subunits of SAGA, Gcn5, Pcaf or Usp22 resulted in embryonic lethality at stages
beyond gastrulation (Bu et al., 2007; Koutelou et al., 2019; Xu et al., 2000; Yamauchi et al., 2000).
These phenotypes do not argue for a crucial role of SAGA or ATAC in the inner cell mass of the
blastocyst, from which ESCs are derived. In agreement, no significant growth defects have been
observed in mouse ESCs mutant for genes encoding catalytic subunits of SAGA (Lin et al., 2007;
Sussman et al., 2013). However, the role of genes encoding subunits of SAGA or ATAC, which were

shown to play a role for ESC growth and self-renewal, i.e. Supt7l, Yeats2, Zzz3 (this study), Taf5l and
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Tafél ((Seruggia et al., 2019)), has not yet been investigated in mouse development. Thus, it will be
crucial to determine whether the inactivation of these genes affects the peri-implantation

development of mouse embryos.

Gene-specific and global roles of SAGA and ATAC in Pol Il transcription

Our newly synthesized RNA analyses suggest that in addition to their gene specific activities, SAGA
and ATAC also have mild effects on global Pol Il transcription in mammalian cells, although to
different extents, as ATAC seems to influence the expression of more genes than SAGA.
Nevertheless, many genes are likely to be co-regulated by SAGA and ATAC, with each complex having
a predominant effect on their specific targets and pathways. Studies in S. cerevisiae suggested a
major role for SAGA in Pol Il transcription of a vast majority of actively transcribed genes (Baptista et
al., 2017; Donczew et al., 2020). However, the transcriptional effects of SAGA appear less
pronounced in mouse ESCs than in S. cerevisiae. These differences between yeast and mouse ESCs
could indicate a more tightly controlled Pol Il transcription process with several redundantly acting
mechanisms in mammalian cells, which could make this cellular system less sensitive to inactivation

of SAGA.
ATAC functions are essential for mouse ESC survival and for expression of RPGs

The reduced expression of RPGs seen upon rapid depletion (24 hours of auxin treatment) of ATAC
core subunits, suggest that ATAC directly regulates these genes as well as other genes related to
translation. In good agreement, recent studies in human cells found that Yeats2 and Zzz3 bind to the
promoters of RPGs and regulate their expression in leukemia and lung cancer cells (Arede et al.,
2020; Mi et al., 2017, 2018). Decreased expression of RPGs upon Yeats2 depletion were linked to
defects in cancer cell growth and survival (Mi et al., 2017). In mouse ESCs, we could not evidence any
obvious cell cycle defect following 24 hours Yeats2 or Zzz3 depletion (Figure S2G), whereas cell cycle
and growth defects were detectable upon more extended depletion (Figure S2D-F and S2H). Thus,
the reduced expression of translation-related genes precedes defects in cell cycle, suggesting that
the observed growth defects and cell cycle abnormalities might be direct consequences of impaired
assembly and function of ribosomes. Such striking effects on translation-related genes likely explain
the lethality of Yeats2 or Zzz3 null cells, as most genes associated with ribosome biogenesis are

essential for cell growth, proliferation and survival (Bertomeu et al., 2018).
SAGA stabilizes the naive pluripotency network while ATAC is required to maintain the

whole pluripotency network

A recent study found that the core SAGA subunits Taf5| and Tafél maintain the self-renewal of mouse

ESCs, mainly through acetylation and subsequent expression of SAGA target genes (Seruggia et al.,
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2019). Although we could confirm that SAGA core subunits are required to maintain the ESC state,
our analyses revealed that the SAGA HAT activity did not affect ESC self-renewal. Serrugia et al. also
suggested that SAGA would especially regulate the expression of Oct4- and Myc-dependent genes in
mouse ESCs as assessed by transcriptomic profiling and correlation analysis of binding sites for Taf5I
and pluripotency factors (Seruggia et al., 2019). On the contrary, we did not find any obvious link
between SAGA and Myc-dependent gene expression, an apparent discrepancy that could be
explained by differences in medium compositions and assessments based on different

methodologies.

Genes downregulated in our Supt7I’ cells were enriched for genes responsive to LIF signalling
and bound by the pluripotency factors Oct4 (Pou5f1), Sox2 and Nanog, suggesting a direct role of
SAGA in the pluripotency network by functioning as a coactivator for these factors. Our observations
that Supt7/” cells in FCS+LIF medium expressed reduced levels of naive pluripotency factors such as
Esrrb, Nanog KIf4 and Tfcp2l1, but not of core pluripotency regulators (Oct4, Sox2), indicates that
SAGA plays an important role in stabilizing the naive pluripotency network, in line with the increased
sporadic differentiation and the reduced self-renewal efficiency observed in these cells (Martello and

Smith, 2014; Navarro, 2018).

In contrast, we found that genes downregulated upon ATAC inactivation were enriched for Myc-
bound as well as E2f4-bound genes, two transcription factors important for cell cycle progression, in
agreement with a previously reported interaction between Yeats2 and E2f4 (Chappell and Dalton,
2013; Chen et al., 2009; Fagnocchi and Zippo, 2017; Hsu et al., 2019; Matsumura et al., 2003).
Inactivation of E2f4 or the combined inactivation of c-Myc and n-Myc in mouse ESCs affected cell
growth and self-renewal, similarly to our observations in ATAC mutant cell lines (Smith and Dalton,
2010; Varlakhanova et al., 2010). Interestingly, the mRNA levels of all tested pluripotency
transcription factors, including the core pluripotency factors Oct4 (Pou5f1) and Sox2, were decreased
upon depletion of Yeats2 in ESCs cultured in FCS+LIF medium. This suggests that ATAC is globally
required for proper expression of most pluripotency factors, which may explain the self-renewal
defects in ATAC mutant cells, whereas the effects of ATAC on mouse ESC proliferation and growth

might be partially through E2f4- and Myc-targeted genes.

In summary, we generated a large series of mutant ESC lines for SAGA and ATAC subunits,
allowing a comprehensive and comparative analyses of these two coactivator complexes in
embryonic stem cells. Our study allowed the identification of important, but differential roles for
SAGA and ATAC in mouse ESC growth and self-renewal. Our findings therefore suggest that SAGA and

ATAC affect the self-renewing capacities of ESCs through HAT-independent functions within the
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pluripotency network. These results pave the way to determine the ATAC- and SAGA-specific

activities used in mouse ESCs to control their specific gene expression programs.

18



Methods

Cell culture

Mouse ES E14 cells were cultured on plates coated with 0.1% gelatine solution in 1x PBS (Dutcher, Cat#
P06-20410) using DMEM medium supplemented with 15% foetal calf serum ES-tested (ThermoFisher
Scientific, Cat# 10270-106), 2 mM L-glutamine (ThermoFisher Scientific, Cat# 25030-024), 0.1% B-
mercaptoethanol (ThermoFisher Scientific, Cat# 31350-010), 100 Ul/ml penicillin and 100 pg/ml
streptomycin (ThermoFisher Scientific, Cat# 15140-122), 0.1 mM non-essential amino acids
(ThermoFisher Scientific, Cat# 11140-035) and 1,500 U/ml leukaemia inhibitory factor (home-made).
For medium described as FCS+LIF+2i, 3 uM CHIR99021 (axon medchem, Cat# 1386) and 1 uM
PD0325901 (axon medchem, Cat# 1408) were added freshly to the medium. Cells were grown at 37°C
with 5% CO; levels. Cells were passaged every second day. To induce the auxin-inducible degradation

(AID), cells were treated with 500 uM Indole-3-acetic acid (Sigma-Aldrich, Cat# 13750).

Drosophila Schneider S2 cells (CRL-1963, ATCC) were grown in Schneider's Drosophila medium
(ThermoFisher Scientific, Cat# 21720-024) containing 10% FCS (heat inactivated) (Sigma Aldrich, Cat#
F7524) and 0.5% penicillin and streptomycin at 27°C.

Schizosaccharomyces pombe cells were grown in autoclaved YES medium (yeast extract, adenine,
histidine, uracil, leucine, lysine, 3% glucose) at 32°C.

Saccharomyces cerevisiae cells were grown in autoclaved YPD medium (yeast extract, bactopeptone,
2% glucose) at 30°C.

Plasmid construction

All homologous recombination (HR) templates and plasmids expressing 1 or 2 gRNAs and co-expressing
high-fidelity Cas9 (Kleinstiver et al., 2016) fused to EGFP (Cas9-HF-EGFP) were generated by Golden
Gate cloning (Engler et al., 2009). For the HR templates, silent mutations were introduced by PCR to
prevent Cas9-HF-mediated cleavage of the HR template or the knockin allele. The sequences of the

gRNAs for the different constructs are indicated in Table 1.

The plasmid containing the mouse Supt7/ coding sequence (CDS) for the generation of Supt7/Y cell lines
was constructed as follows. The CDS of Supt7l was amplified by PCR from a ¢cDNA bank of mouse
embryos (day 9-12) and inserted together with the PGK promoter into a pcDNA3.1 hygro vector

(Invitrogen) by replacing the CMV promoter.
All plasmids were verified by sequencing.

Generation of stable cell lines
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For the generation of Supt7/" cell lines and the Tir1-BirA stable cell line, the linearized plasmids
containing the coding sequences were transfected into either two independent Supt7/”~ cell lines or
wildtype ES E14 cells, respectively, using Lipofectamine2000 (ThermoFisher Scientific, Cat# 11668019)
following manufacturer’s instruction. Antibiotic selection was started 48 hours post-transfection (250
pg/ml hygromycin (Sigma Aldrich, Cat# H0654) or 400 pg/ml geneticin (ThermoFisher Scientific, Cat#
11811031)). Selection medium was exchanged every second day for a week. For Supt7/' cell lines, the
polyclonal population was used for subsequent experiments. For Tir1-BirA stable cell lines, monoclonal

cell lines were established by colony picking.
Generation of knockout and auxin-inducible degron (AID) cell lines

Mouse ESCs were transfected with the plasmid constructs at a confluency of 70-80% using
Lipofectamine2000 (ThermoFisher Scientific, Cat# 11668019) following manufacturer’s instruction. For
knock-in (AID and HA-tag) cell lines, donor plasmids were linearized using unique cutter restriction
enzymes before transfection and transfected together with the Cas9-containing transient plasmid in a
Tir1-BirA expressing cell line. Two to three days after transfection, cells were selected for expression
of the fluorescent tags (for knockout cell lines: fusion protein of Cas9 with fluorescent protein, for
knock-in cell lines: fusion protein of protein of interest with fluorescent protein) by fluorescence
activated cell sorting (FACS). Three to five 96-well plates were seeded with one fluorescent cell per

well using the BD FACSAria™ Il (BD Biosciences) instrument.
Clonal assays

For clonal assay analyses, 1500 to 3000 cells, which had been adapted to the respective media through
at least three passages, were plated in wells of 6-well plates. Medium was changed every other day.
On the sixth day, colonies were washed twice with 1x PBS before fixation with 4% Paraformaldehyde
(Electron Microscopy Sciences, Cat# 15710, 16% PFA solution) for 30 minutes followed by two washes

with 1x PBS.

To assess the alkaline phosphatase activity of mouse ESC colonies, Alkaline Phosphatase Kit (Vector
Laboratories, Cat# SK-5100) was used following manufacture’s instruction. Colonies were stained with
AP for 5-10 minutes. For clonal assay analyses in FCS+LIF+2i medium, colony areas were measured
automatically using Image) software. For clonal assay analyses in FCS+LIF medium, an additional
staining with crystal violet was performed after AP staining to assess the total number of colonies
enabling normalization between replicates. Colonies were stained with 0.1% crystal violet solution for
at least 30 minutes and counted manually using the Imagel interface. The number of AP positive
colonies was also counted manually using the Imagel interface, while the number of AP negative

colonies were deduced by subtracting the number of AP+ colonies from the total number of colonies.
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We considered colonies as AP+ colonies if they either stained entirely red or if they possessed a center

of red cells surrounded by unstained cells.
Cell cycle analysis

For cell cycle analyses, cells were harvested, washed with 1x PBS and permeabilized with 70% of ice-
cold ethanol. Cells were stored at 4°C for up to a week prior to analysis. For propidium iodide staining,
permeabilized cells were centrifuged, washed with 1x PBS prior to incubation with 75 pg/ml RNAse A
and 15 pg/ml propidium iodide (Sigma-Aldrich, Cat# P4170) for at least 30 minutes at room
temperature. Samples were filtered and 10,000 to 20,000 cells were analysed using a BD
FACTSCelesta™ (BD Biosciences) instrument to determine cell cycle profiles. Data were analysed using

FlowJo™ 10.2. software with manual assignment of the cell cycle phases.
Metabolic labelling

Metabolic labelling of newly-transcribed RNA was adapted from previously described protocols
(Rabani et al., 2011; Radle et al., 2013; Schwalb et al., 2016). In brief, the nucleoside analogue 4-
thiouridine (4sU) (Glentham Life Sciences, Cat# GN6085 or abcam, Cat#f ab143718) was added to the
cell culture medium at a final concentration of 500 uM for a 25 minutes pulse. After the labelling
period, the medium containing 4sU was removed, the cells were washed with ice cold 1x PBS and
immediately lysed using TRI® Reagent (Sigma). Total RNA was extracted following TRI® Reagent

(Molecular Research Center Inc., Cat#f TR 188) manufacturer’s instruction.

To label Drosophila S2 cells, medium containing 4sU at a final concentration of 500 UM was added to
the cells during 15 minutes under aluminium foil at room temperature. 4sU-containing medium was
removed and 1xPBS was added to collect the cells using a cell scratcher. Cells were centrifuged, flash
frozen in aliquots and stored at -80°C. For total RNA extraction, S2 cells were defrozen, lysed using
TRI® Reagent (Molecular Research Center Inc., Cat## TR 188) and total RNA was isolated following

manufacturer’s instruction.

Yeast cultures were grown to an ODggo of 0.8. 4-thiouracil (Sigma-Aldrich, Cat# 440736) was freshly
dissolved in DMSO and added to the cultures at a final concentration of 1 mM. Labelling was performed
for 6 minutes. After this time period, yeast cells were pelleted, washed with ice-cold 1x PBS and
aliquoted before being flash frozen and stored at -80°C. For total RNA extraction, the RiboPure™ RNA

Purification Kit (ThermoFisher Scientific, Cat# AM1926) was used following manufacturer’s instruction.

To remove any potential genomic DNA contamination from the total RNA extracts, the TURBO DNA-
free™ Kit (Thermo Scientific, Cat# AM1907) was used following manufacturer’s instructions for
rigorous DNase treatment. In brief, TURBO DNase Buffer and TURBO DNase were added to the RNA

samples and incubated at 37°C for 30 minutes. DNase Inactivation Reagent was added to the samples
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and incubated for 5 minutes at room temperature before centrifugation at 10,000 xg for 2 minutes.
The supernatant containing the RNA was transferred into a new tube and stored at -80°C until further

use.
Newly synthesized RNA purification

The purification of newly synthesized RNA was based on previously described protocols (Rabani et al.,
2011; Radle et al., 2013; Schwalb et al., 2016). Labelled, total RNA of spike-in cells (D. melanogaster, S.
cerevisiae or S. pombe) was added to labelled, total RNA from mouse ESCs in a ratio 1:5 to 1:10 prior
to newly synthesized RNA purification to a final amount of 200-250 ug of total RNA. The RNA was
precipitated and resuspended in 130 pl and sonicated using the following program on a Covaris E220
instrument: 1 % duty factor, 100 W, 200 cycles per burst, 80 seconds. Fragment size ranged from 10
kb to 200 bp. For purification, the fragmented total RNA was incubated for 10 minutes at 60°C and
immediately chilled on ice for 2 minutes to open secondary RNA structures. The 4sU-labelled RNA was
thiol-specific biotinylated by addition of 200 pg EZ-link HPDP-biotin (ThermoFisher Scientific, Cat#
21341), biotinylation buffer (10 mM Hepes-KOH pH 7.5 and 1 mM EDTA) and 20% DMSO (Sigma-
Aldrich, Cat# D8418) to prevent precipitation of HPDP-biotin. Biotinylation was carried out for 3 hours
at 24°Cin the dark and with gentle agitations. After incubation, excess of biotin was removed by adding
an equal volume of chloroform and centrifugation at 16,000 xg for 5 minutes at 4°C. RNA was
precipitated from the aqueous phase by adding 0.1 volumes of 5 M NaCl and an equal volume of 100%
isopropanol followed by centrifugation at 16,000 xg for 30 minutes at 4°C. After washing with 75%
ethanol the RNA pellet was resuspended in 100 ul of RNase-free water and denatured for 10 minutes
at 65°C followed by immediate chilling on ice for 5 minutes. The samples were incubated with 100 pl
of streptavidin-coated UMACS magnetic beads (Miltenyi Biotec, Cat#f 130-074-101) for 90 minutes at
24°C under gentle agitations. The uMACS columns (Miltenyi Biotec, Cat# 130-074-101) were placed on
a MACS MultiStand (Miltenyi Biotec) and equilibrated with washing buffer (100 mM Tris-HCI pH 7.5,
10 mM EDTA, 1 M NaCl, 0.1% Tween20) before applying the samples twice to the columns. The
columns were then washed one time with 600 pl, 700 pl, 800 ul, 900 ul and 1 ml washing buffer before
eluting the newly synthesized RNA with two washes of 100 ul 0.1M DTT. The isolated newly synthesized
RNA was recovered using RNeasy MinElute Cleanup Kit (Qiagen, Cat# 74204) following manufacturer’s

instruction.

Library preparation and sequencing

Total RNA-seq

Total RNA-seq libraries were generated from 1 ug of total RNA using TruSeq Stranded Total RNA LT

Sample Prep Kit with Ribo-Zero Gold (Illumina, San Diego, CA, Cat# RS-122-2301/RS-122-2302)
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according to the Illumina protocol with the following modifications. Cytoplasmic and mitochondrial
ribosomal RNA (rRNA) was removed using Ribo-Zero Gold rRNA (Yeast) (Illumina, Cat# MRZY1324).
Following purification, the depleted RNA was fragmented using divalent cations at 94°C for 2 minutes.
While, double stranded cDNA synthesis and adapter ligation were performed according to
manufacturer instructions, the number of PCR cycles for library amplification was reduced to 10 cycles.
After purification using AMPure XP beads (Beckman-Coulter, Villepinte, France, Cat# A63882), the final
cDNA libraries were checked for quality and quantified using capillary electrophoresis. The libraries

were subsequently sequenced with 1x 50 base pairs on a HiSeq4000 machine (lllumina).
4sU-seq

4sU-seq libraries were generated from 15 to 50 ng of purified, newly synthesized RNA using TruSeq
Stranded Total RNA LT Sample Prep Kit with Ribo-Zero Gold (lllumina, San Diego, CA) according to the
[llumina protocol with the following modifications. 4sU-labelled RNA was cleaned up using 1.8X
RNAClean XP beads and fragmented using divalent cations at 94°C for 1 minutes without depletion of
rRNA. While, double stranded cDNA synthesis and adapter ligation were performed according to
manufacturer instructions, the number of PCR cycles for library amplification was reduced to 10 cycles.
After purification using SPRIselect beads (Beckman-Coulter, Villepinte, France, Cat# B23319), the final
cDNA libraries were checked for quality and quantified using capillary electrophoresis. The libraries

were subsequently sequenced with 1x 50 base pairs on a HiSeq4000 machine (lllumina).
Sequence analysis total RNA-seq and 4sU-seq

Reads were preprocessed using cutadapt 1.10 (Martin, 1981) in order to remove adaptors and low-
quality sequences and reads shorter than 40 bp were removed for further analysis. Remaining reads
were mapped to M. musculus, D. melanogaster and S. cerevisiae rRNA sequences for samples VQFR1-
12 or M. musculus and S. pombe rRNA sequences for samples VQFR13-18 and VQFR25-30 using bowtie
2.2.8 (Langmead and Salzberg, 2012) and reads mapping to rRNA sequences were removed for further
analysis. For samples VQFR1-12, remaining reads were aligned to a hybrid genome composed of
mm10, BDGP6 and sacCer3 assemblies of M. musculus, D. melanogaster and S. cerevisiae genome
respectively with STAR 2.5.3a (Dobin et al., 2013). For samples VQFR13-18 and VQFR25-30, the hybrid
genome was composed of mm10 and ASM294v2 assemblies of M. musculus and S. pombe genome
respectively. Gene quantification was performed with htseq-count 0.6.1p1 (Anders et al., 2015), using
“union” mode and Ensembl 93 annotations for all organisms except for Schizosaccharomyces pombe
where Ensembl Fungi 41 annotations were used. For 4sU-seq data, “type” option was set to “gene” in
order to take also into account reads aligned onto introns. Differential gene expression analysis was

performed using DESeq2 1.16.1 (Love et al., 2014) Bioconductor R package on M. musculus counts
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normalized with size factors computed by the median-of-ratios method proposed by Anders and Huber
(Anders and Huber, 2010), on Drosophila melanogaster counts for samples VQFR1-12 or on S. pombe
counts for samples VQFR13-18 and VQFR25-30 (using the following options: cooksCutoff=TRUE,
independentFiltering=TRUE, alpha=0.05). P-values were adjusted for multiple testing using the
Benjamini and Hochberg method (Benjamini and Hochberg, 1995). For subsequent data analyses and
visualization, genes of the Y-chromosomes were excluded and only protein-coding genes were
considered. Further, a threshold of 100 reads was used to define expressed genes and only genes
shared between all 4sU-seq datasets were analyzed. This resulted in the analysis of 8208 protein-

coding genes.
RT-gPCR

Reverse Transcription (RT) was performed with 1 - 2 pg total RNA and using 3.2 pg random hexamer
primers (ThermoFisher Scientific, Cat# SO142) and Transcriptor Reverse Transcriptase (Roche, Cat#
03531287001) following manufacturer’s instruction. In brief, the RNA was preincubated with the
random hexamer primers for 10 minutes at 65°C before adding 1x Transcriptor RT Reaction Buffer
(Roche, Cat# 03531325001), 20 U RNase Inhibitor (Promega, Cat# N2515), 1 mM deoxynucleotide-Mix
(ThermoFisher Scientific, Cat# R0192) and 10 U Transcriptor Reverse Transcriptase. The samples were
reverse transcribed using a Mastercycler gradient machine (Eppendorf) with incubation for 10 minutes
at 25°C to allow efficient primer annealing followed by 30 minutes at 55°C for reverse transcription
and 5 minutes at 85°C to inactivate the Transcriptor Reverse Transcriptase. For qPCR, the cDNA
samples were amplified using LightCycler® 480 SYBR® Green 2x PCR Master Mix | (Roche, Cat#
04887352001) and 0.6 uM of forward and reverse primer respectively. The primer pairs used for qPCR
are listed in Table 2. The gPCR was conducted using a LightCycler® 480 (Roche) with following program:
1 cycle of 5 minutes at 95°C for pre-denaturation, 45 amplification cycles with 10 seconds at 95°C for
denaturation, 20 seconds at 65°C for primer annealing and 20 seconds at 72°C for extension. Melting
curves were determined between 65°C and 97°C followed by 1 cycle of cooling for 30 seconds at 40°C.
The obtained threshold-values were used to calculate the relative gene expression using the 2-AACT

method and considering the individual primer pair efficiencies (Pfaffl, 2001).
Whole cell protein extraction

For whole cell protein extracts, cells were washed with 1x PBS and harvested using trypsin 0.25% EDTA.
After centrifugation at 2,000 xg for 3 minutes, the protein pellets were washed twice with ice-cold 1x
PBS to remove any remaining FCS. Proteins were then extracted from the collected cells using 1 volume
of whole cell extract buffer (50 mM Tris HCl pH 7.9, 25% glycerol, 0.2 mM EDTA, 0.5 mM DTT, 5 mM
MgCl,, 600 mM KCI, 0.5% NP40 and 1x protein inhibitor cocktail) and incubated for 10 minutes. The
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salt concentration was neutralized by addition 3 volumes of IPO buffer (25 mM Tris HCI pH 7.9, 5%
glycerol, 5 mM MgCl,, 0.1% NP40, 1 mM DTT and 1x protein inhibitor cocktail) and incubation for 10
minutes. After centrifugation at 12,000x g for 10 minutes at 4°C, the supernatant containing the
proteins was collected. The protein concentrations of the extracts were determined using the
Coomassie Protein Assay Dye Reagent Concentrate (Bio-Rad, Cat# 5000006) and Synergy HTX Multi-
Mode Reader (BioTek).

Acidic extraction of histone proteins

Cells were harvested by trypsinization and washed twice with ice-cold 1x PBS. Pellets were
resuspended in 5-10 volumes of lysis buffer (10 mM HEPES pH 7.9, 1.5 mM MgCl,, 10 mM KCl, 0.5 mM
DTT, 10 mM N-ethylmaleimide, 5 mM sodium butyrate and 1x protein inhibitor cocktail) and 0.2 M
hydrochloric acid was added before incubation on ice for 30 minutes. Extracts were centrifuged for 10

minutes at 11,000 x g at 4°C and the supernatant stored at -80°C prior to Western blotting.
Western blot analysis

Proteins were separated using 8% to 15% of SDS-PAGE gels prior to blotting onto nitrocellulose
membranes. Membranes were blocked in 3% non-fat dry milk for at least 30 minutes at room
temperature. The membranes were then incubated overnight with primary antibodies (antibodies
used shown in Table 3) in 0.3% non-fat dry milk at 4°C with one exception being Streptavidin-HRP,
which was used in 1% BSA. After washing with 1x PBS containing 0.1% Tween20, if required, the
membranes were incubated with secondary goat-anti-rabbit or -mouse antibodies conjugated to HRP
for 50 minutes at room temperature followed by further three washes. The membranes were
developed using the Pierce™ ECL Western Blotting Substrate (ThermoFisher Scientific, Cat# 32109) and

the ChemiDocTM Touch Imaging System (Bio-Rad).
Nuclear extraction

To enrich extracts for nuclear proteins, cells were harvested and washed twice with 1x PBS. Cell pellet
was resuspended in hypotonic buffer (10 mM Tris-HCl pH 8.0, 1.5 mM MgCl,, 10 mM KCl and 1x protein
inhibitor cocktail) and dounced 10 to 20 times using a B dounce homogenizer to isolate the nuclei.
After centrifugation at 10,000 xg for 10 minutes at 4°C, supernatant was removed and pellet
resuspended in high salt buffer (20 mM Tris-HCI pH 8.0, 25% glycerol, 1.5 mM MgCl,, 0.2 mM EDTA,
450 mM NacCl, 0.1% NP40 and 1x protein inhibitor cocktail). Suspension was homogenized by douncing
as described before prior to centrifugation at 10,000x g for 10 minutes at 4°C. The supernatant was

kept as nuclear extract and stored at -80°C.

Immunoprecipitation

25



Protein-A or Protein-G Sepharose beads were washed three times with filtered 1x PBS and two times
with IP100 buffer (25 mM Tris-HCI 7.5, 5 mM MgCl,, 10% glycerol, 0,1% NP40, 100 mM KCI, 2 mM DTT
and 1x protein inhibitor cocktail). Nuclear extracts were pre-cleared with 1/5 of 50% bead slurry for 2
hours at 4°C with overhead agitation. For antibody binding, the 50% bead slurry was incubated with
1/10 volume of the respective antibody ascites for 2 hours at 4°C with overhead agitation. After
incubation, beads were washed three times with IP500 buffer (25 mM Tris-HCI 7.5, 5 mM MgCl,, 10%
glycerol, 0,1% NP40, 500 mM KCI, 2 mM DTT and 1x protein inhibitor cocktail) and twice with IP100
buffer before addition of 1/5 volume of the 50% antibody-bead slurry to the pre-cleared nuclear
extracts. Nuclear extracts were incubated with beads overnight at 4°C with overhead agitation. After

incubation, resins were washed three times with IP500 buffer and twice with IP100 buffer.

For anti-Taf10 and anti-Taf12 IPs, complexes were eluted from the beads using two subsequent 0.1 M
glycine pH 2.8 elutions at room temperature and with agitation. Importantly, as Taf10 and Taf12 are
shared between the SAGA and TFIID complexes and to increase the purification efficiency for SAGA in
anti-Taf10 and anti-Taf12 IPs, nuclear extracts were depleted for TFIID prior to anti-Taf10 or anti-Taf12
IP by overnight incubation with beads coated with antibodies targeting the TFIID-specific subunit Taf7.
Supernatants depleted for Taf7-containing TFIID were subsequently used for anti-Taf10 IPs. For anti-
Atac2 IPs, complexes were eluted from the beads using two subsequent steps of elutions with peptide

P1264 at a concentration of 2 mg/ml pH 7.5 for 1 hour each at 4°C with overhead agitation.
Mass spectrometry

Liquid digestion Protein mixtures were precipitated with TCA (Sigma Aldrich, Cat# T0699) overnight at
4°C. Samples were then centrifuged at 14,000 xg for 30 minutes at 4°C. Pellet were washed twice with
1 mL cold acetone and centrifuged at 14,000 xg for 10 minutes at 4°C. Washed pellet were then urea-
denatured with 8 M urea (Sigma Aldrich, Cat# U0631) in Tris-HCI 0.1 mM, reduced with 5 mM TCEP for
30 minutes, and then alkylated with 10 mM iodoacetamide (Sigma Aldrich, Cat# 11149) for 30 minutes
in the dark. Both reduction and alkylation were performed at room temperature and under agitation
(850 rpm). Double digestion was performed with endoproteinase Lys-C (Wako, Cat# 125-05061) at a
ratio 1/100 (enzyme/proteins) in 8 M urea for 4 hours, followed by an overnight modified trypsin
(Promega, Cat# V5111) digestion at a ratio 1/100 (enzyme/proteins) in 2 M urea. Both Lys-C and
Trypsin digestions were performed at 37°C. Peptide mixtures were then desalted on C18 spin-column

and dried on Speed-Vacuum before LC-MS/MS analysis.

LC-MS/MS Analysis Samples were analyzed using an Ultimate 3000 nano-RSLC (ThermoFisher
Scientific, San Jose California) coupled in line with a LTQ-Orbitrap ELITE mass spectrometer via a nano-

electrospray ionization source (ThermoFisher Scientific, San Jose California). Peptide mixtures were
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loaded on a C18 Acclaim PepMap100 trap-column (75 pm ID x 2 cm, 3 um, 100A, ThermoFisher
Scientific) for 3.5 minutes at 5 uL/min with 2% ACN (Sigma Aldrich, Cat# 1207802), 0.1% formic acid
(Sigma Aldrich, Cat# 94318) in water and then separated on a C18 Accucore nano-column (75 um ID x
50 cm, 2.6 pm, 150A, ThermoFisher Scientific) with a 90 minutes linear gradient from 5% to 35% buffer
B (A: 0.1% FA in water/ B: 99% ACN, 0.1% FA in water), then a 20 minutes linear gradient from 35% to
80% buffer B, followed with 5 min at 99% B and 5 minutes of regeneration at 5% B. The total duration
was set to 120 minutes at a flow rate of 200 nL/min. The oven temperature was kept constant at 38°C.
The mass spectrometer was operated in positive ionization mode, in data-dependent mode with
survey scans from m/z 350-1500 acquired in the Orbitrap at a resolution of 120,000 at m/z 400. The
20 most intense peaks (TOP20) from survey scans were selected for further fragmentation in the Linear
lon Trap with an isolation window of 2.0 Da and were fragmented by CID with normalized collision
energy of 35%. Unassigned and single charged states were rejected. The lon Target Value for the survey
scans (in the Orbitrap) and the MS2 mode (in the Linear lon Trap) were set to 1E6 and 5E3 respectively
and the maximum injection time was set to 100 ms for both scan modes. Dynamic exclusion was used.

Exclusion duration was set to 20 s, repeat count was set to 1 and exclusion mass width was + 10 ppm.

Data Analysis Proteins were identified by database searching using SequestHT (ThermoFisher
Scientific) with Proteome Discoverer 2.4 software (PD2.4, ThermoFisher Scientific) on Mus musculus
database (Swissprot, non-reviewed, release 2019_08 07, 55121 entries). Precursor and fragment mass
tolerances were set at 7 ppm and 0.6 Da respectively, and up to 2 missed cleavages were allowed.
Oxidation (M) was set as variable modification, and Carbamidomethylation (C) as fixed modification.
Peptides were filtered with a false discovery rate (FDR) at 1%, rank 1 and proteins were identified with
1 unique peptide. For the Label-Free Quantification, the protein abundancies were calculated from the
average of the peptide abundancies using the TOP N (where N = 3, the 3 most intense peptides for

each protein), and only the unique peptide were used for the quantification.

Data Visualization Normalized spectral abundance factors (NSAF) were calculated for each protein as
follows. To obtain spectral abundance factors (SAF), spectral counts identifying a protein were divided
by the protein length represented by the number of amino acids. To calculate NSAF values, the SAF
values of each protein were divided by the sum of SAF values of all SAGA subunits. The NSAF values
were subsequently normalized to the NSAF values of the bait protein Taf10. For visualization, log2

changes were calculated for each mutant cell line relative to wildtype cells.

Data availability
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The RNA sequencing datasets are available on the Gene Expression Omnibus (GEO) under the

accession number GSE154796.
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Legends to Figures

Figure 1: The SAGA coactivator complex is required to maintain self-renewal of mouse embryonic
stem cells. (A) Schematic representation of the HAT module incorporation within SAGA or ATAC
through the specific subunits Tada2a and Tada2b, respectively. (B) Numbers of clones screened,
percentage of heterozygous clones (+/-) and numbers of homozygous clones (-/-) obtained. n.d., not
determined. All further experiments were performed using at least two independent homozygous
mutant lines. (C) Western blot analysis of two independent Supt7I’- and Supt7I® cell lines compared to
WT cells. yTubulin serves as loading control. *= unspecific bands. (D) Representative images of clonal
assays of SAGA mutant cells cultured in FCS+LIF medium and stained by crystal violet. (E) Mass
spectrometry analyses of SAGA complexes purified from Supt7I”, Supt20h”- and Supt7/t¥ and WT cells.
Left: purification scheme. Right: heatmap showing for different SAGA subunits the log2 fold change of
signal intensity between mutant and WT cells. *= bait protein. (F) Quantification of alkaline
phosphatase (AP) staining of clonal assays of SAGA mutant cells grown in FCS+LIF medium. Numbers
of AP+ and AP- colonies were normalized to the total number of colonies as assessed by crystal violet
staining. (G) Total mRNA levels of pluripotency factors were quantified by RT-qPCR in WT, Supt20h™
and Supt7/”cells. mRNA levels were normalized to two RNA polymerase Il genes (Rpphl and Rn7sk)
and to WT cells. ***, p = 0.00093. For (F and G), the statistical test performed is Wilcoxon rank sum
test with Bonferroni correction for multiple testing. Error bars show mean * standard deviation (SD) of
at least 4 biological replicates, using at least two independent clones. Only statistically significant

(<0.05) results are indicated.

Figure 2: The ATAC coactivator complex is required for survival and self-renewal of mouse embryonic
stem cells. (A) Table showing numbers of clones screened, percentages of heterozygous
(+/-) and numbers of homozygous clones (-/-). (B and C) Western blot analyses using Streptavidin-HRP
of ESC lines with auxin-inducible degron (AID) fusion to Yeats2 and Zzz3. Three clones with fusion to
the N-terminus of Yeats2 (Yeats2*”/4P) (B), two clones with fusion to the N-terminus (clones #1 and
#2) or the C-terminus (clones #3 and #4) of Zzz3 (Zzz3*'"/AP) (C) were treated with auxin (I1AA) for 24h
(+) orin the absence of IAA (-). Asterisks indicate unspecific bands. (D) ATAC was purified from nuclear
extracts of WT, Yeats2#”/AP and Zzz3*'"/A"° cells treated (IAA) or not (DMSO) with auxin, by using anti-
Atac2 antibody and peptide elution. Eluted complexes were analyzed by western blotting using the
indicated antibodies. Beads incubated with no antibody (AB) are shown as control. (E) Clonal assays of
ATAC mutant cell lines compared to WT cells in FCS+LIF medium treated with DMSO or IAA and stained
with crystal violet. (F) Quantification of AP staining in clonal assays as shown in (E). Numbers of AP+
and AP- colonies were normalized to the total number of colonies as assessed by crystal violet staining.

** p=0.0084; *** p=6.5x10". (G) mRNA levels of pluripotency factors in Yeats2*'?/A'® mutant and
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WT cells upon 24h to 72h of IAA treatment were quantified by RT-gPCR. mRNA levels were normalized
to that of Rpphl and Rn7sk and to respective WT cells. Only WT cells treated for 24h with IAA are
shown, for simplification. *, p = 0.02857. For (F and G), error bars show mean + SD of at least 4
biological replicates. At least two independent clones were analyzed per cell line. Statistical test
performed is Wilcoxon rank sum test with Bonferroni correction for multiple testing in (F) and two-

sided Wilcoxon-Mann-Whitney test for (G). Only statistically significant (<0.05) results are indicated.

Figure 3: Newly synthesized RNA analysis reveals that SAGA and ATAC affect different sets of genes.
(A) UCSC genome browser view showing newly synthesized RNA sequencing coverage of Sf3b3 and
Cog4 in Yeats2#'”/AP, 77234177410 and Supt7I7- cell lines compared to wildtype (WT) cells. The upper panel
shows total RNA-seq coverage in WT cells. Blue arrows indicate transcription direction. (B) Density plot
representations of log2 fold changes of newly synthesized RNA levels in Yeats24/?/AP 7z734P/AID and
Supt7I” cell lines relative to WT cells against the mean of normalized reads. For each line, two
independent clones were treated for 24h with IAA. Sf3b3 and Cog4 shown in (A) are highlighted. An
adjusted p-value of 0.05 and absolute log2 fold change of 0.5 were used as thresholds for significantly
affected genes. Numbers of significantly up- and downregulated genes are indicated. (C) Correlation
analyses of log2 fold changes of newly synthesized RNA between Yeats2#”/A°, 7zz3*'P/A10 and Supt 7"
lines. (D) Venn diagrams comparing overlaps of significantly downregulated genes between

Yeats2#'/A10 | 77234P/410 and Supt 717 cells.

Figure 4. ATAC is required for the expression of translation-related genes. (A) Gene set enrichment
analyses (GSEA) for enrichment of gene ontology (GO) biological processes based on log2 fold changes
in newly synthesized RNA levels from Yeats2?/AP, 7773%°/410 and Supt7I’- cells relative to WT cells.
Colored bars represent statistically significant terms (FDR < 0.05), while non-significant terms are
represented in grey. (B) Volcano plots representation of differential expression between Yeats2#/?//°,
Zzz34P/AP Supt71”- and WT cells. Genes were considered as significantly affected with an adjusted p-
value of < 0.05 and an absolute log2 fold change greater than 0.5. Numbers of significantly mis-
regulated genes are indicated. Ribosome protein genes (RPGs) are highlighted by blue dots. (C)
Heatmap showing log2 fold changes (log2 FC) observed for all RPGs in Yeats2*'?/AIP, 7z734IP/AID gnd

Supt7I” cell lines.

Figure 5: Loss of the shared acetyltransferase activity of SAGA and ATAC does not affect growth or
self-renewal of mouse embryonic stem cells. (A) Numbers of clone screened, percentages of
heterozygous (+/-) and numbers of homozygous (-/-) clones. (B) Western blot analyses of three
independent homozygous AID-Tada3 (Tada3*”*P) treated with or without within 24 hours of auxin
(IAA) for 24 hours were revealed using Strepatividin-HRP. Asterisks indicate unspecific bands. (C) ATAC

complex was immuno-purified from nuclear extracts of WT and Tada2a”" cells, by using an anti-Atac2
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antibody. Eluted complexes were analyzed by western blot with the indicated antibodies. Beads
incubated with WT nuclear extracts in the absence of antibody (no AB) served as control. Stars indicate
unspecific bands. (D) Western blot analyses of histone H3 lysine 9 acetylation (H3K9ac) levels in
Tada3*'?/A° treated for 24 hours with IAA, Tada2a”" and Tada2b”" cells. TATA-box binding protein (Tbp)
serves as loading control. (E) SAGA complexes were immuno-purified (IP) from Tada2b”” and WT cells,
as described in Figure 1E. Results of MS analyses of eluted complexes are displayed as log2 fold change
between mutant and WT cells. Asterisk indicates bait protein. (F) Clonal assays of HAT mutant cell lines

cultured in FCS+LIF medium and stained with crystal violet. Tada34/4"°

and corresponding WT cells
were treated with DMSO or IAA. (G) Quantification of alkaline phosphatase (AP) staining of clonal
assays as shown in (F). Numbers of AP+ and AP- colonies were normalized to the total number of
colonies as assessed by crystal violet staining. Error bars show mean * SD of 8 biological replicates. At
least two independent clones were analyzed per cell line. Statistical test performed is Wilcoxon rank

sum test with Bonferroni correction for multiple testing. No statistically significant differences were

detected.

Figure 6: SAGA and ATAC influence RNA polymerase Il transcription independently of their HAT
activities. (A) UCSC genome browser view of newly synthesized RNA-seq at the Sf3b3 and Cog4 locus
in Supt7l”” + Yeats2”AP double mutant, Tada3*?* and WT cells. The upper line shows total RNA-seq
coverage in WT cells. (B) Density plots showing log2 fold change of newly synthesized RNA levels in
Supt7l” + Yeats2/'PAP double mutant and Tada3*”*P cells relative to WT cells against the mean of
normalized reads in WT cells. Data were obtained from two independent clones treated with IAA for
24 hours. Sf3b3 and Cog4 genes shown in (B) are highlighted. Numbers of significantly up- and
downregulated genes are indicated. Genes were considered as significantly affected with an adjusted
p-value of < 0.05 and an absolute log2 fold change above 0.5. A threshold of 100 reads was set to
define expressed genes. (C) Volcano plot representation of differential expression analyses of newly
synthesized RNA data from Supt7/”- + Yeats2*'®’A° double mutant and Tada3*”*P cell lines relative to
WT cells. Numbers on top left and right indicate significantly down- and upregulated genes,
respectively. Genes were considered as significantly affected with an adjusted p-value of < 0.05 and
log2 fold change of < -0.5 or > 0.5 as indicated by the dashed lines. Ribosome protein genes (RPGs) are
highlighted as blue dots. (D) Heatmap showing the log2 fold changes (log2 FC) observed for RPG mRNA

levels in Supt7I”- + Yeats2*'?/A'® double mutant and Tada3*"”/*° relative to WT cells.
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Figure 3 Fischer et al.
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Supplementary Materials (Fischer et al.): contain 3 Supplementary Tables and 7

Supplementary Figures

Supplementary Table 1: CRISPR-Cas9 gRNA table. The following table shows the gRNA sequences
used to generate the cell lines presented in this study including the type of modification, the targeted
gene, the targeted region of the gene, the sequence of the gRNA, the PAM sequence and the strand of
the gRNA. KO, knockout; AID, auxin-inducible degron; E, exon

Type Target  Region gRNA sequence PAM Strand
Supi20 5’E4 TCGCTTGCACTCACTCGT AGG +
3’E4 GTAGAGCAGTCCAGTCGG  AGG -
5’E3 ACCAGTACGTATTCAGAG  TGG +
Supt7! 3’E3 ACCATCTCCCTCGCCCCG AGG +
5'E2  CCTACATAGATGTACCTGAG CGG -
Tada2b E2 TTATGAGATAGAGTATGACC AGG +
KO 5S’E3 GCTACAGGTAGTCTTCCCTG CGG -
Tadaza 3’E3 CTGCTGTGTAGTAGACAGAG TGG -
5’E6  TCACTGAAACAGTATTCAGT AGG -
Yeats? 3’E6 CCGTTACTGCATATTCACAG TGG +
5’ES  GACTAGGTACTTCGTAACTC AGG +
723 3’ES  AGATATCACTGCATTACATG GGG -
Yeats2 El TGTTCGCTTGATTCCAGACA TGG -
El GGAGGCCGGCCTAATCATGC AGG -
AID Tada3 El ACAAACCTGCATGATTAGGC CGG +
Zzz3 El GTGTTACAAGATCAACAGTG GGG +
Zzz3 LastE TCCCAGCCAACAGATGACAT GGG +
HA-tagged Tada2a LastE AGATAGACGTGAACAAAACC CGG -
LastE AAGGAATGTGAACAGTCAGA GGG -




Supplementary Table 2: Table of primers used for RT-qPCR analysis. This table contains the

primers used for RT-qPCR analyses show in this study including the gene name and forward and reverse
primer sequences. KO, knockout.

Gene

Forward Primer [5' =>3']

Reverse Primer [5' => 3']

KO validation

targeted exon

Supt20h
untargeted exon
targeted exon
Supt7l &
untargeted exon/5’UTR
targeted exon
Tada2b
untargeted exon
targeted exon
Tada2a

untargeted exon

TACATCGTGGAAAGTGCTCAG
AAGACAAACTTTTGCTTGAGAGC
ATTGTGGCGACTGCTTGATAG
GCAGTTCCCACATAAGAAGCA
TACATGCTAACGTAGTGCTCCATC
CTGTTCAGTCACACCAGCTACT
CTCTGCAGGGCGGCTTATC
TCCAGCTGGGATCAAGAACAG

ACCTCGGGTTCTTTTTCACAT
CCGGTTATAGAGCAGCCTATTG
ACCCAGAGAGTGACTTTTACCG

AGCCGCGTATACCACTCCT
AGTTCGGCTTCGGCAACT
CACCAGAAGATGCTGAGCAATG
CAAGGGAGATCAAGCAGCCATC
TCACTCGAGGATTTGAGTACAAGA

Pluripotency genes

Pou5f1 (Oct4)
Sox2
Tfep2i1
Nanog
Esrrb
Kif4

CTAGCATTGAGAACCGTGTGAG
GCGGAGTGGAAACTTTTGT
ACTACAACCAGCACAACTCTGG
CTCCAGCAGATGCAAGAACTC
GAGGACTCCGCCATCAAAT
GTGGGTTAGCGAGTTGGAAA

GATTGGCGATGTGAGTGATCT
CGGGAAGCGTGTACTTATCCTT
CCCATTCTCAGGAGATAGCTG
CTTGCACTTCATCCTTTGGTTT
TAGTGGTAGCCAGAGGCAATGT
GTGCAGCTTGCAGCAGTAAC

House-keeping genes

Rpphl
Rn7sk

GGGGGAGAGTAGTCTGAATTGG
TTCCCCGAATAGAGGAGGAC

CGGAGCTTGGAACAGACTCA

TGGACCTTGAGAGCTTGTTTG




Supplementary Table 3: Table of antibodies used. The following table shows the references for the

antibodies used in this study.

Antibodies

Reference (nr.)

Streptavidin protein coupled to HRP
anti-Supt71 antibody

anti-yTubulin antibody

anti-histone H3 lysine 9 acetylation (H3K9ac) antibody
anti-HA tag antibody

secondary goat anti-rabbit antibody
secondary goat anti-mouse antibody
anti-Tbp antibody mouse monoclonal
anti-Taf7 antibody rabbit polyclonal
anti-Taf10 antibody mouse monoclonal
anti-Taf12 antibody mouse monoclonal

anti-Atac2 antibody rabbit polyclonal

ThermoFisher Scientific (Cat# 21126)

Bethyl Laboratories (Cat# A302-803A)
Sigma-Aldrich (Cat# T6557)

Abcam (Cat# ab4441)

Abcam (Cat# ab9110)

Jackson ImmunoResearch (Cat# 111-035-144)
Jackson ImmunoResearch (Cat# 115-036-071)
In-house (3TF1-3G3) (Brou et al., 1993)
In-house (3475) (Bardot et al., 2017)

In-house (6TA-2B11) (Jacq et al., 1994)
In-house (22TA-2A1) (Mengus et al., 1995)

In-house (2734) (Nagy et al., 2010)
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Figure S1, related to Figure 1. Validation of SAGA mutant cell lines. (A) Representation of the Supt7/
and Supt20h loci based on UCSC genome browser views. All RefSeq transcript variants are shown. Blue
arrows indicate transcription direction. Inserts highlight sequences targeted by the two gRNAs in
introns flanking the first out-of-frame exon shared by all transcript variants. (B) RT-qPCR analyses using
primers amplifying the deleted exon (left, targeted) or an untargeted exon (right). The untargeted exon
primer pair revealed the induction of non-sense mediated decay (NMD). (C) Alkaline phosphatase
staining on clonal assays of SAGA mutant lines cultured in FCS+LIF+2i medium. Colony morphologies
are depicted at higher magnification in foreground images. (D) Quantification of the size of colonies
analyzed by clonal assays in (C). Colony areas were measured with Imagel, using at least two
independent clones (n = 4-9). Statistical test performed is Anova test. *** p = < 2 x10%. Only
statistically significant (<0.05) results are indicated. (E) Comparison of Supt7/ mRNA levels in Supt7/’
and Supt7/" cell lines. 5’UTR primers represent the same primer pair as the untargeted primer in (C),
which is localized within the 5’ untranslated region (5'UTR). (F) Growth curve analysis of viable cells of
Supt7I”, Supt20h”- and WT cells grown in FCS+LIF+2i medium. At least two independent clones were
analyzed per cell line. Cells were seeded on day 0 and maintained in culture for five days with medium
changes every second day. Viable cells were counted every day using trypan blue staining. (G) SAGA
was purified from WT and Supt7I” cells following the same procedure as in (E top) with the exception
that anti-Taf12 antibodies were used. IP against GST (glutathione S-transferase) served as a control for
unspecific binding. For (B and E), RNA polymerase lll genes (Rpphl and Rn7sk) were used for
normalization and results were compared to WT cells. Error bars show mean + SD of at least 4 biological

replicates, each the mean of 3 technical RT-qPCR replicates.
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Figure S2, related to Figure 2. Characterization of ATAC mutant cell lines. (A) UCSC genome browser
views of the Yeats2 and Zzz3 loci, showing all RefSeq gene transcript variants. Blue arrows show
transcription direction. Insert highlights location of the two gRNAs recruiting Cas9 to the introns
flanking the first out-of-frame exon shared by all transcript variants. (B) Time course auxin (IAA)
treatment of two independent Yeats2*'?/A° cell lines analyzed by western blot using Streptavidin-HRP.
Cells were treated with auxin for 4 or 6 hours prior to protein extraction and compared to untreated
(-) conditions. Asterisk indicates unspecific band. (C) Western blot analyses of whole cell extracts from
two independent Yeats2?/AP and Zzz3*'"/AP cells in which an HA-tag was fused to the coding sequence
of Tada2a. Cells were either treated (+) or not (-) with auxin for 24h and western blot were revealed
with Streptavidin-HRP or with anti-HA antibody. yTubulin serves as loading control. Asterisk indicates
an unspecific band. (D) Clonal assays of ATAC mutant cell lines relative to WT cells in FCS+LIF+2i
medium treated with either DMSO or IAA and stained with alkaline phosphatase. Images in the
foreground represent microscopy images showing colony morphologies. (E) Quantification of colony
areas of clonal assays as shown in (D). Colony areas were measured using Imagel. At least two
independent clones were analyzed per cell line (n = 4-9). ***, p = 0.0004191 for DMSO Yeqts2*/>/A/°
and p < 2 x10® for the remaining conditions. (F) Growth curves of viable cells of Yeats2*'?/A’° and

ZZZ3AID/AID

cell lines compared to WT cells in the absence (DMSO) or presence of auxin (IAA). At least
two independent clones were analyzed per cell line. Cells were seeded on day 0 and maintained in
culture for five days with medium changes every second day. Viable cells were counted every day using
trypan blue staining. (G and H) Cell cycle analyses of Yeats2"'?/A° and Zzz3"°/*"° cell lines were
performed using propidium iodide staining after 24h or 48h |IAA treatment and compared relative to
WT cells. At least two independent clones were analyzed per cell line. Error bars show mean + SD of at
least 4 biological replicates. *, p < 0.05; **, p = 0.0024; ***, p < 9.7 107°. For (E, G and H), statistical test

performed is Anova test for (E) and Wilcoxon rank sum test with Bonferroni correction for multiple

testing for (G and H). Only statistically significant (<0.05) results are indicated.
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Figure S3, related to Figure 3 and 4. Quantification of newly synthesized RNAs from Yeats2*/°/4/°,
Zzz3%P/A10 and Supt7I”/ cell lines. (A) Proportion of reads found on genomic elements for total RNA-
seq and 4sU-seq experiments shown in Figure 3. Besides reads aligning against exons and introns, reads
matching exon-intron junctions, exon-intergenic (exon-interg.) junctions and intergenic (interg.)
regions were considered. (B) Genome browser views comparing total RNA-seq and 4sU-seq results at
two loci (Eif2b5, top panel and Asns, bottom panel). Blue arrows indicate transcription direction.
Forward and reverse strands are shown. (C) Violin plots of log2 fold changes comparing the distribution
of expression changes of genes belonging to the GO categories ‘cytoplasmic translation’ (73 genes)
and ‘response to LIF’ (98 genes) to unchanged genes (75 genes). Genes were considered unchanged
with an absolute log2 fold change value below 0.2 and an adjusted p-value of > 0.5. (D) Transcription
factors binding sites from ChEA and Encode ChIP datasets are enriched in the significantly
downregulated genes in Yeats24?/A°, 7z234P/AI0 and Supt7I”- cell lines as identified by Enrichr. Only the

first five transcription factors with the highest odds ratio are shown.
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Figure S4, related to Figure 5. Validation of mutant cell lines for subunits of the shared HAT module.
(A) UCSC genome browser views of the Tada2a and Tada2b loci, including all RefSeq gene transcript
variants are shown. Blue arrows show transcription direction. Inserts highlight locations of the two
gRNAs flanking the first out-of-frame exon of Tada2a. For Tada2b, the two gRNAs flank the splice
acceptor site of the second and last exon. (B) mRNA quantification by RT-qPCR in Tada2a” and Tada2b
/- cell lines, using a primer pair located in the targeted exon or primers amplifying an untargeted exon.
MRNA levels were normalized to Rpphl and Rn7sk and results were compared to those in WT cells.
Error bars show mean * SD of at least 5 biological replicates, each the mean of 3 technical RT-qPCR
replicates. (C) Time course auxin treatment of two independent Tada3*?"° cell lines analyzed by
western blot using Streptavidin-HRP. Cells were treated with auxin for 4 or 6 hours and compared to
untreated (-) conditions. Asterisks indicate unspecific bands. (D) Western blot analyses of histone H3
lysine 9 acetylation (H3K9ac) levels in Yeats2*P/AP 7773 AP/AID  Tada2a”" and wildtype (WT) cells,
treated for 24 hours with IAA. Tbp serves as loading control. (E and F) ATAC (E) and SAGA (F) complexes
were immuno-purified from WT or Tada3*”4"P cells treated with DMSO or IAA for 24 hours, as
described in Figure 5C and D, and analyzed by western blots revealed with the indicated antibodies.
(G) Western blot analyses of H3K9ac levels in Tada3*?/A’° cell lines treated with IAA or DMSO for 24
hours. Tbp serves as loading control. (H) Western blot analyses of H3K9ac levels examined in two
independent Tada3*?/A’° cell lines treated for 24 hours with IAA and three independent Tada2a” +

Tada2b” double mutant clones compared to WT cells. Tbp serves as a loading control.
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Figure S5, related to Figure 5. Additional analyses of HAT mutant cell lines. (A and B) Growth curve
analyses of Tada2a”, Tada2b” (A) and Tada3*"”#" (B) cells cultured in FCS+LIF+2i medium compared
to WT cells. Tada3*”*P and corresponding WT cells were treated with IAA. At least two independent
clones were analyzed per cell line. Cells were seeded on day 0 and maintained in culture for five days
with medium changes every second day. Viable cells were counted every day using trypan blue
staining. (C) Representative images of clonal assay analyses of HAT mutant cell lines cultured in
FCS+LIF+2i medium. Tada3*®/4"° and WT cells were treated with DMSO or IAA and stained for alkaline
phosphatase (AP). Images in the foreground represent microscopy images showing colony
morphologies. (D) Quantification of colony areas in clonal assays of HAT mutant cells as shown in (C).
Colony areas were measured using ImagelJ. At least two independent clones were analyzed per cell
line. n = 4-9. Statistical test performed is Anova test. ***, p < 0.0001795. Only statistically significant

(<0.05) results are indicated.
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Figure S6, related to Figure 6. Growth analysis of Supt7I”- + Yeats2*'”/A° double mutant cell lines. (A)
Western blot analyses of H3K9ac levels examined in two independent Supt7/”- + Yeats2*®’A’° double
mutant, Tada3”?"” and WT cells treated for 48 hours with auxin (IAA). For each sample xx and xx ug
of acidic extracts were loaded successively. Tbp serves as loading control. (B) Left, clonal assays for
Supt7I” + Yeats2"'®AP double mutant and WT cells cultured in FCS+LIF+2i medium and treated with
DMSO or IAA. Colonies were stained for alkaline phosphatase. Images in the foreground represent
microscopy images showing colony morphologies. Right, quantification of colony areas of clonal assays
as shown on the left. Colony areas were measured using Imagel. At least two independent clones were
analysed per cell line. n = 2. Statistical test performed is Anova test. ***, p = < 2 x10¢. (C) Growth
curve analyses of viable cells of Supt7/” + Yeats2""®AP double mutant and WT cells in the absence
(DMSO) or presence of IAA. At least two independent clones were analysed per cell line. Cells were
seeded on day 0 and maintained in culture for five days with medium changes every second day. Viable

cells were counted every day using trypan blue staining
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Figure S7, related to Figure 6. Additional analyses of newly synthesized RNA datasets of Supt7I”- +
Yeats2*'”/AP and Tada3*"*/A"® cell lines. (A) Gene set enrichment analysis (GSEA) of GO biological
processes based on log2 fold changes observed upon newly synthesized RNA analyses of Supt7/”- +
Yeats2“'®/A° double mutant cells relative to WT cells. Colored bars represent statistically significant
terms (FDR < 0.05). Only the first five GO categories with the highest normalized enrichment score are
shown. (B) Violin plots of log2 fold changes comparing the distribution of expression changes of genes
belonging to the GO categories ‘cytoplasmic translation” and ‘response to LIF’ to unchanged genes.
Genes were considered unchanged with an absolute log2 fold change < 0.2 and an adjusted p-value of
> 0.5. Numbers on top of the violin graphs indicate the numbers of genes per category. (C)
Transcription factors of ChEA and Encode ChIP datasets enriched in the significantly downregulated
genes of the Supt7I’ + Yeats2"'/A® double mutant cell lines as identified by the Enrichr database. Only
the first five transcription factors with the highest odds ratio are shown. (D) Correlation analyses of
log2 fold changes of newly synthesized RNA analyses between Supt7I”- + Yeats2*'?/*'° double mutant

cells and Yeats24P/AP | 777340740 and Supt7I” cell lines. (E) (F).



2. Analysis of the impact of loss of Supt3h on self-renewal capacities of mouse

embryonic stem cells and RNA polymerase II transcription.

This result section contains preliminary and unpublished data from experiments I designed and
performed on Supt3h™ cell lines, which were generated with the help of Matthieu Stierle. The

experiments and work were conceived by Didier Devys.

Introduction

Early studies, based on a genetic screen involving the Ty transposon, found a genetic link between
subunits of the yeast SAGA complex (Spt3, Spt7, Spt8, Spt20) and TBP (Spt15) (Winston et al., 1984b;
Winston et al., 1987; Eisenmann et al., 1989; Roberts & Winston, 1996). Interestingly, mutations in
Spt3 were subsequently found to rescue mutations of TBP, suggesting a physical interactions between
these two proteins (Eisenmann et al., 1992). Recent cryo-EM structures further highlight the interaction
between SAGA subunits and TBP (Papai et al., 2020): The two subunits Spt3 and Spt8, which are part
of the core of yeast SAGA, were found to form contacts with TBP on opposite sides. Interestingly, when
TBP is bound by SAGA, its DNA-binding domain is inaccessible for DNA, implying that TBP needs to
be released from SAGA to bind to gene promoters (Papai et al., 2020). Therefore, yeast SAGA was
demonstrated to possess a TBP-loading function through genetic, biochemical and structural studies,

which requires its Spt3 and Spt8 subunits.

As inactivation of the HAT module could not explain phenotypes and transcriptional defects
observed upon inactivation of the SAGA core subunit Supt7l (see result section 1), we were interested
to assess the importance of the putative TBP-loading function of SAGA on mouse ESC physiology and
RNA polymerase II (Pol II) transcription. Although, SAGA is highly conserved from yeast to humans,
metazoan genomes lack a homolog of the SPT8 gene of budding yeast (Spedale et al., 2012). Therefore,
the putative TBP-loading function of metazoan SAGA only involves its Supt3h subunit (yeast Spt3). To
answer aim d) and aim e) in relation to the importance of the putative TBP-loading function of the
mammalian SAGA complex for the self-renewal capacities of mouse embryonic stem cells (ESCs) and

for RNA polymerase II transcription, we inactivated Supt3/ in mouse ESCs.

Results

Following the same strategy as described in result section 1, we deleted the first out-of-frame exon,
which is shared by all transcript variants and which does not contain the translation start codon, of
Supt3h (exon 3) using the CRISPR-Cas9 technology (scheme of the gRNA positions in Figure 51A).
We could observe a frequency of heterozygous clones similar to previous constructs (see result section

1, Figure 1B, 2A or Figure 5A) and obtained two clones with homozygous deletion of the targeted
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region, which we verified by RT-qPCR (Figure 51B and 51C). Deletion of the out-of-frame exon caused
the induction of non-sense mediated mRNA decay (NMD), as indicated by reduced Supt3h mRNA

levels when assessed by primers against an untargeted exon (Figure 51C).
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Figure 51: Generation and validation of Supt3h~ cell lines. A. Representation of the locus of Supt3h based on
UCSC genome browser views. All RefSeq gene transcript variants are shown. Small blue arrows show
transcription direction. Insert highlights location of the two gRNAs used to recruit Cas9 to the introns surrounding
the first out-of-frame exon shared by all transcript variants and excluding exons containing the translation start
site. Scale bars reflect 1 kb. B. Table showing number of clones screened, percentage of heterozygous (+/-) clones,
number of homozygous (-/-) clones and size of the deletion for Supt3h. C. Verification of Supt3h” cell lines by
RT-qPCR analysis using primers against the exon targeted for deletion (targeted exon) and an exon outside of the
deletion region (untargeted exon). The untargeted exon primer pair served to examine the induction of non-sense
mediated decay (NMD). RNA polymerase III genes (Rpph! and Rn7sk) were used for normalization and results
were compared to wildtype (WT) cells. Error bars show mean + SD of at least 2 biological replicates, each the
mean of 3 technical RT-qPCR replicates. D. Immunoprecipitation of the SAGA complex using anti-Taf10 IP
followed by mass spectrometry analysis in Supt3h™ cell lines. Results of MS analysis are displayed as log2
difference relative to SAGA purified from WT cells. Star indicates bait protein.

We further performed immunopurification (IP) experiments of SAGA in Supt3h™ cells coupled to
mass spectrometry analysis (MS), to assess the impact of loss of Supt3h on SAGA structure. Therefore,
nuclear extracts from Supt3h”- and wildtype (WT) cells were depleted for the TFIID complex using
antibodies targeting the TFIID-specific subunit Taf7. This depletion of TFIID was necessary to increase
the purification efficiency for SAGA by the subsequently IP against Taf10, one of the core subunits of
SAGA present also in TFIID. Subsequent MS analyses of the anti-Taf10 IP elutions revealed limited
effects of loss of Supt3h on SAGA structure as most SAGA subunits were found except for Supt3h
(Figure 51D). These results are in agreement with studies from budding yeast (Lee et al., 2011).
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Figure 52: Characterisation of phenotypes and analysis of newly synthesized RNA levels of Supt3h™” cells. A.
Left, representative images of clonal assay analyses of Supt3h” cell lines inFCS + LIF + 2i medium compared to
wildtype (WT) cells and stained for alkaline phosphatase levels. Images in the foreground represent microscopy
images showing colony morphologies. Right, quantification of colony areas of clonal assays as shown on the left.
Colony areas were measured using ImagelJ. n = 5-9. Statistical test performed is one-sided Wilcoxon-Mann-Whitney
test. *** p=<22x10'%. B. Representative images of clonal assay analyses of Supt3h™ cells in medium containing
LIF relative to WT cells and stained with crystal violet. C. Quantification of alkaline phosphatase (AP) staining of
clonal assays as shown in (B). Numbers of AP positive (AP+) and AP negative (AP-) colonies were normalized to
total number of colonies as assessed by crystal violet staining. Error bars show mean + SD of at least 4 biological
replicates. Statistical test performed is two-sided Wilcoxon-Mann-Whitney test. **, p = 0.009524. D. Growth curves
analysis of viable cells of Supt3h™ cell lines compared to WT cells in medium containing 2i. Cells were seeded on
day 0 and maintained in culture for five days with medium changes every second day. Viable cells were counted
every day using trypan blue staining. E. Density plot representation of log2 fold change of newly synthesized RNA
levels of two independent clones of Supt3h™ cell lines relative to WT cells against the mean of normalized reads.
Cell lines were treated for 24 hours with IAA. Localization of the Sf3b3 and Cog4 genes are highlighted. Numbers
at the top and bottom indicate the numbers of significantly up- and downregulated genes, respectively. Genes were
considered as significantly affected with an adjusted p-value of < 0.05 and log2 fold change of < -0.5 or > 0.5. A
threshold of 100 reads was set to define expressed genes. F. Volcano plot representation of newly synthesized RNA
analyses of Supt3h™ cells compared to WT cells showing the adjusted p-values relative to log2 fold changes. Numbers
on top left and right indicate significantly down- and upregulated genes, respectively. Genes were considered as
significantly affected with an adjusted p-value of < 0.05 and log2 fold change of < -0.5 or > 0.5 as indicated by the
dashed lines. Ribosome protein genes (RPG) are highlighted by blue dots.

To reveal the potential impact of loss of Supt3h on mouse ESC growth, we performed clonal assay
analyses in medium containing serum and LIF ( FCS + LIF medium) or medium additionally containing
two potent inhibitors of differentiation ( FCS + LIF + 2i medium ). For clonal assays, cells were seeded
at low density and grown for six days before fixation and staining. Surprisingly, we found that

Supt3h™ cells displayed on average significantly smaller colonies in FCS + LIF + 2i medium (Figure
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52A) and strongly reduced colony formation in FCS + LIF medium (Figure 52B) compared to WT cells.
Growth curve analyses of viable cells in FCS + LIF + 2i medium further suggested that the smaller
colony areas observed for Supt3h” cells in FCS + LIF + 2i medium could be due to reduced proliferation

rates (Figure 52D).

Following the strong impact of loss of Supt3h on mouse ESC growth, we were further interested in
assessing the self-renewal capacities of Supt3h”" ESCs. Therefore, we performed similar clonal assays
in FCS + LIF medium as shown in Figure 52B with additionally staining for alkaline phosphatase (AP)
levels. Undifferentiated colonies possess high levels of AP revealed by a red coloration in this assay
(AP positive), while differentiating colonies remain unstained (AP negative). AP positive and AP
negative colonies were counted and normalized to the total amount of colonies as assessed by crystal
violet staining. These analyses indicated a major impact of inactivation of Supt3h on mouse ESC self-
renewal (Figure 52C). While WT cells displayed on average a ratio of roughly 70% undifferentiated and
30% differentiated colonies, Supt3h™ cells displayed the opposite trend with roughly 30-40%
differentiated and 60-70% undifferentiated colonies (Figure 52C).

In general, these phenotypic analyses indicated a major impact of loss of Supt3h on mouse ESC
growth and self-renewal. In contrast to inactivation of the gene encoding the SAGA-specific HAT
subunit Tada2b (see Figure 5F and 5G as well as Figure S5 in result section 1), phenotypes of Supt3h”
cells resembled phenotypes observed in Supt7l” cells (see Figure 1D and 1F as well as Figure SIC-S1D
and S1F in result section 1), suggesting that the TBP-loading function might be crucial for the role of

the SAGA core in mouse ESC proliferation and self-renewal.

Due to the resemblance of the phenotypes between Supt3h”~ and Supt7I"- cells, we were interested
in assessing if loss of Supt3h would cause similar effects on newly synthesized RNA levels as loss of
Supt7l. However, newly synthesized RNA analysis in Supt3h™ cells revealed that the transcriptional
defects upon inactivation of the putative TBP-loading function of mammalian SAGA are much less
severe than upon inactivation of its core subunit Supt71 (compare Figure 52E and 52F to Figure 3B and
Figure 4B of result section 1). Indeed, very few genes were found significantly downregulated (38
genes) and the expression of RPGs was also not affected by the loss of Supt3h (Figure 52E and 52F).
Therefore, although inactivation of Supt3h recapitulates the self-renewal defects observed upon

inactivation of Supt7l, it did not recapitulate all transcriptional effects.

Overall, these preliminary findings suggest that Supt3h and the putative TBP-loading function of
SAGA is especially required for mouse ESC growth and self-renewal, while RNA polymerase II
transcription might additionally be sensitive for other functions of SAGA, such as its deubiquitylation
(DUB) module or its transcription factor-interacting subunit Trrap. The mechanistic details of the

functions of Supt3h in mouse ESC proliferation and self-renewal remain unclear.
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Didier Devys — Conceived the work and designed experiments.
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3. Analysis of the impact of loss of the deubiquitylation module subunit Atxn713 on

mouse embryonic stem cells.

This result section contains preliminary and unpublished data from experiments I designed and
performed on Atxn7I3” cell lines, which were generated with the help of Matthieu Stierle. The

experiments and work were conceived by Didier Devys.

Introduction

Besides its HAT and TBP-loading functions, which we studied extensively in result section 1 and
2, SAGA also possesses a DUB activity. In contrast to the two other functions, which have a role
especially during the step of transcription initiation, the DUB module of SAGA is involved in the

removal of H2BK120ub following the transcription elongation machinery.

In mammalian cells, H2ZBK120ub is catalysed by RNF20 and RNF40, which are thought to associate
with the elongating RNA polymerase II (Pol II) through Paf1C thereby modifying histone H2B proteins
in proximity to the transcription elongation complex (Kim et al., 2009). H2BK120ub is generally found
at all actively transcribed genes along the length of the gene body and was suggested to facilitate
nucleosome reassembly along the path of elongating Pol II (Fleming et al., 2008; Bonnet et al., 2014).
Recent structural findings in yeast further highlight the importance of monoubiquitylation of H2B in
enabling methylation of H3K4 and H3K79 (Worden et al., 2019; Valencia-Sanchez et al., 2019; Hsu et
al., 2019b). The importance of removal of H2BK120ub through the DUB of SAGA remains however

largely unclear.

In the previous result section we had focused our attention especially on the HAT and TBP-loading
functions of SAGA as these two functions were found to be especially required for transcription
regulation in budding yeast (Baptista et al., 2017). In contrast, deletion of Ubp8, the catalytic subunit of
the DUB module of yeast SAGA and ortholog to mammalian Usp22, did not cause detectable effects on
Pol II transcription although levels of H2BK123ub were drastically increased (Baptista et al., 2017).
Nevertheless, we were also interested in assessing the importance of the DUB module and consequently

removal of H2BK120ub in mammalian cells.

To inactivate the DUB module of SAGA in mouse embryonic stem cells and to respond to aim e)
in relation to the functions of the DUB module in self-renewal and proliferation of mouse ESC, we
decided to inactivate one of the four subunits of the DUB module (Atxn713, Atxn7, Usp22 or Eny2). As
Eny?2 is also present within the TREX2 complex and therefore involved in the process of RNA export,
we rapidly excluded this subunit as a target for inactivation (Rodriguez-Navarro et al., 2004; Helmlinger
& Tora, 2017). Additionally, as mentioned in the Introduction (see chapter 4.3. Subunit composition of

mammalian SAGA), in mammalian cells, a triplication event led to the presence of three seemingly
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redundantly acting Atxn7 proteins, the subunit responsible in integrating the DUB module within SAGA
(Vermeulen et al., 2010). Based on the challenge imposed by inactivating several genes, we

consequently also excluded this subunit.

At the time of these experiments, genetic predictions suggested that besides Usp22 two additional
Usp proteins, Usp27x and Usp51, might be incorporated within the SAGA DUB module in a mutually
exclusive way to Usp22. Based on this prediction, inactivation of the catalytic subunit of the DUB
module would also require the inactivation of three independent genes. Consequently, we ended up with
only one remaining possibility, Atxn713. Atxn713 represents a key subunit of the DUB module which
has several important roles within the module by activating the catalytic site of Usp22 and recognizing
the substrate through interactions with the acidic patch of histone H2A/H2B dimers (Samara et al.,
2010; Kohler et al., 2010; Morgan et al., 2016). A gene duplication event also caused the presence of a
paralog, Atxn713b, in mammalian cells, which however was reported to not function within SAGA as it
mainly localizes to the cytoplasm (Li et al., 2016). Therefore, we targeted only A¢xn7/3 for inactivation

by CRISPR-Cas9 in mouse ESCs.

When we initiated the below described experiments, the presence of SAGA-independent DUB
modules, mentioned in the Introduction, was not yet demonstrated, although the presence of the two
alternative Usp proteins, Usp27x and Usp51, had been genetically predicted and found to be expressed
in human cells (Kobayashi et al., 2015; Atanassov et al., 2016). The identified SAGA-independent DUB
modules are composed of ATXN7L3, ENY2 and either USP27X or USP51 (Atanassov et al., 2016). As
these DUBs do not seem to interact with ATXN7 proteins, they are thought to not be incorporated within
SAGA and to rather reflect ‘free’, SAGA-independent DUB modules (Atanassov et al., 2016). For the
results described in this section, it is therefore important to keep in mind that with the inactivation of
Atxn713, we not only target the DUB module of SAGA but also the Usp27x- and Usp51-containing, free
DUB modules.

Results

To inactivate Atxn7[3, we targeted exons 3 and 4 for deletion using CRISPR-Cas9 following the
same strategy as described in the previous results sections (scheme of the gRNA positions in Figure
53A). Loss of these two exons is thought to cause a shift within the ribosome reading frame subsequently
generating a scrambled protein downstream of exon 2. We obtained four clones with homozygous
deletion of the targeted region on the genomic level, which were further verified by Sanger sequencing
(example of genotyping and sequencing shown in Figure 53B and 53C). Subsequent analyses of RNA
expression levels of Azxn713 by qPCR in the homozygous mutant cell lines compared to wildtype (WT)
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Figure 53: Generation and characterisation of Atxn7/3”- mouse embryonic stem cell lines. A. UCSC genome
browser view on the locus of Atxn7/3 with its two transcript variants. The insert highlights the position of the guide
RNAs (gRNAs) localized to the surrounding introns of exons 3 and 4. Arrow indicates the direction of
transcription. B. Examples of genotyping of Atxn7[3" clones. Top, scheme displaying the position of the gRNAs
(scissors indicate the double strand breaks induced by Cas9) as well as primer pairs (A and B) used for the
genotyping PCR. One primer of primer pair A is situated within the deleted region and therefore not amplifying
in homozygous mutant clones, while primer pair B is located outside of the deleted region and is consequently
shorter in the homozygous mutant clones. Bottom, examples of PCR results are shown for two A#xn7/3” clones
compared to wildtype (WT) and negative (neg.) controls. C. Example of sequencing results for one Afxn 737" clone
compared to WT sequences. Sequencing histogram is show (gRNA1 highlighted in blue) with the respective DNA
sequences identified for the two alleles displayed on top. The two alleles were perfectly cut at the expected sites
(indicated by arrows) of gRNA 1. Similarly, allele 1 shows a perfect cut at the expected site of gRNA2, while allele
2 displays a deletion of the complete gRNA2 including the PAM sequence. gRNA sequences are underlined and
in grey and PAM sequences are shown in dark red. PAM, protospacer adjacent motif. D. Analysis of Atxn7[3 RNA
levels in Atxn713” clones compared to WT cells. Top, scheme indicating the positions of the primer pairs used.
Bottom, expression of Atxn7I3 as assessed by primer pairs A and B in Atxn7[37 clones relative to WT cells.
Expression was normalized to two RNA polymerase III genes (Rpphl and Rn7sk). Reduced levels of Atxn7I3
revealed by primer pair B indicates the induction of non-sense mediated decay (NMD). E. Western blot analysis
of the four Atxn713” clones compared to WT cells showing the loss of Atxn713 protein levels in the mutant cells.

cells, further demonstrated the loss of the targeted exons (primer pair A in Figure 53D). We further
found an overall reduction of Axn7/3 mRNA levels in the Atxn7[37 cell lines likely induced by non-
sense mediated decay (NMD) suggesting the generation of a premature stop codon upon loss of exons
3 and 4 (primer pair B in Figure 53D). Western blot analysis on whole cell protein extracts further

confirmed the loss of Atxn713 in the Axn7I3" cell lines (Figure 53E).
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Additionally, we could observe that loss of Atxn7I3 resulted in an increase of global H2BK120ub
levels as assessed by acidic extraction of histone proteins from the mutant cell lines and compared
relative to WT cells (Figure 54A). The increased levels of H2BK120ub were comparable to previously
reported observations upon depletion of Atxn713 in human cells (Bonnet et al., 2014). To assess the
impact of inactivation of A&xn7/3 on mouse ESC physiology, we performed on one hand growth curve
analyses to evaluate effects on proliferation (Figure 54B) and on the other hand clonal assay analyses in
FCS + LIF + 2i medium followed by alkaline phosphatase (AP) staining to determine effects on colony
formation capacities (Figure 54C). Additionally, we assessed the impact of loss of Atxn713 on mouse
ESC self-renewal by performing clonal assay analyses in FCS + LIF medium, which allows the
proliferation of both undifferentiated and differentiating ESCs in contrast to FCS + LIF + 2i medium,
which selects for undifferentiated ESCs (Figure 54D. Using AP staining in the FCS + LIF medium
clonal assays, we were able to determine the numbers of undifferentiated or mixed colonies (AP positive
colonies) or differentiating colonies (AP negative colonies) and calculate relative frequencies by using

the total number of colonies as assessed by crystal violet staining.

Overall, we found that growth of Atxxn713" cell lines was affected in FCS + LIF + 2i medium with

the estimated doubling time in the exponential phase reaching 17 hours compared to 14 hours in WT
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Figure 54: Effects of loss of Atxn713 on histone modifications and mouse embryonic stem cells physiology.
A. Western blot analysis of acidic histone extracts from the four Atxn7/3” clones (indicated by numbers) compared
to wildtype (WT) cells. While H3K9ac levels seem largely unchanged similar to the loading control Tbp,
H2BK 120ub levels are drastically increased in the Atxn7[37 cells compared to WT cells. Tbp, TATA-box binding
protein. B. Growth curve of WT (black) and Armxn7I37 cells (blue) showing viable cell numbers as assessed by
trypan blue staining. Cells were grown in FCS + LIF + 2i medium. n = 2-4. C. Clonal assay analysis in FCS + LIF
+ 2i medium of Atxn 7137 cells compared to WT cells. Top, example images of alkaline phosphatase (AP) stained
colonies with smaller circles showing microscopy images of colonies. Bottom, quantification of colony area
distribution with inset showing box plot representation. Colony areas were assessed using ImageJ. D. Clonal assay
analysis in LIF medium of Axxn7I137 cells compared to WT cells. Top, example images of colonies stained with
crystal violet to assess the total number of colonies. Bottom, quantification of ground state, AP positive (AP+) or
primed, AP negative (AP-) colonies normalized by the total number of colonies as assessed by crystal violet
staining. n = 2.
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cells (Figure 54B). Similarly, loss of Atxn713 in mouse ESCs caused the formation of on average clearly
smaller colonies in both FCS + LIF medium and medium containing 2i compared to WT cells (Figure
54C and 54D, top). Interestingly, although proliferation was affected, the level of self-renewal of mouse
ESCs lacking Atxn713, as assessed by the ratio of AP positive colonies relative to the total amount of

colonies, was comparable to WT cells (Figure 54D, bottom).

At this point, the functions of ATXN7L3 in SAGA-independent DUB modules was biochemically
demonstrated in human cells additionally showing that USP22 is the only DUB enzyme which can
interact with ATXN7 and therefore be incorporated into SAGA (Atanassov et al., 2016). Also, around
the same time, studies in my host laboratory on mouse lines with either inactivation of Usp22 or Atxn713
demonstrated that inactivation of Usp22, the SAGA-specific DUB enzyme, only mildly affected
H2BK120ub and embryonic development in stark contrast to inactivation of Atxn7/3 (El-Saafin, Wang
et al. manuscript in revision, Annexe 2). These findings indeed suggested, that the free Usp27x- and
Usp51-containing DUB modules are acting redundantly to the Usp22-containing DUB module
incorporated within SAGA, in strong agreement with earlier results (Kobayashi et al., 2015; Atanassov

et al., 2016).

Consequently, the preliminary results presented here do not allow proper interpretation of the
importance of the DUB module of SAGA on mouse ESC physiology, as loss of Atxn713 also affects the
activity of SAGA-independent DUBSs. It is therefore also difficult to compare results described in this
section to findings on the HAT and TBP-interacting activities of SAGA shown in earlier result sections.

Nevertheless, our findings indicate an importance of proper H2BK120ub removal for mouse ESC

physiology.

Contributions

Veronique Fischer — Generated cell lines. Designed and performed experiments, analysis and graphical

representations of data shown in Figure 53 and Figure 54.
Matthieu Stierle — Helped in generating and validating cell lines.
Bernardo Reina San Martin — designed the CRISPR-Cas9 plasmids.

Didier Devys — Conceived the work and designed experiments.
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4. Analysis of the impact of acute loss of TRRAP on mRNA synthesis in human

cells.

This result section contains preliminary and unpublished experimental data which were generated
in collaboration with the Helmlinger research group of the Institut de génétique moléculaire de

Montpellier IGMM), France.

Introduction

The massive TRRAP subunit of the SAGA complex is believed to be the key interaction surface for
contacts with transcription factors (TFs) (McMahon et al., 1998; Knutson & Hahn, 2011; Setiaputra et
al., 2015; Elias-Villalobos et al., 2019a). It is also part of the TIP60 coactivator complex in which
TRRAP was suggested to additionally serve as a structural subunit for complex assembly (Wang et al.,

2018b; Elias-Villalobos et al., 2019a; Elias-Villalobos et al., 2019b).

Trrap is essential during mouse embryonic development as its inactivation causes very early
embryonic lethality and is required for cell growth and survival of cultured cells (Herceg et al., 2001;
Fazzio et al., 2008). Deletion of the gene encoding its counterpart in budding yeast, Tral, is also

detrimental to yeast growth and survival (Helmlinger & Tora, 2017).

These drastic phenotypes suggest a major role of Trrap and its associated complexes in RNA
polymerase II (Pol II) transcription and cell physiology. Therefore, and to address aim f) in relation to
the functional importance of the TF-interacting module of SAGA in Pol II transcriptoin, we were
interested in analysing the impact of depletion of TRRAP on newly synthesized RNA levels in

mammalian cells.

Results

Our collaborators from the Helmlinger research group in Montpellier had successfully introduced
the auxin-inducible degron (AID) tag to the endogenous locus of Trrap in human HCT116 colon cancer
cells. Using these cell lines, AID-TRRAP can be acutely depleted to near undetectable protein levels
following four hours of auxin treatment (Figure 55A). Total RNA extraction followed by deep

AIDIAID o] lines treated for five hours with

sequencing (total RNA-seq) from three independent Trrap
either NaOH, the dissolving agent (+TRRAP), or auxin (-TRRAP) revealed that roughly 800 genes were
differentially expressed upon depletion of AID-TRRAP with roughly half being down- or upregulated
(Figure 55C). As TRRAP is a subunit of two coactivator complexes which positively stimulate Pol II
transcription, the observation of roughly equal amounts of genes being upregulated compared to genes

being downregulated upon its depletion was unexpected.
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experiments.

Amongst other reasons, this upregulation of genes on total RNA levels following AID-TRRAP

depletion could be indicative of secondary transcriptional effects and prompted us to analyse newly
synthesized RNA levels in these cell lines. Newly synthesized RNA analysis enables a direct assessment
of effects on Pol II transcription and is largely independent from RNA degradation events, which take
an influence on total RNA levels. Additionally, especially within mammalian cells, RNA half-lives vary
greatly from few minutes to several hours with an estimated average of roughly six hours (Duffy et al.,
2019). Consequently, the analysis of total RNA levels following acute depletion of few hours, as

AID/AID

described here for the Trrap system, might underestimate the effects on transcription of long-lived

RNAs and be biased towards more unstable RNAs with short half-lives.

Indeed, newly synthesized RNA purification followed by deep sequencing (4sU-seq) analysis
revealed more dramatic effects of depletion of AID-TRRAP on Pol II transcription compared to total
RNA-seq (Figure 55C and 55D, comparison of total RNA-seq and 4sU-seq profiles for the unaffected
IrfY gene in Figure 55B)). Roughly 3000 genes were found significantly downregulated by 4sU-seq in

AIDAID ce] lines treated for five hours with auxin compared to roughly 400 genes

three independent Trrap
by total RNA-seq. Interestingly, still roughly 200 genes are seemingly upregulated upon depletion of
AID-TRRAP as assessed by 4sU-seq.
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Overall, these preliminary analyses revealed a potential considerable role of TRRAP-containing
complexes on Pol II transcription in human cells, which could be the underlying cause of the requirement

of TRRAP for cell survival.

Contributions

Dylane Detilleux — Generated and validated Trrap*™™™P

cell lines and performed western blot and total
RNA-seq experiments shown in Figure 55A, 55B and 55C.

AID/AID

Peggy Raynaud — Performed 4sU labelling in Trrap cell lines and bioinformatic analysis as well

as graphical representation of data shown in Figure 55B, 55C and 55D.

Veronique Fischer — Performed 4sU RNA purification experiments shown in Figure 55B and 55D.

Didier Devys — Conceived the work and designed experiments.

Dominique Helmlinger — Conceived the work, designed experiments and analysed data.
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Discussion & Perspectives



Discussion and Perspectives

1. Distinct functions of the SAGA and ATAC coactivator complexes in mammalian

Pol II transcription

Although the SAGA and ATAC coactivator complexes share the same histone acetyltransferase
(HAT) module capable of modifying histone H3 tails, we found that SAGA and ATAC have mainly
distinct functions within Pol II transcription in mouse embryonic stem cells (ESCs). This was apparent
through two main observations: i) CRISPR-Cas9-mediated inactivation of core ATAC subunits, Yeats2
and Zzz3, caused a potential lethality in mouse ESCs as no homozygous KO clones could be obtained.
This indirectly suggested that SAGA cannot fully compensate for ATAC loss and therefore might act
non-redundantly to ATAC. ii) Newly synthesized RNA analysis in SAGA and ATAC mutant cell lines
revealed that SAGA and ATAC affect transcription of distinct genes.

Inactivation of the SAGA core subunit, Supt71, resulted amongst others in decreased expression of
genes related to LIF signalling, a key pathway involved in the maintenance of the pluripotent state of
mouse ESCs. The implication of SAGA in the pluripotency network of mouse ESCs is in agreement
with recent studies suggesting that Taf5] and Taf6l, two additional core subunits of SAGA, are involved

in the regulatory networks important for self-renewal in mouse ESCs (Seruggia et al., 2019).

In contrast, genes downregulated upon depletion of structural ATAC subunits were enriched for
genes related to cytoplasmic translation such as ribosomal protein genes (RPGs). Importantly, the effects
on RPGs and other translation-related genes were readily detectable on newly synthesized RNA levels
upon 24 hours of auxin treatment, when no obvious defects in cell cycle could be detected by propidium
iodide staining. However, growth and cell cycle defects were detectable upon prolonged auxin treatment.
This suggests that the reduction in expression of translation-related genes proceeds defects in cell cycle
and could imply that the observed proliferation and cell cycle abnormalities might be caused by impaired
assembly and function of ribosomes. Also, the effects on translation-related genes could explain the
lethality observed for constitutive inactivation of Yeats2 and Zzz3, as genes associated with ribosome
biogenesis and translation were generally found to be essential (Bertomeu et al., 2018). However, it
cannot be excluded that the effects on cell proliferation and growth might be due to changes in gene
expression of other important regulators, as transcription of several other genes was affected upon

depletion of core ATAC subunits including genes involved in LIF signalling.

On a side note, loss of homozygous mutant clones for Yeats2 and Zzz3 could have been partially
enhance due to the harsh way (single cell sorting and culturing) in which we generated the cell lines.
We cannot exclude that a gentler way of generating KO cell lines, such as for example using colony
peaking approaches and avoiding single cell culturing, could have led to the generation of Yeats2”~ and

Zzz37 cell lines.
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We do not exclude that SAGA and ATAC might act redundantly at some genes. Indeed, our newly
synthesized RNA analysis revealed that roughly 200 genes might be significantly coregulated by SAGA
and ATAC. This agrees with earlier genome-wide studies which suggested that some genes might be
transcriptionally dependent on or occupied by subunits of both complexes (Pankotai et al., 2010; Krebs
et al., 2011; Arede et al., 2020).

Overall, together with earlier studies, our results indicate that SAGA and ATAC significantly affect
different sets of genes and therefore might especially have non-overlapping roles in the regulation of
Pol II transcription (Pankotai et al., 2005; Gamper et al., 2009; Pankotai et al., 2010; Nagy et al., 2010;
Krebs et al., 2011; Arede et al., 2020). However, our newly synthesized RNA analysis also suggested a
potential general but mild importance of SAGA and ATAC subunits for Pol II transcription in
mammalian cells (more details discussion section 1.2. Do SAGA and ATAC act as general cofactors for

Pol II transcription in mammalian cells?).

1.1. Specific functions of ATAC on translation-related genes or does ATAC regulate cell-type

specific transcription programs?

It is not clear yet, if RPGs and other translation-related genes are direct targets of ATAC in mouse
ESCs, but recent studies in human cells found that Yeats2 and Zzz3 directly bind to gene promoters of
RPGs and regulate their expression in human lung and leukaemia cancer cell lines (Mi et al., 2018; Mi
et al., 2017; Arede et al., 2020). These findings further suggest that the effects on expression of
translation-related genes upon depletion of ATAC subunits is not restricted to mouse ESCs but also
found in human cells. However, the importance of ATAC for transcription of translation-related genes
in these two highly proliferative cell systems (mouse ESCs and human cancer cells) could simply reflect
the high dependency of these cells on protein biogenesis (Bulut-Karslioglu et al., 2018; Pelletier et al.,
2018). This raises the question if RPGs and other translation-related genes represent general targets of

the ATAC complex also in cell lines which are less proliferative such as terminally differentiated cells.

Several protocols exist allowing the differentiation of mouse ESCs into various terminally
differentiated cells such as neurons (Bibel et al., 2007). Following for example the neuronal
differentiation protocol, we could assess if depletion of AID-Yeats2 and AID-Zzz3 also affects
expression of translation-related genes in neuronal precursor cells and terminally differentiated neurons.
Assessing the effects of depletion of ATAC subunits in other cell types, could further allow to reveal if
ATAC is generally implicated in cell-type specific transcription programs or important for expression
of a fixed set of genes such as translation-related genes. It also remains unclear why some RPGs are

more strongly affected upon depletion of ATAC subunits than others.
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1.2. Do SAGA and ATAC act as general cofactors for Pol II transcription in mammalian

cells?

Recent findings suggest that SAGA affects Pol II transcription of nearly all actively transcribed
genes in yeast (Bonnet et al., 2014; Baptista et al., 2017; Donczew et al., 2020). Also, findings in human
cells suggest that the shared HAT activity of SAGA and ATAC acts on gene promoters of all actively
transcribed genes (Bonnet et al., 2014). Similarly, the DUB activity of SAGA was found to
deubiquitylate histone H2B along gene bodies of all actively transcribed genes in human cells. These

results strongly suggested a general role of especially SAGA in Pol II transcription in mammalian cells.

In contrast, as described above, we found that SAGA seems to significantly affect transcription at a
limited set of genes in mouse ESCs. However, our newly synthesized RNA analysis also revealed a
general although mild downward shift of Pol II transcription in Supt7I” cells. Together with findings of
earlier studies suggesting that SAGA activities act on all actively transcribed genes in human cells
(Bonnet et al., 2014), our results indicate that, although SAGA might be found at all active genes, Pol
II transcription might not be as dependent on SAGA in mammalian cells compared to yeast (Baptista et
al., 2017; Donczew et al., 2020). One can imagine that these limited effects of SAGA on Pol II
transcription in mammalian cells could be due to differences in i) SAGA composition or in ii) the
regulation of transcription between yeast and mammalian cells, which will be non-exhaustively detailed

in the following paragraphs.

1) Differences in SAGA composition: In yeast SAGA, two subunits, Spt3 and Spt8, interact with
TBP, while in mammalian SAGA, due to the absence of a Spt8 ortholog, the interactions with TBP are
mediated solely by Supt3h. The absence of Spt8 could lead to a less stable binding of TBP in mammalian
SAGA, as suggested by biochemical evidences upon loss of Spt8 in budding yeast (Wieczorek et al.,
1998). In consequence, Pol II transcription in mammalian cells might be more dependent on other TBP
loading factors besides SAGA such as the general transcription factor TFIID or potentially ATAC (more
details on a potential function of ATAC in TBP deposition in discussion section 3.2. How does ATAC
influence Pol II transcription if it is not through its HAT activity?). However, deletion of Spt8 in yeast
does not lead to major effects on Pol II transcription in contrast to deletion of Spt3, suggesting that the
main determinant of TBP binding to SAGA resides within Spt3 (Baptista et al., 2017). This has further
been confirmed by recent cryo-EM structures of the yeast SAGA complex (Papai et al., 2020). These
observations suggest however that differences in TBP-binding affinities between yeast and mammalian
SAGA might not be the main contributor for the weakened impact of SAGA on Pol II transcription in

mammalian cells.

ii) Differences in the regulation of transcription between yeast and mammalian cells: Several
differences have been observed distinguishing Pol II transcription in mammalian cells from yeast. For
example, enhancer-promoter interactions in mammalian cells, which have been suggested to depend on

transcriptional coactivators, are more complex and diverse than in yeast. More specifically, in yeast
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UAS (upstream activating sequences), which have functions identical to mammalian enhancers, are
generally localized upstream and in proximity to the gene promoter. In contrast, in vertebrates enhancer-
promoter contacts must regularly overcome large distances of on average 20 to 50 kb (Furlong & Levine,
2018). Also, gene promoters in mammalian cells are thought to receive input from several enhancers
(Osterwalder et al., 2018; Schoenfelder & Fraser, 2019). Based on this, enhancer-promoter contacts in
mammalian cells might dependent on a more sophisticated regulatory mechanism compared to UAS-
promoter contacts in yeast. This regulation could rely on several additional factors besides coactivators.
Also, based on the increased number of enhancers per gene, a functional redundancy among enhancers
could prevent major impacts on Pol II transcription (Osterwalder et al., 2018). Additionally to potential
redundancies amongst enhancers, mammalian genomes possess a more extended set of transcription
factors and coactivator complexes. Examples include cell-type specific transcription factors, such as
Nanog in mouse ESCs, the ATAC coactivator, for which no clear ortholog has been described in yeast,
and six COMPASS and COMPASS-like coactivator complexes, compared to one COMPASS complex
in yeast. This extended set of regulatory factors could lead to a specification of the regulation of
transcription programs in mammalian cell. Overall, these and other differences in mammalian cells
could indicate a more tightly controlled Pol II transcription process with several redundantly acting

mechanisms, which could make these cellular systems less sensitive to inactivation of SAGA.

Our newly synthesized RNA analyses also revealed a mild but general reduction of Pol II
transcription upon depletion of structural ATAC subunits, which was slightly more pronounced than the
effects observed in Supt7I"" cells. Therefore, our newly synthesized RNA analyses could indicate that
SAGA and ATAC might both have a mild but general impact on global Pol II transcription with however
some genes being more dependent on one or the other complex. To validate a potential general impact
of these two coactivators for Pol II transcription in mammalian cells, additional experiments are
required. For example, analyses of the genome-wide binding profiles of these two coactivator complexes

could reveal if they are found at all actively transcribed genes.

We decided to assess the genome-wide binding profiles of SAGA and ATAC by using an alternative
approach to ChIP-seq, which is suggested to allow more efficient profiling of highly dynamic factors
such as SAGA and ATAC: the CUT&Run or CUT&Tag techniques (Kaya-Okur et al., 2019; Hainer et
al., 2019). These methodologies are based on fusion proteins of either MNase or Tn5 transposase to
protein A, respectively. The protein A-MNase or protein A-Tn5 transposase can bind to primary
antibodies, which recognize the protein of interest, and are subsequently thought to cut the genomic
DNA only at sites in proximity of the protein of interest. These methodologies further do not depend on
a cross-linking step and allow to assess binding events on native chromatin. Nevertheless, these
techniques also rely on a specific primary antibody and need to be tightly controlled to avoid over

digestion at open chromatin regions.
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To avoid primary antibody-dependent effects and since very specific primary antibodies are also
lacking for SAGA and ATAC subunits, we decided to generated endogenously HA-tagged cell lines for
two ATAC subunits (Tada2a and Atac2) as well as two SAGA subunits (Taf51 and Tadal) (Annexe 1).
Unfortunately, based on different reasons described in Annexe 1, these cell lines could not be used to
properly assess the genome-wide binding profiles of SAGA and ATAC, with the potential exception of
the HA-tagged Tada2a cells. The tagged Tada2a cell lines could however be used to assess if ATAC
binding sites can be analysed using the CUT&Run or CUT&Tag technologies. If successful and
informative, additional tagged cell lines targeting other subunits of SAGA and ATAC could be
generated. These analyses could subsequently allow to reveal if SAGA and ATAC are recruited to all

actively transcribed genes or only to specific genes.

1.3. How importantis the interaction with transcription factors for the recruitment of SAGA

and ATAC to gene promoters?

1.3.1. Major role of the TF-interacting subunit TRRAP for Pol II transcription in human

cells

As shown in result section 3. Analysis of the impact of acute loss of TRRAP on mRNA synthesis in
human cells, we further assessed the impact of loss of the TF-interacting module of SAGA, composed
of the TRRAP protein, on Pol II-mediated RNA synthesis in mammalian cells. Using a human colon
cancer cell line encoding endogenously auxin-inducible degron (AID)-tagged TRRAP, a strong decrease
in newly synthesized RNA levels could be detected shortly after induction of TRRAP depletion through
auxin treatment. However, TRRAP is not only part of SAGA but also found within the TIP60
complexes. Therefore, the observed effects on Pol II transcription could reflect the loss of function of
one or both coactivators. To be able to attribute transcriptional effects observed upon depletion of
TRRAP to functions within TIP60 or SAGA, additional experiments upon depletion of other subunits
of TIP60 or SAGA would be required. However, findings from earlier studies suggest that the
importance of TRRAP for Pol II transcription could be linked to its function within TIP60.

1.3.1.1. TRRAP might be especially important for the function of the TIP60 complex

Phenotypic evidences from mouse KO studies and cultured cells suggest that the essentiality of
TRRAP and its major impact on Pol II transcription could mainly originate from its function within the
TIP60 complex (Herceg et al., 2001; Fazzio et al., 2008; Hu et al., 2009b). While inactivation of SAGA
subunits in mouse embryos generally leads to phenotypes after the gastrulation stage, inactivation of
Trrap causes very early embryonic defects and further does not enable generation of viable mouse

embryonic stem cell lines (Herceg et al., 2001). Indeed, inactivation of Trrap displays several
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similarities with inactivation of 7ip60, the catalytic HAT subunit of the TIP60 complex, which also
leads to early embryonic defects (Hu et al., 2009b).

Further, evidence from our own experiments in mouse ESCs support the notion that the considerable
role of TRRAP for Pol II transcription might not be due to its function within the SAGA coactivator. In
budding yeast, the Tral subunit (ortholog to TRRAP) is integrated within SAGA mainly through
contacts mediated by Spt20 (Elias-Villalobos et al., 2019b). Indeed, in our Supt20h” mouse ESC lines
we could observe, amongst other effects, the markedly reduced incorporation of TRRAP. Nevertheless,
Supt20h” did not seem to cause major changes in phenotypes of mouse ESCs in contrast to inactivation
of Supt71 or Supt3h. Therefore, these findings would further support that the considerable impact of loss
of TRRAP on Pol II transcription in human cells might not be due to loss of functions within the SAGA

complex.

Additional evidence from the fission yeast S. pombe further support this notion. Intriguingly, S.
pombe was found to possess two Tral genes (ortholog of Trrap). One version encodes for the Tral
protein, which was subsequently reported to be specifically incorporated within SAGA, while the second
protein, Tra2, is exclusively part of the NuA4 complex (the orthologous complex to the mammalian
TIP60 complex) (Helmlinger & Tora, 2017; Elias-Villalobos et al., 2019a). In consequence, fission yeast
represents an exclusive model system to assess the functional importance of the TF-interacting Tral-
related proteins in either SAGA or NuA4. Interestingly, while deletion of Tra2 (NuA4) is inviable in
fission yeast, deletion of Tral (SAGA) does not markedly affect viability. This further suggests that the
essentiality of Tral in budding yeast or TRRAP in mammalian cells might be especially due to their
roles within the NuA4 or TIP60 complexes, respectively (Helmlinger & Tora, 2017; Elias-Villalobos et
al., 2019a).

1.3.1.2. Does TRRAP impact Pol II transcription through interactions with TFs?

TRRAP was reported in several studies to interact with key transcription factors such as c-MYC and
factors of the E2F family such as E2F1 (McMahon et al., 1998; Liu et al., 2003; Lang et al., 2001; Murr
et al., 2007). Therefore, a key function of TRRAP is thought to be the recruitment of SAGA and TIP60
to regions bound by these TFs. Intriguingly and in contrast to inactivation of Trrap, inactivation of either
Myc or E2f] in mouse embryos were found to cause embryonic lethality either at late stages (around
E10.5) or to be completely compatible with embryonic development, respectively (Charron et al., 1992;
Davis et al., 1993; Field et al., 1996; Murr et al., 2007).

The stronger requirement for TRRAP during mouse development compared to transcription factors,
which are thought to be key mediators of the influence of TRRAP on Pol II transcription, could be
explained by several reasons. Foremost, complementary functions of other TFs in recruiting the SAGA

or TIP60 coactivators through TRRAP could be responsible for the milder mouse embryo phenotypes
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upon inactivation of Myc or E2f1. Alternatively, an essential, TF-independent function of TRRAP for
early mouse embryo development could be its role in serving as assembly platform for the TIP60
complex. Indeed, recent cryo-EM structures of budding yeast NuA4 revealed that Tral (ortholog of
TRRAP) represents not only a TF-interacting subunit, but is part of the assembly platform required for
TIP60 complex formation (Wang et al., 2018b). In contrast, within SAGA Tral forms only few contacts
with the remaining subunits (Wang et al., 2018b; Wang et al., 2020; Papai et al., 2020). Therefore,
inactivation of 7rrap could lead to a major impact on TIP60 complex assembly, while causing few

changes on the integrity of SAGA.

Overall, the strong impact of depletion of TRRAP on Pol II transcription, which we could observe
in human cells, could be mainly based on its role for the assembly of the TIP60 complex rather than its
function as TF-interacting platform. That the TF-interacting function of TRRAP might not be as crucial
for Pol II transcription is supported by observations in fission yeast. Loss of the SAGA-specific subunit
Tral (ortholog to TRRAP) in fission yeast, does not recapitulate growth phenotypes observed upon loss
of core subunits of SAGA such as Spt7 and Adal (Helmlinger et al., 2011). This suggests that Tral, and
therefore potential interactions with TFs, are not as crucial as core subunits for the functions of SAGA.
Consequently, this might imply that the TF-interacting function of Tra2 or TRRAP might also not be

central for NuA4 and mammalian TIP60 functions, respectively.

In summary, the roles of TRRAP within the SAGA and TIP60 coactivator complexes and their
dependency on TFs for their recruitment to gene promoters are starting to become apparent but need

further evaluation.

1.3.2. How could SAGA and ATAC be recruited to gene promoters independent of TFs?

As indicated from studies in fission yeast, SAGA might not majorly depend on interactions of its
Trrap subunit with TFs for recruitment to gene promoters. TF-independent recognition of actively
transcribed regions by SAGA and ATAC could be enable through chromatin reader domains of their
subunits, such as for example the Tudor domain of Sgf29, which was reported to recognize H3K4me3
(Vermeulen et al., 2010; Bian et al., 2011). Also, chromatin reader domains in the ATAC subunits,
Yeats2 and Zzz3, were recently suggested to be crucial for recruitment of ATAC to gene promoters in
human cells (Mi et al., 2017; Mi et al., 2018). This notion of recruitment of SAGA and ATAC through
histone modifications such a H3K4me3 would however imply a dependency on earlier acting chromatin
modifying factors. Also, as discussed in more details later, several findings from yeast and mouse ESCs
indicate that cell growth and Pol II transcription is not majorly impaired upon loss of individual histone
tails or modifications (Dai et al., 2008; Hodl & Basler, 2009, 2012; Kim et al., 2012; Rickels et al., 2017,
Dorighi et al., 2017; Acharya et al., 2017; Zhang et al., 2020). This could imply that coactivator
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complexes do not solely depend on specific histone modifications and their reader domains for

recruitment.

Additional findings highlight that SAGA and ATAC are highly dynamic (Bonnet et al., 2014;
Vosnakis et al., 2017). For example, subunits of SAGA and ATAC were found to have a fast-moving
fraction with a diffusion constant of roughly 8 um?s, which is comparable to results measured for
transcription factors, which range from 0.5 to 5 pm?/s (Hager et al., 2009; Vosnakis et al., 2017). These
dynamic properties could enable SAGA and ATAC to scout the nuclear volume similarly to TFs.
Consequently, this would imply that SAGA and ATAC could reach their substrates and target regions
independently of other factors. However, interaction of SAGA and ATAC with TFs and chromatin
modifications could be important to increase the time SAGA and ATAC reside at given gene promoters
and therefore the degree to which they influence transcription at these genes (Vosnakis et al., 2017).
This might also involve the formation of the recently postulated enhancer-promoter hubs, which might

be facilitated by liquid-liquid phase separation (Furlong & Levine, 2018).

2. How do SAGA and ATAC impact self-renewal of mouse ESCs?

Several screens have been performed in mouse ESCs to identify factors involved in the maintenance
of their self-renewal and pluripotent capacities (Bilodeau et al., 2009; Das et al., 2014; Cooper &
Brockdorff, 2013; Fazzio et al., 2008; Hu et al., 2009a; Kagey et al., 2010). These screens were based
on the use of either siRNA or shRNA-mediated depletion of the targeted factors. Unfortunately, ATAC-
specific subunits were generally not included in these screens. Also, only few SAGA-specific subunits
or subunits of the shared HAT module were tested, with usually variable results between the different
siRNAs or shRNAs used within a given study. Overall, these studies did not reveal an importance of
SAGA and ATAC for mouse ESC physiology.

Interestingly, however a recent study using a loss-of-function screen based on the CRISPR-Cas9
technology found that several subunits of SAGA are important for self-renewal of mouse ESCs cultured
in FCS + LIF medium (Seruggia et al., 2019). Unfortunately, no ATAC-specific subunit was included
in this study apart from the HAT-specific ATAC subunit Tada2a, which, in agreement with our data,

was not found to be significantly involved in maintaining mouse ESC self-renewal.

Based on these previous findings, we revealed for the first time that structural subunits of the ATAC
coactivator complex are important for mouse ESC growth and self-renewal and further confirmed the
recently described implication of SAGA in this process. Interestingly, the effects on self-renewal seemed
to be largely independent of the shared HAT function of these two complexes (detailed discussion of

potential HAT-independent functions of SAGA and ATAC later).

The mechanism by which SAGA and ATAC are implicated in self-renewal of mouse ESCs remains

unclear. Indeed, SAGA and ATAC could be implicated directly or indirectly in the pluripotency network
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required for mouse ESC self-renewal. For example, SAGA and ATAC could act as coactivators for
pluripotency transcription factors and be recruited to specific genes through these factors. This would
indicate that SAGA and ATAC are directly implicated in mouse ES self-renewal by transferring the
information of the pluripotency factors to the transcription machinery. On the other hand, if SAGA and
ATAC are generally found at actively transcribed genes and involved to some extend in global Pol 11
transcription, they might be required for cell-type specific transcription programs. Thereby, SAGA and
ATAC might be important to ensure the expression levels of pluripotency factors in mouse ESCs and

thereby be indirectly implicated in the pluripotency network.

2.1. SAGA might be especially important for stabilizing the naive pluripotency network

Interestingly, downregulated genes in Supt7l” cells, as assessed by newly synthesized RNA
analysis, showed to be enriched for genes responsive to LIF signalling and bound by the pluripotency
TFs Oct4, Sox2 and Nanog, which could suggest a direct role of SAGA in the pluripotency network by
functioning as a coactivator for these TFs. Additionally, when growing Supt7l”" cells in FCS + LIF
medium, we found reduced mRNA levels of the naive-specific pluripotency TFs Nanog, KIf4, Esrrb and
Tfcp211, while mRNA levels of the core pluripotency TFs Oct4 and Sox2 remained largely unchanged.
In general, mouse ESCs grown in FCS + LIF medium have been found to display highly variable levels
of the naive-specific pluripotency factors (Nanog, Esrrb, KIf4 and Tfcp211), while Oct4 and Sox2 levels
are maintained rather homogeneously (Martello & Smith, 2014; Navarro, 2018). Cells possessing low
levels of the naive-specific pluripotency factors are considered to be sensitive for differentiation cues.
Therefore, the specific reduction of mRNA levels for the naive-specific pluripotency factors Nanog,
K1f4, Esrrb and Tfep2ll in Supt7l” cells, might suggest a destabilization of the naive pluripotency
network and an increased sporadic differentiation, which is in agreement with clonal assays and alkaline
phosphatase staining results. Consequently, this could imply that specifically the naive-specific

pluripotency network is dependent on SAGA function.

The potential effect of inactivation of SAGA on the stability of the naive pluripotency network can
be imagined to originate through two possible ways: i) SAGA could represent a coactivator for the
naive-specific pluripotency factors such as Nanog or ii) could be responsible in ensuring the expression
of Nanog, Esrrb, K1f4 and Tfcp2l1 thereby indirectly affecting the naive pluripotency network. These
two alternative possibilities could be assessed in our mutant cell lines based on the following
observation: Overexpression of Nanog can force differentiating mouse ESCs back into an
undifferentiated state, which can be easily monitored through alkaline phosphatase staining in clonal
assays (Festuccia et al., 2012). Based on the current model of transcription induction, the restoration of
undifferentiated state through overexpression of Nanog would dependent on the functions of coactivator
complexes such as potentially SAGA. Overexpression of Nanog in our Supt7l” cells could provide us

with an indication if SAGA acts as a coactivator for Nanog or if increased differentiation in Supt7I"-
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ESCs is simply caused by reduced expression of naive-specific pluripotency factors such as Nanog.
More specifically, if SAGA acts as a crucial coactivator for Nanog, overexpression of Nanog in Supt7[l
"-cells would not lead to an increase of alkaline phosphatase positive, undifferentiated colonies compared
to wildtype cells. In contrast, if Supt7l” cells can reentry into an undifferentiated state by forced
expression of Nanog, SAGA might not act as a major coactivator for Nanog, but instead be required to

ensure its expression.

Interestingly, a recent study indicates that SAGA would especially transcriptionally activate Oct4-
and Myc-dependent genes in mouse ESCs as assessed by correlation analysis between binding of Taf5]
and Tafol, two SAGA-specific core subunits, and pluripotency TFs (Seruggia et al., 2019). In our study,
we did not find an obvious link between SAGA and Myc. This discrepancy could be explained by
differences in medium conditions used, as Seruggia et al., 2019 analysed mouse ESCs in FCS + LIF
medium, while we largely cultured our cell lines in the presence of two potent inhibitors of
differentiation (medium containing 2i). In contrast, we found that genes downregulated upon depletion
of ATAC subunits were enriched for Myc-bound as well as E2f4-bound genes, two transcription factors
important for the regulation of cell cycle progression (more details below) (Matsumura et al., 2003;

Chen et al., 2009; Chappell & Dalton, 2013; Fagnocchi & Zippo, 2017; Hsu et al., 2019a).

2.2. Inactivation of ATAC might lead to a general destabilization of the pluripotency network

through indirect means

As mentioned above, genes downregulated upon depletion of structural ATAC subunits were found
to be enriched for the cell cycle-regulating transcription factors, Myc and E2f4. Interestingly, Yeast2
has been previously reported to interact with E2f4 (Hsu et al., 2019a). Inactivation of E2f4 or combined
inactivation of c-Myc and n-Myc in mouse ESCs also leads to an increase in G1-phase and reduced cell
growth, similar to what we could observe for our ATAC mutant cell lines. However, inactivation of
E2f4 did not cause defects in the self-renewal capacities of mouse ESCs (Hsu et al., 2019a). In contrast,
c-Myc and n-Myc were found to be important to sustain self-renewal when mouse ESCs were cultured
in FCS + LIF medium, which mimics the effects we could observe in our ATAC mutant cell lines (Smith
et al., 2010; Varlakhanova et al., 2010). Overall, this suggests that the effects of inactivation of ATAC
on mouse ESC proliferation and growth might be through E2f4- and Myc-targeted genes. In contrast,
the impaired self-renewal of mouse ESCs observed upon depletion of structural ATAC subunits might

be explained by Myc functions.

Interestingly, when we analysed mRNA levels of pluripotency factors upon depletion of AID-
Yeats2 in mouse ESCs cultured in FCS + LIF medium, all tested pluripotency TFs were affected
including the core pluripotency regulators Oct4 (PouJf7) and Sox2. This suggests that ATAC might be

generally required for proper expression of the pluripotency factors. The effects observed on self-
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renewal in ATAC mutant cell lines might therefore be caused indirectly due to a general loss of
expression of pluripotency factors. This indirect effects on the pluripotency network might be linked to
the effects of ATAC on translation-related genes, as a recent study suggests that translation might be
crucial to maintain the euchromatic state and nascent transcription in mouse ESCs (Bulut-Karslioglu et
al., 2018). Indeed, if the translational output is affected in ATAC mutant cell lines, this could cause a
reduction of protein levels of the pluripotency TFs and thereby affect self-renewal capacities of mouse

ESCs.

Overall, inactivation of SAGA or ATAC seems to affect the pluripotency network in slightly

different ways.

3. How important are histone modifications and histone modifying activities of

transcriptional coactivators for Pol II transcription?

Using our mutant cell lines, we found that, while inactivation of core subunits of SAGA and ATAC
impaired self-renewal capacities of mouse ESCs, inactivation of their shared HAT activity did not. This
indicates that SAGA and ATAC possess functions which are important for self-renewal of mouse ESCs
and which are largely independent of their shared HAT activity. Together with earlier results on catalytic
inactivation of chromatin modifying functions of the TIP60 and MLL3/4 COMPASS-like complexes,
this suggests important catalytic-independent functions of transcriptional coactivator complexes
(Acharya et al., 2017; Dorighi et al., 2017; Rickels et al., 2017). Further, this raises the question of how

important histone modifications are for mouse ESC physiology and Pol II transcription.

As described in the Introduction, several histone modifications are correlated with active chromatin
regions, which has raised the possibility that they could be instructive for Pol II transcription. However,
based on the catalytic-independent functions of chromatin modifying complexes mentioned above, it
has been recently suggested that deposition of histone modifications might instead be a side product of

recruiting chromatin modifiers to genetic elements (Pollex & Furlong, 2017).

Assessing the role of histone modifications in mammalian cells is majorly impeded by the presence
of several large histone genes clusters. Recent studies have therefore been focusing on histone variants
such as histone H3.3, which is encoded by only two genes and incorporated within active chromatin.
Interestingly, while complete inactivation of H3.3 is not essential for development and viability in
Drosophila, it causes early embryonic and cellular lethality in mouse (Sakai et al., 2009; Hodl & Basler,
2009). However, substitutions of either H3.3K4, K27 or K36 with non-modifiable amino acids was
found to be viable in mouse ESCs and largely dispensable for Pol II transcription at most genes (Zhang
et al., 2020; Gehre et al., 2020). This led to the suggestion that individual histone modifications are not

detrimental for most actively transcribed genes and therefore not instructive for Pol II transcription.
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More systematic studies on the role of histone modifications for cell viability have been enabled in
yeast, where canonical histone genes are encoded by only two loci. In one such study, 486 histone H3
and H4 deletion and substitution mutants were screened (Dai et al., 2008). This revealed that residues
within the H3 and H4 N-terminal tail are not essential for yeast growth in contrast to residues that interact
directly with the nucleosomal DNA. Also, N-terminal tails of the four histones H2A, H2B, H3 and H4
can be individually deleted in yeast without causing obvious growth defects when cultured under optimal
conditions (Morgan et al., 1991; Ling et al., 1996; Kim et al., 2012). These findings suggested that Pol
II transcription is not prevented upon loss of individual N-terminal histone tails or histone modifications.
However, combined deletion of histone tails was found to cause severe growth defects with, for instance,
lethality observed upon combined loss of H2A and H4 tails or H3 and H4 N-terminal tails. These
observations indicated that modifications at different histone tail residues might possess functional
redundancies under optimal growth conditions. Consequently, this suggests that combined deletion of
histone residues with modifications linked to active chromatin might impact global Pol II transcription.
This could further imply a certain redundancy among coactivators depositing histone modifications on
different histone tails. Growth of the individual histone tail deletion mutants was further found to be
affected when the yeast strains were challenged by different stresses such as heat-shock or DNA damage
induction (Kim et al., 2012). This suggests that individual histone tails and their modifiable residues
might be more crucial when the Pol II transcription program needs to be adapted to environmental

changes such as in response to stress or DNA damage.

In general, knowledge on the functional relevance of individual and combinations of histone
modifications for Pol II transcription seems to be incomplete, especially in mammalian cells were

genetic complexity impedes systematic analyses.

3.1. How does SAGA influence Pol II transcription if it is not through its HAT activity?

SAGA was discovered based on its interaction with subunits of the histone acetyltransferase (HAT)
module (Grant et al., 1997; Saleh et al., 1997; Horiuchi et al., 1997). However, our study indicates that
the HAT activity of SAGA does not seem to be its most crucial function in regulating Pol II transcription.
As described earlier, we found that inactivation of the HAT activity of SAGA does not majorly affect
self-renewal capacities of mouse ESCs or newly synthesized RNA levels in contrast to loss of the
structural subunit Supt7l. This raises the question what functions of SAGA, beside its HAT activity,

could explain its impact on Pol II transcription and mouse ESC self-renewal.

When examining the complex integrity of SAGA in Supt71"" cells, we found that Taf10, histone fold
partner of Supt7l, and also Taf12, histone fold partner of Tadal, no longer incorporate within SAGA
revealing that at least two of the four histone fold pairs of SAGA are missing. This loss of histone fold

pairs could affect the overall formation of SAGA, as suggested by findings in yeast. Deletion of Spt7
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(ortholog to Supt7l) in budding yeast was found to lead to destabilization of Adal (ortholog to Tadal)
and Spt20 (ortholog Supt20h) and was therefore suggested to generally affect the complex integrity of
SAGA (Wu & Winston, 2002). As highlighted by recent cryo-EM studies, destabilization of the histone
octamer-like structure could especially affect the TBP-loading function of SAGA (Papai et al., 2020;
Wang et al., 2020). The TBP-interacting subunit, Spt3 (ortholog to Supt3h), is part of the histone
octamer-like structure and forms contacts through its C-terminal tail with the other histone fold pairs in
yeast SAGA (Papai et al., 2020). Additional findings in budding yeast suggest that deletion of Spt7
(ortholog to Supt71) affects the histone modifications H3K9ac and H2BK123ub to an extend comparable
to deletion of the HAT or DUB enzymatic subunits of SAGA, respectively (Baptista et al., 2017).
Overall, this indicates that inactivation of Supt7l in mouse ESCs could especially affect the TBP-
interacting module and potentially also SAGA-related HAT and DUB functions.

3.1.1. TBP-loading function of SAGA is required for self-renewal of mouse ESCs

When we inactivated Supt3h, the TBP-interacting subunit, we could indeed observe effects on self-
renewal and growth comparable to those observed for Supt7I”- cells. This suggests that the TBP-loading
function of SAGA might be crucial for self-renewal in mouse ESCs. Curiously, when we examined
newly synthesized RNA in Supt3h™ cells, we observed a general reduction of Pol II transcription which
was however not as severe as found in Supt7l” cells. This consequently suggests that, although
inactivation of Supt3h recapitulates the effects on mouse ESC self-renewal observed in Supt7l”" cells,
Pol II transcription does not solely dependent on the TBP-loading function of SAGA in mouse ESCs.
These findings are in agreement with results from yeast, where loss of Spt3 (ortholog to Supt3h) leads
to less severe effect on Pol II transcription compared to loss of either Spt20 (ortholog to Supt20h) or
Spt7 (ortholog to Supt7l) (Baptista et al., 2017). Interestingly, combined deletion of the HAT catalytic
subunit GenS and Spt3 in yeast affected growth and Pol II transcription to a comparable extend as
observed for inactivation of Spt20 or Spt7 (Sterner et al., 1999; Baptista et al., 2017). This suggests a
synergistic effect of the HAT and TBP-interacting functions of SAGA on Pol II transcription.
Consequently, these findings in yeast indicate that a combined loss of Tada2b, the SAGA-specific HAT
subunit, and Supt3h in mouse ESCs could potentially recapitulate the transcriptional effects observed in

Supt 71" cells.

A synergistic effect between the TBP-loading and HAT functions of SAGA could be based on a
potential requirement of the HAT module subunits and its catalytic activity for the recruitment of SAGA
or other downstream factors to gene promoters. Consequently, it could be interesting to assess if the
synergistic effect between the two SAGA functions would rely on the enzymatic activity of the HAT or
chromatin reader domains found within HAT subunits, such as the Tudor domain of Sgf29 (Vermeulen
et al., 2010; Bian et al., 2011). If the synergistic effects would depend especially on chromatin reader

domains, this could indicate that the recruitment of SAGA itself would underlie the synergistic effect.

248



In contrast, if the synergistic effect on Pol II transcription would rely on the enzymatic activity of the
HAT, this could suggest that also other downstream factors or secondary effects could be involved in
the synergistic impact of combined loss of TBP-loading and HAT functions of SAGA. Interestingly, as
mentioned in the Introduction, loss of the catalytic activity of GenS, a HAT enzyme shared between
SAGA and ATAC, did not fully recapitulate developmental defects observed in GenS-null mice
implying HAT-independent functions (Bu et al., 2007; Spedale et al., 2012). These findings on mouse
embryos could indeed suggest that the chromatin reader domains of Gen5 and its interactions with the

Tada2 proteins might have important roles for SAGA function.

3.1.2. Is the DUB activity of SAGA more important in mouse ESCs than its HAT activity?

Interestingly, our findings indicate an importance of H2BK120ub removal for proper mouse ESC
growth without impacting on their self-renewal capacities (see result section 3). In contrast to
inactivation of subunits of the HAT module of SAGA, inactivation of Axn7/3, encoding a subunit of
the DUB module of SAGA, was found to cause smaller colony sizes and to affect cell proliferation of
mouse ESCs. However, as mentioned in the Introduction, Atxn713 is also part of SAGA-independent
DUB modules (Atanassov et al., 2016). Its inactivation therefore might not only affect functions of the
DUB module of SAGA but also the free DUB modules. On a side note, very recent cryo-EM structures
of yeast SAGA suggest that upon encountering a nucleosome the HAT and DUB modules might
dissociate from SAGA thereby also forming SAGA-independent or free versions of these modules
(Wang et al., 2020). It remains however unclear if this represents an artefact of in vitro reactions or if it

1s also found in vivo.

The effects that we observed on mouse ESC growth upon inactivation of A#xn7/3 might therefore
reflect the combined function of SAGA-dependent and -independent DUB modules. This is suggested
by findings in mouse embryos with either inactivation of Usp22, the gene encoding the SAGA-specific
DUB enzyme, or Atxn7[3 (El-Saafin, Wang et al. manuscript in revision, Annexe 2). Inactivation of
Atxn7[3 caused phenotypes drastically more severe with lethality by E11.5 than inactivation of Usp22
with lethality by E14.5 (Lin et al., 2012; Koutelou et al., 2019). Also, H2BK120ub levels were not
dramatically increased in Usp22”~ embryos in contrast to Atxn7I3"- embryos. These findings imply that
the defect observed on mouse ESC proliferation in our A#xn7/37 cells likely does not only reflect specific
functions of the SAGA-dependent DUB module, but the overall impairment of Atxn7I3-dependent
DUBs and increased levels of H2Bub. Overall and especially based on the phenotypes of Usp22”
embryos, the DUB function of SAGA might not majorly impact on mouse ESC proliferation or Pol II

transcription similarly to its HAT function.
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3.1.3. Pol II transcription in mouse ESCs might depend on a combination of TBP-loading

function and the histone modifying activities of SAGA

Findings in our Supt20h™ cell lines further indicate that the histone modifying activities of SAGA
and its TF-interacting subunit, Trrap, might not be most crucial for self-renewal or cell growth of mouse
ESCs. Deletion of Spt20 (ortholog to Supt20h) in yeast was found to lead to complete or partial loss of
the two histone modifying modules, DUB and HAT respectively, and in loss of its TF-interacting
subunit, Tral (ortholog to Trrap) (Lee et al., 2011). However, the core module of SAGA could still be
found upon deletion of Spz20 although with partially reduced levels (Wu & Winston, 2002; Lee et al.,
2011). We found similar effects on SAGA structure in our Supt20h™ cells, with reduced levels of Trrap
and several subunits of the HAT module with exception of Tada2b, but with an overall intact histone
octamer-like structure and Taf51. We unfortunately could not assess the impact on the DUB module as
it was only weakly detected by mass spectrometry. Nevertheless, based on findings in yeast we think
that the DUB module of SAGA is likely disturbed upon loss of Supt20h (Lee et al., 2011; Elias-
Villalobos et al., 2019b). Overall, this suggests that upon loss of Supt20h the core of SAGA with its
TBP-interacting module might still be functional, while its histone modifying and TF-interacting

functions might be impaired.

Interestingly, inactivation of Supt20h did not cause obvious effects on mouse ESC self-renewal or
growth. This observation reveals that in Supt20h™ cells the remaining core-like structure of SAGA with
its TBP-interacting function can maintain mouse ESC self-renewal and growth comparable to wildtype
SAGA function. This finding further supports the notion that the histone modifying activities of SAGA
might not be most crucial for SAGA function in mouse ESCs. As Supt20h™" also leads to loss of the TF-
interacting subunit Trrap without causing a major phenotype in mouse ESCs, SAGA might not be highly
dependent on interactions with TFs through Trrap (see also earlier discussion section). Interestingly, the
dramatic difference observed on mouse ESC growth between inactivation of Supt20h or Supt7l, two
subunits of the core of SAGA, are comparable to effects observed on cell growth in deletion strains of

Spt20 and Spt7 in the fission yeast S. pombe (Helmlinger et al., 2011).

Nevertheless, as mentioned earlier, inactivation of the TBP-interacting subunit, Supt3h, which is
part of the core of SAGA, did not fully recapitulate effects observed on Pol II transcription upon
inactivation of Supt7/. By immunoprecipitation experiments, we found that loss of Supt3h resulted into
loss of itself from the SAGA complex without majorly affecting the incorporation of other subunits.
Therefore, in the absence of Supt3h, a nearly complete SAGA can still form. This could suggest an
importance for the other functions of SAGA, the histone modifying and TF-interacting functions, which

might not be as crucial for survival but important for proper Pol Il transcription in mouse ESCs.

Indeed, as mentioned in an earlier discussion section, findings in yeast indicate that the DUB, HAT
and TBP-interacting functions of SAGA might act synergistically on Pol II transcription (Sterner et al.,

1999; Baptista et al., 2017). As such, combined deletion of Gen5 and Ubp8, the HAT and DUB enzymes,
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or combined deletion of GenS and Spt3, the HAT enzyme and a TBP-interacting subunit, in budding
yeast affected Pol II transcription stronger than expected from individual deletion strains (Baptista et
al., 2017). The mechanism behind this synergistic effect remains unclear but could be caused for
example by a histone crosstalk such as H3 acetylation by the HAT module of SAGA enabling efficient
deubiquitylation of H2BK120ub by its DUB module or vice versa. The chromatin reader domains within
the HAT and DUB modules could facilitate recruitment of SAGA to actively transcribed genes and be
involved in the observed synergistic effect (see also earlier discussion section ‘TBP-loading function of
SAGA is required for self-renewal in mouse ESCs’). Additionally, recruitment of downstream factors
recognizing SAGA-dependent histone modifications or TBP could also account for the synergistic
effect. More concretely, considering a hypothetical downstream factor (factor H), which would be able
to recognize both H3 acetylation and TBP at gene promoters: Upon loss of one of the two functions of
SAGA (HAT or TBP-loading), the recruitment of factor H would be impaired but maintained to some
extend by the other function, leading to mildly reduced Pol II transcription. However, upon combined
loss of the HAT and TBP-loading functions of SAGA, the recruitment of factor H would be majorly
affected, causing a seemingly synergistic effect of the HAT and TBP-loading functions of SAGA on Pol

II transcription.

Overall, our findings suggest that SAGA might affect self-renewal capacities and Pol I transcription
in mouse ESCs especially through its TBP delivery function. However, the histone modifying and TF-
interacting functions of SAGA might further contribute in defining the overall functional importance of
SAGA for Pol II transcription. Indeed, we hypothesis that the HAT and DUB modules of SAGA as well
as its TF-interacting subunit, Trrap, might have important synergistic effects with the TBP loading
function of SAGA mediated by its core, as suggested by studies in yeast (Sterner et al., 1999; Baptista
etal., 2017). We could test this hypothesis by assessing if combined inactivation of subunits of the DUB
and HAT modules together with Supt3h would recapitulate the effects observed on Pol II transcription

upon inactivation of the core subunit Supt71, as discussed earlier.

3.2. How does ATAC influence Pol II transcription if it is not through its HAT activity?

H3K9ac levels at gene promoters have been found to correlated with effects of ATAC subunits on
Pol II transcription in human lung cancer cells, suggesting an importance of the HAT module in this
cellular context (Mi et al., 2017; Mi et al., 2018). However, our findings indicate that the HAT module
of ATAC might not be its most crucial function in Pol II transcription as inactivation of the ATAC-
specific HAT subunit Tada2a could not recapitulate phenotypes observed upon depletion of either
Yeats2 or Zzz3, two key subunits of ATAC. Besides its HAT module, two other functions have been
described within ATAC that might be involved in its function for Pol II transcription: i) Its Atac2 (Kat14)
subunit was described to possess histone H4 acetylation capacities, which however were found in vitro

to be greatly weaker compared to acetyltransferase activities of GenS and are under debate (Suganuma
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et al., 2008; Wang et al., 2008; Guelman et al., 2009). ii) The interaction surface formed by dimerization
of Yeast2 and Nc2f3 has been suggested to enable TBP binding, which implies that besides its chromatin
modifying functions ATAC could also be involved in the recruitment of TBP to gene promoters (Wang

et al., 2008).

Related to i) we could not find major impacts on acetylation levels at lysine 16 of histone H4, a
residue which was suggested to be an in vivo target of Atac2, in our Supt7I”" + Yeats2®*? double
mutant cell lines. Also, we think that, as loss of the histone H3 acetylation activity of ATAC did not
seem to be of major importance for Pol II transcription, inactivation of the putative histone H4
acetylation activity of Atac2 might also cause no major consequences. This is further supported by
findings that the catalytic activity of Tip60, also responsible for acetylation of H4, does not cause major

effects on Pol II transcription (Acharya et al., 2017).

Regarding ii) it might be that TBP delivery at gene promoters could be an important function of
ATAC in Pol II transcription in mouse ESCs. We could address this possibility by performing ChIP-seq

against TBP in our Yeats2"?4P

mutant cell lines following auxin treatment. Evaluation by gPCR with
primer sets directed against gene promoters of RPGs, most severely affected on newly synthesized RNA
levels, could allow us some first indication. Importantly, however this assay will only allow us to
indirectly assess the dependency of TBP recruitment on Yeats2. As such, reduced levels of TBP might
be expected at genes that display reduced levels of Pol II transcription and might be caused by other
reasons. For example, if absence of ATAC prevents efficient remodelling and opening of chromatin
structures at gene promoters, TBP binding to gene promoters might be occluded through nucleosomes
and therefore lead to reduced TBP levels independent of delivery by ATAC. More extensive
experiments such as time course auxin treatment of Yeats2*”"’ cells followed by a combination of
ATAC-seq, to assess chromatin accessibility, and ChIP-seq against TBP, to assess TBP binding, might
reveal effects on chromatin accessibility and TBP binding upon inactivation of ATAC. If TBP binding

is reduced without major effects on chromatin accessibility, this could more strongly suggest that ATAC

might be required for the delivery of TBP to gene promoters.

3.3. Histone modifications and histone modifying activities might be more important during

differentiation and development

Earlier findings indicated that inactivation of Gen3, the major HAT enzyme of SAGA and ATAC,
affects the differentiation potential of mouse ESCs (Lin et al., 2007; Wang et al., 2018a). This suggests
a potentially more important role of the histone modifying activities of SAGA and ATAC during
differentiation, which is in agreement with the requirement of Gen5 during mouse embryonic
development (Yamauchi et al., 2000; Xu et al., 2000; Bu et al., 2007). Similar findings have been
reported for the histone modifying function of the TIP60 complex (Acharya et al., 2017). Catalytic
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inactivation of the histone modifying activities of TIP60 did not impair mouse ESC growth or self-

renewal but resulted in defects during mouse embryonic development.

This dependency on histone modifying activities during development but not in ESCs could be
based on different reasons. Foremost, during differentiation and development, transcription at several
genes must be repressed, while induced at others. These processes might be highly dependent on
transcription regulating functions such as histone modifying complexes. Indeed, the defects observed in
differentiation of mouse ESCs with catalytic inactive Tip60, mentioned earlier, were suggested to be
based on the delayed induction of expression of cell type-specific genes (Acharya et al., 2017). The
importance of histone modifications upon changes of transcription programs is further highlighted by
findings in yeast, as described earlier. Deletion of histone tails, where most modification sites are
localized, does not lead to major growth differences when yeast cells are cultured under optimal
conditions, but growth defects appear in stress conditions (Kim et al., 2012). On the other hand,
transcription in ESCs might be less dependent on histone modifications based on their specific chromatin

structure such as a generally open chromatin and few heterochromatic regions.

It could be interesting to assess if histone modifying activities would be important during transitions
or changes of transcription programs and if they might be less crucial once the transcription program
has been established. This could be assessed by generating inducible cell lines for histone modifying
enzymes such as Gen5 using for example the auxin-inducible degron (AID) system. Important, addition
of the AID-tag should not affect the enzymatic functions of Gen5 in the absence of auxin, which we
could unfortunately observe for our Tada3*?*" cell lines. Subsequently, AID-Gen5 could be depleted
at different time points along the differentiation of mouse ESCs to assess impacts during transitions of
transcription programs. For example, a well-established differentiation protocol for mouse ESCs is their
differentiation into terminally differentiated neurons (Bibel et al., 2007). This protocol involves several
intermediate steps such as formation of embryonic bodies and generation of neuronal precursor cells. It
would be interesting to assess if terminally differentiated neurons would display different phenotypes
depending on at which time point GenS is depleted during the differentiation process. Would depletion
of Gen5 at the stage of embryonic bodies cause more severe phenotypes in terminally differentiated
neurons, than when depleting Gen5 from the transition of neuronal precursor cells to terminally
differentiated neurons? In general, this system could allow to assess if Gcn5 is important for the

transition from one cell type to another.

Further, this system would allow to address if the functions of GenS might not be important when
cells are cultured under unstressed conditions independent of their cell type. In other words, can the
HAT-independent survival of mouse ESCs be reproduced in differentiated cells. For example, if
depletion of GenS during cell type transitions leads to defects in neuronal precursors or terminally
differentiated neurons, it would be interesting to assess if depletion of GenS5, once the neuronal precursor

cells or terminally differentiated neurons are established and maintained in culture, causes similar

253



phenotypes. More precisely, if GenS depletion during the differentiation program leads to misshaped
terminally differentiated neurons, would depletion of GenS once the terminally differentiated neurons
are established also cause the same phenotypes? Would depletion of Gen5 once the cell type-specific
transcription program is defined still lead to phenotypic defects or would it cause no major impacts as

observed for mouse ESCs?

Importantly, there are several experimental settings that need to be considered. Differentiation of
Gen5” mouse ESCs through embryonic body formation assays cause defects especially in mesodermal
lineages (Wang et al., 2018a). Therefore, phenotypes might be more drastic and consequently easier to
assess following a differentiation protocol for mesoderm lineages instead of neuronal lineages. Also, we
found that prolonged auxin treatment over several days leads to growth defects in wildtype cells,
meaning that the duration of auxin treatment needs to be limited to avoid secondary effects of the AID
system. It might further be important to consider the inactivation of Pcaf, the gene encoding the second
HAT enzyme of SAGA and ATAC, to avoid potential compensatory functions upon depletion of GenS.
Inactivation of Pcaf should not cause major defects in differentiation as Pcaf’" mice are viable

(Yamauchi et al., 2000).

4. Why are some chromatin modifying complexes more essential for mouse ESCs

than others?

As summarized in the Introduction, the effects of inactivation of subunits of several chromatin
modifying complexes on mouse ESC growth and self-renewal have been studied (Surani et al., 2007,
Festuccia et al., 2017a). Overall, factors involved in the formation of heterochromatic regions were
found to be less important for the physiology of mouse ESCs, while factors involved in active gene
transcription were generally found to be more crucial (Festuccia et al., 2017a). The following discussion

section will be focused on chromatin modifying complexes related to euchromatic regions only.

Interestingly, inactivation of subunits of the chromatin remodelling complexes esBAF, INO80 and
TIP60 were often found to be incompatible with mouse ESC viability (Bultman et al., 2000; Ho et al.,
2009a; Ho et al., 2009b; Kidder et al., 2009; Wang et al., 2014; Hu et al., 2009a; Fazzio et al., 2008;
Herceg et al., 2001). Further, depletion or induced deletion of subunits of these complexes were reported
to affect self-renewal of mouse ESCs. Subunits of the COMPASS and MSL/NSL complexes, which
possess histone modifying functions, were also found to affect mouse ESC self-renewal to some extend
without however being essential for cell survival (Ravens et al., 2014; Fang et al., 2016; Glaser et al.,
2006; Wang et al., 2016; Bledau et al., 2014; Glaser et al., 2009; Li et al., 2009; Li et al., 2012b). These
observations suggest differences between chromatin modifying complexes, with some having crucial

functions in mouse ESC survival, while others have important functions in ensuring their self-renewal
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capacities. Indeed, in our study we found that inactivation of key subunits of ATAC caused a seemingly

non-viable phenotype when homozygous, while inactivation of SAGA subunits did not.

Overall, chromatin modifying complexes and coactivators seem to have varying impacts on mouse
ESCs. However, comparison and interpretation of the phenotypes caused by loss of subunits of the
different complexes are difficult between studies as several biases might exist. i) Only few subunits were
in general assessed per complex, which might lead to differences in severity of the phenotypes
depending on how important the targeted subunits are for complex integrity and function. This is
highlighted also in our study by observations that subunits of the HAT module of SAGA or ATAC did
not cause any impact on self-renewal or growth of mouse ESCs. In this regard, frequently studies have
been focusing on subunits containing the histone modifying activity of coactivators, which might have
caused an underestimation of effects. ii) Varying backgrounds of mouse ESCs as well as varying
culturing conditions were used between studies, which can have a major impact on the phenotypes

observed as recently highlighted for Nanog™ cells (Hastreiter et al., 2018; Navarro, 2018).

For proper comparison, the effects of inactivation of subunits of chromatin modifying complexes
on Pol II transcription and phenotypes in mouse ESCs would need to be assessed in a more standardized
manner. In combination with the appropriate positive and negative controls, this might allow to answer
if defects in cell viability and self-renewal following inactivation of different chromatin modifying
complexes originate from comparable effects on Pol II transcription. For example, if subunits crucial
for complex integrity of each of the chromatin modifying complexes could be inactivated in the same
background of mouse ESCs and assessed under the same culturing conditions, would different chromatin
modifying complexes cluster in groups (such as viable vs non-viable, effects on self-renewal vs no
effect) and could this grouping allow a functional interpretation of roles in Pol II transcription? More
precisely, by further analysing effects on Pol II transcription upon conditional inactivation of subunits
of chromatin modifying complexes causing a ‘non-viable’ phenotype would it be possible to observe
the reduction of comparable genes important for cell viability and proliferation, such as in our case

translation-related genes upon ATAC inactivation?

Viability upon inactivation of subunits of chromatin modifying complexes could be assessed by a
lentivirus-based CRISPR-Cas9-mediated loss-of-function screen with assessment of sgRNA
frequencies at several time points (Bertomeu et al., 2018). This would potentially allow to classify
subunits of chromatin modifying complexes based on the kinetics of the decrease of sgRNA frequencies
over time. For example, loss of some factors could lead to an immediate non-viable phenotype and the
loss of sgRNAs targeting these factors, while others might cause lethality gradually which would be
reflected by gradual loss of the targeting sgRNAs. The monitoring of sgRNA frequencies over several
time points could also allow to estimate effects on growth and proliferation upon inactivation of ‘viable’

subunits of chromatin modifying complexes.
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Impact on self-renewal capacities could be further analysed following the same CRISPR-Cas9-
mediated loss-of-function screen by distinguishing undifferentiated pluripotent mouse ESCs from
differentiating cells through for example alkaline phosphatase (AP) staining. The AP-stained cell
population could be sorted by FACS into AP positive (undifferentiated) and AP negative
(differentiating) cells at given time points. Analysing the sgRNA frequencies over time in the two
fractions (AP+ vs AP-) would allow to assess if sgRNAs targeting specific subunits of chromatin
modifying complexes would be depleted more strongly in the AP+ fraction compared to the AP-
fraction, which could suggest defects in maintaining self-renewal upon inactivation of the targeted
subunits. Alternatively, to AP staining, a Nanog-GFP fusion cell line could be used for the screen. This
would allow to distinguish undifferentiated cells from differentiating cells through high or low levels of

Nanog expression, respectively (Chambers et al., 2007).

Subsequent validation experiments on single cell knockouts or conditional cell lines, targeting
especially subunits of chromatin modifying complexes crucial for complex integrity, could allow to
further study effects on Pol Il transcription for several chromatin modifying complexes. This could, as
mentioned above, allow to reveal if similar phenotypes are caused by comparable effects on
transcription. For instance, do chromatin modifying complexes, which show to be required for self-
renewal but which are not essential, show a given signature of genes affected upon their inactivation?
Once established, these cell lines together with the established genome editing and screening systems
could additionally be used to assess phenotypes upon combinatorial inactivation of subunits of

chromatin modifying complexes and be extended to other cell types.

Important considerations for these extensive experiments are improvement of sgRNA libraries for
the CRISPR-Cas9 screen, proper positive and negative controls for the screen, preliminary tests of the
screening systems using these controls and extensive literature searches and exchanges with experts to
identify subunits crucial for complex integrity of the different chromatin modifying complexes. Positive
controls could include, beside pluripotency transcription factors, also factors generally involved in
transcription such as subunits of Pol I and general transcription factors and might further include factors
with known essentiality such as factors involved in ribosome biogenesis, cell cycle or metabolism

(Bertomeu et al., 2018).

5. How frequent are PTMs on subunits of the SAGA and ATAC coactivator?

Our results presented in Annexe 3. ‘Examination of post-translational modification states of
endogenous SAGA and ATAC subunits by immunoprecipitations followed by mass spectrometry
analyses from human cells’ indicate that various subunits of the SAGA and ATAC coactivator
complexes undergo post-translational modifications (PTMs) at several residues in agreement with

previously published reports (Mischerikow et al., 2009; Spedale et al., 2012). Especially the YEATS2
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subunit of ATAC was found to potentially contain as much as 18 possible residues which can be
phosphorylated. Of these 18 possible sites eight seemed to be reproducibly detected in our IP
experiments. Seven of these phosphorylation sites, with the exception being T132phos, were previously
reported (Spedale et al., 2012). Quantification estimations revealed that most modifications occurred
only in a small subpopulation (less the half) of the respective subunits, which could however sometimes
be considerably different between cell types (HeLa vs U20S cells). Some frequently modified residues
identified include for example ZZZ3 S777phos in HelLa cells (~ 65%), YEATS2 S447phos in U20S
cells (~ 60%), SUPT7L S108phos in both HeLa and U20S cells (~ 80%) or SUPT20H S437phos in
U20S cells (~ 80%). Except for S447phos in YEATS2, these modified residues were not previously
reported (Spedale et al., 2012).

5.1. PTMs of SAGA and ATAC subunits do generally not localize within known protein

domains and are not evolutionary highly conserved

In general, the modified residues considered to be relatively reproducibly identified in our analysis
did not localize within any reported protein domain of the respective subunits (Spedale et al., 2012).
Exception being the TADA3 S338phos, which was found to lie within the Ada3 homology domain, a
domain of unknown function, and SGF29 K288ac at the very end of the Tudor domain (Spedale et al.,
2012). Interestingly, K288ac of SGF29 had also been previously identified, in contrast to S338phos of
TADAS3 (Spedale et al., 2012). As most PTMs identified here do not seem to localize within protein
domains required for interaction with other subunits, this suggests that in the case of SAGA and ATAC
PTMs might not affect complex assembly. In line with this, the shared HAT subunits (GCN5, PCAF,
TADA3, SGF29) incorporated in either SAGA or ATAC did not reveal any major differences in
modified residues between the two complexes. This might indicate that the differential incorporation of
the HAT module into SAGA or ATAC might not be mainly directed through PTMs. Additionally, for
several residues tested, a rough analysis suggested that no corresponding site is found in evolutionary
distant species such as fly (ATAC) or yeast (SAGA). This would imply a rather low evolutionary
conservation of these residues. Nevertheless, this could suggest that the identified modifications at these
residues could be dependent on signalling pathways and effector proteins exclusive to some species,

such as mammals, and not others.

5.2. Do the identified PTMs on SAGA and ATAC subunits have a functional importance?

As mentioned above, we could find differences in modification frequencies between cellular
compartments (nucleus vs cytoplasm) and more surprisingly also between cell types (HeLa vs U20S)
for some residues. Although several of these observations seem intriguing and could potentially reflect

differences in signalling pathways (especially related to the cell type-specific differences), the
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interpretations, particularly related to the frequency estimations, should be considered carefully. Several
technical biases can cause over- or underestimation of peptide abundancies which were used for the
calculations. For instance, the ionization step of the mass spectrometry analysis could be favoured for
peptides containing either modified or unmodified residues leading to higher detection of either one or
the other. Also, importantly, the general abundancy of the subunits within the purified IP fractions can
affect the detection accuracy of modified peptides. This is demonstrated by the fact that PTMs of ATAC
subunits are generally not found within cytoplasmic extracts in contrast to nuclear extracts, which is

probably because ATAC is not present within the cytoplasm or less abundant.

To validate the identified PTMs and to assess their importance for the function, localization or
assembly of either SAGA or ATAC, additional experiments would be required. For example,
substitution studies of the respective amino acids could allow to assess the impact of individual or
combined PTMs on the function of SAGA and ATAC. If possible, raising of specific antibodies against
the modified versions of the identified peptides could further allow to evaluate the cellular distribution
of these modifications in living cells by using for instance the VANIMA method described in Annexe

4.

Most importantly however would be the identification of the kinases, acetyl- or methyltransferases
responsible for the respective modifications. This could be partially achieved in silico by comparing
known binding motifs of the modifying enzymes to the amino acid sequence surrounding the modified
residues. The search for candidate ‘writer’ enzymes could be facilitate if a specific antibody against a
given modified residue is available. This antibody could be subsequently used in a CRISPR-Cas9-based
screen targeting all or most of the known effector enzymes. An intriguing candidate for initial tests could
be the ATAC subunit, YEATS2, which showed a remarkably high count of phosphorylation sites. Also,
phosphorylation of some residues of YEATS2, such as S447 and S627, displayed reproducibly different
levels between HelLa and U20S cells among the different IP experiments (as estimated by our

calculations) which could potentially reflect functionally relevant differences.

258



Conclusions



Conclusions

During my doctoral studies, I was able to study the importance of subunits of the two coactivator
complexes, SAGA and ATAC, for RNA polymerase II (Pol II) transcription in mammalian cells. This
was enabled through the generation of an unprecedented range of mouse ESC lines with inactivation for
subunits of the two complexes using CRISPR-Cas9. Due to lethal phenotypes, I also generated mouse
ESC lines with endogenously AID (auxin inducible degron)-tagged subunits of ATAC, enabling rapid

depletion of these subunits and the consequent analysis of early effects on Pol II transcription.

Using these mutant cell lines, I was able to reveal that inactivation or depletion of core subunits of
SAGA and ATAC dramatically affect self-renewal capacities of mouse ESCs. I further found that the
importance of SAGA and ATAC for mouse ESC self-renewal does not reside within their shared histone
acetyltransferase (HAT) activity. This suggests that SAGA and ATAC bear additional, critical functions,
which are largely independent of their HAT modules. For SAGA, I could subsequently reveal that its
TBP-loading function plays a role for proper self-renewal of mouse ESCs. I also found that an increase
of histone H2B ubiquitylation upon inactivation of a subunit of the deubiquitylation (DUB) module of
SAGA, which is also shared with other complexes, affected mouse ESC proliferation but not self-

renewal. In contrast, it remains unclear how ATAC impacts the self-renewal capacities of mouse ESCs.

Through newly synthesized RNA analyses, I could further show that SAGA and ATAC
significantly regulate mainly non-overlapping gene sets with a potential mild general impact on Pol II
transcription in mouse ESCs. Although comparable phenotypes on self-renewal had been observed,
depletion of core subunits of ATAC significantly affected genes implicated in cytoplasmic translation,
such as ribosome protein genes (RPGs), while inactivation of core subunits of SAGA caused a
downregulation of genes implicated in the pluripotency network of mouse ESCs. In general, I could find
little overlap between genes significantly regulated by SAGA or ATAC subunits, suggesting that SAGA

and ATAC might majorly regulate different groups of genes in mammalian cells.

In a collaborative work, I could further show that acute depletion of the TF-interacting subunit,
TRRAP, shared between the SAGA and TIP60 complexes, leads to a major downregulation of RNA
synthesis by Pol II in human cells. It is currently under investigation if these effects on Pol II
transcription mainly reflect functions of the SAGA or TIP60 complex. Additionally, I found that several

subunits of SAGA and ATAC are extensively modified post-translationally in human cells.

Overall, I found an important HAT-independent role of the SAGA and ATAC coactivator
complexes in the maintenance of mouse ESC self-renewal and growth. I also revealed that, although
inactivation of the two complexes led to a comparable impairment of the self-renewal capacities of
mouse ESCs, SAGA and ATAC mainly regulate non-overlapping genes but might mildly affect global

Pol II transcription in mammalian cells.
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Material and Methods

1. Step-by-Step Protocols

1.1. Step-by-Step Protocol 1: Protocol for the generation of CRISPR-Cas9 knockout or auxin-

inducible degron knock-in cell lines in mouse embryonic stem cells
1.1.1. Principle

Recent advances in the RNA-programmable CRISPR-Cas9 technology greatly facilitate the genetic
engineering of mammalian cells (Doudna & Charpentier, 2014). The CRISPR-Cas9 method is derived
from the type II CRISPR-Cas system of bacteria, which is frequently referred to as the adaptive immune
response of bacteria against invading viruses (Doudna & Charpentier, 2014). The key components of
this gene editing technology are the endonuclease Cas9 and an engineered, interchangeable single-guide
RNA (sgRNA), which together form a complex capable of inducting double strand breaks at specific

genomic locations (Figure 56).

The sgRNA consists of a hairpin, duplex RNA structure at the 3” end, which enables the recognition
by Cas9 (Figure 56) (Doudna & Charpentier, 2014). A roughly 20 nucleotide long sequence at the 5°
end of the sgRNA is complementary to the target DNA and designed to recruit Cas9 in proximity to a
PAM (protospacer adjacent motif) sequence (Figure 56) (Doudna & Charpentier, 2014). These 20
nucleotides, sometimes referred to as gRNA (guide RNA), can be easily replaced making the CRISPR-
Cas9 system a flexible tool for genetic engineering at any possible genomic location containing a PAM

sequence.

The PAM sequence consists of the nucleotide sequence ‘NGG’ where N represents any of the four
nucleotides followed by two guanine nucleotides. Cas9 recognizes the PAM sequence and subsequently
induces a double strand break three nucleotides upstream of the PAM (Figure 56) (Doudna &
Charpentier, 2014).

Figure 56: Mechanism of action of CRISPR-Cas9.
Cas9 is shown in light blue and associates with the
hairpin structure of the sgRNA (in black and red). A
roughly 20 nucleotide long segment of the sgRNA
additionally binds to its complementary strand within
the genomic DNA (represented in green). Upon binding
Cas9 induces a double strand break (shown by black
pins) three nucleotides upstream of the PAM sequence
(shown in orange). PAM, protospacer adjacent motif.

Linker  poudna & Carpentier, 2014.
loop
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1.1.1.1. Constitutive knockout cell lines using CRISPR-Cas9

To generate constitutive knockout (KO) cell lines for a given gene, we targeted the first out-of-frame
exon, shared by all transcript variants and excluding exons containing the translation start site, for
deletion by recruiting Cas9 through two sgRNAs to the surrounding introns (gRNA sequences shown
in Table 6). Out-of-frame exons represent exons with a nucleotide sequence that is not divisible by three,
the length of a codon. The double strand breaks induced by Cas9 within the introns are subsequently
repaired by cellular processes frequently causing the loss of the targeted exon. Loss of an out-of-frame
exon consequently leads to a shift in the codon-reading frame of the ribosome downstream of the
targeted exon resulting in the synthesis of a scrambled protein. Additionally, this frameshift frequently
gives rise to a premature stop codon within the RNA molecule causing the induction of NMD (non-

sense mediated decay) and therefore reducing the overall levels of the scrambled RNA.

For our KO cell lines, we generally deleted not more than 1.5 kb with an average theoretical deletion
size of roughly 600 bp (Table 6). Importantly, we never targeted the exon containing the translation

(ATG) start codon to avoid any alternative start codon usage by the ribosome.

Table 6: Table summarizing genes targeted for constitutive knockout by CRISPR-Cas9. For each of the
targeted genes the binding region of the gRNAs, the sequence of the gRNA, the respective PAM sequence, the
strand location of the gRNA and the theoretical deletion size are shown. gRNAs are generally designed to recruit
Cas9 to the surrounding introns of the first out-of-frame exon excluding ATG start codon-containing exons. Ex,
exon; +, forward strand; -, reverse strand. Designed by Bernardo Reina San Martin.

Target Region gRNA sequence PAM Strand Deletion size

5’Ex4  TCGCTTGCACTCACTCGT AGG +
mSupt20h 386
3’Ex4 GTAGAGCAGTCCAGTCGG  AGG -

5’Ex3  ACCAGTACGTATTCAGAG TGG +

mSupt7] 1071
3’Ex3  ACCATCTCCCTCGCCCCG AGG +
5'Ex3 TCCTGAAGCCTGAATTTGGT AGG +

mSupt3h 1330
3'Ex3 GTGATGGGATCTATTCAGTG TGG +

5’Ex3 AGATGCCAGATTTAGCGA CGG -
mAtxn713 833
3’Ex4 CCCCATAAGACTACACCT CGG -

5'Ex2 CCTACATAGATGTACCTGAG CGG -
mTada2b 514
Ex2 TTATGAGATAGAGTATGACC AGG +

5’Ex3 GCTACAGGTAGTCTTCCCTG CGG -
mTada2a 361
3’Ex3 CTGCTGTGTAGTAGACAGAG TGG -

5’Ex5 GACTAGGTACTTCGTAACTC AGG +
mZzz3 500
3’Ex5 AGATATCACTGCATTACATG GGG -

5’Ex6 TCACTGAAACAGTATTCAGT AGG -
mYeats2 238
3’Ex6 CCGTTACTGCATATTCACAG TGG +
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1.1.1.2. Auxin-inducible degron knock-in cell lines using CRISPR-Cas9

The auxin-inducible degron (AID) system represents an inducible depletion method in which protein
levels can be rapidly and reversibly reduced in an efficient manner (Verma et al., 2020). This system is
based on the recognition of AID sequences encoded within proteins by the plant-specific F-box protein
TIR1 (transport inhibitor response 1) in the presence of the plant-specific hormone IAA (auxin) (Figure
57). Association of TIR1 upon [AA treatment with the SCF (Skp, Cullin, F-box containing) complex
subsequently leads to proximity-induced polyubiquitylation and proteasomal degradation of the proteins

possessing the AID sequence (Figure 57) (Verma et al., 2020).

A major advantage of this system compared to other inducible depletion methods, such as siRNA-
mediated depletion, is that it allows the efficient and acute depletion of the target on protein levels within
few hours. Therefore, it enables the determination of loss-of-function consequences largely independent
of secondary effects or compensatory mechanisms for a given protein (Verma et al., 2020). A
disadvantage of this method is that it requires the ectopic expression of the plant-specific TIR1 protein
and the homozygous insertion of the AID sequence to the gene locus of the protein of interest (Verma
et al., 2020). Importantly, the SCF machinery is conserved in eukaryotes and is present within the
cytoplasm and nucleus allowing for efficient polyubiquitylation and depletion of cytoplasmic and

nuclear proteins (Verma et al., 2020).

For our AID cell lines, we first randomly integrated a construct containing 7ir/ fused to one HA-
tag and separated by an /res sequence from the Bir4 gene fused to three HA-tags (Figure 58). The IRES
(internal ribosome entry site) sequence allows for the generation of two independent proteins from one
transcript, as the ribosome can independently initiate translation from the IRES sequence (Carter &
Shieh, 2015). As the two gene products encoded within the RNA molecule are synthesized by distinct

translation machineries through independent initiation events, the presence of an IRES sequence is

Proteasome

Figure 57: Schematic representation of the auxin-inducible degron system. On the top left, the substrate or
target protein (brown, S) is shown containing the auxin-inducible degron (AID) sequence in green. On the bottom
left the SCF complex is indicated including the ectopically expressed, plant-specific F-box protein TIR1. SCF
subunits SKP1, CUL1, RBX1 and E2 ubiquitin ligases are endogenously present within eukaryotic cells. Ubiquitin
(Ub) is shown in yellow. Addition of auxin (shown as orange molecule) leads to the recognition of the AID
sequence by TIR1 and the polyubiquitylation of the substrate protein by the SCF complex. The polyubiquitylated
protein is subsequently degraded by the proteasome following common cellular processes. From Verma et al.,
2020.

264



A ‘_
Tirl o = BirA NeoR

Linearized plasmid

Random integration

B Clone n°
1 2 3 4 5 6 7 8
10— 8 5N ESEmem am am e

7=

anti-HA

- “  mm <TIR1-HA

50— .
. Ko = <3xHA-BirA

|
|
!
\
[

Ponceau

Figure 58: Ectopic expression of TIR1 and BirA in mouse embryonic stem cells. A. Shown is the linearized
version of the TIR1 and BirA-encoding plasmid used for ectopic expression. PGK, phosphoglycerate kinase 1
promoter; Tirl, transport inhibitor response 1; HA, hemagglutinin; IRES, internal ribosome entry site; BirA,
bifunctional ligase/repressor A; SV40, simian virus 40 promoter; NeoR, Neomycin resistance. B. Western blot
analysis of the ectopic expression of TIR1 and BirA as assessed by anti-HA antibodies in different mouse
embryonic stem cell clones obtained after antibiotic selection. Ponceau staining represents loading control.

generally believed to lead to a non-stochiometric expression of the two products. Downstream of the

Tirl and Ires sequence, our construct further contained the gene encoding for the biotin ligase, BirA.

BirA is of bacterial origin and enables the in vivo biotinylation of proteins containing a BioTag
sequence, which we included in our knock-in constructs (more details below) (Striibbe et al., 2011). The
above described construct is under the control of a PGK (phosphoglycerate kinase 1) promoter reflecting
a promoter driving rather low expression compared to viral promoters such as the CMV
(cytomegalovirus) promoter. We chose this promoter for two reasons. First, highly expressing promoters
such as the CMV promoter are frequently silenced within mouse embryonic stem cells and therefore are
only suitable for transient expression (Kawabata et al., 2005). Second, we wanted to perturb our cellular
system as little as possible by restricting the overexpression levels of TIR1 and BirA. Importantly, these
cell lines were obtained through antibiotic selection with Neomycin (also known as Geneticin or G418)
and should therefore be maintained in culture with roughly 300 pg /ml G418-containing medium (details
in 1.1.2. Required materials). We also generated cell lines expressing the same construct but with Flag-

instead of HA-tags.

For the insertion of the AID sequence to the gene locus of our proteins of interest, we first generally
assessed if there was a preference reported in the literature for tagging the respective proteins either N-
or C-terminally. If no information was available, the termini shared among the most relevant transcript
variants was chosen. For the knock-in of the AID sequence, the transfection of two plasmids designed

by Bernardo Reina San Martin was required. One expressing the Cas9 protein with one or two sgRNAs
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recruiting Cas9 to PAM sequences close to the start codon (for N-terminus knock-in) or stop codon (for
C-terminus knock-in) (Table 7 and Figure 59A). Two sgRNAs were used when the efficiency of the
individual sgRNAs were predicted in silico to be low and when two PAM sequences were available in
relative proximity.

Table 7: Table summarizing genes targeted for knockin of auxin-inducible degron tags by CRISPR-Cas9.
For each of the targeted genes the terminus to which the insert was targeted to, the sequence of the gRNA, the

respective PAM sequence and the strand location of the gRNAs are indicated. PAM, protospacer adjacent motif;
gRNA, guide RNA; +, forward strand; -, reverse strand. Designed by Bernardo Reina San Martin.

Target  Terminus gRNA sequence PAM Strand
mYeats?2 N-ter TGTTCGCTTGATTCCAGACA TGG -
N-ter GGAGGCCGGCCTAATCATGC AGG -
mladas N-ter ACAAACCTGCATGATTAGGC CGG +
mZzz3 N-ter GTGTTACAAGATCAACAGTG GGG +
mZzz3 C-ter TCCCAGCCAACAGATGACAT GGG +

The second plasmid, representing the donor plasmid, contained the knock-in sequence which in our

case was composed for N-terminus knock-in of mCherry/eGFP-P2A-1xFlag-BioTag-AID and for C-

NLS
sgRNA 2 cMv 4 Ko arms GEP
sgRNA 14°
k4
N 2
pd
Cas9 Plasmid WT Cas9 Donor Plasmid .
BlOTag
Insert
AID
Restriction enzyme’g’ 1 kb arms
RFP
‘ Homology directed repair
B %
Tada3 | 5
ada3 locus GEP b% AID
1 — P2A _ _____
Exon 1 Exon 2

Figure 59: Knock-in of the auxin-inducible degron sequence to the 7Tada3 locus using the CRISPR-Cas9
technology. A. The two plasmids required for the CRISPR-Cas9 mediated knock-in are shown. The Cas9 plasmid
encodes, in this case, the Cas9 protein fused to RFP (red fluorescent protein, here mCherry) and two sgRNAs. The
donor plasmid with the insert containing the AID (auxin-inducible degron) sequence followed by a BioTag, 1x
Flag-tag, a P2A sequence and GFP (green fluorescent protein) is shown. The insert is surrounded by roughly 1 kb
homologous arms that allow the use of the knock-in construct by the homology directed repair machinery following
the Cas9-induced double strand breaks. This plasmid needs to be linearized using a restriction enzyme at an
appropriate position before transfection (indicated by scissors). B. Shown is the endogenous locus of 7Tada3 and
the integration of the knock-in insert at the N-terminal end downstream of the start codon in the second exon of
Tada3. CMV, cytomegalovirus; U6, U6 snRNA promoter; NLS, nuclear localization sequence.
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terminus knock-in of AID-BioTag-1xFlag-P2A-mCherry/eGFP (example for N-terminus knock-in at
the Tada3 locus shown in Figure 59).

As the AID tag and the fluorescent protein (either mCherry or eGFP) each represent a roughly 25
kDa big addition to our endogenous proteins of interest, we chose to separate the fluorescent protein
from the remaining protein by a P2A sequence thereby reducing the total size of the tag added to the
protein by roughly half the size. The P2A sequence, separating the fluorescent protein mCherry or eGFP
from the remaining insert, has a similar function as the IRES sequence described above. The presence
of the P2A sequence results into the synthesis of two separate polypeptides from one transcript as the
ribosome skips the formation of a peptide bond between the glycine and proline amino acids at the C-
terminal end of the P2A peptide (Kim et al., 2011). Consequently, this leads to the formation of two
independent proteins with one polypeptide ending with the last glycine of the P2A and therefore
containing the majority of the P2A peptide, while the other protein starts with the last proline of the P2A
peptide. In contrast to the IRES sequence, the P2A sequence is thought to lead to stochiometric amounts
of the proteins encoded either up- or downstream of the P2A as the same translation machinery is used

for both polypeptides (Kim et al., 2011).

In our constructs, the P2A sequence enables the synthesis of our protein of interest fused to the AID
sequence including the 1xFlag tag and the BioTag and the expression of an independent fluorescent
protein. The expression of the fluorescent protein upon insertion of the knock-in sequence to the locus
of our protein of interest was used for the selection of positive clones by single cell FACS (fluorescence
activated cell sorting). We decide for a fluorophore- instead of an antibiotic-based selection of positive
clones due to the circumstance that our proteins of interest are generally encoded by lowly expressed
genes. The use of antibiotic selection is challenging when the resistance gene is under the control of a

lowly expressed gene.

Importantly, we used long homologous arms (at least 800 bp) at each side of the knock-in construct
(Figure 59). These homologous arms are complementary to DNA sequences surrounding the start or
stop codon of the targeted locus where Cas9-mediated double strand breaks are induced. Through these
complementary arms, the cellular homology directed repair pathway subsequently uses the knock-in

construct as a template to restore the integrity of the genomic DNA at the double strand breaks.

Importantly, it subsequently turned out that the 1xFlag could not be properly detected by western
blot analysis and might require at least three repetitions for proper revelation (3xFlag). Instead, the
BioTag showed to work rather well and allowed us to monitor the degradation of our AID-tagged
proteins upon auxin treatment. We also found that addition of our knock-in construct to the N-terminal
end generally led to reduced mRNA levels, while C-terminal addition did not. The reason for the reduced

mRNA levels in N-terminally AID-tagged constructs is unclear.
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1.1.2.

Required materials
Gelatin Solution 0,1% in PBS (store at 4°C)

Medium: DMEM (4.5g/1 glucose) + 2 mM GLUTAMAX-I + 15% FCS ES tested + 0.1%
B-mercaptoethanol + 100 Ul/ml penicillin + 100 pg/ml streptomycin + 0.1 mM non-
essential amino acids + 1500 U/ml leukemia inhibitory factor (LIF) (store at 4°C)

A Important: for AID cell lines: Geneticin/Neomycin G418 is added in a concentration
of 300 pg/ml to maintain the Tirl-BirA transgenes; 20 ml G418 [stock 10 mg/ml] for 500

ml medium; resuspend powder in medium without inhibitors and filter before use.

Medium without antibiotics: DMEM (4.5g/l glucose) + 2 mM GLUTAMAX-I + 15%
FCS ES tested + 0.1% B-mercaptoethanol + 0.1 mM non-essential amino acids + 1500 U/ml
LIF (store at 4°C)

Inhibitors:

o 3 uM CHIR99021 (axon medchem, Cat# 1386, resuspended in DMSO [stock at 10
mM], store at -20°C in aliquots of 100 ul)

o 1 uM PD0325901 (axon medchem, Cat# 1408, resuspended in DMSO [stock at 10
mM], store at -20°C in aliquots of 100 ul)

0.25% Trypsine-lmM EDTA INVITROGEN (store at -20°C in aliquots)
1x Phosphate buffered saline (PBS) autoclaved for washing of cells before trypsinization
50 pm filters required for FACS sorting

Fetal calf serum 100% (FCS) ES tested (store at -20°C in aliquots) required for FACS

sorting and freezing for subsequent storage of cell lines
DMSO (store at room temperature) required for freezing for subsequent storage of cell lines
Opti-MEM (store at 4°C) required for transfection of ESCs with Lipofectamine2000

Lipofectamine2000 (Thermo Fisher, Cat# 11668019) (store at 4°C) required for
transfection of ESCs

Plasmids (store at -20°C) to transfect into ESCs. All CRISPR-Cas9 plasmids used for this
PhD work were designed by Bernado Reina San Martin at IGBMC.

IMPORTANT: Donor knock-in plasmid for the generation of AID cell lines should be linearized

using restriction enzyme-mediated digestion prior to transfection.

Phire Tissue Direct PCR kit (Thermo Scientific, Cat# F170S) required for DNA extraction

and genotyping of clones
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e 48-well plates (Thermo Scientific, Cat# 08-772-3D)

1.1.3. Culture conditions
Temperature: 37°C

CO; Levels: 5%

1.1.4. General cell culturing protocol
e Add gelatin to the required plates
o Cover plates with gelatin (~10 ml gelatin for 10 cm plates)
o Incubate des plates for 30 minutes (or longer) with the gelatin
A Note: do not keep the plates with gelatin longer than two days under the hood

o Remove gelatin after incubation time

e Prepare medium
o Add1 pul PD0325901 and 3 pl CHIR99021 for 10 ml of medium

o Add to the plates (10 ml of medium for 10 cm plate) and keep them in the incubator
(hours not days)

e Collect the mouse ESCs
o Remove the medium from the cells
o Wash cells with 1x PBS (~5 ml for 10 cm plate)
o Add trypsin (~1 ml for 10 cm plate)
o Incubate for 2-3 minutes in incubator
o Knock the plates and check under the microscope that the cells have detached
o Add medium to block the trypsin (no inhibitors required in the medium)
o Centrifuge at 1000 rpm, ~5 minutes at room temperature
o Remove medium and resuspend the cells with medium containing inhibitors

o Add the cells to the prepared plates containing medium
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1.1.5.

o Split the cells every second day!

A Note: split the cells in a ratio 1:5 - 1:10 if the cells are kept for continuous

culturing

A Never let the medium (phenol red) get yellow! (Orange is O.K.)

Transfection protocol (under cell culture hood)
Prepare 10 cm plates with gelatin (one day before; as described in section 5.1.4)

A Important: Do not forget a plate for the negative control; = no plasmid transfected
treated with the transfection reagents only. This is required to set the gate properly for the

subsequent FACS to exclude autofluorescence of the cells.

Prepare 10 c¢cm plates with medium without antibiotics (but with the inhibitors; as

described in section 5.1.4.)

Collect the mouse ES as described in section 5.1.4. and resuspend in medium without

antibiotics
A Note: to block the trypsin also use medium without antibiotics

Count the number of cells (e.g. by using the Countess machine and slides) and seed 2
million living cells (determined e.g. using Trypan blue staining) per 10 cm plate 1-2 hours
before transfection. Transfection should be performed few hours after seeding while the
cells are still in suspension and not yet attached to the plate. This is believed to increase the

transfection efficiency.

Transfect 24 pg plasmid for the generation of knockout (KO) cell lines (plasmid
containing Cas9 + sgRNAs) or for the generation of knock-in cell lines 20 pg of Cas9
plasmid and 30 pg of linearized knock-in donor plasmid per 10 cm plate. Follow

Lipofectamine2000 protocol; for a 10 cm plate:
o Add 60 pl Lipofectamine2000 in 1,5 ml Opti-MEM and incubate for 5 minutes

o Add required amount of plasmid in 1,5 ml Opti-MEM (or nothing for the negative

control) during the 5 minutes incubation of the Lipofectamine2000

o Add the solution with the plasmid (or nothing for the negative control) in the
solution with Lipofectamine2000 and mix gently by pipetting; incubate for 20

minutes

o Add the mixture droplet by droplet to the cells in the plates prepared with medium

without antibiotics
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e Replace the medium without antibiotics with medium =+ inhibitors + antibiotics 5-6 hours

after transfection

o Keep the cells in the incubator for 48 hours (for KO) to 72 hours (for knock-in) before

FACS sorting. Change medium if required (e.g. if medium turns yellow)

1.1.6. FACS sorting (48 — 72 hours post-transfection)

Prepare 96 well plates (5 plates per plasmid for KO, 3 plates per plasmid for knock-in) with
50 pl gelatin per well (the day before) and 100 pl medium per well (the day of sorting) by using

a multichannel pipette
Collect the transfected cells as described in section 5.1.4. with following exceptions:
o After centrifugation resuspend the cells in 1 ml of 1x PBS + 5% FCS ES tested

o Pass the suspension gently through a 50 um filter in a special tube for sorting (both
can be asked from the FACS facility)

A Note: If suspension very concentrated, dilute by adding 1 - 2 ml of 1x PBS + 5%
FCS ES tested (take the rest of 1x PBS 5% FCS with you for the sorting in case)

A Important: Collect the cells just before sorting! Don’t keep the cells for long time
in 1x PBS + 5% FCS ES tested.

Sort cells by fluorescence (if you have the choice especially for KO cell lines take not to strongly

fluorescing cells — this are often false positive — and not weakly fluorescing cells)

o For KO cell lines, sort by for the uptake of the Cas9 + sgRNA plasmid, e.g. for the
eGFP fused to Cas9

o For knock-in cell lines, if possible (might actually be very few and very weak signal)
sort for fluorescent protein of the knock-in donor plasmid, e.g. for mCherry separated
from the AID sequence by a P2A signal which should only be expressed in cells that
have the knock-in at the gene of interest in at least one allele. Otherwise, sort for the
fluorophore fused to Cas9, although this strategy only rarely gave homozygous knock-

in clones.

After FACS finished, put 96-well plates into cell culture incubator

1.1.7. Culturing the cells after sorting

Add between 50 pl new medium after 3-4 days of culture per well of the 96-well plates
(without removing the old medium from the wells!)
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e 4-5 days after sorting select the wells with one single ESC colony by using the microscope

A Note: To find the right plane level to look for the colonies in the 96-well plates, adjust

the microscope so that the numbers of the wells (A1, A2, ...) can be seen sharply; mark with

a pen the wells on the cover and also on the bottom of the plate to find the selected clones

especially also when the cover is removed, one can expect up to 20 clones per 96-well plate)

1.1.8. Splitting to 48-well plates

e Prepare 48-well plates with 200 pl gelatin per well (the previous day)

e Add 500 pl medium + inhibitors per well of the 48-well plate (the same day)

e Collect the selected clones

O

Remove the medium of the colonies in the 96-well plates

A Important: Remove medium by adding a 1-20 ul pipette tip onto the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

Wash the cells with 100 pl 1x PBS per well

A Important: Remove the PBS by adding a 1-20 ul pipette tip onto the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

Add 30 pl trypsin per well
Incubate for 2-3 minutes in the incubator
Add 100 pl of medium + inhibitors per well to block the trypsin

Pipet several times (~5 times) the suspension with a 20-200 pl pipette to dissociate

the colonies

A Important: Exchange the tip of the pipette for each clone! Avoid making
bubbles!

Transfer all cells directly into the prepared 48-well plates

A Important: Mark the wells where a clone has been added to avoid adding

accidentally two clones in one well!

1.1.9. Splitting to 24-well plates

e 4-5 days after splitting the clones into 48-well plates, check the confluency and split

A Note: some wells will be empty! One can lose up to 30% of the splitted clones at this step.
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e  Prepare 24-well plates with 300 pl gelatin per well (the day before; enumerate the wells on the

cover!)

e Add 600 pul medium + inhibitors per well of the 24-well plate (the same day)

e Collect the clones

O

Remove the medium of the cells in the 48-well plates

A Important: Remove medium by adding a 20-200 pl pipette tip on the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

Wash the cells with 500 pl 1x PBS per well

A Important: Remove PBS by adding a 20-200 pl pipette tip on the glass Pasteur
pipette! Exchange the tip of the pipette for each clone!

Add 100 pl trypsin per well

Incubate for 2-3 minutes in the incubator

Hit the plates and check under the microscope that the cells are detached

Add 500 pl medium to block the trypsin (no inhibitors required)

Transfer the suspension into Eppendorf tubes labelled with the clone numbers
A Important: Exchange the tip of the pipette for each clone!

Centrifuge at 2000 rpm, 5 minutes at room temperature (in the lab)

Remove the medium and resuspend the cells in 300 pl medium + inhibitors

Add 200 pl of the cell suspension into the prepared and enumerated 24-well plates
A Important: Exchange the tip of the pipette for each clone!

The remaining 100 pl are required for the extraction of DNA

1.1.10. DNA Extraction (in the lab)

o Centrifuge the 100 ul cell suspension at 5000 rpm, 5 minutes at room temperature

e  Wash the cells with 500 pl 1x PBS

e Utilize the protocol for Direct PCR kit (Thermo Fisher) for the DNA extraction:

O

Prepare Master Mix for samples. Per sample:
20 ul Dilution buffer

0.5 pl Release reagent
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o Add 20,5 pl of Master Mix per sample

o Vortex the samples and centrifuge briefly

o Incubate at room temperature for 5 minutes

o Inactivate the enzymes at 100°C (water bath) for 2 minutes

o Centrifuge the samples briefly

1.1.11. Screening PCR
1.1.11.1.  Primer design

We generally use two primer pairs to screen the individual KO clones by PCR on genomic DNA.
One primer pair is designed such that one of the primers is situated within the deleted region (for
example the reverse primer of primer pair A in Figure 60). Upon deletion of the targeted region, this
primer can no longer anneal to the DNA, therefore leading to no PCR product in homozygous KO clones

compared to wildtype (WT) or heterozygous clones.

As the absence of a PCR product can be caused by technical problems (such as no DNA provided),
we use an additional second primer pair which is amplifying from the surrounding regions of the deleted
region (primer pair B in Figure 60). This primer pair causes the appearance of a smaller PCR product
from KO alleles compared to WT alleles and therefore allows, in contrast to the first primer pair, to
distinguish heterozygous KO clones from WT clones: WT clones will display one full length PCR
product, while heterozygous KO clones will show one full length and a smaller (full length minus

deletion size) PCR product and homozygous KO clones will only present the smaller PCR product.

Importantly, the primers should not be localized too close to the gRNA binding sites as the repair
of Cas9-induced double strand breaks can frequently lead to larger than expected deletions, which could
cause the loss of primer binding sites if localized in relative proximity. Further, to be able to use the
standard PCR program described below, the PCR products should be below 2.5 kb in length, otherwise
the number of PCR cycles might need to be adjusted to ensure efficient amplification of the PCR

products. Importantly, prior to the genotyping step of the selected clones, the two primer pairs should

SgRNA1 SgRNA2
A A
—— Ex | = Ex Ex | -

deleted region

Figure 60: Scheme of primer design for CRISPR-Cas9 knockout screening by PCR. Two primer pairs are
generally used with one (A) amplifying from within the deleted region, which leads to the absence of a PCR
product when KO was successful. And a second (B), which is situated outside of the targeted region resulting in
a smaller PCR product when KO was achieved. Ex, exon. Scissors reflect sgRNAs and therefore Cas9-induced
double strand breaks.
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be tested on WT genomic DNA to ensure that they result into specific and clearly identifiable PCR
products at the expected sizes. Also, for Sanger sequencing only fragments smaller than 1 kb can be
properly sequenced. This can be taken into consideration when designing the genotyping primers to

enable their subsequent use also for the sequencing validation step of the homozygous KO clones.

The above strategy is also used for the genotyping of AID knock-in clones for which however the
design of the primer pair A is slightly different. One primer (for instance the forward primer) of primer
pair A is complementary to the knock-in construct, while the second primer (in the example here the
reverse primer) is localized within the locus of the gene of interest. This primer pair therefore only leads
to a PCR product if the knock-in has occurred in the locus such as in homozygous or heterozygous
knock-in clones, while in WT clones no PCR product will be detectable. Unfortunately, this primer pairs
cannot be tested for specific amplification prior to the actual genotyping of the clones. However, it is
favorable to test for potential unspecific PCR amplification on WT genomic DNA. The second primer
pair (primer pair B) is localized, as for the KO screening strategy, at the surrounding sides of the knock-
in. Upon integration of the AID sequence, the PCR product while consequently be bigger (full length
product plus insert size) compared to amplifications from WT alleles. The PCR products of primer pair
B are frequently bigger than 2.5 kb which can lead to weak PCR bands in the knock-in clones. However,

combined usage of primer pair A and B should allow for proper identification of the knock-in clones.

Useful software that drastically facilitate primer design are the Primer3Plus website
(http://www.bioinformatics.nl/cgi-bin/primer3plus/primer3plus.cgi), which can be used to find primer
pairs with particular characteristics, such as for instance primer pairs resulting in the amplification of
PCR products of a given length, by simply providing the DNA sequence of the region of interest. Primer
pairs found by Primer3Plus can be tested in silico for their specificity on genomic DNA using the Primer-
BLAST tool from NCBI (https://www.ncbi.nlm.nih.gov/tools/primer-blast/). The Thermo Fisher
Multiple Primer Analyzer further allows to verify that selected primers of a primer pair do not form
inhibitory secondary structures within themselves or with each other
(https://www.thermofisher.com/fr/fr/home/brands/thermo-scientific/molecular-biology/molecular-
biology-learning-center/molecular-biology-resource-library/thermo-scientific-web-tools/multiple-

primer-analyzer.html).

1.1.11.2.  Master Mix

e Prepare Master Mix for samples. Per sample:
10 pl of Phire Green Hot Start Il PCR Master Mix (from Direct PCR kit)
7 ul PCR grade water

1 pl forward primer
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1 pl reverse primer
1 ul DNA

e Our standard PCR program is the following (might need to be adapted depending on PCR
product e.g. melting temperatures of primers, GC content and length of PCR product):

o 1cycle of 98.0°C for 5 minutes (initial denaturing — especially because polymerase is a

‘Hot start” polymerase)
o 40 cycles of:
= 08.0°C for 5 seconds (denaturing)
= 65.0°C for 5 seconds (annealing)
= 72.0°C for 45 seconds (elongation)
o 1 cycle of 72°C for 1 minute (final elongation)
o Maintain at 4°C (storage)

e Load PCR reactions on Agarose gel (1% or 1.5% agarose in TAE buffer depending on sizes of
PCR products).

A Important: From Genotyping, keep at best 2 wildtype clone, 2 heterozygous clone and
all homozygous clones and split them to 6-well plates after 2-3 days (when they are 70-80%

confluent

1.1.12. Splitting to 6-well plates (~2-3 days after)
e Prepare 6-well plates with 2 ml gelatin per well (day before)
e Add 2 ml medium + inhibitors per well in the 6-well plate (same day)
e Collect the clones
o Remove the medium from the cells in the 24-well plates

A Important: Remove medium by adding a 20-200 pl pipette tip on the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

o Wash the cells with 1 ml 1xPBS per well

A Important: Remove medium by adding a 20-200 pl pipette tip on the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

o Add 150 pl trypsin per well

o Incubate for 2-3 minutes in the incubator
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o Knock the plates and check under the microscope that the cells have detached

o Add 1 ml medium to block the trypsin (no inhibitor required)

o Transfer the suspension in a labelled Eppendorf tube with the number of the clones
A Important: Exchange the tip of the pipette for each clone!

o Centrifuge at 2000 rpm, 5 minutes at room temperature (in the lab)

o Remove the medium and resuspend the cells in 500 pl medium + inhibitors
A Important: Exchange the tip of the pipette for each clone!

o Transfer all the cells in the prepared and numerated 6-well plates

A Important: Exchange the tip of the pipette for each clone!

1.1.13. Splitting to 10 cm plates (~2-3 days after)

Prepare 10 cm plates with ~10 ml gelatin and 6-well plates with 2 ml gelatin per well (the

previous day)

A Note: 10 cm plates are for freezing and storing the cell lines, the 6-well plate are to detect
the proteins per Western blot or for RT-qPCR confirmation if no good antibody is available!

Add 9 ml medium + inhibitors per 10 cm plate and 2 ml per well of the 6-well plates
Collect the clones
o Remove medium from the clones in the 6-well plate

A Important: Remove medium by adding a 20-200 pl pipette tip on the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

o Wash the cells with 2 ml 1x PBS per well

A Important: Remove medium by adding a 20-200 upl pipette tip on the glass
Pasteur pipette! Exchange the tip of the pipette for each clone!

o Add 200 pl trypsin per well

o Incubate for 2-3 minutes in the incubator

o Knock the plates and check under the microscope that the cells have detached
o Add 1 ml medium to block the trypsin (no inhibitors required)

o Transfer into a labelled Eppendorf tube with the number of the clones

A Important: Exchange the tip of the pipette for each clone!
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o Centrifuge at 2000 rpm, 5 minutes at room temperature (in the lab)
o Remove the medium and resuspend the cells in 1 ml medium + inhibitors
A Important: Exchange the tip of the pipette for each clone!

o Transfer 900 ul of the cells in the prepared and labelled 10 cm plate and 100 pl of the

cells in the 6-well plates

A Important: Exchange the tip of the pipette for each clone!

1.1.14. Freezing of clones (~2 days later)
e Collect the cells of the 10 cm plate as described in section 5.1.4. with following exceptions:

o Resuspend the cells after centrifugation in 6 ml medium + 20% FCS ES tested + 10%
DMSO (do not forget the inhibitors)

A Important: Exchange the tip of the pipette for each clone!

o Distribute the resuspended cell suspension in 6 properly labelled freezing tube (1 ml of

suspension per tube)
A Important: Exchange the tip of the pipette for each clone!

o Put the tubes into polystyrene support and close properly with adhesive band and store
at -80°C for not more than 2-3 days before putting the freezing tubes in our liquid

nitrogen tanks (cell lethality upon defreezing is high if tubes are kept to long at -80°C).
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1.2. Step-by-Step Protocol 2: Protocol for newly synthesized RNA labelling and purification

from mammalian cells
1.2.1. Principle

The analysis of RNA levels between wildtype and mutant cell lines is a common way to identify
changes in RNA polymerase II (Pol 1) transcription. Recently, it has been suggested that total RNA
levels can be maintained largely unchanged upon drastic decreases of Pol II transcription in budding
yeast (Sun et al., 2012; Bonnet et al., 2014; Baptista et al., 2017; Warfield et al., 2017). This is enabled
through an RNA buffering mechanism balancing total RNA levels by regulating RNA decay rates. It is
unclear if a similar buffering mechanism exists in mammalian cells. However, mammalian RNA
molecules possess a rather long average half-life of roughly 6 hours (Duffy et al., 2019). When analysing
total RNA levels, these long RNA half-lives can potentially mask early transcriptional effects especially
upon acute depletion of a given factor, such as enabled through the auxin-inducible degron (AID)

system.

Several methods were recently developed permitting to directly analyse effects on Pol II
transcription and to circumvent any biases potentially introduced through long RNA half-lives or RNA
buffering mechanisms (Table 8) (Wissink et al., 2019). One of these methods is the 4-thiouridine (4sU)
labelling method and its derivatives in which RNA is labelled for short periods of time with an analogue
of uridine containing a thiol group, which subsequently allows the specific purification of the labelled
RNAs from the bulk total RNAs (scheme in Figure 61) (Sun et al., 2012; Duffy et al., 2015; Schwalb et
al., 2016; Duffy et al., 2019).

Table 8: Table summarizing methods allowing nascent and newly synthesized RNA isolation and analysis and their
advantages and disadvantages. PRO, precision nuclear run-on; NTP, nucleoside 5’-triphosphates; caRNA; chromatin-
associated RNA; NET, native elongating transcript; Pol II, RNA polymerase II; IP, immunoprecipitation; TT-seq, transient
transcriptiome sequencing; 4sU, 4-thiouridine; 4tU, 4-thiouracil; EU, 5-ethenyluridine. Based on Wissink et al., 2019.

Method Short description Advantages Disadvantages
Run-on RNA Labelling with biotin-NTP after NTP e nucleotide resolution * invasive
(PRO-seq) depletion of isolated nuclei o streptavidin pull-down e extensive protocol
Chromatin- . . . e simplest approach e contamination with
associated RNA Isolatlotr)l olf'c}ﬁrorilalﬁln-a§5001'elted RNA  § jittle invasive matured RNA (e.g.
(caRNA-seq) y high salt fractionation e nucleotide resolution Xist)
) e nucleotide resolution e contamination with
Pol Il-associated Isolation of RNA following o little invasive small nuclear RNA
RNA . . .
NET Pol II IP from nuclei e CTD modifications
( -seq) e Detection of Pol II pausing
e little invasive e no nucleotide
Metabolically . . e streptavidin pull-down resolution
labelled RNA Labelilmg Wlth 4sU, 4tU or EU follpwed o RNA turnover analysis
by isolation or chemical conversion o .
(e.g. TT-seq) e usable in living organisms
o single cell RNA-seq
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Figure 61: Scheme of the steps involved in the purification of newly synthesized RNAs from mammalian
cells following 4-thiouridine labelling. From left to right: Cells are labelled with 4-thiouridine (s*U) for a given
time. During this duration, s*U is incorporated into RNA during the transcription process. Total RNAs are isolated
from the cells containing s*U-containing, newly synthesized RNAs (purple with S) and unlabelled, pre-existing
RNAs (grey). Labelled RNA can be subsequently coupled to biotin (in blue) through a reactive side chain (RS,
here shown for HPDP-biotin) which enables the formation of a disulphide bond between the s*U-containing RNA
and biotin (represented by S-S). Biotinylated RNA is enriched using Streptavidin (SAV)-coated magnetic beads.
SAV specifically interacts with biotin and allows the removal of unlabelled RNA through repeated washes. By
breaking the disulphide bond, the s*U-containing, newly synthesized RNAs can be eluted from the magnetic beads
and subjected to subsequent analyses. Adapted from Duffy et al., 2015.

During a short labelling period of generally 15 to 30 minutes, 4sU is added to the culture medium
of mammalian cells. Addition to the medium leads to the rapid uptake of 4sU by the cells and subsequent
incorporation into RNA synthesized during the duration of the labelling (Figure 61). Restricting the
labelling time to a short period allows for the purification of mainly unprocessed, newly synthesized
RNAs. After labelling with 4sU, cells are harvested and total RNA is isolated, which contains a small
proportion of 4sU-containing, newly synthesized RNAs among unlabelled, pre-existing RNA molecules
(Figure 61). Subsequently, 4sU-labelled RNAs can be coupled to biotin by a disulphide bond formed
through the reaction of the reactive side chain of HPDP-biotin with the thiol-group of 4sU (Figure 61).
Additional steps enable the enrichment of the labelled RNA using streptavidin-coated magnetic beads,
which recognize the biotinylated RNA. Repeated wash steps of the 4sU-containing RNA bound to the
magnetic beads allow the removal of unwanted contaminations represented by the excess unlabelled
RNA. The newly synthesized RNA can be efficiently eluted from the magnetic beads using a reducing
agent breaking the disulphide bond connecting the 4sU-containing RNA with the biotin and magnetic
beads such as DTT (dithiothreitol). The purified, newly synthesized RNA can subsequently be used for

downstream analyses such as RT-qPCR or sequencing analyses.

1.2.2. Required materials

e 4-thiouridine (Glentham Life Sciences, Cat# GN6085 or abcam, Cat# abl143718) for
mammalian and fly cells or 4-thiouracil (Sigma-Aldrich, Cat# 440736) if working with yeast
cells (store in aliquots at -20°C, dissolve in DMSO, stock concentration of 100 mM). 4sU and

4tU are light-sensitive (wrap in aluminum)
e Cell culture medium (store at 4°C)
e Ice-cold 1x PBS (store at 4°C)
e TRI Reagent (Molecular Research Center Inc., Cat# TR 188) (store at 4°C)
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Chloroform (store in chemical board at room temperature)

Isopropanol (store in chemical board at room temperature)

75% Ethanol with RNAse-free water (store at room temperature)

DEPC-treated RNAse-free water (Sigma-Aldrich, Cat# 95284) (store at room temperature)
RNAse inhibitor (Promega, Cat# N2515) (store at -20°C)

TURBO DNA-free kit (Thermo Scientific, Cat# AM1907) (store at -20°C)

5 M NacCl (store at room temperature)

Snap Cap tubes (Covaris, Cat# 520045) (store at room temperature)

DMSO molecular grade (Sigma-Aldrich, Cat# D8418) (store at room temperature)

EZ-link HPDP-biotin (ThermoFisher Cat# 21341) (store at -20°C in aliquots, dissolve in
DMSO, stock concentration of 1 mg/ml)

10x Biotinylation buffer (make yourself: 100 mM Tris-HCI, pH 7.5 and 10 mM EDTA, store
at room temperature)

uMACS columns and magnetic beads (Miltenyi Biotec, Cat# 130-074-101) (store columns at
room temperature, store magnetic beads at 4°C)

Washing buffer (make yourself: 100 mM Tris-HCI pH 7.5, 10 mM EDTA, 1M NacCl, 0.1%
Tween20, in RNase-free water, store at room temperature)

1 M DTT (store in aliquots in -20°C)

RNeasy MinElute Cleanup kit (Qiagen, Cat# 74204) (store at room temperature except
columns which need to be stored at 4°C)

RiboPure RNA Purification Kkit, yeast (ThermoFisher, Cat# AM1926)

1.2.3. 4sU-labelling in HeLa cells

Use 3x 10 cm plates of 70-80% confluency HeL a cells per sample (= should give ~200-300 pg of
total RNA)

Remove culture medium

Add 4-thiouridine (4sU) containing medium (final concentration of 500 uM for labelling (=

50 pl of stock/10 ml pre-warmed medium), 4sU is light-sensitive (wrap in aluminum)); use 5

ml of 4sU-medium per 10 cm plate
Incubate for 10-20 minutes in usual culture incubator
Remove medium, wash with ice cold 1x PBS

Add 1 ml Trizol reagent/10 cm plate
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e Collect the lysates of all three plates in one 15 ml tube and further homogenize by using a

syringe with the smallest aperture possible
e Aliquot in 1.5 ml Eppendorf tubes for RNA extraction

e For spike-in: Ratio we used for qPCR = HeLa : S2 3:1 plates. S2 cells are labelled in the same

way as HeLa cells (culturing see section 1.2.10.)

e Homogenized sample can be stored at -80°C for at least one month

1.2.4. 4sU-labelling in mouse ES E14 cells

Use 4x 15 cm plates of trypsinized ESCs (since ESCs are growing in colonies if cultured o/n, we
thought that splitting and reseeding them 5-6 hours prior to labelling would allow a better penetrance of
4sU and eliminate potential biases due to the colony formation; ~10 x 10° cells per plate; should give

~200-300 ng of total RNA)
e Remove culture medium

e Add 4sU-containing medium (same as for HeLa cells); use 10 ml of 4sU-medium per 15 cm

plate
e Incubate for 10-20 minutes in incubator
e Remove medium, wash with ice cold 1x PBS
e Add 2 ml Trizol reagent/15 cm plate

e Collected all plates in one 15 ml tube and additionally homogenize cells by using a syringe with

the smallest aperture possible (for RNA extraction aliquot in 1.5 ml Eppendorf tubes)

e Homogenized sample can be stored at -80°C for at least one month

1.2.5. Alternative ways for spike-in

The protocol using Trizol to lyse the cells directly in the plate works nicely if the cells (mutants and
wildtype (WT)) have the same cell division time. If the growth is affected in the mutants it can result
into different numbers of cells per plate especially if cultured o/n. Therefore, we tried following

alternative ways for spike-in normalization:

1) After labelling, I trypsinized the cells, centrifuged, washed in 1x ice-cold PBS and counted
them after harvesting to be able to mix cell numbers (not Trizol lysates). This requires a

very precise cell counting to ensure that indeed the same number of spike-in cells is added
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to the same number of test cells. It can easily result in a bias, if counting is not accurately

performed.

Alternatively, it is possible to extract the total RNA from WT and mutant cell lines and to
add in a given ratio total RNA isolated from spike-in cells before purification of the 4sU-
labelled RNA (scheme in Figure 62). This is the spike-in method, which we used for all our
sequencing data. For our first sequencing experiments, we used a ratio of roughly 2:1 for
mouse ESC total RNA versus D. melanogaster S2 total RNA. After our first sequencing
results, we switched to using total RNA isolated from 4tU-labelled S. pombe cells as spike-
in with a ratio of 10:1 mouse versus yeast total RNA since it turned out that the S2 cell
stocks are contaminated with a kind of Drosophila-specific RNA virus. Importantly, for this
spike-in alternative we assume that lysis of WT and mutant cells is not majorly different,
and that the concentration of total RNA is not greatly affected even upon a potential global

decrease in Pol II transcription as total RNA consists to more than 90% of rRNA.

Total reads Normalized reads

;-‘[h_'(s gqu

enrich s*U-RNA prepare cDNA libraries,

time (h) time (h)

Figure 62: Spike-in possibility using RNA-to-RNA ratios. From left to right: Extracted total RNA containing
s*U-labelled RNA (in purple with S) can be spiked in with exogenous s*U-containing RNA from Drosophila or S.
pombe. Additionally, RNA standards (blue) can be added after purification of the newly synthesized, s*U-
containing RNAs. After high-throughput sequencing, the total amount of reads can be normalized by the number
of reads corresponding to the spike-in. From Dufty et al., 2019.

1.2.6. RNA extraction

Following Trizol extraction protocol

Incubate for 5 minutes at room temperature to permit complete dissociation of the

nucleoprotein complex

Add 0.2 mL of chloroform per 1 mL of Trizol Reagent

Shake tube vigorously by hand for 15 seconds

Incubate for 2-3 minutes at room temperature

Centrifuge the sample at 12,000 x g for 15 minutes at 4°C
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NOTE: the mixture separates into a lower red phenol-chloroform phase, an interphase, and a
colorless upper aqueous phase. RNA remains exclusively in the aqueous phase. The upper

aqueous phase is ~50% of the total volume

Transfer the aqueous phase of the sample into a new tube by angling the tube at 45° and
pipetting the solution out. Avoid drawing any of the interphase or organic layer into the pipette

when removing the aqueous phase.

Add 0.5 mL of 100% isopropanol to the aqueous phase, per 1 mL of Trizol Reagent used for

homogenization

Incubate at room temperature for 10 minutes

Centrifuge at 12,000 x g for 10 min. at 4°C

Remove the supernatant from tube, leaving the RNA pellet

Wash the pellet with 1 mL of 75% ethanol per 1 mL of Trizol Reagent

Centrifuge at 10,000 x g for 5 minutes at 4°C. Discard supernatant, repeat washing for better

Aaeon30 values
Air dry the RNA pellet for 5 minutes

NOTE: Do not allow the RNA to dry completely, because the pellet can lose solubility. Partially

dissolved RNA samples have an Ajsog0 ratio <1.6
Resuspend the RNA pellet in RNase-free water, add RNase inhibitor
Incubate in heat block set at 58°C for 15 minutes

Proceed to downstream application, or store at -80°C

1.2.7. DNase treatment using TURBO DNA-free Kit

Following protocol for rigorous treatment

Add 0.1 volume of 10X TURBO DNase Buffer and 2.5-3 pl TURBO DNase to the RNA, mix
gently

Incubate at 37°C for 20-30 min
Add 0.2 volumes of resuspended DNase Inactivation Reagent (always use at least 2 pl)

Incubate 5 min. at room temperature, mixing occasionally, flick the tube 2-3 times during

the incubation period to redisperse the DNAse Inactivation Reagent
Centrifuge at 10,000 x g for 2 min. and transfer RNA to a fresh tube
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NOTE: this centrifugation step pellets the DNase Inactivation Reagent. After centrifuging,
carefully transfer the supernatant, which contains the RNA, into a fresh tube. Avoid introducing
the DNase Inactivation Reagent into solutions that may be used for downstream enzymatic

reactions, because it can sequester divalent cations and change the buffer conditions

1.2.8. NanoDrop measurement and Agarose gel
e Use NanoDrop to measure RNA concentration and quality

e Loadsamples on 1% agarose gel to test RNA quality (ensure to use fresh TAE buffer and freshly
made agarose gel, also mix RNA with loading dye only shortly before loading on gel to avoid

degradation. Load the samples quickly on gel and start migration (avoid any in gel degradation
of RNA).

1.2.9. Fragmentation
e Requires ~250 pg total RNA
NOTE: If final volume exceeds 130 pl, an additional precipitation step is required
o Add 1/10 of volume of 5 M NaCl and mix

o Add an equal volume of isopropanol (under the hood), mix and centrifuge at 16,000

x g for at least 30 minutes, at 4°C
o Remove supernatant and add 1 ml of 75% ethanol to RNA pellet
o Centrifuge at 16,000 x g for 5 minutes, at 4°C

o Remove supernatant, quickspin and remove the remaining supernatant by reversing

the tube (do not let the RNA dry)
o Resuspend RNA in 130 pl RNase-free water
o Transfer your 130 ul RNA samples in Snap Cap tubes (add some RNAse inhibitor)
o Covaris E220 settings: 1 % duty factor, 100 W, 200 cycles per burst, 80sec
NOTE: Don’t forget to put ‘concentrator’ for sonication on Covaris E220
e Use a decapper or simply our thumb to open them to get the fragmented RNA solution

e Fragmented RNA is supposed to be in a range between 10 kb and above 200 bp (average of
>1.5 kb) and can be stored at -80°C
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1.2.10. Newly synthesized RNA extraction

e Add fragmented total RNA in 2 ml Eppendorf tubes and heat it for 10 minutes at 60°C and

immediately chill it on ice for 2 minutes
e Addto RNA:
o 200 pl HPDP-biotin (light-sensitive, wrap in aluminium)

o 100 pl of 10x biotinylation buffer (100mM Tris-HCL, pH 7.5 and 10 mM EDTA, make
by yourself: for each 10 ml of buffer pipette 1 ml of 1M Tris-HCI, pH 7.5, 200 pul of
0.5M EDTA and add DEPC-treated water until you complete the volume)

o 200 ul DMSO (20% of reaction volume) (without DMSO, flocks of HPDP can appear

and might affect purification efficiency)
o Add 370 pul of DEPC-treated RNase-free water to a total volume of 1 ml

o Incubate at room temperature (= 24°C) and protected from light for 3 hours with

gentle agitation (thermomixer, 550 rpm, covered by aluminium)

o After incubation, add approximately an equal volume of chloroform to the tubes and

mix vigorously
o Centrifuge at 16,000 x g for 5 minutes, at 4°C
NOTE: This step allows to remove biotin that did not biotinylate the RNA

o Carefully transfer only upper phase into new 2 ml tubes (don’t be greedy, if you transfer

unbound biotin which is located at the interphase, it reduces yield of newly synthesized

RNA! Other labs use phase lock tubes for this step)
o Add 1/10 of volume of 5 M NaCl and mix

o Add an equal volume of isopropanol (under the hood), mix and centrifuge at 16,000

x g for at least 30 minutes, at 4°C
o Remove supernatant and add 1 ml of 75% ethanol to RNA pellet
o Centrifuge at 16,000 x g for 10 minutes, at 4°C

o Remove supernatant, quickspin and remove the remaining supernatant by reversing

the tube (do not let the RNA dry)
o Resuspend RNA in 100 pl RNase-free water

o Heat biotinylated RNA for 10 minutes at 65°C (thermomixer) and then chill the

samples on ice for 5 minutes
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o add 100 pl of magnetic streptavidin beads (WMACS Streptavidin beads and kit,
Miltenyi, stored at 4°C) to biotinylated RNA (final volume of 200 ul)

o incubate with slight shaking for 90 minutes, at room temperature (thermomixer, 24°C,

550 rpm, in 2 ml tubes)

o Shortly before the end of the incubation time, place uMACS columns in the magnetic

stand (one column/sample)

o Add 900 pl of room temperature washing buffer to columns (for pre-run and
equilibration) (make yourself: 100 mM Tris-HCI (pH 7.5), 10 mM EDTA, 1M NaCl,
0.1% Tween20, in RNase-free water, for each 50 ml of buffer pipette 5 ml of 1M Tris-
HCI, pH 7.5, 1000 ul of 0.5M EDTA, 10 ml of 5M NaCl, 50 ul of Tween20 and add

DEPC-treated water until you complete the volume)
o Apply beads/RNA mix (200 pl) to the columns
o Collect flow-through in 1.5 ml tubes and apply it to the column again
o Wash columns 5 times with 600, 700, 800, 900 and 1000 nl of washing buffer

o Elute RNA with 200 pl of 0.1M DTT (twice with 100 pl with 1 min. pause) in new
1.5 Eppendorf tubes

o Follow RNeasy MinElute Cleanup Kit protocol to purify the eluted RNA.

NOTE: Following this procedure, the yield of newly synthesized RNA is around 0.1%.

1.2.11. Drosophila melanogaster S2 cell culturing

Culture Drosophila melanogaster S2 cells in Schneider medium with 10% inactivated FCS +

0,5% Penicillin and Streptomycin

Culture them at ~ 27°C (S2 cells don’t need special CO; levels and can also be grown at room
temperature), S2 cells attach to plate until they get confluent, then they also start to grow in

suspension

For labelling, remove medium containing floating cells and add medium containing 4sU (same
procedure as for HeLa and mouse ESCs) and keep under aluminium cover at room temperature

for 10-20 minutes before harvesting them using a cell scraper.
Centrifuge at 2,000 xg for 5 min. at 4°C and wash with ice-cold 1x PBS.

Add to your cells of interesting depending on the spike-in way you chose (either cell-to-cell or
total RNA-to-total RNA). Trizol protocol can be used for S2 cells with no problem and no

specifications.
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1.2.12. Schizosaccharomyces pombe culturing
1.2.12.1.  Culture medium

S. pombe cells are grown in YES medium with 3% glucose (recipe see Table 9). Medium should be
autoclaved before use. Important, add glucose only after autoclavation. Powders can be mixed and stored

but should only be dissolved shortly before autoclavation.

1.2.12.2.  4-thiouracil labelling
Precultures (start in the evening and grow o/n at 31°C)

o 4x 10 mL in 50 mL falcon tubes; for each:
- 8.5 mL autoclaved YES medium
- 1.5 mL 20% glucose
- 2-3 colonies of wildtype S. pombe picked from a plate

Main cultures (start in the morning)

o One2 L falcon
- 850 ml autoclaved YES medium
- 150 mL 20% glucose
- S. pombe preculture at a concentration of [ODgoo 0.1]

Important: to measure ODgoo dilute in YES medium 1/10 before measurement at

Labelling

Labelling is performed when main culture reaches ODgoo of 0.8. S. pombe doubles every 2 %2 hours.

ODsoo 0.8 will be reached after roughly 7-8 hours.

o Freshly dissolve 4-thiouracil (4tU) in DMSO: 64.1 mg 4tU in 250 L of DMSO for 100 mL
culture

o Add to cultures, mix and label for 6 minutes

o After incubation time, aliquot cultures into 50 mL falcons and centrifuge at 2000 xg for 2
minutes at 4C

o Wash with ice-cold 1xPBS; keep some cells aside for counting and centrifuge again

o Remove 1xPBS and flash freeze in liquid nitrogen; store at -80 °C

o For RNA extraction use RiboPure RNA Purification kit and follow manufacturer’s instruction
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Table 9: Recipe for YES medium required for Schizosaccharomyces pombe culturing.

YES medium [for 500 mL]

Yeast extract 25¢g
Adenine 125 mg
Histidine 125 mg

Uracil 125 mg

Leucine 125 mg
Lysine 125 mg

MilliQ water 425 ml

20% glucose 75 ml
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1.3. Step-by-Step Protocol 3: Protocol for ATAC-seq using house-made Tn5 transposase
1.3.1. Principle

ATAC-seq (assay for transposase accessible chromatin followed by high throughput sequencing)
represents a method to assess both chromatin accessibility and nucleosome positioning using the

modified, hyperactive bacterial Tn5 transposases (Figure 63) (Sun et al., 2019).

In their native environment, DNA transposases, such as the Tn5 transposase, enable the transfer of
DNA sequences known as DNA transposons between genomic regions through a ‘copy and paste’
mechanism (Sun et al., 2019). Instead of DNA transposons, the ATAC-seq method uses the Tn5
transposase to integrate sequencing adaptors into open chromatin regions, such as at linker DNA
sequences separating nucleosomes or at nucleosome depleted regions (NDRs) (Figure 63) (Sun et al.,

2019).

Compared to other methods enabling the analysis of chromatin accessibility or nucleosome
positioning, such as MNase-seq or DNase-seq, ATAC-seq offers several practical advantages such as
for instance reduced experimental time (2-3 hours for ATAC-seq compared to 2-3 days for MNase- or
DNase-seq) and reduced sample size (commonly 50 thousands cells for ATAC-seq compared to 50
million cells for DNase-seq) (Sun et al., 2019). Importantly, ATAC-seq allows to assess both chromatin

accessibility (comparable to DNase-seq) and nucleosome positioning (comparable to MNase-seq).

In general, two distinct sequencing adaptors are used (represented in Figure 63 by red and green
sticks), one representing the forward and the other the reverse primer required for the subsequent
barcoding and library preparation step. However, the sequencing adaptors bound by the Tn5 transposase
are random which leads to a 50% probability that the sequencing adapters at the ends of a given fragment
are identical (in contrast to what is shown in Figure 63). This represents a disadvantage of ATAC-seq
as fragments containing two identical adaptors on their ends are consequently unusable for the barcoding

and library preparation step and are not sequenced.

closed chromatin

open chromatin

Figure 63: Principle of the ATAC-seq method.
Dimers of the Tn5 transposase insert sequencing
adaptors (shown as red and green sticks) into
accessible chromatin more frequently than at
inaccessible chromatin. After DNA purification,
the inserted adaptors allow the preparation of
barcoded sequencing libraries. Histone proteins are
shown as grey spheres and DNA is displayed as
black string. From Sun et al., 2019.
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1.3.2. Required materials

e House-made Tn5 2M from the protein platform at roughly 7.2 uM (400 ng/ul)

e Mosaic primers, can be order from Sigma
1. Mosaic end Adapter A: TCGTCGGCAGCGTCAGATGTGTATAAGAGACAG
2. Mosaic end Adapter B: GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAG
3. Mosaic end reverse: [PHO]CTGTCTCTTATACACATCT

e 1x PBS colded to 4°C

e Lysis buffer (recipe see 1.3.6 Buffers needed)

e TAPS-DMF buffer (recipe see 1.3.6 Buffers needed)

e NucleoSpin Gel and PCR Clean-up kit

1.3.3. Annealing Mosaic primers

e 10 pul of Mosaic end reverse

+ 10 pl of Mosaic end Adapter A in PCR tube

e 10 pl of Mosaic end reverse

+ 10 pl of Mosaic end Adapter B in PCR tube
e PCR program
o 95°C for 2 min

o Cooling down to 25°C with reduced speed (0.1°C/sec ramp rate)

o Keep at4°C

1.3.4. Loading of TnS transposase

e 50 pl of TnS 2M in storage buffer from platform
+ 5.2 pl of annealed Mosaic end Adapter A mix
+ 5.2 pl of annealed Mosaic end Adapter B mix

e Incubate at RT mixing platform for 1 hour

e Store at 20°C until needed
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1.3.5. Experimental protocol for house-made Tn5

Harvest and count cells (consider roughly 100.000 cells per sample)
Centrifuge at 2000 xg for 5 min at 4°C

Wash with 50 pl of cold 1x PBS

Centrifuge at 2000 xg for 5 min at 4°C

Resuspend pellet in 50 pl of Lysis buffer

Centrifuge immediately at 2000 xg for 10 min at 4°C

Immediately after removing supernatant resuspend pellet in 50 pl of TAPS-DMF-buffer + Tn5
2M (25 nM gives similar signal as Nextera Tn5) (keep pellet on ice while preparing Tn5 mix)

Incubate reaction at 37°C for 1 hour

Immediately purify using NucleoSpin Gel and PCR Clean-up kit
Elute in 15 pl

Store DNA at -20°C

Optional: Experiments can be verified by qPCR prior to library preparation using the Mosaic
primers and 1 pl of tagmented DNA

1.3.6. Buffers needed

Lysis buffer
Final [c] Volume for 10 mL  Stock [c]
10 mM Tris HCI ph 7.4 100 pl IM
10 mM NacCl 20 ul 5M
3 mM MgCl12 30 ul 1M
0.1% NP-40 100 pl 10%
Water 9.75 ml

292



TAPS-DMF buffer

Final [c] Volume for 10 mL  Stock [c]
10 mM TAPS-NaOH pH 8.5 I ml 100 mM*
5 mM MgCl12 50wl 1M
10% DMF I ml 100%
Water 7.85 ml

*100 mM TAPS-NaOH made using 244 mg of TAPS powder + 10 ml of water, pH was adjusted
using NaOH
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Annexes

1. Generation of cell lines with endogenously tagged subunits of the SAGA and
ATAC coactivator complex

The results described in this section represent unpublished data on the generation and validation of

individual cell lines possessing 3x HA-tags and a BioTag on the C-terminal ends of either Tada2a

(ATAC), Atac2 (ATAC), Tadal (SAGA) or Taf6l (SAGA).

These subunits were tagged endogenously using CRISPR-Cas9 and homologous recombination as
used for the generation of the auxin-inducible degron (AID) cell lines (Table 10 shows gRNAs used).
These cell lines were constructed to enable the analysis of genome-wide binding profiles of SAGA and
ATAC subunits by the CUT&Run or CUT&Tag methodologies, which require highly specific
antibodies (Hainer et al., 2019; Kaya-Okur et al., 2019). Further, these cell lines would enable efficient
immunoprecipitations of the SAGA and ATAC complexes and would consequently allow to assess more

specifically the effects on SAGA and ATAC complex integrity upon inactivation of their subunits.

Table 10: Table summarizing genes targeted for the generation of tagged cell lines by CRISPR-Cas9. For
each of the targeted genes the terminus to which the insert was targeted to, the sequence of the gRNA, the
respective PAM sequence and the strand location of the gRNAs are indicated. PAM, protospacer adjacent motif;
gRNA, guide RNA; +, forward strand; -, reverse strand. Designed by Bernardo Reina San Martin.

Target  Terminus gRNA sequence PAM Strand

TCGCTGTACCTGCCGCTGTG AGG -

mTaf6l C-ter
GAGGCGCCGCAACCTCACAG CGG +
AGGGCATACACAGTATGTGT AGG -

mTadal C-ter
GTTGTAGCTCTTCGTGATTG GGG -
AGATAGACGTGAACAAAACC CGG -

mTada2a C-ter
AAGGAATGTGAACAGTCAGA GGG -
TTACACTCCGTACTCTCCAG CGG -

mAtac?2 C-ter
CCTGAGGCTCCGACGCTGAG GGG +

We could successfully obtain homozygous knock-in clones for all four constructs. Western blot
analysis using antibodies directed against the HA-tag, revealed a band at the expected size of roughly
70 kDa for two individual Tada2a-tag cell lines (Figure 64A). In contrast, in two independent Atac2-tag
cell lines, several bands at various sizes could be detected beside the expected protein at roughly 120

kDa compared to wildtype untagged cell lines (Figure 64A).

In two independent Taf6/-tag clones a protein at the expected size of roughly 90 kDa could be found.
Unexpectedly, clone #1 additionally showed a dominant band at roughly 35 kDa (Figure 64B). The
cause for this product is not clear but could reflect a transcript variant or truncated protein. Of the two
Tadal-tag clones only clone #1 showed a faint band at the expected size of roughly 40 kDa, while no

band could be detected for clone #2 (Figure 64B).
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To ensure that we tagged all possible transcript variants of the four genes, we performed RT-qPCR
analysis using two primer pairs with the following design. Primer pair 1 is directed against an exon
shared by all transcript variants, while for primer pair 2, the forward primer is localized within the C-
terminal exon and the reverse primer aligns to the DNA sequence of the inserted tag. Primer pair 1
allowed us to assess the overall level of expression of all transcript variants, while primer pair 2 revealed

the levels of expression of tagged transcripts. By normalising to the results of primer pair 1, we could
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Figure 64: Generation of cell lines with endogenously tagged SAGA and ATAC subunits. A. and B. Western
blot analysis of cell lines with either endogenously 3xHA and BioTag tagged Tada2a or Atac2 (ATAC subunits in
A) and Taf6l or Tadal (SAGA subunits in B) compared to wildtype (WT) cells. Ponceau staining serves as loading
control. Stars indicate unspecific bands. C., D., E. and F. RT-qPCR analysis of cell lines with tagged SAGA and
ATAC subunits shown in (A) and (B) compared to WT cells (in dark grey). Primer pair 1 (named Tada2a, Atac2,
Taf6l and Tadal) amplifies from within an exon shared by all transcript variants. Primer pair 2 (named Tada2a KI,
Atac2 KI, Taf6l KI and Tadal KI) amplifies from within the knock-in (KI) tags. Results were normalized to two
RNA polymerase III genes (Rn7sk and Rpphl) and values of primer pair 1 were set to 1. Results for Tada2a-tag cell
lines in purple (C), Atac2-tag cell lines in purple (D), for Taf6l-tag cell lines in blue (E) and for Tada-tag cell lines
in blue (F).
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consequently deduce if the expression level of the tagged transcripts, as assessed by primer pair 2, was

equivalent, meaning that all transcript variants were successfully tagged.

This analysis revealed that for the Tada2a-tag cell lines, both clones showed levels of the tagged
transcripts (primer pair 2: Tada2a KI) very similar to the overall expression levels (primer pair 1:
Tada2a) (Figure 64C). In contrast, this analysis revealed that only roughly 25% of all transcripts are
tagged in both Atac2-tag clones (Figure 64D). For Taf6l-tag clone #2, all transcript variants were
successfully tagged, while surprisingly clone #1 showed roughly 5-fold higher expression levels of the
tagged transcripts (Figure 64E). This increase in tagged transcripts for 7af6/-tag clone #1 could suggest
a stabilization of these transcripts and could also be at the basis of the truncated protein detected by
Western blot analysis (Figure 64B). Astonishingly, clone #1 of the Tadal-tag cell lines also displayed a
massive increase (roughly 17-fold) of the tagged transcripts over the general expression, while clone #2

only possessed background levels of tagged transcripts (Figure 64F).

In summary, we could validate the two Tada2a-tag cell lines and clone #2 of the Taf6/-tag cell lines
on protein and transcript level. In contrast, in the Atac2-tag cell lines only a small portion of transcript
variants seemed to be tagged and one of the two clones (clone #2) of the Tadal-tag cell lines turned out

to be rather comparable to untagged cell lines.

Additionally, to ensure that the addition of the tags to the proteins of interest did not cause any

effects on growth of mouse ESCs, we performed clonal assay analysis in medium containing two potent
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Figure 65: Clonal assay analysis of endogenously tagged SAGA and ATAC subunits. A. and C. Representative
images of clonal assay analysis of tagged cell lines in medium containing two potent inhibitors of differentiation
(21 medium) stained for alkaline phosphatase. Cell lines with endogenously tagged ATAC subunits, Tada2a and
Atac2, in (A) and SAGA subunits, Taf6l and Tadal, in (C). B. and D. Quantification of colony areas of clonal
assays shown in (A) and (C), respectively. Colony areas for two independent wildtype cell lines shown in grey.
Colony areas were measured using ImageJ.
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inhibitors of differentiation (FCS + LIF + 2i medium). These analyses revealed that, while tagging
Tada2a and Tadal did not result in major differences to wildtype cells (Figure 65A to 65D), Taf6l-tag
cell lines displayed on average smaller colonies (Figure 65C and 65D). As smaller colony sizes had been
observed in
Supt 7" cell lines, this suggested that C-terminally tagged Taf6] might not integrate within SAGA.. Since
Taf6l represents a core subunit of SAGA which forms a dimer with TafY, its absence from SAGA could
lead to a disruption of the complex assembly. Results for the Atac2-tag cell lines were very variable,
with clone #1 showing no major effect on colony areas, while clone #2 displayed dramatically smaller

colonies (Figure 65A and 65B).

Consequently, we aimed to assess the incorporation of the tagged proteins within the respective
complexes. For this analysis, the Afac2-tag cell lines were excluded as the RT-qPCR analysis suggested
that only a small fraction of all transcript variants was actually tagged, and clonal assay analysis showed

variable results between the two Arac2-tag clones.

We performed immunoprecipitation (IP) experiments against Tada3 and Atac2 in the TadaZa-tag
cell lines compared to untagged wildtype cells to verify the correct incorporation of Tada2a-tag within
ATAC. IP against Tada3 efficiently depleted Tada3 and also Sgf29, Atac2 and Tada2a-tag but not Wdr5
(Figure 66A, compare input (IN) to supernatant (SN). As Wdr5 is also present within other complexes,
such as the COMPASS(-like) complexes, it was not astonishing to not reach depletion for this protein.
Atac?2 IP caused the depletion of Atac2 and partially for Tada2a-tag but not majorly for Tada3, Wdr5 or
Sgf29 (Figure 66A). Very surprisingly, Atac2 was suddenly detectable in the 7TadaZa-tag nuclear
extracts in contrast to WT nuclear extracts. Also, we found that Tada2a-tag coelutes with the other
ATAC subunits tested. Overall, this suggests that the tagged Tada2a successfully incorporates into
ATAC with no seemingly major effect on complex assembly. However, it could be that C-terminal
tagging of Tada2a could result in the stabilization of Atac2 protein levels and potentially into an overall

stabilization of ATAC.

To assess the impact of endogenously tagged Taf6l or Tadal on SAGA assembly, we performed IP
experiments against Taf10 in Taf6/-tag and Tadal-tag cell lines compared to WT cells. This revealed
that SAGA assembly seems affected in the Taf6/-tag cell lines as Supt71 (subunit of the core module),
Atxn713 (subunit of the DUB module) and Sgf29 (subunit of the HAT module) could not be detected in
Taf10 IP elutions of Taf6l-tag cell lines (Figure 66B). Interestingly, Supt71 levels were also found
reduced in the input nuclear extracts in the Taf6/-tag cells suggesting that protein stability of Supt7l is
affected in the Taf6l-tag cells (Figure 66B). Tagging Tadal did not seem to affect SAGA assembly
majorly, although reduced levels were detected for Atxn713 in the Tada-tag clone #1 cell line compared

to WT cells (Figure 66B).
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Figure 66: Effects of endogenously tagged SAGA and ATAC subunits on complex integrity. A.
Immunoprecipitation (IP) of the ATAC complex from nuclear extracts from wildtype (WT) and Tada2a-tag cell
lines by using either anti-Tada3 or anti-Atac2 antibodies. [P without antibody (AB) represents the negative control.
IN, input; SN, supernatant. B. IP against Taf10 to purify the SAGA complex or against the 3xHA-tag using nuclear
extracts from Taf6/- and Tadal-tag cell lines compared to WT cells. IP against GST represents the negative control.
Input on the left and elution on the right. C. Western blot analysis of whole cell extracts from Yeats24P4D,
Zzz34PAID | Tada 34410 and WT cells on a Tada2a-tag background untreated (UT) or treated with auxin (IAA) for

1 to 24 hours.

Interestingly, when performing IP experiments against the HA-tag of the insert, we found that Taf6l-

tag could interact weakly with Atxn713 and Sgf29 but not detectably with Supt71 (Figure 66B). This

suggest that Taf6l can partially interact with SAGA subunits, but overall SAGA assembly seems majorly

affected as revealed by the anti-Tafl10 IP. Anti-HA [P in Tadal-tag clone #1 cells did not result into

detectably co-purification of the other tested SAGA subunits. The reason for this is unclear but could

suggest that Tadal-tag does not successfully incorporate within SAGA.

We consequently constructed Yeats24"° 72234410 and Tada3*™“P cell lines using a Tada2a-

tag cell line as a background. These cell lines were constructed to enable subsequent [P experiments
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against the HA tag of Tada2a-tag for efficient purification of ATAC upon auxin-induced depletion of

YeatS2A'D/A[D, ZZZ3AID/AID and Tada3AID/A’D.

Unfortunately, it turned out that auxin treatment of Yeats2P4P | 772347410 and Tada3' ™" cell
lines resulted in an unexpected destabilization of Tada2a-tag compared to WT cells (Figure 66C). This
was observed on whole cell extracts with a gradual decrease upon prolonged auxin treatment. Also, this
destabilization seemed to be specific to Tada2a protein levels as no major changes could be observed
for Sgf29, Wdr5, Atac2 and Tada3 (Figure 66C). This degradation of Tada2a-tag upon auxin treatment
specifically in Yeats2P*P| 77234240 and Tada3*™* cell lines could suggest that depletion of these
subunits affects the assembly of the HAT module of the ATAC complex. In the case of Yeats2*”*® and

Zzz3"P4ID this could indicate a general destabilization of the ATAC complex (see also result section 1).

Overall, the results of this section suggest that unfortunately tagging of endogenous Taf6l and Tadal
leads to an exclusion of the tagged proteins from the SAGA complex and, in the case of tagged Taf6l,
in a general destabilization of SAGA. Additionally, only a small portion of Atac2 transcripts were
successfully tagged in the Atac2-tag cell lines, which would complicate downstream analyses, leading
to the exclusion of the cell lines from further analyses. In contrast, C-terminally-tagged Tada2a was
successfully incorporated into the ATAC complex, but unfortunately was destabilized upon depletion
of AID-Yeats2, AID-Zzz3 and AID-Tada3. Nevertheless, the Tada2a-tag cell lines can be subsequently
used in CUT&Run and CUT&Tag experiments to set up the experimental procedure of these

experiments and to assess the localization of ATAC at genomic elements in wildtype conditions.
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Abstract

Coactivator complexes dynamically deposit post-translational modifications (PTMs) on histones, or
remove them, to regulate chromatin accessibility and/or to create/erase docking surfaces for proteins
that recognize histone PTMs. SAGA (Spt-Ada-Gcen5 Acetyltransferase) is an evolutionary conserved
multisubunit co-activator complex with modular organization. The deubiquitylation module (DUB) of
mammalian SAGA complex is composed of the ubiquitin-specific protease 22 (USP22) and three
adaptor proteins, ATXN7, ATXN7L3 and ENY2, which are all needed for the full activity of the?
USP22 enzyme to remove monoubiquitin (ubl) from histone H2B. Two additional USP22-related
ubiquitin hydrolases (called USP27X or USP51) have been described to form alternative DUBs with
ATXN7L3 and ENY2, which can also deubiquitylate H2Bubl. Here we report that USP22 and
ATXN7L3 are essential for normal embryonic development of mice, however their requirements are not
identical during this process, as Atxn7[3 null mutants show developmental delay already at embryonic
day (E) 8.5, while Usp22” mutant embryos are normal at this stage, but die at E14.5. Global histone
H2Bubl levels were only slightly affected in Usp22 null embryos, in contrast H2Bubl levels were
strongly increased in A&xn7[3 null mutants and derived cellular systems. Our transcriptomic analyses
carried out from wildtype and Azxn7/3 null mutant mouse embryonic stem cells (mESCs) or primary
embryonic fibroblasts (MEFs) suggest that the ATXN7L3-related DUB activity regulates only a subset
of genes in both cellular systems, but the gene sets and the extent of their deregulation are different in
mESCs and MEFs. Interestingly, the strong genome-wide H2Bubl1 increases observed in the Axxn7[37
mESCs, or Atxn7[3 MEFs, do not correlate with the modest genome-wide RNA polymerase 11
occupancy changes observed in the two knock-out cellular systems. Thus, histone H2Bubl

deubiquitylation does not directly regulate global RNA polymerase II transcription.

Manuscript was submitted for publication in the journal Cell Death & Differentiation.
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3. Examination of post-translational modification states of endogenous SAGA and ATAC
subunits by immunoprecipitations followed by mass spectrometry analysis from human

cells.

This section contains preliminary and unpublished results of downstream analyses which I
conducted on data obtained from immunoprecipitation (IP) experiments followed by mass spectrometry
(MS) analysis performed by Elisabeth Scheer and Luc Negroni. The work and experiments were

conceived by Laszlo Tora.

Introduction

Post-translational modifications (PTMs), such as acetylation, methylation and phosphorylation,
were reported to occur at subunits of the SAGA and ATAC coactivator complexes (Mischerikow et al.,
2009; Spedale et al., 2012). For example, the subunits Spt7 and Sgf73 of yeast SAGA were found to be
acetylated at several lysine residues (Mischerikow et al., 2009). Intriguingly, complex-specific
differences in PTM levels for proteins shared between complexes were also reported as, for instance,
for the Taf5 subunit shared between yeast SAGA and yeast TFIID. Yeast Taf5 was reported to be
significantly more phosphorylated when incorporated in SAGA than when part of TFIID (Mischerikow
et al., 2009). PTMs could therefore be implicated in regulating the incorporation of subunits within

specific complexes by affecting, for instance, their capacity to interact with other subunits.

Further, PTMs on several proteins involved in signal transduction pathways, such as for example
phosphorylation of p53 or Stat3, are commonly known to enable the regulation of their localization from
the cytoplasm to the nucleus. Consequently, the various PTMs identified for several subunits of the
SAGA and also ATAC coactivator complexes were proposed to be mediated by downstream effectors

of cellular signalling pathways (Spedale et al., 2012).

Based on this pre-existing knowledge, we wanted to assess if 1) specific PTM patterns could be
found on subunits of SAGA and ATAC depending on their localization in the cytoplasm or in the nucleus
and if ii) the subunits of the histone acetyltransferase (HAT) module shared between these two
complexes would display complex-specific PTM marks. To address these questions, cytoplasmic (CE)
and nuclear (NE) extracts were prepared from HeLa or U20S cells and subsequently used for IP
experiments using antibodies directed against various subunits of SAGA or ATAC. The purified
complexes were analysed by MS to 1) assess the general occurrence of PTMs, such as phosphorylation,
methylation and acetylation, on SAGA and ATAC subunits, to ii) identify PTMs reproducibly found
among the different IP experiments in the cytoplasm and nucleus and to iii) estimate the relative

frequencies at which the identified residues are modified.
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Figure 67: Post-translational
modifications of ATAC
subunits in HeLa and U20S
cells. A. Overall counts of
modified residues identified per
subunit of the ATAC complex.
All modifications that were
identified in at least one
immunoprecipitation (IP)
experiment are considered.
Acetyl, acetylation; Methyl,
methylation; Phospho,
phosphorylation. B. Heatmap of
detection accuracy for modified
residues showing at least
‘Medium’ detection accuracy in
four IP experiments of ATAC
purified from nuclear extracts
(NE). Overall, barely any
modification is detected within
cytoplasmic extracts (CE). C.
Estimation of frequency of
modified peptides for ATAC
subunits in HeLa (left) or U20S
(right) nuclear extracts (NE).
Each point reflects one IP
experiment.  Highlighted in
orange are residues that show
different frequencies between
the two cell types, while light
blue highlights indicate residues
that share similar levels of
modifications between Hela
and U20S cells.
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Among the performed IP-MS experiments, acetylation, methylation and phosphorylation events

were identified for several subunits of the human ATAC complex, with methylation however only

occurring on the YEATS2 subunit (Figure 67A). Indeed, phosphorylation seemed to be the most

frequently occurring modification with seven out of eleven ATAC subunits showing at least one
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phosphorylated residue. Most strikingly, YEATS2 displayed 18 potential phosphorylation sites (Figure
67A). Importantly, the counting of modified residues represented in Figure 67A considers every

modification identified in at least one of the IP experiments.

To identify PTMs which are reproducibly found among the different IP experiments and to be able
to analyse potential differences in PTMs between cytoplasmic (CE) or nuclear (NE) extracts, we
visualised the confidence of MS identification of the different peptides containing modified residues for
each purification experiments (Figure 67B shows modified residues, which were identified to ‘Medium’
accuracy in at least half of the NE IP experiments; full list in Figure 68A). For ‘High’ confidence
detection a threshold of 1% FDR (False discovery rate) is used, while ‘Medium’ accuracy is identified

at 5% FDR.

This analysis revealed that PTMs on ATAC subunits are mostly detected within the nucleus, while
only in one IP experiment TADA3 was found phosphorylated with ‘High’ confidence in the cytoplasm.
This difference in detection of PTMs between CE and NE might be partially due to the fact that ATAC
subunits can be generally less well detected when purified from CE (Figure 68B). Interestingly,
detection differences for several PTMs of ATAC subunits could be found between nuclear extracts of
HeLa or U20S cell lines such as for the subunits ATAC2, MBIP, TADA3 and ZZZ3 (Figure 67B and
Figure 68A).

We were further interested in estimating the relative abundancy of the modified residues compared
to its unmodified counterpart. Therefore, we restricted the analysis to ATAC purifications from nuclear
extracts and residues shown in Figure 67B, which were found modified rather reproducibly among NE
purifications. We subsequently only considered modified peptides for which an unmodified counterpart
had also been detected in the respective IP experiments. Additionally, we thresholded for peptides with
an abundancy of at least 100.000, which roughly represents the abundancy value separating the
confidence categories ‘Medium’ and ‘Peak Found’. This threshold was set to reduce potential biases
introduced by technical limitations of detection. Subsequently, we calculated the total quantity of each
peptide per IP experiment by summing the abundancy of the modified and unmodified peptides. To
roughly estimate the frequency of modification occurring at specific residues of ATAC subunits, the
abundancies of the modified peptides were divided by the abundancies of the total peptides for each
individual NE IP experiment. Figure 67C shows the calculated ratios for the modified residues, for

which the unmodified counterpart could be detected, for either HeLa or U20S cells separately.

Among the five ATAC purifications from HelLa NE, several phosphorylation marks were
reproducibly detected in all of them, such as for example roughly 25% of Serine 91 of MBIP displaying
phosphorylation (S91phos) or about 15% of Serine 113 of ZZZ3 being phosphorylated (S113phos)
(Figure 67C, left panel). Other examples include S118phos of YEATS2 with a frequency of roughly
35% and S777phos of ZZZ3 occurring at roughly 65% of detected peptides.
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Figure 68: (Figure see previous page) Extended data on post-translational modifications of ATAC subunits
in HeLa and U20S cells. A. Heatmap of detection accuracy for all modified residues identified for ATAC purified
from either cytoplasmatic (CE) or nuclear extracts (NE). Overall, few modifications are detected within
purifications from CEs. B. Heatmap of general detection accuracy for ATAC subunits in CE and NE from HeLa or
U20S cells. ATAC subunits seem to be less well detected within CE purifications. Colour code same as in (A). C.
Comparison of frequency estimations for modified residues of the ATAC subunit YEATS2 between HeLa and
U20S nuclear extracts. Highlighted in orange are residues that show different frequencies between the two cell
types, while light blue highlights indicate residues that share a similar degree of modification between HeLa and
U20S cells.

Modifications among ATAC purifications from U20S cells were found to frequently not pass the
threshold setting, as indicated by values of 0 for the calculated ratios, and to be more variable among
the three IP experiments (Figure 67C, right panel). Interestingly, some modifications were found to
display different ratios between the two cell types, while others behaved similarly (highlighted in Figure
67C). For example, S465phos and T132phos of YEATS2 showed to be present at roughly 7% of all
peptides in both HelLa and U20S cells, while the residues S447 and S627 of YEATS2 seemed to be
more frequently phosphorylated in U20S cells than in HeLa cells (side-by-side comparison in Figure
68C). It is important to keep in mind that the abundancy of the modified or unmodified peptides can be
biased for instance due to differences during the ionization processes of the MS. These biases could lead
to an over- or underestimation of the frequency of modification of a given residue (see also discussion

section).

We performed the same workflow for IP experiments of SAGA from extracts of HeLa and U20S
cells (Figure 69, 70, 71 and 72). In contrast to the YEATS2 subunit of ATAC showing 18
phosphorylated residues (Figure 67A), the most abundantly modified subunits of SAGA were either
TAF9B with six phosphorylation sites or ATXN7 with six acetylation sites (Figure 69A). Comparison
between detection accuracy for the different PTMs within CE or NE revealed that several modifications
were enriched for nuclear SAGA, such as for instance ATXN7 S711phos, while others were found in
both extracts such as, TAF9 T161phos (Figure 69B shows residues, which were found modified with at
least ‘Medium’ detection confidence in half of the NE IP experiments; full list in Figure 71 and
continuation in Figure 72A). Intriguingly, in contrast to ATAC, SAGA subunits were generally detected

with ‘High” accuracy also from cytoplasmic extracts (Figure 72B).

Estimation of the frequencies of the modified residues of SAGA subunits in cytoplasmatic and
nuclear extracts of HeLa and U20S cells showed interesting overlaps and differences (Figure 69C and
Figure 70). When comparing modified residues of SAGA subunits purified from either CE or NE of
HeLa cells (Figure 69C), several PTMs showed a tendency of being more frequent in nuclear compared
to cytoplasmic SAGA. Although not consisted throughout all nine IP experiments, examples include
ATXN7 S711phos or S86phos, ATXN7L1 S131phos or SUPT20H S381phos (Figure 69C). One residue
that seemed to differ more reproducibly between CE and NE was TAF6L S501phos, which appears
more frequent within nuclear SAGA. On the other hand, SUPT20H S437phos occurred at roughly 30%
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Figure 69: (Figure see previous page) Post-translational modifications of SAGA subunits in HeLa and U20S
cells. A. Overall counts of modified residues identified per subunit of the SAGA complex. All modifications that
are found in at least one immunoprecipitation (IP) experiment are considered. B. Heatmap of detection accuracy
of modified residues showing at least ‘Medium’ detection in six IP experiments of SAGA purified from nuclear
extracts (NE). CE, cytoplasmic extract. C. Estimation of frequency of modified peptides relative to total amount
of peptides in CE (left) or NE (right) of HeLa cells. Highlighted in orange is a residue of TAF6L, that shows
different frequencies between the two cellular compartments, while light blue highlights indicate a residue of
SUPT20H, that shares similar levels of phosphorylation between CE and NE.

in both CE and NE. SUPT7L S108phos was the most frequently and quite reproducibly occurring
modification within nuclear SAGA with roughly 80% of peptides being modified in seven out of nine

IP experiments.

In general, modifications among SAGA purifications from cytoplasmic extracts frequently did not pass
the threshold setting, as indicated by values of 0 for the calculated ratios, and were more variable among
the different IP experiments (Figure 69C, right panel). Interestingly, ATXN7 K835ac and K836ac were
detected with ‘High’ accuracy in both cytoplasmic and nuclear extracts (Figure 69B). Unfortunately, no
unmodified counterpart of the peptide containing the two modifications sites (ATXN7 K835 and K836)
was detected, which consequently led to the exclusion of these residues from the downstream frequency
estimation. This highlights a drawback of our quantification estimation, which requires the presence of
an unmodified counterpart peptide, consequently excluding in theory modifications which would occur

at 100% frequency.
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Figure 70: Comparison between estimated frequencies of modified residues between HeLa (left) or U20S
(right) nuclear extracts. Highlighted in orange are a residue of SUPT20H, which shows different frequencies
between the two cell types, while light blue highlights indicate a residue of SUPT7L, that shares similar levels

of modifications between HeLa and U20S.
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Figure 71: Extended data on post-translational modifications of SAGA subunits in HeLa and U20S cells.
First part of heatmap of detection accuracy of all modified residues from IP experiments of SAGA purified from
either cytoplasmatic (CE) or nuclear extracts (NE). Continuation in Figure 72, next page.
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Figure 72: (Figure see previous page) Extended data on post-translational modifications of SAGA subunits in
HeLa and U20S cells. A. Continuation of heatmap of detection accuracy shown in Figure 71 of all modified
residues from IP experiments of SAGA purified from either cytoplasmatic (CE) or nuclear extracts (NE). B.
Heatmap of general detection accuracy of SAGA subunits in CE and NE from HeLa or U20S cells. SAGA subunits
are also accurately detected within CE purifications. Colour code same as in (A).

Comparison between PTMs occurring in SAGA subunits purified from NE of HeLa or U20S cells
indicated several similar tendencies. In general, however, the results of the SAGA purifications from
U20S NE displayed quite some variability between the three IP experiments (Figure 70). One obvious
difference between HelLa and U20S cells was found for the levels of SUPT20H S437phos, which had
a frequency of roughly 30% in HeLa cells while reaching roughly 80% in U20S cells. In contrast,
SUPT7L S108phos seemed to be modified to a similar degree in both HeLa and U20S cells with roughly

80% vs 88% (Figure 70).

Of the four subunits (PCAF, GCNS5, TADA3 and SGF29) shared between SAGA and ATAC only
TADA3 seemed to show reproducible phosphorylation marks (Figure 67B and 67C and Figure 69B and
69C). TADA3 S280phos was more accurately detected within SAGA purifications (at least ‘Medium’
in six out of twelve NE IPs) than ATAC purifications (at least ‘Medium’ in three out of eight NE IPs)
(Figure 68A and Figure 69B). It therefore past the threshold settings for the frequency estimations for
SAGA but not for ATAC. Similarly, SGF29 K288ac was found in only 2 out of 8 NE purifications of
ATAC with ‘High’ accuracy, while 5 out of 12 NE purifications of SAGA showed ‘High’ accuracy for
SGF29 K288ac. Overall, however shared subunits of SAGA and ATAC displayed modifications at
similar residues. The differences in detection accuracy observed for TADA3 S280phos and SGF29
K288ac might be related to differences in amounts of total TADA3 and SGF29 purified in the respective
IP experiments for SAGA or ATAC and could therefore reflect technical limitations.

We consequently were also interested in assessing if the modifications, which were found to be
rather reproducibly modified, would occur at residues conserved throughout evolution. Analysis of a
few key residues such as YEATS2 T132, S465, S447, S627, SUPT20H S437 or SUPT7L S108 revealed
that they were generally conserved amongst human, rat, mouse and bovine homologues, however they
were not found within more evolutionary distant species such as Drosophila for AT AC subunits or yeast
for SAGA subunits in this preliminary analysis. This could suggest that modifications at these residues

would be linked to pathways or regulatory stimuli exclusive to some species and not others.

In conclusion, our analysis of PTM occurrences on SAGA and ATAC subunits indicate some
potential interesting differences in frequencies of modified residues between cellular compartments and
unexpectedly also cell types, which however should be considered carefully. Additional experiments
would be required to properly establish the importance of the identified PTMs on functions of SAGA

and ATAC subunits (more details see discussion section).
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4. Imaging of native transcription factors and histone phosphorylation at high resolution

in live cells.
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Abstract

Fluorescent labeling of endogenous proteins for live-cell imaging without exogenous expression of
tagged proteins or genetic manipulations has not been routinely possible. We describe a simple versatile
antibody-based imaging approach (VANIMA) for the precise localization and tracking of endogenous
nuclear factors. Our protocol can be implemented in every laboratory allowing the efficient and
nonharmful delivery of organic dye-conjugated antibodies, or antibody fragments, into different
metazoan cell types. Live-cell imaging permits following the labeled probes bound to their endogenous
targets. By using conventional and super-resolution imaging we show dynamic changes in the
distribution of several nuclear transcription factors (i.e., RNA polymerase Il or TAF10), and specific
phosphorylated histones (yYH2AX), upon distinct biological stimuli at the nanometer scale. Hence,
considering the large panel of available antibodies and the simplicity of their implementation, VANIMA
can be used to uncover novel biological information based on the dynamic behavior of transcription

factors or posttranslational modifications in the nucleus of single live cells.

This study was published on the 12th of February 2018 in Journal of Cell Biology.
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d Etude fonctionnelle des complexes
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Résumé

Des études récentes de mon laboratoire d’accueil indiquent que le complexe de modification des histones SAGA agit
comme un cofacteur général pour la transcription par I’ARN polymérase II dans la levure, contrairement a sa fonction
spécifique supposée précédemment. SAGA est évolutivement bien conservée, de la levure aux mammiféres, et
possede une fonction d’histone acétyltransférase (HAT). Chez les métazoaires, I’activité HAT de SAGA est partagée
avec un autre complexe, le complexe ATAC. Des nouvelles approches m’ont permis de montrer qu’ATAC et SAGA
ont des roles cruciaux pour la maintenance de la pluripotence des cellules souches embryonnaires de souris. Des
analyses d’ARN nouvellement-synthétises ont démontré que I’inactivation des complexes ATAC et SAGA modifient
I’expression de groupes de genes différents et aboutent a des phénotypes relativement différents dans ces cellules.
Enfin, j’ai pu montrer que les anomalies transcriptionnelles et les phénotypes observé ne semble pas liées a I’activité
HAT partagée entre ces deux complexes. Par conséquent, nos données indiquent que les complexes ATAC et SAGA

ont des roles importants et indépendants du HAT dans les cellules mammiferes.

Mots clés : histone acétyltransférase, ATAC, SAGA, cellules souches embryonnaires de souris, ARN Polymérase II

Summary

Recent studies from my host laboratory indicate that the histone modifying complex SAGA acts as a general cofactor
for RNA polymerase II transcription in budding yeast in contrast to its previously assumed specific functions. SAGA
is evolutionarily well conserved, from yeast to mammals, and has a histone acetyltransferase (HAT) function. In
metazoans, the HAT activity of SAGA is shared with another complex, the ATAC complex. New approaches have
allowed me to demonstrate that SAGA and ATAC have crucial roles in maintaining self-renewal of mouse embryonic
stem cells. Newly synthesized RNA analyses revealed that inactivation of the SAGA and ATAC complexes
influences the expression of different groups of genes and results in relatively distinct phenotypes in these cells.
Finally, I was able to show that the transcriptional anomalies and the observed phenotypes do not seem to be linked
to the HAT activity shared by these two complexes. Therefore, our data indicate that SAGA and ATAC have

important, HAT-independent roles in mammalian cells.

Keywords: histone acetyltransferase, ATAC, SAGA, mouse embryonic stem cells, RNA polymerase II




