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Abstract

Modélisation numérique thermo-viscoplastique du procédé de forgeage des métaux par l’Approche
Pseudo Inverse

Le forgeage à chaud est un procédé de formage des métaux utilisé pour former des matéri-
aux qui sont difficiles à former à froid ainsi que pour réaliser des géométries complexes. La
réduction de la limite d’élasticité à haute température et une augmentation subséquente de
l’aptitude à la mise en forme constituent le principal mécanisme à l’origine du procédé. Les
méthodes numériques constituent unmoyen efficace de prédire les états de contrainte / défor-
mation du produit à différentes étapes de la mise en forme. Bien que les méthodes classiques
soient suffisamment précises pour fournir une représentation appropriée du procédé, elles
ont tendance à être coûteuses en ressources informatiques. Cela limite leur utilisation dans
des cas concret, en particulier pour des études d’optimisation du procédé. L’approche pseudo
inverse (API), développée dans le contexte du forgeage à froid 2D axisymétrique, fournit une
estimation rapide des champs de contrainte et de contrainte dans le produit final pour une
forme initiale donnée. Dans ce travail, l’API est étendue pour inclure les effets thermiques et
viscoplastiques dans le procédé de forgeage ainsi que dans le cas général 3D. Les résultats sont
comparés aux codes commerciaux disponibles basés sur les approches classiques pour mon-
trer l’efficacité et les limites de l’API. Les résultats obtenus indiquent que l’API est un outil
assez efficace pouvant être utilisé à la fois pour des simulations 2D et 3D du forgeage à chaud.

Thermo-viscoplastic numerical modeling of metal forging process by the Pseudo Inverse Approach

Hot forging is a metal forming process used to form difficult-to-form materials as well as
to achieve complex geometries. The reduction of yield stress at high temperatures and a sub-
sequent increase in formability is the primary mechanism that drives the process. Numerical
methods provide an efficientmeans to predict thematerial yield and the stress/strain states of
the product at different stages of forming. Although classicalmethods are accurate enough to
provide a suitable representation of the process, they tend to be computationally expensive.
This limits its use in practical cases especially for process optimization. Pseudo Inverse Ap-
proach (PIA) developed in the context of 2D axisymmetric cold forming, provides a quick
estimate of the stress and strain fields in the final product for a given initial shape. In this
work, the PIA is extended to include the thermal and viscoplastic effects on the forging pro-
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cess as well as to the general 3D case. The results are compared with commercially available
software based on the classical approaches, to show the efficiency and the limitations of PIA.
The results obtained indicate that PIA is a quite effective tool that can be used for both 2D
and 3D simulations of hot forging.
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Imagination is more important than knowledge. Imagination is the language

of the soul. Pay attention to your imagination and you will discover all you

need to be fulfilled

Albert Einstein

1
Introduction

One of themajormilestones in the history ofmankindwas the discovery ofmetals andmetal-

working to produce tools that had better mechanical properties and complex shapes in com-

parisonwith toolsmade of stone and/orwood. Metalworking techniques still continue to be

one of the bedrocks of the industrial world and aid in the production of components for a va-

riety of purposes. Themetalworking techniques available today canbe broadly classified into

four: forming, cutting, joining and additive manufacturing. Of these, metal forming refers

to a group of manufacturing methods by which a given workpiece, usually shapeless or of a

simple geometry, is transformed through plastic deformation into a useful part having a com-

plex geometry. It has a special place among other manufacturing processes since it helps to

produce parts having superior mechanical properties with minimum material wastage. But,

metal forming generally requires expensive tooling and is economically attractive only when

a large number of parts must be produced and/or when the mechanical properties required

in the finished product can only be obtained by a forming process.
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1.1 Metal Forging

Based upon the size and shape of the workpiece and how the size and shape is changed, metal

forming operations can be broadly classified into two major types: Bulk forming operations

and Sheet-forming operations[Black & Kohser, 2011]. Bulk forming operations generally

include those that involve a significant change in thickness, cross-sections or shapes. Since

the volume of the workpiece remains more-or-less constant, changes in one dimension re-

quires a proportionate change in the other directions. Thus, the surface area of theworkpiece

changes significantly, often increasing as the product gets lengthened or the shape becomes

more complex. In contrast, sheet-forming operations involve material deformation in which

the surface area and thickness remain relatively constant. Bulk forming operations can be

generally performed in all temperature regimes whereas most sheet-forming operations are

performed cold since the sheet material tends to lose heat rapidly due to the large surface-

to-volume ratio. Advances in the sheet-forming technology has given rise to hot-stamping

operations that can produces parts with more complex shapes and strength as compared to

cold-forming operations. Hot stamping was developed in the 1970’s in Sweden and patented

(SE7315058-3,1973; GB1490535, 1977) [Plannja, 1973, 1977] by a Swedish company (Plannja),

that used the process for saw blades and lawn mower blades [Karbasian & Tekkaya, 2010].

Nowadays, hot-stamping is an integral part of the automotive industry with its focus on pro-

ducing lightweight parts that have high strength capabilities (AHSS and UHSS [Wankhede

& Lehn, 2017]).
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Figure 1.1: Forged crankshaft and sectional view showing the grain orientation [Massivumformung, 2011]

Forging, is considered to be one of the oldest metal working operations and, based upon

the earliest written records of mankind, can be dated back to around 5000 BCE [Groover,

2010]. It is a bulk deformation process in which the work piece is compressed between two

dies, using either impact or gradual pressure to form a desired shape. Today, forging is an im-

portant industrial process used to make a variety of high-strength components with a better

strength-to-weight ratio than those obtained by other manufacturing operations like cast-

ing or welding/fabrication. This gain in strength is mainly due to plastic hardening and a

favourable grain orientation during the forming process. An example of a forged part along

with its sectional view showing the grain orientation can be seen in Fig (1.1). The automotive

sector along with tier-1 system suppliers, account formore than 80% of the total forgings pro-

duction. The percentage of forged parts delivered by the German industry in 2009 can be

seen in Fig (1.2). Additionally, many industries use forging to establish the basic form of large

components that are subsequentlymachined to final shape and dimensions. Theworld-wide
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production of drop-forged products can be seen in Fig (1.3).

Figure 1.2: Production percentages of forged products [Massivumformung, 2011]

Figure 1.3: Major producers of forged components in *1000 tonnes [Massivumformung, 2011]

Parts that are usually producedby forgingprocess are used in various industries [FIA, 2019]

such as:
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AUTOMOTIVE&TRUCK Forged components are commonly found at points of shock

and stress such aswheel spindles, kingpins, axle beams and shafts, torsionbars, ball studs, idler

arms, pitman arms and steering arms. Another common application is in the power-train,

where connecting rods, transmission shafts and gears, differential gears, drive shafts, clutch

hubs and universal joints are often forged. Although typically forged from carbon or alloy

steel, other materials such as aluminum and micro-alloyed steels are seeing great advances in

forged auto and truck applications.

AEROSPACE Forged components used in the aerospace industry include bulkheads, wing

roots and spars, hinges, engine mounts, brackets, beams, shafts, landing gear cylinders and

struts, wheels, brake carriers and discs and arresting hooks. In jet turbine engines, iron-based,

nickel-based and cobalt-based super-alloys are forged into components such as discs, blades,

buckets, couplings, manifolds, rings, chambers and shafts.

AGRICULTURAL MACHINERY, OFF-HIGHWAY EQUIPMENT In addition to en-

gine and transmission components, key forgings subjected to impact and fatigue range from

gears, shafts, levers and spindles to tie-rod ends, spike harrow teeth and cultivator shafts. Forg-

ings are also used for a wide variety of ball joints, wheel hubs, rollers, yokes, axle beams, bear-

ing holders and links.

GENERAL INDUSTRIAL EQUIPMENT Large-size forgings are often found in indus-

trial equipment and machinery used by the steel, textile, paper, power generation and trans-

mission, chemical and refinery industries, valves and oile field applications to name just a few.

Typical forged configurations include bars, blanks, blocks, connecting rods, cylinders, discs,

elbows, rings, shafts and sleeves.

15



1.1.1 Forging Equipment

In the olden days component forging was done by a blacksmith using a hammer and anvil.

The quality of the parts produced and the final shape achieved depended on the skill level of

the blacksmith. Over the centuries, the smith or the forge has evolved to become a modern

facility with engineered processes and production equipment. Industrial forging nowadays

is carried out with the help of mechanical/hydraulic presses or hammers with reciprocating

weights.

Hammers operate by applying an impact load on the work piece. In this case, the upper

portion of the forging die is attached to the ram and the lower portion is attached to the anvil.

Theworkpiece is placed on the lower die and the impact energy from lifting and dropping the

ramcauses theworkpiece to assume the formof the die cavity. Inpractice, several blows of the

hammer is often required to achieve the desired shape. Drop hammers are most frequently

used for impression-die forgings. In this type of impact forging the speeds are high and hence

the forming time is short. Contact times between thework piece and the dies are on the order

of milliseconds and this helps in minimizing the heat transfer and the subsequent cooling of

the workpiece. However, one of the disadvantages of drop hammers is that a large amount

of the impact energy can be dissipated by deformation of just the surface of the metal and

through absorption by the anvil and the foundation.

In the case of forging presses the force is given gradually by means of the translation mo-

tion of the ram, rather than through a sudden impact, to obtain the required final part. The

presses are generally able to achieve very high forging forces while also providing a more con-

stant force throughout the stroke. The deformation is analyzed in terms of the forging forces

and the slower action produces amore uniform deformation and flow. This alsomakes them

suitable for forming operations of large/thick pieces. However, because of the longer con-

tact time between the dies and the workpiece, there is higher cooling of the workpiece which

causes it to become less ductile and can lead to cracking of the workpiece. This problem is

mitigated to a certain extent through the use of heated dies and periodic re-heating of the
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workpiece which enables the production of finer details and closer tolerances.

1.1.2 Cold forging, Hot forging&Warm forging

Low yield strength and high ductility, which are affected by temperature and the rate of de-

formation (strain rate), are desirable material properties for the workpiece material used in

forging applications. The effect of temperature gives rise to distinctions among cold forging,

warm forging and hot forging[Black & Kohser, 2011].

Cold forging is the forging process in which the workpiece is initially kept at or around

the room temperature. Cold forging is accompanied by work hardening / strain hardening

which imparts higher strength while lowering the ductility of the material. This results in

higher forging forces while producing parts with higher strength to weight ratio. Cold forg-

ing produces parts with a high degree of dimensional accuracy (near net-shape), high surface

quality, good repeatability and a very high degree of material utilization. The parts obtained

are free from scaling and no heating is necessary but, higher tool forces are required. The loss

of ductility also leads to difficulty in realizing complex shapes. Hence cold forging is suitable

for the manufacture of a large number of precision manufactured small parts.

In the case of hot forging, the workpiece is heated to above the re-crystallization tempera-

ture (above 50% of the melting temperature of the material). The workpiece exhibits a high

formability because of a reduction in the flow stress owing to the higher temperatures. Since

the workpiece is kept above the re-crystallization temperature throughout the process, there

is no strain hardening. During hot forging, theworkpiece can undergo larger plastic deforma-

tion (larger strain rates and true strains) and complex shapes can be realizedmore easily. Parts

produced by hot forging exhibit poor surface quality, higher wastage of material and poor di-

mensional accuracy due to scaling and shrinkage. The higher temperatures of the workpiece

also increases the tool wear due to thermal degradation. Scaling defects are noticed on the

workpiece and care needs to be taken during cooling to avoid warping.

In Warm forging, the workpiece is heated to above room temperature but below the re-
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crystallization temperature (30% to 50% of the melting temperature of the material). It is a

compromise between hot and cold forging and incorporates the advantages from both types.

The workpiece exhibits a higher level of formability and requires lower forging forces when

compared with cold forging due to the higher temperatures, while the lower temperatures

when compared with hot forging helps in reducing tool wear. The high cost involved for the

tooling and the machinery makes this kind of a process suitable only for the production of

large batches of parts having complex shapes, especially in the automotive industry.

1.1.3 Types of Forging Operations

Forgingoperationshave evolvedover the years fromthebasic shapingoperations in the smithy

to complex operations capable of producing complex shapes that have a very high strength.

Based on the extent to which the flow of the work metal is constrained by the dies, forging

operations can be classified into mainly three types: Open-die forging, Impression-die forg-

ing and Flash-less/Precision forging. A schematic representation of the 3 different types of

forging operations can be seen in Fig (1.4). The classifications almost follow the development

of the forging process from forging simple shapes to forging complex shapes with fine toler-

ances.

Open-die hammer forging can be considered to be the modern industrialized equivalent

of the forging done by the blacksmith of the olden times. In open-die forging, the workpiece

is compressed between two flat (or almost flat) dies which allow the metal to flow without

any constraints in a lateral direction relative to the dies. Since open-die forging does not fully

control the flow of metal, the operator must re-orient and position the workpiece between

the blows to obtain the desired shape. This makes it a slower operation where the shape and

dimensional precision of the workpiece are dependent on the skill of the operator. While

some finished parts can be made by this technique, open-die forging is generally used to pre-

shape the workpiece for further operations.

Impression-die forging, also known as closed-die forging, overcomes the difficulties asso-
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ciated with open-die forgings by the use of shaped dies to control the flow of metal. It is

performed with dies that contain the inverse shape of the desired part. As the die closes to

its final position, flash is formed by metal that flows beyond the die cavity and into the gap

between the die plates. Usually, several forming steps are required in impression-die forging

to transform the starting blank into the desired final geometry. Because of flash formation

and the more complex parts made, forging forces in this process are significantly higher and

more difficult to analyze than in open-die forging. However, impression-die forging is not

capable of close-tolerance work and machining is often required before the component can

be used in the final assembly. The basic geometry of the part is obtained from the forging

process and thenmachining is performed on those portions of the part that require precision

finishing.

Figure 1.4: Types of forging: a) Open-die b)Flash-less c) Impression-die [Groover, 2010]

Improvements in impression-die forging technology has resulted in the capability to pro-

duce forgings with closer tolerances and the virtual elimination of machining allowances and

flash. Forging processes with these features are known as precision forging. This process
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produces very little to no flash and is often referred to as near net shape forgings. The princi-

pal distinction between Impression-die forging and a true closed-die forging is that in a true

closed-die forging, theworkpiece is completely containedwithin the die cavity during the pro-

cess andno flash is formed. This iswhy it is appropriately called as flash-less forging. Flash-less

forging imposes a more stringent set of requirements on process control than impression-die

forging. The work volume must be equal to the space in the die cavity within a very close

tolerance. If the initial workpiece is too large, excessive pressure can cause damage to the die

or press. If the blank is too small, then it would result in under-filling of the die cavity.

1.2 Processes and Challenges

Even though forging has been one of the oldest metalworking processes to be discovered, its

development over the years has not beenwithout challenges. The process still remains highly

dependent on operator/process designer know-how and skills due to a variety of factors. It

is a complex process and the physical phenomena describing a forging operation are difficult

to express with quantitative relationships. The accuracy of the forging process is affected by

many variables and can be classified into three main groups as shown in Table (1.1).

Before Forging During Forging After Forging

Workpiece material, size & shape Workpiece temperature Trimming

Die deformation, accuracy and surface Flow stress Heat treatment

Die setting accuracy Scaling, shrinkage Cooling process

Die design Billet / preform volume Cleaning process

Forging sequence Lubrication Sizing

Type of forging machine Die temperature and wear Finish machining

Table 1.1: Variables influencing accuracy of forgingsDouglas & Kuhlmann [2000]

For the design of the forging process and the sequence of operations, a prediction of the

variables associated with the process such as temperature and flow stress needs to be made.
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The forces required for the forging operation and the resulting stresses are tied to the mate-

rial properties, including the grain size evolution and the local temperature of the workpiece,

and cannot be accurately predicted using simple formulae. Since the production of discrete

parts is often a multi-step process, the metal flow, friction at the tool/material interface, heat

generation and transfer and the relationships between micro-structure/properties and pro-

cess conditions are difficult to predict and analyze. Consequently a numerical analysis needs

to be done for the prediction of these essential variables and the most significant objective

of any analysis is to assist in the design of forging and preforming sequences. Such design

essentially consists of

• establishing the kinematic relationships (shape, velocities, strain rates, strains) between
the deformed and the undeformed configurations (i.e. the metal flow)

• establishing the limits of formability i.e. determiningwhether it is possible to form the
part without surface or internal failure

• predicting the forces and stresses necessary to execute the forging operation so that the
tooling and equipment can be designed or selected.[Altan, 1983]

• minimizing the material wastage as flash and trimmings

• improving the cost-effectiveness of forged parts

Due to its high strength-to-weight ratio andbetter fatigue strength, forgings have tradition-

ally found use in automotive and aerospace applications. However, recent advances in other

traditional production techniques and the advent of newer production techniques such as

additive manufacturing have put pressure on the forging industry to reduce costs while also

being able to produce forged parts with higher shape complexity. The production of com-

plex 3D geometries requires hot-forgingwith the use of impression-dies and can only be done

in multiple stages to avoid cracking of the material. Flash is an integral part of these opera-

tions, but results in a low material yield and hence greater material wastage and higher costs

21



of production. The material yield[Simufact, 2019] can be defined as

material yield% =
Raw part wt

Input part wt
∗ 100

and in a typical industrial forging operation, the material yield ranges from 60% to 80% de-

pending on the complexity of the component family. This makes precision / near net-shape

hot forging an attractive option for the forging industry. Precision hot forging can reduce

costs by :

• reducing material usage by 10% - 30%

• eliminating trimming in flash-less forging

• reducing energy consumption due to the lower heating temperatures

• simplifying post-forge cleaning due to reduced oxidation and scale.

• eliminating some post forge process operations like normalizing

• substantially reducing downstreammachining operations

In addition, the optimal grain flow can improve thematerial strength in critical areas. Since

material costs amount to almost 50% of the forging cost, any material savings can greatly im-

pact the cost-competitiveness of the forged part. Even accounting for the additional costs

associated with precision hot forging, there is potential to supply a product with higher qual-

ity at a lower cost[Douglas & Kuhlmann, 2000].

1.3 Numerical Simulation of Forging Process

Numerical simulation techniques are an indispensable tool for the optimum selection of the

process conditions, conditions and shape of the initial workpiece and some restrictions on

the processes. Numerical simulations of the metal forging process helps to:

• reduce development lead times and minimize the number of experimental trials re-
quired
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Figure 1.5: FEM Simulation of forged parts [Massivumformung, 2011]

• reduce development costs, particularly those incurred by themanufacture of expensive
dies for experimental trials[Rowe et al., 2005]

Earliest efforts in this regard came in the formofnumerical equations for simple geometries

and empirical relations to extrapolate it to more complicated shapes. Even though it was

useful in gaining a general insight about the process, they had limited practical applications.

The advent of the Finite Element Method (FEM) and the considerable developments in the

field of FEM made it possible to analyze more complicated shapes and configurations and

give a satisfactory prediction about the tool forces andmetal flow. The application of FEM to

metal forming was a direct consequence of the extension of FEM to non-linear elasto-plastic

analysis started by Argyris[Argyris, 1965], Pope[Pope, 1966],Marcal &King[Marcal &King,

1967], Yamada et al.[Yamada et al., 1968] and Zienkiewicz et al.[Zienkiewicz et al., 1969]. A

comprehensive survey of the literature related to the analysis ofmetal forming processes using

large deformation elasto-plastic formulations including unilateral contact and friction has
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been given by Cheng & Kikuchi[Cheng & Kikuchi, 1985], Mackerle [Mackerle, 2006] and

Hartley&Pillinger [Hartley&Pillinger, 2006]. An example of an automotive partmade out

of aluminium and optimised using FEM methods can be seen in Fig (1.5) and clearly shows

the stressed zones in the part under two designs of an optimization study.

Software solutions based on the Finite ElementMethod are available in the market for use

in industrial cases, but there is still a huge avenue open for their improvement. The require-

ments of the industry that still need to be met by the available software can be listed mainly

as:

• improved accuracy of simulation results

• mathematical modelling of the interaction between the tool and the machine

• simulation of the entire process chain involved in the production of a forged part and
coupling between various simulations

• prediction of components properties based upon the evolution of themicro-structure
of the part

• minimization of computing time

• automatic optimization of manufacturing concepts.

1.3.1 DirectMethod

The development of the FEM in the 1960’s lead to the direct modelling approach in which

the deformation process is posed as boundary-value problem. In this, the process conditions,

boundary conditions and shape of the initial work piece are chosen either arbitrarily or based

upon certain thumb-rules. The subsequent deformation and stress-state of the workpiece

under the applied load, surface displacement and process conditions is computed by the FE

method. The developments in the 60’s and 70’s were limited to two dimensional approxima-

tions and practical applications were limited due to the limited performance of computers
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available at that time. 3D computations were developed in the 80’s in research labs with the

contributions of Park & Kobayashi[Park & Kobayashi, 1984], Surdon & Chenot[Surdon &

Chenot, 1987] etc. But it was only in the 90’s, with the development of commercial codes for

metal forming such as FORGE®NxT, DEFORM-2D/3D, Simufact forming and QFORM

VX that real industrial examples could be run[Soyris et al., 1992, Chenot, 1998]. With the de-

velopments in the numerical solution of thermo-mechanically coupled problems and elasto-

viscoplasticity, this technique has proved to be very useful in predicting the shape of the fi-

nal workpiece produced by the forging process and also in detecting defects like under-fill

and folding in the workpiece. Recent developments in the field, including the use of par-

allel codes for solution and the incorporation of micro-structural level data for the material

modelling, has made the direct modelling of great use for simulation of the forming process.

Still, it is a computationally intensive process due to the inherent non-linearity of thematerial

properties, the geometrical non-linearity associated with large deformations and the coupled

thermo-mechanics.

One of the most important aspects of a closed die forging operation is the design of the

preforms at various stages. Even though the direct modelling is mature enough to handle the

complexities of the material forming process, it has one major disadvantage when it comes

to the optimization of a forging process due to the semi-arbitrary choice of the initial con-

ditions and shape of the workpiece and process conditions. Even though shape optimisa-

tion methods for the preform design has been proposed by different methods[Fourment &

Chenot, 1996, Fourment et al., 1996, Yang &Ngaile, 2009], the optimal preform shapes and

process conditions can only be found out by repeated direct modelling on all the different

initial shapes and process conditions available. This places a huge computational burden,

especially in the case of optimisation of complex 3D shapes due to the high computational

effort required for the direct modelling of each proposed preform shape. Although recently,

meta-model assisted methods[Ejday & Fourment, 2010] and neural network[Ciancio et al.,

2015, D’Addona & Antonelli, 2018] based optimization techniques have been proposed to
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reduce the number of direct modelling computations required, practical applications at an

industrial level has been limited.

1.3.2 InverseMethod

To find out the optimal preform shape needed to obtain the required final shape, an origi-

nal process called “Backward Tracing Method” was developed in the 80’s by Park et al.[Park

et al., 1983] and was later developed by others. The method essentially consists of tracing

the loading path in the actual forming process backward from a given final configuration, us-

ing the finite element method. Although this method represents an improvement over the

trial-and-error design methodology employed in shape optimization techniques, the simu-

lation of reverse material flow is a fictitious construct and cannot lead to physically realistic

design solutions especially when thermal effects are also present. This is evidenced by the

fact that the inverse modelling cannot take into account the accumulated plastic strain/work

hardening and even though the preform shapes predicted by the inverse analysis is close to

the optimal preform shapes, they provide a poor prediction of the stress state of the work-

piece. Since, the inverse methods lead to a poor prediction of stresses but a good prediction

of the preform shapes, Guo et al.[Guo et al., 1990] developed a single-step inverse modelling

method in the context of sheet metal forming called the “Inverse Approach” for predicting

the undeformedworkpiece shapes. This was later extended to the case of axisymmetrical cold

forging[Halouani et al., 2010, 2011d, Ali Halouani & Guo, 2010, Halouani et al., 2011a] and

was found to be a good tool for predicting the strains but not good enough for the prediction

of the stresses.

1.3.3 Pseudo InverseMethod

Since the optimisation of the preform takes into account several parameters including die

filling, damage in the workpiece and the tool forces, it is important to develop a tool that

can quickly and accurately predict the preform shape as well as the deformed shape and the
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stresses in the workpiece after deformation. A first-step in this regard came with the Pseudo-

InverseApproach (PIA)developed for sheetmetal forming[Gati et al., 2003,Guoet al., 2004].

This was later extended to the case of 2D axisymmetrical cold forging [Halouani et al., 2011c,

2012b, 2011b]. PIA essentially consisted of the prediction of an intermediate shape by using

the information about the target shape and the undeformed shape predicted by a simple in-

verse approach to speed-up the computations. The stress and strain history is then computed

by following an inverse approach between two successive configurations. A similar approach

has also been followed in sheet-metal forming[Liu et al., 2017] where the intermediate con-

figurations are predicted by a pseudo minimum approach (PMA)

This present work extends the PIA developed in the case of axisymmetrical cold forging

to warm and hot forging applications by including the thermo-viscoplastic effects and also to

the full three-dimensional forging case. Itwas observed during the computations that a better

strain/stress estimation is obtained by employing a direct computation between intermediate

configurations rather than an inverse computation. This helps in better computation of the

accumulated strain and better overall prediction of the deformed shape and the stress-state

at the end of deformation. The method also makes use of the Direct Scalar Algorithm de-

veloped for plastic integration[Li et al., 2007, Halouani et al., 2015] and extends the same to

viscoplasticity in a straight-forwardmanner without incurring any additional computational

effort. Thus the main objectives of this dissertation can be described as follows:

Postulate an alternative simulation method for 2D and 3D hot, cold and warm forging

applications that

• Reduces the simulation time required for simulation of the forging process by virtue
of the mathematical model being used

• Delivers a comparable accuracy to existing numerical analysis methods

• Can be easily used by designers for the optimisation of preforms and tools

The dissertation is arranged in the followingmanner. The first chapter introduces the forg-

ing process and the needs of the industry. It details the progression of theworks in the field of
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numerical simulation of forging and the needs of the industry in the present age and details

the need for the development of a robust and quick simulation procedure for the efficient

and optimal design of preforms.

The second chapter deals with the mathematical preliminaries associated with the simula-

tion of forging process. A concise description of the large-deformation continuum mechan-

ics is presented and a brief description of the Finite Element Method in the context of metal

forming analysis is done. The advantages and disadvantages of the direct method and the

inverse method are also briefly discussed.

The third chapter talks about the PIA and the implementation of PIA in a general thermo-

viscoplastic analysis. The implementation features are discussed for both the 2D axisymmet-

rical and the general 3D case. Algorithms are presented and the similarities and differences

between PIA and other methods are highlighted.

The fourth chapter presents the results of numerical simulations and compares the results

obtained from PIA with those obtained by commercially available software. Examples are

presented from both 2D axisymmetrical analysis of hot forgings and general 3D analysis of

warm-forgings. The computational efficiency and accuracy of results obtained from PIA is

compared with that of the results obtained from commercially available software.

The fifth and final chapter concludes the dissertation with a discussion on the results and

the salient points of the Pseudo Inverse Approach. A discussion on the general perspectives

for the method including improvements required and applications outside of metal forming

where it maybe employed is briefly discussed.
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Modern physics has taught us that the nature of any system cannot be discov-

ered by dividing it into its component parts and studying each part by itself.

We must keep our attention fixed on the whole and on the interconnection

between the parts

Max Karl Ernst Ludwig Planck

2
Metal Forming Process Analysis

It was with the development of the Finite Element Method that the analysis of complex

forming processes became possible in a realistic fashion. The large deformation continuum

mechanics analysis has played a huge role in helping designers to predict the deformed shape

of the workpiece, the stresses in the die and the workpiece, defects in the workpiece during

forging operations like folding, lapping and crack formations, effects of temperature etc. In

this chapter, we present a basic description of the mathematical preliminaries involved in the

continuummechanics description of the FEM solution of the metal forming process.

The Finite Element Method is used in engineering analysis and design to solve physical

problems which involve a structure or a component subjected to certain loads and displace-

ment conditions. This idealization of the physical problem to amathematicalmodel requires

certain assumptions that lead to the differential equations governing themathematicalmodel.

The finite element analysis solves this mathematical model until a sufficient accuracy level is
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obtained.

Figure 2.1: The process of finite element analysis[Bathe, 1996]

The finite element solutionwill only solve themathematicalmodel and all the assumptions

made in this model will be reflected in the predicted response. One cannot expect any more

information in thepredicted response than theone contained in theunderlyingmathematical

30



model. Hence the choice of an appropriate mathematical model is crucial for getting insight

into the actual physical problem that we are trying to analyze. It is important to note that

we cannot predict the response of the physical problem exactly because, even in the most

refinedmathematical models, it is impossible to reproduce all the information that is present

in nature and therefore contained in the physical problem[Bathe, 1996]. The Finite Element

Analysis process maybe described succinctly by the flowchart given in Fig (2.1).

2.1 Mathematical Description

Since forging involves the shaping of a workpiece using plastic deformation, a plasticity anal-

ysis is required to make a satisfactory prediction about the process characteristics. A gen-

eral description of the metal forming can be given by a continuum description if we ignore

the microscopic effects and voids in the workpiece. This analysis, though not perfect, can

give an useful insight into the metal forming process using empirical relations for the macro-

scopic material behaviour and is thus widely used in practice. Extensive studies on finite el-

ement analysis of finite strain problems were conducted in the 1960’s, but it was not until

Oden[Oden, 1969] that complete incremental forms, where the variations in loading and

finite rotations were properly considered, were obtained from a nonlinear continuum me-

chanics description. The first elasto-plastic formulation suitable for large strain and large

displacement were presented byHibbit,Marcal &Rice[Hibbitt et al., 1970] using a Total La-

grangian approach with an additional “initial stiffness”matrix that wasmissed in small strain

formulations. Later, McMeeking & Rice[McMeeking & Rice, 1975] developed an Eulerian

type formulation based on the principle of virtual work where the updated finite element

mesh was used as a reference configuration. A similar approach was followed by Bathe et

al.[Bathe et al., 1975] andwas named as theUpdatedLagrangian approach. A summary of the

advances in mathematical modelling of the metal forming process can be found in Cheng &

Kikuchi [Cheng & Kikuchi, 1985], Mackerle Mackerle [2006] and Hartley & Pillinger Hart-

ley & Pillinger [2006].
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2.1.1 Field Equations &Weak Form -Mechanical Equilibrium

The simplest explanation of the forging process can be made as the deformation of a body in

between a pair or more of dies as shown in Fig (2.2)[Fourment & Chenot, 1996].

Figure 2.2: Forming problem - Definition

The body can be defined on the domain Ω with boundary ∂Ω such that ∂dΩ is the part

of the boundary in contact with the die and ∂fΩ is the free surface. Neglecting the inertia

forces, the quasi-static equilibrium of the domain at any time t can be expressed as,

divσ + ρb = 0 inΩ

(u− ug).n = 0 on ∂dΩ

σn = t= 0 on ∂fΩ (2.1)

whereσ is the Cauchy stress tensor defined in the deformed configurationΩ, b is the body
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force vector, u is the displacement vector, ug is the given displacement of the tool on the

boundary ∂dΩ and t is the traction vector prescribed on the surface ∂fΩ with n being an

outward unit normal vector to the surface.

By using the principle of virtual work and Green’s divergence theorem, Eq. (2.1) can be

stated in the weak form as:

∫
Ω

σ : ∇u∗dΩ−
∫
Ω

ρb.u∗dΩ = 0 (2.2)

for every arbitrary kinematically admissibleu∗ such thatu∗ = 0 on ∂dΩ.

Using the symmetry property of theCauchy stress tensor (σ = σT) given by the principle

of conservation of angular momentum, Eq. (2.2) can also be expressed as:

∫
Ω

σ : ε∗dΩ−
∫
Ω

ρb.u∗dΩ = 0 (2.3)

where ε∗ = 1
2

(
∇u∗ +∇u∗T) is the infinitesimal (virtual) strain.

Incompressibility

The principle of conservation of mass states that if the density of the domain remains con-

stant, then

divu = 0 (2.4)

This divergence free behaviour of the domain can be considered to be an incompressibil-

ity constraint that can be modeled by stating that, the volume changes during deformation

should be equal to zero or that the volumetric strains have to be equal to zero. In otherwords,

incompressibility poses a restriction on the admissible modes of deformation and a way of

incorporating such divergence free behaviour must be included in the development of an

appropriate formulation. Several alternatives have been proposed in the literature [Jinka &

Lewis, 1994] and amongst these, the predominant ones are the Lagrange Multiplier method,
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Mixed Formulation and Penalty Formulation.

The Lagrange Multiplier method [Fosdick & Royer-Carfagni, 1999] removes the incom-

pressibility constraint on admissible displacement fields by introducing aLagrangemultiplier

λ and modifying the weak form in Eq. (2.3) to a constrained variational problem of the type

in [Washizu, 1974] such that for any kinematically admissible displacementu∗,

∫
Ω

σ : ∇u∗dΩ−
∫
Ω

λdivu∗dΩ−
∫
Ω

ρb.u∗dΩ = 0

and for any arbitrary Lagrange multipler λ∗,

∫
Ω

λ∗divudΩ = 0

TheMixed formulation to deal with incompressibility in the context of a variational prob-

lemwas first discussed by [Herrmann, 1965]. In thisu− p formulation, the variables are the

displacement with an associated Lagrange multiplier identified as the mean stress (pressure).

The finite element approximation in this case requires independent interpolation of both the

pressure and displacement fields and should satisfy the Babuzka_Brezzi conditions [Babuška,

1971, Brezzi, 1974] for non-locking element behaviour.

Both the Lagrange multiplier methods described above suffers from the inconvenience of

increasing thenumber of unknowns tobe solved for. Thepenalty formulationwas developed

by considering that the problem of minimizing a variational problem subject to constraints

can be changed into one of minimizing amodified functional that is free of constraints. This

introduces a penalization term K , such that when K is a large positive number, the satis-

faction of the constraint is achieved [Zienkiewicz, 1974]. Thus, Eq. (2.3) can be modified to

include the incompressibility constraint as,

∫
Ω

σ : ∇u∗dΩ +

∫
Ω

Kdivudivu∗dΩ−
∫
Ω

ρb.u∗dΩ = 0 (2.5)
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Using the infinitesimal strain tensor introduced in Eq. (2.3), we can express Eq. (2.5) as,

∫
Ω

σ : ε∗dΩ +

∫
Ω

Kεvε
∗
vdΩ−

∫
Ω

ρb.u∗dΩ = 0 (2.6)

where εv is the volumetric strain given as the trace of the strain tensor and ε∗v is the virtual

volumetric strain. Due to the compactness of this form, we use this form of the mechanical

equilibrium equation in the rest of this work.

In the case of penalty formulation, care should be taken to perform reduced integration on

the elements as given in [Hughes, 2000] to obtain satisfactory results. For an isotropic mate-

rial case,K can be easily identified as the Bulk Modulus of the material and the method can

be shown to be as equally effective as the methods in which the incompressibility is enforced

with the help of Lagrange multipliers.

If the deformation of the body is infinitesimally small, then the deformed configurationΩ

canbe considered to be essentially the same as the initial stress-free undeformed configuration

Ω0. Thus, the direct application of Eq. (2.3) is limited to linear problems where the deforma-

tion is small and the stress-strain response of the material is linear. When the deformation is

finite, Ω is, in general, considerably different from the initial configuration Ω0 and is one of

the unknowns to be determined. Therefore for the analysis of non-linear problems it is ad-

vantageous to express Eq. (2.3) in a reference configurationΩR and also derive an incremental

formulation of the deformation.

2.1.2 Mathematical Preliminaries - Nonlinear Analysis

The linear analysis of structural problems using Eq. (2.3) is based upon the assumption that

the deformation is small and the stress-strain response is linear. But in a general non-linear

analysis, as in the case of a practical metal forming analysis, we encounter finite deformation

and also non-linear relations in the stress-strain response. Moreover, if, during loading, the

displacement boundary conditions are subject to change (ie, a degree of freedom which was

free becomes constrained or vice-versa), the response can be considered linear only prior to
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the change in boundary condition. In metal-forming analysis, this is also a source of non-

linearity due to the changing contact conditions between the work-piece and the tools.

The basic problem in a general non-linear analysis is to find the state of equilibrium of a

body corresponding to the applied loads and configuration at a specified time t. For a materi-

ally and geometrically non-linear analysis which includes path-dependent or time dependent

phenomena, the equilibrium relations in Eq. (2.3) need to be solved for the complete time

range of interest. The effective computation of this response can be carried out by a step-by-

step incremental analysis. The basic approach in an incremental step-by-step solution is to

assume that the solution at time t is known and the solution at time t+∆t is required where

∆t is a suitably chosen time increment.

Description ofMotion

To develop an appropriate formalism of the incremental approach, a proper description of

the motion is necessary [Bonet &Wood, 2008]. Fig. (2.3) shows the general motion of a de-

forming body from its configuration at time t = 0 to time t. Generally the current positions

of these particles at time t is denoted by the coordinates x and their corresponding initial

coordinates are represented byX . Then, the motion can be mathematically described by a

mapping between the initial and current particle positions as,

x = ϕ(X, t) (2.7)
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Figure 2.3: General motion of a deformable body [Bonet &Wood, 2008]

A relevant description of quantities associatedwith thematerial is possible based onwhere

the body was before deformation and where it is on completion of the deformation. The

former is called amaterial (Lagrangian) description and the latter is called a spatial (Eulerian)

description. Often it is necessary to transform between the material and spatial description

for relevant quantities. For example for a given quantity such as density, a spatial description

can be easily obtained from a material description by using Eq. (2.7) as,

ρ(x, t) = ρ(ϕ(X, t), t) (2.8)

Deformation Gradient and StrainMeasures

One of the key quantities involved in describing themotion of a body between different con-

figurations is the deformation gradientFwhich relates quantities before deformation to cor-

responding quantities after (or during) deformation. Confining attention to the elemental
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vectors dx and dX in the deformed and initial configurations respectively, the deformation

gradient tensor can be conveniently written as,

dx =
∂x

∂X
dX = FdX (2.9)

or, more clearly as,

F =
∂x

∂X
= ∇0x and F−1 =

∂X

∂x
= ∇X (2.10)

The deformation gradient tensor F can be considered as the push forward operator and

F−1 can be considered as the pull back operator for different quantities in the material and

spatial configuration.

The description of motion is incomplete without a measure of the deformation of the

deforming body. If we consider an elemental vector dX which transforms to dx in the de-

formed configuration, using Eq. (2.9) the scalar product of the deformed elemental vector

can be written as,

dx.dx = dX.FTFdX = dX.CdX (2.11)

whereC is the right Cauchy-Green deformation tensor and is given in terms of the defor-

mation gradient as,

C = FTF (2.12)

Alternatively, the scalar product of the undeformed elemental vector can be given as,

dX.dX = dx.F−TF−1dx = dx.B−1dX (2.13)

whereB is the left Cauchy-Green deformation tensor and is given in terms of the deforma-
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tion gradient as:

B = FFT (2.14)

A measure of strain in the body can then be found from the change in the scalar product

as,

1

2
(dx.dx− dX.dX) = dX.EdX = dx.edx (2.15)

whereE is the Lagrangian orGreen strain tensor defined as,

E =
1

2
(C− I) =

1

2

(
FTF− I

)
(2.16)

and e is the Eulerian orAlmansi strain tensor defined as,

e =
1

2

(
I−B−1

)
=

1

2

(
I− F−TF−1

)
(2.17)

where I is the identity matrix.

The deformation gradientF defined in Eq. (2.10) can also be expressed as a product of an

orthogonal rotation tensor R such that RTR = I and stretch tensors U or V to define the

polar decomposition ofF as,

F = RU = VR (2.18)

Recalling the definition of the right and left Cauchy-Green deformation tensors in Eqs.

(2.12,2.14),

39



C = FTF = UTRTRU = UTU = U2 (2.19)

B = FFT = VRRTVT = VVT = V2 (2.20)

By performing an eigen value decomposition, the two deformation tensors can be resolved

into their corresponding eigen vector triads and eigen values as,

C =
3∑

α=1

λ2
αNα ⊗Nα (2.21)

B =
3∑

α=1

λ
2

αnα ⊗ nα (2.22)

Because of the symmetry ofC andB, the eigen vector triads are orthogonal unit vectors

and hence thematerial and spatial stretch tensors U andV can be easily obtained as,

U =
3∑

α=1

λαNα ⊗Nα (2.23)

V =
3∑

α=1

λαnα ⊗ nα (2.24)

But, from Eq. (2.18) we can deduce that,

V = RURT (2.25)

Using Eq. (2.23) and Eq. (2.25), we can infer that,

V =
3∑

α=1

λα (RNα)⊗ (RNα) (2.26)
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Hence by comparison of Eq. (2.24) and Eq. (2.26), and noting that (RNα) remains unit

vectors, we conclude that,

λα = λα; nα = RNα; α = 1 : 3 (2.27)

implying that the rotation tensor R rotates the principal directions in the initial configura-

tion (Nα) to the corresponding principal directions in the spatial configuration (nα) , while

the unique eigen values λ2
α are the squares of the stretches in the principal directions. Thus

the stretch tensorsU andV in the principal directions can be easily evaluated from the eigen

values of the right and left Cauchy-Green deformation tensors . The principal values of the

stretch tensors in the principal directions are equal to the material stretch λα in the principal

directions. The Lagrangian and Eulerian strain tensors defined in Eq. (2.16) and Eq. (2.17)

can now be expressed in terms ofU andV as,

E =
1

2

(
U2 − I

)
e =

1

2

(
I−V−2

)
This leads to the definition of the Seth-Hill [Hill, 1968] family of generalized strains de-

fined as,

E(m) =


1
2m

(U2m − I) m ̸= 0

ln (U) m = 0

(2.28)

The Seth-Hill family of generalized strains are dependent only on the stretch tensor and

hence are objective strain tensors that do not depend on rigid body motions.
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2.1.3 Incremental Deformation Problem

Consider the motion of a general body in a stationary Cartesian coordinate system that can

undergo finite displacements, strains and a non-linear constitutive response as shown in Fig

(2.4).

Figure 2.4: Motion of a body[Bathe et al., 1975]

The solution of the incremental deformation problem necessitates that the equilibrium

position of the body at discrete time points 0,∆t, 2∆t, 3∆t....., is known, where∆t is an

increment in time. The incremental solution strategy assumes that the static and kinematic

variables for all time steps from time 0 to time t is known. This information is then used to

evaluate the equilibriumposition and the corresponding static and kinematic variable at time

t +∆t and is applied repetitively till the complete solution path has been solved for. Using

Eq. (2.6) the equilibrium state of the body at time t+∆t can be expressed as,
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∫
Ωt+∆t

σt+∆t : ε∗dΩ +

∫
Ωt+∆t

K
(
εt+∆t
v

)
ε∗vdΩ−

∫
Ωt+∆t

ρt+∆tbt+∆t.u∗dΩ = 0

(2.29)∫
Ωt+∆t

σt+∆t : ε∗dΩ = ℜt+∆t (2.30)

where,ℜt+∆t =
∫
Ωt+∆t ρ

t+∆tbt+∆t.u∗dΩ−
∫
Ωt+∆t K

(
εt+∆t
v

)
ε∗vdΩ.

2.1.4 Thermodynamics

Thework-ability of theworkpiece during ametal forming process is highly dependent on the

flow-stress of thematerial used. This flow-stress is dependent on the temperature of thework-

piece and in hot and warm-forming simulations it is imperative to consider the thermal state

of the workpiece both at the beginning and also during the transformation. The principal

modes of heat transfer in a metal forming process are:

• Heat conduction / diffusion within the workpiece

• Conductive heat flux between thework-piece and the tools from the part of the bound-
ary in contact

• Convective heat flux between the free surface boundary of the work-piece and the am-
bient atmosphere

• Radiative heat transfer from the work-piece to the surroundings from the free surface
boundary

• Mechanical dissipation converted to heat within the work-piece

The unsteady heat transfer problem associated with themetal forming process can thus be

expressed mathematically as,
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ρcṪ − div(k∇T ) = r inΩ

−k∇T = hwd (T − Td) on ∂dΩ

−k∇T = hwa (T − Ta) + ϵσ
(
T 4 − T 4

a

)
on ∂fΩ (2.31)

where ρ is the density, c is the specific heat capacity, k is the thermal conductivity, r is the

volumetric heat source, T is the unknown temperature field, hwd is the heat transfer coeffi-

cient at the interface between the work-piece and the die, Td is the temperature of the die,

hwa is the heat transfer coefficient at the interface between the work-piece and the ambient

environment, Ta is the temperature of the ambient environment, ϵ is the emissivity, σ is the

Stefan-Boltzmann constant andn is an outward unit normal to the surface.

By using the principle of virtual work and Green’s divergence theorem, the weak form of

Eq. (2.31) for isotropic materials can be written as:

∫
Ω

k∇T∇T ∗dΩ +

∫
Ω

ρcṪT ∗dΩ−
∫
Ω

rT ∗dΩ−
∫
∂Ω

k∇TT ∗dΓ = 0 (2.32)

where,

−
∫
∂Ω

k∇TT ∗dΓ =

∫
∂dΩ

hwd (T − Td)T
∗dΓ +

∫
∂fΩ

hwa (T − Ta)T
∗dΓ

+

∫
∂fΩ

ϵσ
(
T 4 − T 4

a

)
T ∗dΓ

.

Considering that there are no other volumetric heat source terms other than the mechan-

ical dissipation and that the mechanical dissipation is equivalent to the heat released due to
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the plastic work, Eq. (2.32) can be expressed as,

∫
Ω

k∇T∇T ∗dΩ +

∫
Ω

ρcṪT ∗dΩ−
∫
Ω

κσ : ε̇T ∗dΩ−
∫
∂Ω

k∇TT ∗dΓ = 0 (2.33)

where κ represents the fraction of the mechanical dissipation converted to heat (Taylor-

Quinney coefficient [Taylor & Quinney, 1934, Rittel et al., 2017]), σ is the Cauchy stress

tensor and ε̇ is the strain rate.

2.1.5 Finite ElementMethod

In the continuum approach, the body under consideration is considered as an infinite media.

Since the partial differential equations generated by the complex interactions do not have an

easy closed form analytical solution, one needs to resort to approximate numerical methods

which can solve the numerical problem with ease and necessary accuracy. A particular prop-

erty of a continuum body is that even if the body is broken into different pieces, the body

tends to retain the characteristics of the material with each part. For example, a steel rod can

be broken into many pieces but each broken piece will still remain to be a steel part.

Supposing that the problem to be solved is defined in the geometric domain Ω, it can be

discretized by cutting it into a number of non-overlapping subdomains. These are called el-

ement domains or simply elements and behave in a similar manner to the real material and

are assumed to be interconnected to each other at a discrete number of nodal points on their

boundaries. The displacements (or any other field variable like temperature) of these nodal

points will be the basic unknowns of the problem. A suitable basis function (shape func-

tions) is chosen to define uniquely the state of displacement (or other field variables like ve-

locity, temperature etc) within each element and on its boundaries in terms of the nodal val-

ues. These shape functions relate nodal values to the function values (which approximate

the exact solution) inside an element. This helps in expressing the partial differential equa-

45



tions in the form of a sum over all the elements and therefore an integral solution. Thus, the

finite element model has two essential characteristics: It fills space corresponding to a physi-

cal part of the body being modeled and it has an associated integral form in its interior that

approximates the variation of a quantity sought in the solution [Wagoner & Chenot, 2005].

A detailed description of the Finite Element methodmaybe found in [Zienkiewicz &Taylor,

2000a,b] and their implementation in a computer program maybe found in [Smith et al.,

2013].

2.2 Metal Forming Analysis by the Finite ElementMethod

2.2.1 Total Lagrangian and Updated Lagrangian Formulations

A fundamental difficulty in the general direct application of Eq. (2.29) is that the deformed

configuration of the body is an unknown that needs to be evaluated and is not known a

priori. Also, care should be taken to use appropriate objective strain and stress measures for

the evaluation of the deformed configuration of the body due to the significant changes in

the configuration of the body.

For greater clarity in the mathematical expressions, the following notation convention is

used. A right superscript indicates the time at which the quantity occurs/is measured and

a right subscript indicates the configuration with respect to which the quantity is measured.

For example the body force component at time t+∆tmeasured at configuration time t = 0

will be represented as bt+∆t
0 . If the quantity under consideration occurs in the same config-

uration in which it is also measured, the right subscript may not be used. For example the

Cauchy stress measured in configuration t+∆twill be represented asσt+∆t.

Since the configuration at time t + ∆t is not known, all forces, stresses and strains will

be referred to a known configuration. This change in configuration can be dealt with in an

elegant manner using the deformation gradient tensor and the strain measures defined pre-

viously. The objective of their definition is to express the virtual work equation expressed

in Eq. (2.29) in terms of an integral over a volume that is known, and to incrementally de-
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compose the stresses and strains. A stress measure that aids in the proper description of this

transformation is the symmetric Second Piola-Kirchhoff stress tensor. At time t, the second

Piola-Kirchhoff stress referred to the configuration at time 0 is defined as,

St
0 = J

(
Ft

0

)−1
σt
(
Ft

0

)−T (2.34)

where J = det(F). However it should be noted that even though it is possible to relate

the Cauchy stress tensor to the second Piola-Kirchhoff stress tensor by the above transforma-

tion, it holds little physical meaning and in practice, Cauchy stresses must be calculated. The

objective Green-Lagrange strain tensor defined in Eq. (2.16) is work-conjugate to the second

Piola-Kirchhoff stress tensor and hence the equilibrium configuration defined by Eq. (2.29)

can be expressed in terms of the configuration at time 0 as,

∫
Ω0

St+∆t
0 : (E∗)t+∆t

0 dΩ = ℜt+∆t
0 (2.35)

whereℜt+∆t
0 is the external work at time t+∆t referred to the undeformed configuration.

Using the incremental additive decomposition of the second Piola-Kirchhoff stress tensor

asSt+∆t
0 = St

0 +∆S0 and appropriate linearizations, an approximate equation of motion

can be written in terms of the initial configuration at time t = 0. This is generally referred

to as the Total Lagrangian (TL) formulation. If instead of referring to the configuration at

time t = 0, the quantities are referred to the previous known configuration at time t, then

we can obtain theUpdated Lagrangian (UL) formulation which can be expressed as,

∫
Ωt

St+∆t
t : (E∗)t+∆t

t dΩ = ℜt+∆t
t (2.36)

whereSt+∆t
t = St

t +∆St = σt +∆St.

Both the formulations include all kinematic nonlinear effects attributed to large displace-

ments, rotations and strains if appropriate constitutive relations are used since the only theo-

retical difference between the two formulations lies in the choice of the reference configura-
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tions for the kinematic and static variables. The choice of using the TL or UL formulation

in a finite element solution depends on their relative numerical efficiency. The incremental

strains in the TL formulation contains an initial displacement term that leads to a more com-

plex strain-displacement matrix than the UL formulation. It should also be noted that the

incremental decomposition of the stresses as shown above is only possible because they are all

referred to the same configuration. A detailed description of the various formulationsmaybe

found in any standard textbook on non-linear analysis using Finite ElementMethods [Bathe

et al., 1975, Bathe, 1996, Bonet &Wood, 2008].

2.2.2 Drawbacks of the Lagrangian Formulations

Although an appropriatemathematical description of themetal-formingprocess canbe given

by a Total Lagrangian formulation or Updated Lagrangian formulation based on the incre-

mental deformation approach, the numerical analysis based upon these formulations are

time-consuming. Even though no assumptions regarding deformation is made in the formu-

lation, due to the assumptions used in the linearization of different variables, the step-sizes

used in an incremental approach remain relatively small. Moreover, to account for the evo-

lution of the contact interface and the associated non-linear effect and change in boundary

conditions, suitable step-sizes have to be taken. Anothermajor limitation comes into account

from the choice of the second Piola-Kirchhoff stress tensor for the transformations. The ob-

jective strainmeasure that is work conjugate to the second Piola-Kirchhoff stress tensor is the

Green-Lagrange strain tensor. Even though the Green-Lagrange strain tensor is an objective

strain tensor it is not easy to decompose it in an additive or multiplicativemanner unless suit-

able assumptions are made. This also imposes a limitation in terms of the step-size that can

be considered without deteriorating the accuracy of the results. This makes the incremental

deformation analysis a computationally costly affair that requires small steps.

A major objective in metal-forming processing is the optimum selection of process condi-

tions in the design stage of processes, given the material state and the geometry of the final
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product, conditions on the initial work-piece and possibly some restrictions on the processes.

Since the required process conditions are required inputs for the direct analysis, the design of

forming processes usually consists of the repeated trial and error use of direct modeling tech-

niques where the initial shape forms are defined by qualitative guidelines which have been de-

rivedmainly from experience or experimental studies. The preformdesign and the die design

problems can be formulated under a rigorousmathematical basis by posing them as optimiza-

tion problems and can be solved with forward analysis methods to find optimal solutions.

Approaches based on sensitivity analysis [Badrinarayanan&Zabaras, 1996], parameter-based

B-spline optimization [Fourment&Chenot, 1996, Fourment et al., 1996] and parameter free

shape optimization [Steinmann & Landkammer, 2014] among others have been employed

in this regard. More recentlymeta-model assistedmethods[Ejday& Fourment, 2010] and ap-

proaches based on neural networks [Ciancio et al., 2015, D’Addona & Antonelli, 2018] have

also been proposed. Although simplistic in nature, the widespread use of such optimization

techniques has been limited due to the computational expenses of the forward analysis for

each design iteration.

2.2.3 Inverse Formulations

Process design in forging is concerned with finding the optimal reference geometry. This, in

essence, is an inverse shape finding problem. The inverse form finding problem can be stated

as: for a given deformed shape parameterized by the spatial coordinates x, and associated

boundary data, find thematerial configuration, i.e. the undeformed shapeX such thatX =

Φ(x), whereΦ = ϕ−1(From Eq. (2.7)), satisfies the equilibrium requirement for the spatial

configuration[Germain et al., 2010]. This type of inverse problems have been extensively

studied starting from the works of [Yamada, 1995, Govindjee & Mihalic, 1996, 1998] who

applied it to problems in hyperelasticity.

The Backward tracing method can thus be described as follows. Consider that at time

t = t , the geometrical configuration xt of a deforming body is represented by a point Q.
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The pointQ is arrived at from the point P whose configuration at time t = t−∆t is given

byxt−∆t through the displacementu during a time step∆t such thatxt = xt−∆t+u. The

solution consists of finding the displacementuwhich satisfies the equilibrium configuration.

The solution scheme consists of taking an initial guess ofu0 to get an initial estimateP 1such

that P 1 = xt − u0. Then the loading solution u1 is computed using P 1 as the reference.

Q1 can now be computed as Q1 = P 1 + u1 and compared with Q. If Q and Q1 are not

sufficiently close to each other, a new estimate ofP is made asP 2 = xt−u1 to obtain a new

estimateQ2 and the process is continued iteratively tillQn = P n + un is sufficiently close

toQ [Park et al., 1983].

In the case of bodies undergoing plastic deformation, the problem is ill-posed and the in-

verse solution is not unique unless the loading history or the plastic strain in the deformed

state is known. Solving the elasto-plastic inverse shape-finding problem was demonstrated

in [Germain et al., 2014, Landkammer et al., 2014, Steinmann & Landkammer, 2014] using

a recursive method consisting of iterative loops of inverse and forward analyses to find the

plastic variables. In each loop, an inverse step is carried out first, with plastic variables fixed

at their current value. This is followed by a forward step applied on the predicted reference

geometry to generate the plastic variables. In essence, this is an operator-splitting scheme

which splits the inverse problem into two sub-problems: determining the reference geome-

try and determining the plastic variables. The plastic flow is introduced in the forward step

to recover the loading path. A direct method limited to monotonic loading and moderately

large deformations was proposed in [Lu & Li, 2017].

2.2.4 Drawbacks of the Backward TracingMethods

Ignoring the non-physical nature of the inverse loading path, the principal drawback of the

backward tracingmethod inmetal forming analysis stems from the ill-posedness of the prob-

lem and the recursive formulation needed for the prediction of the plastic variables. Since

the forward step relies on the classical incremental deformation formulation, the backward
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tracingmethod ends up being an extremely time consumingmethod for predicting the initial

shape for the desired deformed shape. Another more important drawback of the backward

tracingmethod is its unsuitability for being used in hot-forging simulations since the thermal

field at the end of the deformation process in the final forged is completely unknown.
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One cannot escape the feeling that these mathematical formulae have an in-

dependent existence and an intelligence of their own, that they are wiser than

we are, wiser even than their discoverers

Heinrich Hertz

3
Pseudo Inverse Approach for Metal

Forming Analysis

The fundamental problem that needs to be analyzed for a proper metal forming analysis

has been discussed in the previous chapter. Even though the backward tracing schemes show

promise at finding an optimal initial shape, it is bogged downby the extensive computational

requirements of the forward steps in the recursive formulation needed for a plastic deforma-

tion analysis. Thus, the inverse methods can only become of practical use if a scheme is de-

vised to compute the forward deformation robustly and with enough accuracy at reduced

computational costs.
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3.1 Pseudo Inverse Approach

At its most basic, the Pseudo Inverse Approach is an extension of the single-step Inverse Ap-

proach first applied in sheet metal forming [Guo et al., 1990, 2004]. This single step method

was extended to bulkmetal forging in [Halouani et al., 2010], butmultiple analysis indicated

that the stresses predicted by the single step method was poor since the deformation paths

and the accumulated plastic strains were not being taken into account. A way to improve

the results is to do a multi-step inverse simulation with intermediate shapes predicted from

the knowledge of the final shape and the initial shape. This was attempted in [Halouani

et al., 2012b] in the case of cold forging and was found to provide accurate enough predic-

tions of the stresses where geometrically predicted intermediate shapes were used to speed up

themulti-step computation. Thisworks in a similarway to the BackwardTracingMethodus-

ing a recursive analysis, but is faster due to the use of the geometrically predicted intermediate

shapes resulting in large time steps and consequently fewer steps needed for the computation

of the entire process. Since these inverse methods are incapable of incorporating the effects

of the accumulated plastic work a priori at each step, a forward analysis method which ef-

fectively takes into account the accumulated plastic work, while being much faster than the

incremental deformation approach, is required. This is where the PIA proves itself useful

and it is based on three main postulates

1. The governing equations of the metal forming simulation are inherently non-linear
and solving thesenon-linear equations canbe effectively doneusing aNewton-Raphson
method. The convergence to a solution through the Newton-Raphson method is
highly influenced by the initial solution that is provided and if an initial guess that
is close to the final solution can be provided, then convergence to a solution is possible
for even very large steps.

2. As themetal-forming processes are relatively quick, the loss of heat to the environment
through convection or radiation and to the tools through conduction can be approxi-
mated reasonably well even with very large time steps.
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3. Monotonic loading. In such a case there is no reverse plastic loading and though the
requirementmight seem stringent, most bulk forming operations fit into this category.

3.1.1 Description of theMethod

In the previous chapter, we had discussed the reasons behind the low step sizes and the high

computational requirements of the incremental deformation method. The inability to pre-

dict the deformed configuration at each time-step in an effective manner is the principal rea-

son for the formulation in an incremental deformation formulation to be referred back to

a previously known configuration and stress measures that have no direct physical meaning.

The forming process is an interesting exception in this case, since, in the case of a forming

operation, the final deformed shape (the target shape) is generally known. Thus, if the initial

shape is also known (or if a quick approximation of the initial shape can be made) then it

would be possible to predict the deformed shapes at the different time steps effectively using

the geometric information from both the deformed and undeformed configuration while

considering a monotonic loading path. If the deformed shape (or a close enough approxi-

mation) is known, then it would be possible to verify whether that configuration satisfies

the equilibrium and contact conditions and consequently the field variables. This is the core

concept that is utilized in PIA. The steps involved in the Pseudo Inverse Approach can be

summarized as below:

1. A single-step Inverse Approach is used to generate or check the suitability of the as-
sumed initial shape for the direct analysis and to transfer the mesh on the final part to
the initial part

2. The entire deformation process is divided into multiple steps, based on how well the
deformation path needs to be re-created and intermediate shapes are created through
geometric interpolation.

3. These geometrically interpolated intermediate shapes are then corrected using a free
surface method to obtain kinematically admissible intermediate shapes.
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4. A finite-strain, finite-displacement forward thermo-mechanical analysis using the de-
formed configuration as the reference configuration is conducted at each step to check
for the equilibrium. The actual deformed configuration and stresses are obtained us-
ing a Newton-Raphson algorithm and logarithmic strain increments.

5. The process is repeated till the entire range of deformation has been accounted for.

3.1.2 Mathematical Formulation& Finite ElementMethod

Using themathematical formulation of the forming process introduced in the previous chap-

ter, the complete problem to be solved in a hot-forming analysis using Eqs. (2.1),(2.4) and

(2.31) can be stated as:

For any body undergoing deformation as depicted in Fig. (2.2), findu and T such that,

divσ + ρb = 0 inΩ

(u− ug).n = 0 on ∂dΩ

σn = t= 0 on ∂fΩ

divu = 0

ρcṪ − div(k∇T ) = r inΩ

−k∇T = hwd (T − Td) on ∂dΩ

−k∇T = hwa (T − Ta) + ϵσ
(
T 4 − T 4

a

)
on ∂fΩ (3.1)

Using the developments detailed in the previous chapter, the weak form of Eq. (3.1) for a

body in static equilibrium can be stated as,
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∫
Ω

σ : ε∗dΩ +

∫
Ω

Kεvε
∗
vdΩ−

∫
Ω

ρb.u∗dΩ = 0∫
Ω

k∇T∇T ∗dΩ +

∫
Ω

ρcṪT ∗dΩ−
∫
Ω

rT ∗dΩ−
∫
∂Ω

k∇TT ∗dΓ = 0 (3.2)

Using a finite element discretization, the displacement field inside an element can be inter-

polated from the position of the element nodes as,

x =
n∑

i=1

Nixi (3.3)

wherexi are the position of the element nodes,Ni are the element shape functions and n

is the number of nodes in the element.

Using a similar discretization, the displacement and temperature fields in an element can

be interpolated as,

u =
n∑

i=1

Niui; T =
n∑

i=1

NiTi

Using this interpolation, Eq. (3.2) can be expressed in the assembled form as,

nel∑
e=1

u∗
i .

(∫
Ωe

BT
mσdΩ +

∫
Ωe

KεvBvdΩ−
∫
Ωe

ρNT
i bdΩ

)
= 0

nel∑
e=1

T ∗
i

(∫
Ωe

kBtB
T
t TidΩ +

∫
Ωe

ρcNiN
T
i TidΩ−

∫
Ωe

rNidΩ +

∫
∂Ωe

qiNidΓ

)
= 0

(3.4)

where ε∗ = Bmu
∗
i , Bv = BmI , Bt = ∇Ni and q = −k∇T . Eq. (3.4) can be

alternatively expressed as,
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nel∑
e=1

u∗
i . (F

e
int − F e

ext) =
nel∑
e=1

u∗
i .R

e = 0

nel∑
e=1

T ∗
i

(
CeṪ +Kc

eT −Qe
)
= 0 (3.5)

where

F e
int =

∫
Ωe

BT
mσdΩ; F e

ext =

∫
Ωe

ρNT
i bdΩ−

∫
Ωe

KεvBvdΩ

Ce =

∫
Ωe

ρcNiN
T
i dΩ; Kc

e =

∫
Ωe

kBtB
T
t dΩ

Qe =

∫
Ωe

κσ : ε̇NidΩ−
∫
∂fΩe

σϵ(T 4 − T 4
a )NidΓ−

∫
∂fΩe

hwa(T − Ta)NidΓ

−
∫
∂dΩe

hwd (T − Td)NidΓ

Since Eq. (3.5) should be valid for all admissibleu∗ and T ∗, we have,

F int − F ext = R = 0 (3.6)

and

CṪ +KcT −Q = 0 (3.7)

where F int and F ext represents the global internal and external forces, R is the global

residual force vector,C is the heat capacity matrix,Kc is the heat conduction matrix,Q is

the heat flux vector andT and Ṫ are the vectors of nodal temperatures andnodal temperature

rates respectively.
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3.1.3 FEM Solution of the Coupled Problem

If in case, the configuration is not in static equilibrium, then Eq. (3.6) becomes,

F int − F ext = R ̸= 0 (3.8)

In such a scenario, the equilibrium configuration and the solution of the problem involves

finding a displacement u such that R → 0. This can be solved very efficiently using a

Newton-Raphson algorithm. The Newton-Raphson procedure in this context can be sum-

marized by the following algorithm.

Algorithm 1 Newton-Raphson Algorithm -Mechanical sub-problem
• For a givenu, findR = F int(u)− F ext(u)

• While (∥R∥> tolerance)

– Find tangent stiffness matrixK = ∂R
∂u

– SolveKδu = −R

– Update x andu such that: x = x+ δu; u = u+ δu

– For the updated displacementu, findR = F int(u)− F ext(u)

The thermal equation given in Eq. (3.7) is a transient equation and has to be integrated

over time using a one-step method like the generalized trapezoidal method[Hughes, 2000]

given by,

Tt+∆t = Tt +
[
βṪt+∆t + (1− β)Ṫt

]
∆t (3.9)

or,

Ṫt+∆t =
(Tt+∆t − Tt)

β∆t
− (1− β)

β
Ṫt (3.10)
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Using Eq. (3.10), Eq. (3.7) can be written as,

C

(
(Tt+∆t − Tt)

β∆t
− (1− β)

β
Ṫt

)
+KcTt+∆t −Q = 0 (3.11)

or more concisely,

(
Kc +

1

β∆t
C

)
Tt+∆t = Q+

1

β∆t
CTt +

(1− β)

β
CṪt (3.12)

The parameter β can vary from 0 to 1. Unconditional stability is obtained if β ≥ 0.5 and

is important in our case due to the large deformations being considered. An algorithm for

the solution of the transient thermal problem can be given as,

Algorithm 2 Thermal transient solution
• From the known temperature field T at time t , compute initial temperature rate Ṫt

using Eq. (3.7).

• Using an initial assumption for Ṫt+∆t, compute T trial
t+∆t

• Using T trial
t+∆t, computeQ

• Solve for Tt+∆t using Eq. (3.12)

• While (
(
T trial
t+∆t − Tt+∆t

)
> tolerance)

– T trial
t+∆t = Tt+∆t

– recomputeQ

– Solve for Tt+∆t using Eq. (3.12)

Eqs. (3.6) and (3.7) are coupled and thus a complete simulation requires the simultaneous

solution of both. Different coupling strategies have been explored for the solution of the

thermo-mechanically coupled problem including themonolithic schemes as well as operator-
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splitting schemes (staggered schemes) like iso-thermal split and adiabatic split [Armero &

Simo, 1993]. The monolithic scheme is computationally more expensive and for a forming

process simulation it has been found that an iterative staggered scheme is both computation-

ally efficient while being accurate enough [Vaz & Lange, 2016] and offering unconditional

stability. The iterative scheme solves iteratively the individual mechanical and thermal prob-

lems at each time step (or selected solution intervals) so that fully converged, cross-dependent

temperature and displacement solutions are obtained at the end of each solution increment

(or selected solution intervals).

3.1.4 Finite deformation Stress updates

In the case of finite deformation problems it is important to have a consistent scheme for the

updation of stresses that respects the restrictions on the configurations in which the different

stress and strainmeasures are defined. In our case, themathematical equations are completely

defined on the deformed configuration and hence we need to compute the Cauchy stresses

(σ) in the deformed configuration. The Cauchy stresses are work-conjugate to the logarith-

mic strain measure[Xiao et al., 1997] given by the family of Seth-Hill strains defined in Eq.

(2.28) withm = 0. Thus the consistent Eulerian strain tensor in the deformed configuration

can be given as,

ε = ln(V) (3.13)

From the discussions in Sec. (2.1.2) we know that the principal values of the stretch tensor

V is given by the principal stretches. The logarithmic strains have the property that the strain

at an unknown configuration can be easily given from the expression,

εt+∆t = εt +∆ε (3.14)

where∆ε corresponds to the logarithmic strain increase in that time step.
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The movement of a material point between two successive configurations Ωt and Ωt+∆t

can be expressed as xt+∆t = xt + u where xt and xt+∆t are the position vectors inΩt and

Ωt+∆t andu is the displacement increment vector expressed in the local reference coordinates

corresponding to the configuration Ωt+∆t . Using Eq. (2.10) the local inverse deformation

gradient tensorF−1 can be defined as,

F−1 =
∂xt

∂xt+∆t
=

[
I− ∂u

∂xt+∆t

]
(3.15)

and the deformation gradient tensorF as,

F =
∂xt+∆t

∂xt
=

[
I+

∂u

∂xt

]
(3.16)

Using Eq. (2.14) inverse of the left Cauchy-Green tensor can then be expressed as,

B−1 = F−TF−1 (3.17)

Bydoing a spectral decomposition the the leftCauchy-Green tensor the eigenvalues (λ−2
1 ,λ−2

2 ,λ−2
3 )

of the tensorB−1 can be found out. These can be found to be of the form,

B−1 = M


λ−2
1 0 0

0 λ−2
2 0

0 0 λ−2
3

MT (3.18)

whereM is an appropriate orthogonal matrix. From these principal eigen values, the princi-

pal logarithmic strain increment can be given by,

∆εprinc =


∆ε1

∆ε2

∆ε3

 =


ln(λ1)

ln(λ2)

ln(λ3)

 (3.19)
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The logarithmic strains in the global reference can then be obtained by the transformation,

∆ε = M∆εprincM
T (3.20)

The stress at the current configurationΩt+∆t can be found out from the stress at the pre-

vious configurationΩt using an incremental approach as,

σt+∆t = σt
t+∆t +∆σ (3.21)

whereσt
t+∆tis the Cauchy stress at time t represented in the current configurationΩt+∆t

.

From the definition of the Second Piola-Kirchhoff stress tensorS, we know that

St+∆t
t = JF−1σt+∆tF−T (3.22)

Using the increment of stresses, we also know that,

St+∆t
t = St

t +∆S = σt +∆S (3.23)

Substituting Eq. (3.22) in Eq. (3.23) we have,

JF−1σt+∆tF−T = σt + JF−1∆σF−T (3.24)

which implies that,

σt+∆t =
1

J
FσtFT +∆σ (3.25)

or

σt
t+∆t =

1

J
FσtFT (3.26)
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3.1.5 Thermo-viscoplastic stress updates

The rate-dependent behaviour of thematerial is of particular concern in a hot-forming analy-

sis and it necessitates the use of a thermo-viscoplastic constitutivemodel to accurately capture

the material behaviour.

From the definition of the stretch-ratio, we have that,

λi =
lt+∆t

lt
=

lt +∆lt+∆t
mech +∆lt+∆t

th

lt

=
lt +∆lt+∆t

e

lt
.
lt +∆lt+∆t

e +∆lt+∆t
vp

lt +∆lt+∆t
e

.
lt +∆lt+∆t

e +∆lt+∆t
vp +∆lt+∆t

th

lt +∆lt+∆t
e +∆lt+∆t

vp

(3.27)

Taking logarithms on both sides, we have,

ln(λi) = ln

(
lt +∆lt+∆t

e

lt

)
+ln

(
lt +∆lt+∆t

e +∆lt+∆t
vp

lt +∆lt+∆t
e

)
+ln

(
1 +

∆lt+∆t
th

lt+∆t
mech

)
(3.28)

where lt+∆t
mech = lt + ∆lt+∆t

e + ∆lt+∆t
vp . Thus using Eq. (3.19), we can have an additive

decomposition of the strains, similar to the Prandtl-Reuss equations in the case of inviscid

plasticity, as

∆ε = ∆εe +∆εvp +∆εth (3.29)

where the logarithmic thermal strain in the case of an isotropic material can be defined

from Eq. (3.28) as,

∆εth = ln(1 + αth∆T )I (3.30)

where αth is the coefficient of thermal expansion. The stress increment in this case can be
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found using the relation,

∆σ = He∆εe = He(∆ε−∆εvp −∆εth) (3.31)

whereHe is the elasticity tensor.

Strain rate-dependent plasticity models can be classified into two main categories, namely

the over-stress models and the consistency model. The over-stress models (Perzyna model

[Perzyna, 1966], Duvaut-Lions model, etc) allow the stress state to be outside the yield sur-

face anddirectly define theplastic relaxation equations in the stress space. Consistencymodels

first proposed byWang [Wang et al., 1997] and used by others [Wang& Sluys, 2000, Carosio

et al., 2000] obtain the viscoplastic regularization by introducing a rate-dependent yield sur-

face. The yield function can expand and shrink not only by hardening or softening effects,

but also by hardening rate or softening rate effects. The consistency conditions (or more

popularly known as the Karush-Kuhn-Tucker conditions) are not fulfilled in the over-stress

models, but is fully satisfied in the consistencymodel. A comparison of the over-stressmodels

and the consistency models [Heeres et al., 2002, Zaera & Fernández-Sáez, 2006] have shown

that :

• The plastic multiplier evolution is explicitly defined in the Perzyna model while its
given by a second order differential equation in the consistency model

• During plastic loading both models lead to identical results provided certain condi-
tions are satisfied

• During unloading the Perzynamodel leads to plastic deformation since the stress states
are allowed to be outside the yield function whereas the consistency model always un-
loads elastically.

• The consistency model leads to a somewhat higher convergence rate than that derived
by the Perzynamodel,mainly due to the different unloading characteristics of themod-
els.
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In the consistency model, the yield function for a rate-dependent material considering

isotropic constitutive law and Von-Mises plasticity can be written as,

f(σ, εvp, ε̇vp, T ) = σ − σY (εvp, ε̇vp, T ) = 0 (3.32)

whereσ is the equivalent stress givenbyσ = (σTPσ)
1
2whereP =



1 −0.5 −0.5 0 0 0

−0.5 1 −0.5 0 0 0

−0.5 −0.5 1 0 0 0

0 0 0 3 0 0

0 0 0 0 3 0

0 0 0 0 0 3


and σY (εvp, ε̇vp, T ) is the flow stress corresponding to the accumulated equivalent viscoplas-

tic strain εvp ,the equivalent viscoplastic strain rate ε̇vp and the temperature T .

Similar to the case of inviscid plasticity, the viscoplastic strain rate and the change in vis-

coplastic strain can be defined as,

ε̇vp = λ̇
∂f

∂σ

∆εvp = ∆λ
∂f

∂σ

(3.33)

where λ̇ is the plastic multiplier rate and can be determined by the consistency condition

of the yield surface. In the case of Von-Mises yield criterion, it can be demonstrated that

ε̇vp = (ε̇TvpAε̇vp)
1
2 = λ̇ (3.34)
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whereA = 4
9



1 −0.5 −0.5 0 0 0

−0.5 1 −0.5 0 0 0

−0.5 −0.5 1 0 0 0

0 0 0 0.75 0 0

0 0 0 0 0.75 0

0 0 0 0 0 0.75


. Using Eqs. (3.31), (3.33) and

(3.30), we have,

∆σ = He(∆ε−∆λ
∂f

∂σ
− ln(1 + αth∆T )I) (3.35)

Using an incremental approach as outlined in Eq. (3.25), the stress in the configuration

Ωt+∆t can then be computed as,

σt+∆t = σt
t+∆t +He(∆ε− △λ

σβ

Pσβ − ln(1 + αth∆T )I) (3.36)

whereσβ = (1−β)σt+βσt+∆t; β is a parameter between 0 and 1 such that β = 0 gives

an explicit scheme and β = 1 gives an implicit scheme. The implicit scheme is uncondition-

ally stable and using the implicit scheme, we have,

σt+∆t = σt
t+∆t +He(△ε− △λ

σt+∆t
Pσt+∆t − ln(1 + αth∆T )I)

=

(
I+

△λ

σt+∆t
HeP

)−1 (
σt

t+∆t +He(△ε− ln(1 + αth∆T )I)
) (3.37)

3.1.6 Solving algorithm (ReturnMapping / Direct Scalar Algorithm)

The non-linear problem defined in Eq. (3.37) can be solved using a Return Mapping Algo-

rithm [Simo & Taylor, 1986] or by a Direct Scalar Algorithm [Li et al., 2007, Abbes et al.,

2014] extended to the thermo-viscoplastic regime.

TheReturnMappingAlgorithmbasedon theNewton-Raphsonmethod is themostwidely
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used scheme for the plastic integration of constitutive equations. This algorithm follows an

elastic-prediction followed by a plastic-correction if f > 0 . Eq. (3.32) can then be recast

into a non-linear function in terms of△λ and can be written as f(△λ) = 0. The Return

Mapping Algorithm is computationally expensive due to the iterative process and as is usual

for Newton-Raphson iterative schemes, can lead to convergence issues in the case of large

increments if a suitable initial value is not assumed.

TheDirect ScalarAlgorithmproposes a direct scheme for evaluating the plastic integration

rate by using the notion of the equivalent stresses. By changing the constitutive equations in

terms of unknown stress vectors into scalar equations in terms of equivalent stresses, which

can be directly obtained using the tensile curves / plasticity models, we can directly calculate

△λwithout the need for an iterative solution. The direct scalar algorithm is also based upon

the elastic-prediction plastic-correction principle.

Assuming that there is no plastic/thermal deformation, a trial stress state can be directly

calculated as

σt+∆t
tr = σt

t+∆t +He△ε (3.38)

.

If f(σt+∆t
tr ) ≤ 0, then the elastic prediction is true (△λ = 0) and plastic correction is not

needed; ie, σt+∆t = σt+∆t
tr . If f(σt+∆t

tr ) > 0, the strain increment has a plastic part that

needs to be computed. There are different cases that needs to be considered here.

1. A material point with no plastic history passes into a plastic state

2. A material point in a plastic state gets elastically unloaded and then in a subsequent
step passes into a plastic state from the elastic state.

3. A material point in a plastic state passes into a plastic state at a different rate of plasti-
fication.
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Figure 3.1: Elastic prediction and returnmapping

In all the three cases, the total deformation can be split into an elastic part and a plastic part.

Denoting by γ the approximate percentage of the elastic strain increment, we can write,

σt+∆t
γ = σt

t+∆t + γHe△ε (3.39)

Using the notion of the equivalent stress, and the solution of a quadratic equation we can

directly obtain γ .

(
σt+∆t
γ

)
2 =

(
σt
t+∆t

)
2 + 2γ

(
σt

t+∆t

)T
PHe△ε+ γ2△εTHePHe△ε (3.40)

By definition the stress stateσt+∆t
γ should satisfy the Von-Mises criterion and lies on the

yield surface at time t. Hence,

σt+∆t
γ = σt

Y (3.41)

where σt
Y is the yield stress corresponding to the configuration at time t.

Thus γ is the only unknown in (3.40) and can be easily computed from the solution of
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the quadratic equation. The equivalent plastic strain in the current step can then be approx-

imated as,

εt+∆t
vp = εtvp + (1− γ)△ε (3.42)

The equivalent plastic strain rate can then be computed from the viscoplasticity model

that is being used.

Using the notions of equivalent stresses again, from Eq. (3.37) we have,

(
σt+∆t

)2
=
(
σt
t+∆t

)
2 + 2△λσt+∆tnTHen+△λ2nTHePHen

+ θσt+∆t
(
nTHe +Hen

)
+△λθ

(
nTHePHe +HePHen

)
+ θ2HePHe

(3.43)

where θ = ln(1 + αth∆T ), n is the normal to the yield surface at the end of step t+∆t

and is given as

n =
1

σt+∆t

[
P
]
σt+∆t u

1

σt+∆t
tr

[
P
]
σt+∆t

tr

and σt+∆t = σt+∆t
Y . With these approximations, the only unknown in Eq. (3.43) becomes

△λ and can be computed easily by solving Eq. (3.43).

Clearly the△λ obtained by thismethod is an approximation, but an analysis of the results

from the Direct algorithm and the Return Mapping Algorithm indicate that the difference

between the twomethods is negligible especially in cases of proportional loading. For higher

accuracy, the △λ obtained can be taken as an initial value for the classical return mapping

algorithm and solved iteratively using a Newton-Raphson method.

3.2 Practical Implementation

In the previous section, the mathematical basis of the Pseudo Inverse Approach has been

established. The practical implementation of the Pseudo Inverse Approach can be described
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succinctly in the flowchart in Fig. (3.2).

Figure 3.2: Flowchart - PIA

The entire process can be split into mainly three phases:

1. Generation of intermediate configurations
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2. Free surface correction of geometrically interpolated configurations to obtain kinemat-
ically admissible configurations

3. Searching a statically admissible solution for the equilibrium based upon the kinemat-
ically admissible configuration that has been computed.

3.2.1 Generation of intermediate configurations

The creation of intermediate shapes in the Pseudo Inverse Approach is based on a geometri-

cal interpolation between the initial/intermediate shapes and the target shape. This imposes

a restriction that the finite element meshes used in both the target shape and the initial shape

should be consistent (equal number of nodes and the same element connectivity). The ini-

tial shape is either assumed or found out from a single-step inverse approach. The shape

obtained from the single step inverse approach has been shown to have a good approxima-

tion for shapes and strains even though the stress predictions are not quite accurate. The

finite elementmesh of the desired part is thenmapped onto the initial shape. This is done by

mapping the contour nodes of the meshM fin of the desired shape onto the contour C0 of

the initial shape. This can be efficiently done using mesh morphing algorithms in use. The

interior nodes of the meshM0 can then be determined by a linear solution of the mechan-

ical equilibrium with the imposed displacements on the boundary nodes as the boundary

conditions.

Once the conforming meshes have been created in the initial shape, the intermediate con-

figuration can be created by using a geometric proportional interpolation of the form,

xt+∆t = xt + η
(
xfin − xt

)
(3.44)

where xt+∆t is the nodal position of the configuration at time t + ∆t, xt is the nodal

position of the configuration at time t, xfin is the nodal positions of the final configuration
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and η is a constant between [0,1] and is dependent on the total no. of steps that is considered

in the simulation.

Figure 3.3: Generation of a geometrically proportionate intermediate configuration

3.2.2 Free surface correction and boundary conditions

One limitation of this geometrically interpolated configuration is that the boundary condi-

tions (contact conditions) with respect to the tool positionsmay not be respected on the con-

tour. To correct this limitation and to obtain a kinematically admissible solution that is close

to the statically admissible solution, the boundary nodes of the workpiece that penetrate the

tool surface are projected back onto the tool surface using a node-to-element projection and

subsequently a linear solution is carried out to determine the new positions of the internal

nodes. Assuming rigid tools, it is trivial to compute the tool position corresponding to the

time-step under consideration. Since these nodes are projected onto the tool surface, these

are implicitly assumed to be in contact with the tool. But in a practical situation this need

not be true and the contact conditions at the surface nodes needs to be verified. For this,

we make use of the free-surface method. In a metal-forming operation simulation, for any
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configurationΩ, the free-surface condition can be expressed as,

σn = t5 0 on ∂Ω (3.45)

where t is the traction force in the outward normal direction from the workpiece surface.

This means that there is a compressive loading on the boundary in contact with the tool and

no loading on the surface that is free from contactwith the tool surface. To verify that the free

surface conditions are respected, the nodal forces are computed on the geometrically inter-

polated/corrected configuration. Using u, v andw to denote the components of the nodal

displacement in the normal and tangential directions respectively, the following cases can be

considered.

1. If tu = 0, then the node belongs to the free surface and the boundary conditions on
the node can be represented as u ̸= 0; v ̸= 0; w ̸= 0

2. If tu < 0, then the node is in contact with the tool surface (compressive force) and the
boundary conditions on the node can be represented as u = 0; v ̸= 0; w ̸= 0

The linear solution is done iteratively till the contact conditions are also satisfied and the

kinematically admissible configuration is obtained.

Once a kinematically admissible configuration is obtained, the statically admissible equilib-

rium configuration that satisfies both the thermal and mechanical equilibrium is found out

using the mathematical formulation of the PIA. For maintaining the accuracy, verification

of the contact conditions using the free surface method is conducted during the mechanical

equilibrium computations also.

3.2.3 Co-ordinate transformations

Since the boundary conditions and the free surface correction conditions are defined in the

normal directions at every boundary node, it is imperative to define the normals and tangents

to the boundary nodes. This is made possible by defining the spherical-polar coordinates (in
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3D) and the cylindrical-polar local co-ordinates (in 2D axisymmetric) at the boundary nodes

as shown in Fig. ( 3.4).

Figure 3.4: Spherical-polar and Cylindrical-polar Coordinates

For every boundary node in contact with the tool surface, the normal at the node is taken

to be pointing in the opposite direction to the surface normal at the tool and the tangents

lie on the surface of the tool. Subsequently a rotation matrix can be defined for rotating any

vector component at the node into the Cartesian basis such that, if

a = aReR + aθeθ + aϕeϕ is a vector in the local with components (aR, aθ, aϕ) in the

spherical-polar basis {eR, eθ, eϕ} and its corresponding components in the Cartesian basis

{i, j,k} is given by (ax, ay, az), then the relation between the two sets of components can be

given by,


ax

ay

az

 =


sinθcosϕ cosθcosϕ −sinϕ

sinθsinϕ cosθsinϕ cosϕ

cosθ −sinθ 0



aR

aθ

aϕ

 (3.46)
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while the inverse relationship is given by,


aR

aθ

aϕ

 =


sinθcosϕ sinθsinϕ cosθ

cosθcosϕ cosθsinϕ −sinθ

−sinϕ cosϕ 0



ax

ay

az

 (3.47)

Note that the 3x3matrices involved in this transformation are orthogonal satisfyingQQT =

I, where I denotes the identity matrix.

The equivalent transformation in the cylindrical-polar co-ordinate system is given by,


ax

ay

az

 =


cosθ −sinθ 0

sinθ cosθ 0

0 0 1



ar

aθ

az

 (3.48)

and the inverse transformation is given by,


ar

aθ

az

 =


cosθ sinθ 0

−sinθ cosθ 0

0 0 1



ax

ay

az

 (3.49)

where (ar, aθ, az) are the components in the cylindrical-polar basis {er, eθ, ez} and (ax, ay, az)

are the components in the Cartesian basis {i, j,k}.

Since the boundary conditions are defined in the local co-ordinate system, the computa-

tions are carried out in the local system and the stresses and strains are computed in the local

co-ordinate systems, it is necessary to define the transformation of the tensors as well. If S is

a tensor with components,

S ≡


SRR SRθ SRϕ

SθR Sθθ Sθϕ

SϕR Sϕθ Sϕϕ

 ≡


Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz


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in the spherical-polar basis {eR, eθ, eϕ} and the Cartesian basis {i, j,k} respectively. The

two sets of components are related by,


Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

 =
[
RM

]
SRR SRθ SRϕ

SθR Sθθ Sθϕ

SϕR Sϕθ Sϕϕ

[RM

]
(3.50)

and 
SRR SRθ SRϕ

SθR Sθθ Sθϕ

SϕR Sϕθ Sϕϕ

 =
[
RT

M

]
Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

[RT
M

]
(3.51)

where
[
RM

]
=


sinθcosϕ cosθcosϕ −sinϕ

sinθsinϕ cosθsinϕ cosϕ

cosθ −sinθ 0

 is the orthogonal rotation matrix.

Similarly for the cylindrical-polar basis, the two components are related by,


Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

 =
[
RM

]
Srr Srθ Srz

Sθr Sθθ Sθz

Szr Szθ Szz

[RM

]
(3.52)

and,


Srr Srθ Srz

Sθr Sθθ Sθz

Szr Szθ Szz

 =
[
RT

M

]
Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

[RT
M

]
(3.53)

where
[
RM

]
=


cosθ −sinθ 0

sinθ cosθ 0

0 0 1

.
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Those who claim to discover everything but produce no proofs of the same may

be confuted as having actually pretended to discover the impossible.

Aristotle

4
Simulation Results & Discussion

From the theoretical basis of the Pseudo Inverse Approach that has been introduced in the

previous chapter, we have proposed a method that is able to handle finite deformations that

are not limited by the limitations of a conventional incremental method. Also, since the

PIA takes into account the incremental strain hardening, it should be able to ensure the ac-

curacy of the results as well. For confirming this hypothesis, forging simulations of various

parts have been done and the results obtained from the PIA is comparedwith those obtained

from commercial software for the validation of the results. The results primarily focus on the

thermo-viscoplastic behaviour and the computational efficiency of the procedure. Forging

simulations of both 2D axisymmetric and general 3D components are considered.
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4.1 Thermo-viscoplastic models

For the hot forging analysis, it is imperative to consider the thermo-viscoplastic behaviour of

thematerial. Various empirical and semi-empirical models are in use in the industry for mod-

elling the thermo-viscoplastic behaviour and one of the most popular models is the Johnson-

Cook model [Johnson & Cook, 1983]. The empirical formulation proposed by Johnson and

Cook is used in all the examples treated in this work although the formulations can be valid

for any hardening rule of the form σY (εvp, ε̇vp, T ). The Johnson-Cook model can be stated

as,

σY

(
εvp, ε̇vp, T

)
= [A+B (εvp)

n]

[
1 + Clog

(
ε̇vp

ε̇0

)][
1−

(
T − T0

Tm − T0

)m]
(4.1)

where A,B,C,mandn are the Johnson-Cook model parameters, ε̇0 is the reference vis-

coplastic strain rate, Tm is the melting temperature of the material and T0 is the reference

temperature.

It has to be noted that for ε̇vp < ε̇0 , rate sensitivity need not be taken into account[Zaera

& Fernández-Sáez, 2006]. Hence the Johnson-Cook relation should be more properly de-

fined as

σY =

[A+B(εvp)
n]
[
1 + Clog

(
ε̇vp
ε̇0

)] [
1−

(
T−T0

Tm−T0

)m]
if ε̇vp ≥ ε̇0

[A+B(εvp)
n]
[
1−

(
T−T0

Tm−T0

)m]
if ε̇vp < ε̇0

(4.2)

This leads to a discontinuity in the hardening relation and has to be kept in mind when

using iterative return mapping methods for the solution process, to guarantee convergence.
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When εvp andσ are known, the plastic strain rate can be computed using this relation as,

ε̇vp = ε̇0exp

[
1

C

σP − σ

σP

]
(4.3)

where, σP = A+B(εvp)
n. When using other models that cannot give a direct empirical

formula to compute the plastic strain rate, it can be estimated as ε̇vp = ∆εvp/∆t.

4.2 Simulation Results

4.2.1 2D Axisymmetric Screw

It is a common practice in academia as well as the industry to use the symmetric properties

of the problem being considered to reduce the computational effort. Axisymmetric analysis

are often conducted for components that have at least one axis of symmetry. For our initial

comparison, wemake use of the forming analysis of an axisymmetric screw. The target shape

and the initial shape of the workpiece and the tools used can be seen in Fig. (4.1).

Figure 4.1: Forging of a screw a) Target shape b) Initial billet and tools
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For the purposes of the simulation, the workpiece is discretised using 878 nodes and 1578

elements (Type CAX3T, Abaqus). The tools are considered to be rigid and the contact be-

tween the tools and the workpiece are assumed to be friction-less.

Theworkpiece is considered to bemade of 12Kh18N10T steelwith the followingproperties

[Stankus et al., 2008, Sobolev & Radchenko, 2016].

Density, ρ = 7930Kgm−3, Young’sModulus,E = 195GPa, Poisson’s ratio, ν = 0.28,

Specific heat capacity, c = 462 JKg−1K−1, Conductivity, k = 25Wm−1K−1, Melting

temperature, Tm = 1300°C, initial temperature of the workpiece, T = 1000◦C . The

workpiece material is considered to follow a Johnson-Cook viscoplastic model with param-

eters A = 196MPa, B = 615.5MPa, n = 0.7005, C = 0.04071, m = 1.479 and

ε̇0 = 0.0001 s−1. The tools are considered to be iso-thermal with a constant temperature

of Td = 750°C while the ambient temperature Ta is considered to be 20°C. The workpiece

material is considered to have a heat transfer coefficient hwd = 310Wm−2K−1 with respect

to the tools and hwa = 50Wm−2K−1 with respect to the ambient environment. Radiation

effects and inelastic heat fraction is not taken into consideration for the initial analysis.

The punch is given a movement of 4.4mm in the negative Y-direction while the bottom

die is considered to be stationary. The process time is considered to be 1 second and the results

obtained fromABAQUSr/ Explicit andPIAare comparedbelow. For the purpose of having

a one-to-one comparison of the results, the target shape used in PIA is the final deformed

shape obtained from the reference simulation.
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Figure 4.2: Reference results obtained fromABAQUS®Explicit- Axisymmetric Screw

Figure 4.3: Results obtained from PIA - Axisymmetric Screw (15 steps)

As can be seen from the results presented in Fig. (4.2) and Fig. (4.3), the results obtained

from PIA compare very favourably with the reference results. The average percentage error

in the results maybe computed by considering that the error% = Reference value−PIA result
Reference value

.

The error in the maximum value of the computed stress is 6.35% , in maximum equivalent
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Figure 4.4: Evolution of field values at Node 236 - Axisymmetric Screw. a)Equivalent Plastic Strain b) Von-Mises Stress c)

Temperature

plasticity is 11.65% and in maximum temperature value is 0.05%. It is also seen that the PIA

captures the evolution of the stress, strain and temperature quite well. This is illustrated in

Fig. (4.4) where we compare the evolution of the equivalent plastic strain , Von-Mises Stress

and temperature at node 236,which is thenodewherewehave themaximumstress/equivalent

plastic strain.

One important effect in the hot forging process is the conversion of plastic work into ther-

mal energy. If we consider a Taylor-Quinney coefficient (inelastic heat fraction) of 0.9, we

get results as seen in Fig. (4.5).
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Figure 4.5: Reference results obtained fromABAQUS®Explicit- Axisymmetric screwwith Inelastic heat fraction

Figure 4.6: Results obtained from PIA - Axisymmetric screwwith Inelastic heat fraction (30steps)

As can be immediately inferred from the results presented in Fig. (4.5) and Fig. (4.6), the

temperature values predicted from the PIA is much higher than the reference results. A pro-

portionate effect is seen in the predicted stress values also due to the effect of the predicted
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temperature. Also it is seen that for convergence, a higher number of steps (30 steps) is re-

quired, mainly due to the effects of the temperature. The error in the maximum value of the

computed stress is 9.27% , in maximum value of equivalent plasticity is 11.25% and in maxi-

mum temperature value is 1.12%. This higher error is due to the effect of the large step sizes

used in PIA. Since we consider a larger step size, the effect of the plastic work is more promi-

nent in that step and gets diffused throughout the body. To verify this conclusion, the same

analysis was made by considering a larger number of steps (80 steps) for the PIA and the

results of the same can be seen in Fig. (4.7).

Figure 4.7: Results from 80 steps PIA - Axisymmetric Screwwith Inelastic heat fraction

It is immediately evident that the results obtained from PIAwith a larger number of steps

compare more favourably with the reference results and confirms the hypothesis that the

difference between the reference results and the results obtained fromPIAwith amuch lower

number of steps in Fig. (4.6) is indeed due to the large step size effect. The error in the

maximum value of the computed stress is 0.74% , in maximum equivalent plasticity is 3.28%

and in maximum temperature value is 0.23%.

The effect of the step sizes is better captured by considering the evolution of the field values
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Figure 4.8: Evolution of field values at Node 236 - Axisymmetric Screw including inelastic work. a)Equivalent Plastic

Strain b) Von-Mises Stress c) Temperature

at a node for the different cases. We consider 3 different case for the PIA including 15 steps, 30

steps and 80 steps and the evolution of the field variables is plotted in Fig. (4.8).

As can be seen from the plots, the analysis using 15 steps in PIA does not get completed as

the simulation crashes at around 93% due to the predicted temperature exceeding themelting

temperature. The simulation with 30 steps gets completed but the temperature field is over-

predicted due to the large step-size effect. This in-turn affects the prediction of the stress field

and consequentlywe see a lower stress when using just 30 steps. The simulationwith 80 steps

in PIA mitigates the step-size effect and hence gives results that have a very good co-relation

with that of the reference results. The equivalent plastic strain predicted by PIA in all 3 cases
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remain prettymuch constant. This underlines the fact that the step-size effects due to the use

of large steps is limited to the temperature field prediction and the consequent effect on the

stress field prediction. This effect will not play a role in cold-forging simulations using PIA.

4.2.2 2D AxisymmetricWheel

As can be seen with the model in Sec. (4.2.1) there are differences in the temperature and

stress fields when the inelastic heat fraction is taken into account. The effect of contact and

the large step sizes cannot be easily identified in this example since the areawhere an evolution

of contact happens is relatively small. To investigate the effect of the contact evolution and

the subsequent changes in the solution, another example of an axisymmetric wheel is taken.

The target shape of the wheel is shown in Fig. (4.9). The initial shape of the workpiece used

and the tools used for the process can be found in Fig. (4.10).

Figure 4.9: Target shape of the wheel
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Figure 4.10: Tools andworkpiece used for forging the 2D axisymmetric wheel

For the purposes of the study, the workpiece is discretised by 3123 nodes and 5999 elements

(Type CAX3T, Abaqus). The tools are considered to be rigid and friction-less contact is as-

sumed on the contact surfaces. The workpiece is considered to be made of aluminium with

the following properties [Corona &Orient, 2014].

Density,ρ = 2810Kgm−3, Young’sModulus,E = 71.7GPa, Poisson’s ratio, ν = 0.33,

Specific heat capacity, c = 960 JKg−1K−1, Conductivity, k = 205Wm−1K−1, Melt-

ing temperature, Tm = 477°C, initial temperature of the workpiece, T = 400°C. The

workpiece material is considered to follow a Johnson-Cook viscoplastic model with param-

eters A = 517MPa, B = 405MPa, n = 0.41, C = 0.0075, m = 1.1 and ε̇0 =

0.000161 s−1. The tools are considered to be iso-thermal with a constant temperature of

Td = 250°C while the ambient temperature Ta is considered to be 25°C. The workpiece

material is considered to have a heat transfer coefficient hwd = 310Wm−2K−1 with respect

to the tools, hwa = 50Wm−2K−1 with respect to the ambient environment and Taylor-

Quinney coefficient for the inelastic heat fraction κ = 0.9.

The punch is given a movement of 23.7mm in the negative Y-direction while the bottom

die is considered to be stationary and the process time is considered to be 1 second.
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Figure 4.11: Reference results - AxisymmetricWheel. a) Equivalent Plastic Strain b) Von-Mises Stress c) Temperature
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Figure 4.12: PIA results 25 steps - AxisymmetricWheel. a) Equivalent Plastic Strain b) Von-Mises Stress c) Temperature

Fig. (4.11) shows results obtained from the reference simulation and Fig. (4.12) shows the

results obtained from PIA. A comparison of the reference results and the results obtained by

89



PIA show that the results obtained fromPIA are very close to those obtained in the reference

simulation. The average error in the computed Von-Mises stress is 2.11% , in the computed

Equivalent Plastic Strain is 10.99% and in the temperature value is 0.11%. As is quite evident

from the comparisonplots, thePIA is able toprovide a good approximationof the field values

accounting for the step-size effects.

Effect of time steps and Inelastic heat fraction

To study the effects of the effect of the number of steps and the inelastic heat fraction in the

prediction of the temperature and the consequent changes in the predicted Von-Mises stress

and the equivalent plastic strains, the evolution of the field values at a node inside the element

is done for different load cases as detailed in Table. (4.1).

Case Name Process Time (sec) Inelastic heat fraction

Case 1 0.1 0.9

Case 2 1 0.9

Case 3 10 0.9

Case 4 10 0.0

Table 4.1: Test cases - Specifications

The field values at node number 965 is extracted since it is the node with the highest tem-

perature values in almost all of the case studied. The results from the Reference simulation

and PIA is presented in Figs. (4.13,4.14,4.15). The solid lines represent the solution obtained

from the reference simulations while the dotted lines represent the solution obtained from

PIA.
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Figure 4.13: Evolution of field values at node 965 - Equivalent Plastic Strain (PEEQ)

Figure 4.14: Evolution of field values at node 965- Von-Mises Stress
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Figure 4.15: Evolution of field values at node 965 - Temperature

From Fig. (4.13) it is apparent that the equivalent plasticity values predicted by both the

reference simulation and PIA are very similar except in the case when the process time is very

small. This deviation could also be due to the effect of the explicit simulation employed for

the reference results. The biggest differences between the results obtained from PIA and

the reference simulations can be observed in the Von-Mises Stress values (Fig. (4.14)) and

the Temperature values (Fig.(4.15)). These plots clearly demonstrate the effect of the large

steps used in PIA. The conductive heat transfer has a higher effect than the convective heat

transfer in the example that we have studied. Since PIA uses large step sizes, the elements

on the surface are considered to be in contact for a larger time interval than when a smaller

step-size is used. Hence this reflects as a lower temperature at the node. This effect is most

prominently observed in the results obtained for case 4 where there is no volumetric heat

source considered and there is only heat loss from the billet to the surrounding environment

and the tools. Another consequence of the large step sizes is the larger effect of the inelastic

heat fraction which has observed in the previous example of the axisymmetric screw as well.

In the present example, this effect can be clearly observed in Case 1 and Case 2, while in Case 3
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Case Name Av. Error PEEQ Av. Error Von-Mises Stress Av. Error Temperature
Case 1 8.18% 2.63% 0.36%
Case 2 9.01% 2.45% 0.32%
Case 3 8.14% 3.49% 0.45%
Case 4 8.07% 5.02% 0.93%

Table 4.2: Accuracy of PIA v/s Reference results

the effect of the inelastic heat fraction is overshadowedby the effect of heat loss due to thermal

conductance at the contact interfaces.

The accuracy of the PIA with respect to the different cases that has been studied can be

seen in Table (4.2). It can be noted that the accuracy of prediction of the equivalent plasticity

has a lower effect compared to the accuracy of the prediction of the temperature fields. Of

particular significance is the fact that in the first three cases where the average error in the

temperature fields is ~0.4%, the average error in the computed stress is only around 2-3%.

But, when the average error in the predicted temperature fields rises to ~1%, the average error

in the predicted Von-Mises stress values rises sharply to ~5%. Thus it can be concluded from

both the axisymmetric examples that have been considered that, even though PIA is able to

predict the deformed shapes well, in the case of models where the effect of temperature on

the material properties is high, proper care must be taken in terms of the step sizes to capture

the thermal effect and the consequent effects in the stress.

Performance

We have hypothesized that the efficiency and good performance of the PIA is due to the good

prediction of the deformed shape after deformation by the combination of the geometric pre-

diction with linear correction. This hypothesis can be validated by looking at the number of

non-linear iterations that are required for convergence after the geometric prediction and lin-

ear correction step. Fig. (4.17) shows thenumber of non-linear iterations required at each step

of PIA for Case 2, 3 and 4. It can be clearly inferred that the predicted shape (kinematically

admissible shape) is very close to the actual deformed configuration as can be seen from Fig.
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(4.16). This clearly illustrates the reason behind the efficiency and accuracy of the PIA. Also it

can be noted that since most of the steps converges in just 2 non-linear iterations, there exists

a potential to define a suitable adaptive time-stepping algorithm that can reduce the number

of steps and improve the computational efficiency of PIA.

Figure 4.16: Shape prediciton/correction in PIA

Figure 4.17: Number of Non-Linear Iterations at each step
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4.2.3 3D Upsetting

Since we have seen that the Pseudo Inverse Approach can give very good results in the case of

2D axisymmetric cases, it is interesting to also see whether the same technique can give good

results in the case of 3D simulations as well. To test this, as a first case, we have studied the

example of a 3Dupsetting process. The upsetting process in this case consists of the flattening

of a cylinder between two flat plates as shown in Fig. (4.18).

Figure 4.18: Representation of the upsetting process. a) Target shape b) Tools and Initial billet

Thematerial is considered to be aluminium as used in the first example in Sec. (4.2.2). The

tool is given a movement of 10mm in the negative Y- direction. For reducing the computa-

tional effort, a quarter-model is considered with both XY plane and the YZ plane becoming

planes of symmetry and the temperature of the billet is assumed to be constant at 450ºC (No

heat exchange with the tools or the ambient environment). For keeping the simplicity of

the approach, the model is discretized using 3232 linear tetrahedral elements (C3D4T). The

results of the simulation can be seen in Fig. (4.19) and Fig. (4.20).
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Figure 4.19: Upsetting simulation Reference Results - QuarterModel a) Equivalent Plastic Strain b) Von-Mises Stress

Figure 4.20: Upsetting simulation PIA Results - QuarterModel - 1 Step a) Equivalent Plastic Strain b) Von-Mises Stress
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Figure 4.21: Upsetting simulation PIA Results - QuarterModel - 10 Step a) Equivalent Plastic Strain b) Von-Mises Stress

From the simulation results, we can see that the PIA gives a very good approximation of

the upsetting simulation. One thing to note is that the PIA simulation is able to give a good

approximation of the upsetting simulation in just one step due to the simplicity of themodel

being considered ( a one-step InverseApproach). But, as seenwith previous 2D axisymmetric

cold forging simulations, the predicted stresses and strains will not be accurate when consid-

ering more complex shapes and deformation paths. Upon plotting the evolution of the field

variables at node no: 580, we are able to deduce that the ease of prediction in this case is due

to the almost linear relation between the equivalent plastic strain over the process time. Fig.

(4.22) highlights this relationship and the effects of varying the number of steps considered

in PIA.
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Figure 4.22: Evolution of field values at Node 580: Reference vs PIA - 3DUpsetting

We can see that all the simulations withmore than 2 steps in PIA replicate the strain evolu-

tion quite well and thus aids in the accuracy of the results. The average error in the prediction

of the Equivalent plastic strain between reference and results from PIA is ~0.4% (0.42% for

1 step and 0.49% for 10 step) while the average error in the predicted Von-Mises stress values

is ~0.1% (0.14% for 1 step and 0.07% for 10 step). The biggest difference between the number

of steps used in PIA is found in the error of the maximum and minimum field values pre-

dicted. In the single step PIA, the error in the maximum and minimum value of equivalent

plastic strain is 3.59% and 9.6% , which drops to 0.9% and 1.34% respectively for the 10 step

PIA. Thus initial results suggest that PIA could be a very good candidate for 3D simulations

as well.

4.2.4 3D Cup

Even though excellent results were observed in the 3DUpsetting case described in Sec. (4.2.3),

it is a very simple example and would need to be explored further to completely establish the

suitability and efficacy of PIA in full 3D simulations. To this effect, we have considered a

model of the 3D Cup forging. The deformed target shape and the tools and billet used are

shown in Fig. (4.23).
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Figure 4.23: 3DCup - a) Target shape b) Tools and Initial billet

Thematerial is considered to be aluminium as used in the first example in Sec. (4.2.2). The

tool is given a movement of 10mm in the negative Y- direction. For reducing the computa-

tional effort, a quarter-model is considered with both XY plane and the YZ plane becoming

planes of symmetry and the temperature of the billet is assumed to be constant at 450ºC. For

keeping the simplicity of the approach, the model is discretized using 2762 linear tetrahedral

elements (C3D4T). The results of the simulation can be seen in Fig. (4.24) and Fig. (4.25).
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Figure 4.24: 3DCup simulation Reference Results a) Equivalent Plastic Strain b) Von-Mises Stress

Figure 4.25: 3DCup simulation PIA Results - 20 steps a) Equivalent Plastic Strain b) Von-Mises Stress

The evolution of the stresses and strains is demonstrated in Fig. (4.26) by following the

evolution of the stresses and strains at node 580.
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Figure 4.26: Evolution of field values at Node 580: Reference vs PIA - 3DCup

It can be seen that the results obtained from PIA and the reference simulations show a

large concurrence. On comparing the reference results and PIA results, we notice that the av-

erage error in the equivalent plasticity values is 5.88% and that in the Von-Mises Stress values

is 0.88%. We also observe that the maximum and minimum values of the equivalent plas-

ticity values predicted by PIA and the reference results shows a much higher error (~30%).

One of the possible causes could be the very coarse discretization that has been used and the

mass-scaling that has been used for keeping the reference simulation times low. Further in-

vestigations will be required to look into this matter further, but due to time limitations, the

same has not been attempted in the present work.

4.3 Computation Time

From the examples in 2D axisymmetric and general 3D cases presented in Sec. (4.2), we have

seen that the PIA can give pretty accurate results in comparison with the conventional incre-

mental methods. The second question that needs to be addressed is how PIA compares with

the conventional methods in terms of computation time.

The PIA code that has been developed during the course of this work is predominantly

an academic effort and hence it is not optimized version that can be directly used to com-

pare with commercially available software that has been completely optimized. Moreover,
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the reference results used in this work are obtained from ABAQUSr/ Explicit which uses

an explicit formulation compared to an implicit formulation used in PIA. Nevertheless, the

computation times of both themethods for the different cases thatwe have studied in the pre-

vious section is compared in Table (4.3) and Fig. (4.27). The computation time corresponds

to the single-core performance using an Intelr Core™2Quad CPUQ9300 @ 2.5 GHz with

8 GB systemmemory and full double precision. Usually in an explicit simulation, the stable

step-size increments is calculated based on the element sizes and hence can cause very high

computation times in cases where the process time is high. Mass-scaling is a common tech-

nique used in practice to keep computation times low and is used in the reference simulations

to keep computation times low. A semi-automatic mass scaling is used in our case so that the

target time increment in each step is 1e-06. Computation times for certain case without using

mass scaling maybe seen in Table (4.4).

Case No. of steps

- Ref.

Results

Time

(seconds) -

Ref Results

No. of

steps -

PIA

Time

(seconds)

- PIA

Computational

Advantage

with PIA

2D_Screw - Case 1 831043 1936.3 20 284.73 6.8 x

2D_Screw - Case 2 831043 1909.1 25 292.28 6.5 x

2D_Wheel - Case 1 107326 1025.6 40 1665.98 0.61 x

2D_Wheel - Case 2 1011635 9042.9 25 1113.38 8.12 x

2D_Wheel - Case 3 7939367 62970.3 25 1301.98 48.3 x

2D_Wheel - Case 4 7938144 62995.6 25 1297.58 48.5 x

3D_Upsetting 799257 6710.8 10 410.25 16.35 x

3D_Cup 872438 6420.7 20 905.32 7.09 x

Table 4.3: Computation Time -Withmass scaling
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Figure 4.27: Computation Time -WithMass Scaling

Case No. of steps

- Ref.

Results

Time (mins)

- Ref Results

No. of

steps -

PIA

Time

(mins) -

PIA

Computational

Advantage

with PIA

2D_Screw - Case 2 52975195 2000.5 25 4.87 410 x

2D_Wheel - Case 1 107326 152.48 40 27.77 5.5 x

2D_Wheel - Case 2 12013335 1804.7 25 18.56 97 x

3D_Upsetting 6132010 767.42 10 6.84 112.24 x

Table 4.4: Computation Time -Without mass scaling

From the results it is clear that PIA gives a clear advantage over classical incremental meth-

ods, but for the proper quantification and comparison of the computational time advantage

of using PIA, a comparison should be made with a commercially available software based

on the implicit analysis like FORGE®NxT. Due to lack of resources, the same has not been

attempted in this work.

103



Have I done the world good, or have I added a menace?

GuglielmoMarconi

5
Conclusions and Future perspectives

5.1 Conclusions

Wehave seen that the simulation of the bulk metal forging process is influenced by the ef-

fects of viscoplasticity, dependence of mechanical characteristics on temperature and contact

conditions between the tool and workpiece. Numerical simulations, by existing methods, of

these kind of complex relations is challenging, especially in terms of computational time.

Simulation approaches found in the engineering literature ofbulkmetal forming fallwithin

two principal strategies, the direct or forward solution scheme that consists of resolving si-

multaneously mechanical and thermal balance equation starting from an initial shape, and

backward deformation techniques, in which the the mechanical system is solved by starting

from the final deformed configuration considering an inverse loading path.

Themainobjective of thisworkwas the validation, analysis and improvementof thePseudo
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Inverse Approach proposed in the case of 2D axisymmetric cold forging to hot-forging sim-

ulations in both 2D and 3D via the solution of a coupled thermo-mechanical problem. It is

to be noted that the presented formulation does not include frictional effects due to contact

between tool and work piece surfaces, but transient thermal effects are taken into account.

An iso-thermal split is utilized for the coupled thermo-mechanical problem and it is found

to give results that are accurate enough.

To show the validation of the formulation and compare the efficiency with respect to the

classical forward approaches, various applications of the formulation has been exposed in

details, such as thermo-viscoplastic problem from 2D axisymmetric cases and simple, gener-

alized 3D problems in bulk metal forging. The effects of heat capacity, intrinsic dissipation

and the heat exchange with the environment are included in the model. The results show us

that the Pseudo Inverse Approach is robust enough to handle the thermo-viscoplastic effects,

but the developed code needs to be improved upon to fully investigate the performance of

the method in general 3D case with thermal effects included.

Although, we have good results from the PIA, it should be noted that the results are heav-

ily dependent on the meshes that are being used. In all the cases that we have studied in this

work, we have used the meshes obtained from the reference simulations as the input for the

PIA. This will not be a strategy that can be used in a practical context. Mesh-morphing pro-

cedures, especially in 3D, will have to be defined in this context. In particular, a common

problem associated with meshes generated through a mesh-morphing procedure is one of

that of element reversals and measures need to be taken to ensure that a robust and good

enough mesh is used for the simulation. If not, it can lead to premature termination of the

analysis and/or inaccuraciesmay creep into the results. Strategies to overcome this issue needs

to be included to fully realize the potential of PIA.

Since the software developed for the PIA is predominantly an academic work, and the

reference simulation is made using an explicit analysis while the PIA relies on an implicit

analysis, we have not attempted here to give an exhaustive comparison of the solution times
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taken by the classical approaches and PIA.Although, the time comparisons indicate that PIA

is much more efficient in terms of computational time than classical approaches even while

accounting for the time spent in the geometric interpolation/linear correction step. In all

the models studied, the geometric interpolation/ linear correction phase uses about 15-25%

of the total solution time. Considering that an implicit analysis using classical methods uses

hundreds of steps while in PIA we can obtain comparable results using ~10-20 steps, PIA

should be able to give a computational advantage of 5x-10x over classical implicit incremental

approaches.

5.2 Future Perspectives

5.2.1 Optimization and Improvement of the Code

Themost immediate aspect thatwouldneed tobedone is the optimizationof the code so as to

be able to performa comparisonof the solution timeswith that of commercially available soft-

ware using implicit incremental methods. This bench-marking would ascertain the compu-

tational advantage that we could possibly gain from employing the PIA. Another important

detail that we have seen during our experiments is the need for proper element formulations

for the 3D simulation. Simple linear tetrahedral formulations are not optimal for the finite

deformation 3D simulation of the forging process which models nearly in-compressible be-

haviour. Formulations presented in [Taylor, 2000, Lo & Ling, 2000, Castellazzi et al., 2015]

and others will have to be explored to find out a suitable formulation that can be used for

finite deformation problems with large-step size such as the ones that we use in PIA.

A second improvement that would be needed to fully realize the advantages that we can

glean fromPIAwouldbe the introductionof an automatic/adaptive step-size controlmethod.

Adaptive time-stepping strategies for quasi-static problems have been discussed in [van den

Boogaard et al., 1994], but is based on the arc-length method and is suitable for the displace-

ment and load control. In our case, we have seen that the stress field predictions are heavily

dependent on the proper prediction of the temperature fields and the step-size control is pri-
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marily required for ensuring that the thermal computations have accurate inputs. So a new

strategy for step-size control would have to be formulated to efficiently utilize the advantages

proposed by PIA while being able to capture the physical effects accurately.

The first source of inaccuracy in prediction of the temperature field arises from the ap-

proximation of the contact surfaces and the subsequent thermal conduction and convection

effects. One possible solution to the problem would be to multiply the coefficient of heat

conduction between the tools and billet by a factor fc that can help to linearize the contact

evolution over the time step. The factor would be unity for the surfaces that were in contact

with the tools in the previous step, but for the surfaces that were previously not in contact

with the tools but come in to contact with the tools in the present time step, it would lie in

between 0 and 1. This kind of a strategy might be able to circumvent the inaccuracies due to

conductive and convective effects without affecting the step sizes or the number of steps.

The second source of inaccuracy in the prediction of the temperature field arises from the

prediction of the mechanical work that gets converted into heat energy. The magnitude of

this effect is based on the magnitude of the strain rate and hence, an adaptive time-stepping

strategy that determines step-sizes based on a maximum allowed strain rate value would be

able to effectively capture the effects of the heat generated due to mechanical work.

5.2.2 Process and PreformOptimization

The first and the foremost application of PIA would be in the development of the optimal

preform shapes and process parameters to produce the required deformed shape in the work-

piece. Taking into account the requirement of the complex shapes for the finished product

from the industry and the focus onnear net-shapemanufacturing to reduce costs and increase

competitiveness, it is imperative that process designers have a tool that can help in designing

optimal preforms and processes. The PIA promises a good improvement in the computa-

tional efficiency while retaining a good accuracy and can be a good substitute for the existing

approaches. A first approach to using PIA in optimization of preform shapes was made by
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[Halouani et al., 2012a,HALOUANI et al., 2012] in the case of 2D axisymmetric cold forging.

In this, the optimization problem was posed as a multi-objective optimization problem that

involves the minimization of the effective plastic strain in the final deformed part and the

maximum forging force during the forging operations. The preform shapes can be defined

by using tools defined by B-Splines . The optimization employed the NSGA-II (Elitist Non-

dominated SortingGenetic Algorithm) algorithm alongwith a Krigingmethod andwas able

to find the optimal set of control points to define the B-Spline shape that could produce the

required deformed shape with the lowest plastic strain and forging forces.

A similar set of simulations were done for the 2D axisymmetric viscoplastic case with very

positive results and were presented in international conferences [NUMIFORM 2016]. One

of the next steps would be the simulation and optimization of preforms in the general 3D

case. It could follow the same optimization routines based on genetic algorithms and meta-

model assisted methods such as [Ejday & Fourment, 2010, Fourment & Chenot, 1996, Four-

ment et al., 1996], sensitivity basedmethods as described in [Badrinarayanan&Zabaras, 1996,

Steinmann & Landkammer, 2014, Ciancio et al., 2015] or even neural-network based opti-

mization as described in [D’Addona & Antonelli, 2018]. Due to the formulation of PIA,

it provides an almost plug-and-play compatibility with existing optimization schemes. An-

other important thing to note with respect to the use of PIA in optimization studies is that,

due to the use of the initial inverse computation between the final deformed shape and the

generated initial shape, bad design iterations are eliminated quickly in the initial step due to

non-convergence/slow convergence of the Newton-Raphson iterations.

5.2.3 MeshOptimization

One particular problem that plagues themetal forming simulations is the definition of a suit-

able mesh for doing the FE simulations. Since the forward deformation method meshes the

initial part geometry without taking into account the final desired part geometry, it is diffi-

cult to create a suitablemesh in the initial part geometry at the onset. A popular workaround
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for this problem is the use of adaptive re-meshing techniques and/or the use of an ALE for-

mulation. Though useful in terms ofmaintaining the accuracy of the simulation, re-meshing

involves high computational overhead and can lead to higher computational time. In the case

of PIA, it is the final deformed geometry that is meshed and is transferred to the initial gener-

ated shape using a PDE based mesh-morphing technique and a single-step inverse approach.

This gives a better initial mesh, but is still plagued by instances of inverted elements that can

lead to premature termination of the simulation. One of the possible remedies in this case has

been theuse ofmesh smoothing as used inFEMWARP[Baker, 2002, Shontz&Vavasis, 2010].

FEMWARP uses the finite element method for mesh-morphing from a given mesh to a tar-

get shape and makes use of an optimization based untangler for making the method robust

against element reversals. A comparison of different availablemesh-morphing techniques has

beenmade in [Staten et al., 2012] andmultiple techniques have been proposed to preserve the

quality of the mesh during the mesh-morphing operation. These techniques could help in

creating good quality meshes on the initial part and avoid subsequent re-meshing during the

metal forming simulation.

Another important advancement in the area ofmeshing for forming analysis has been pro-

posed by [Dheeravongkit & Shimada, 2005b,a, 2007]. The proposedmethod uses an inverse

pre-deformation method to “pre-deform” the input mesh to reduce the number of inverted

and ill-shaped elements at the later stage of the analysis. The term “inverse pre-deformation”

is used to illustrate the idea of this method in which, each mesh element which will be de-

formed during analysis is first predicted and then the new input mesh which contains ele-

ments that have approximately opposite shapes of those predicted will be created. Because

overall element shape quality tends to improve along the analysis process, with this approach,

the number of inverted and ill-shaped elements in the later analysis stage can be reduced. An

overview of the proposed algorithm can be found in Fig 5.1. A modified version of this ap-

proach maybe employed to improve the mesh in the Pseudo Inverse Approach.
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Figure 5.1: Overview of the inverse pre-deformationmethod[Dheeravongkit & Shimada, 2005b]

It would be interesting to see how either/both of these strategies will improve the mesh

generation of the initial shape used in PIA and also how the results are affected. In the case

of the inverse pre-deformation method, using PIA we would be able to eliminate the pre-

analysis step altogether by defining the bubble mesh on a regular mesh of the final desired

shape and then continue with the barycentric interpolation and iterative refinement of the

mesh as shown in Fig 5.1. The use of PIA in step 4 for the full analysis could also reduce the

total computation time to obtain a good quality mesh.

5.2.4 Other Applications

In this present study, the PIA has been developed and applications have been discussed only

with respect to the metal forming analysis. But, PIA is an approach that can be suitably ap-

plied to all other inverse reconstruction problems that attempt to determine a source, given

a field and knowing the physical properties, satisfying a given model [Neto & da Silva Neto,

2013]. Examples of such problems include bio-mechanics simulations like the structural re-

modeling in the dyssynchronous failing heart [Helm et al., 2006], soft tissue bio-mechanics
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and mechanobiology, etc where the effects of the deformation can be measured using elec-

tronic scans and the corresponding undeformed shape needs to be computed.

Another use case for the PIA would be in inverse parameter identification simulations

where the accuracy and enhancements in the computational efficiency would put it in a very

advantageous position for optimization simulations. This could lead to faster parameter iden-

tification and optimization.
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6
Résumé étendu

Le forgeage des métaux est un procédé de déformation dans lequel la pièce est comprimée

entre deux matrices, en utilisant soit un impact, soit une pression progressive pour réaliser la

forme souhaitée. Le forgeage peut être considéré comme l’une des plus anciennes opérations

de traitement desmétaux et, d’après les plus anciens documents écrits de l’humanité, elle pour-

rait remonter à environ 5000 ans av. J.-C.[Groover, 2010]. Aujourd’hui, le forgeage est un

procédé industriel important utilisé pour fabriquer divers composants de haute résistance

présentant un meilleur rapport résistance / poids que ceux obtenus par d’autres opérations

de fabrication telles que le moulage ou le soudage / fabrication. Le secteur automobile ainsi

que les fournisseurs de systèmes de rang 1 représentent plus de 80% de la production totale

de pièces forgées. En outre, de nombreuses industries utilisent la forge pour réaliser la forme

de base de gros composants qui sont ensuite usinés pour obtenir la forme et les dimensions

finales.

Comme la ductilité des métaux est étroitement liée à la température, le forgeage à des tem-
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pératures élevées est effectué pour obtenir des pièces de formes compliquées. Les opérations

de forgeage peuvent être classées comme forgeage à froid, forgeage à mi-chaud et forgeage

à chaud. Bien que le forgeage ait été l’un des plus anciens procédés de traitement des mé-

taux à être découvert, le procédé reste fortement tributaire du savoir-faire et des compétences

de l’opérateur / du concepteur de processus en raison de divers facteurs. C’est un procédé

complexe et les phénomènes physiques décrivant une opération de forgeage sont difficiles à

exprimer par des relations quantitatives en raison de l’évolution des surfaces de contact et

des relations matérielles et géométriques non linéaires. Une prévision des variables associées

au procédés, telles que la température et les contraintes d’écoulement, doit être effectuée

pour la conception du procédé de forgeage et la séquence des opérations. Les simulations

numériques jouent un rôle important pour l’optimisation du ce procédé.

Simulation numérique du procédé de forgeage

Le développement de la méthode des éléments finis et la disponibilité d’une puissance de cal-

cul bonmarchéont contribué à la démocratisationde la simulation. Cheng&Kikuchi[Cheng

& Kikuchi, 1985], Mackerle [Mackerle, 2006] et Hartley & Pillinger [Hartley & Pillinger,

2006] ont présenté une revue complète de la littérature associée à l’analyse de procédés de

formage des métaux à l’aide de formulations élasto-plastiques en grandes déformations, com-

prenant le contact unilatéral et le frottement.

Mécanique des milieux continus

Étant donné que le forgeage implique lamise en forme d’une pièce à l’aide d’une déformation

plastique, une analyse en plasticité est nécessaire pour permettre une prédiction satisfaisante

des caractéristiques du procédé. Une description générale de la déformation du métal peut

être donnée par lamécanique desmilieux continus si nous ignorons les effets microscopiques

et les vides dans la pièce. Le procédé de forgeage le plus simple peut être expliqué à l’aide de

la Fig. (2.2), où nous considérons la déformation d’un corps entre une paire de matrices. En
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négligeant les forces d’inertie, l’équilibre quasi-statique du domaine à tout moment t peut

être exprimé par,

divσ + ρb = 0 inΩ

(u− ug).n = 0 on ∂dΩ

σn = t= 0 on ∂fΩ (6.1)

où σ est le tenseur de contrainte de Cauchy défini dans la configuration déformée Ω, b

est le vecteur de forces volumiques, u est le vecteur de déplacement, ug est le déplacement

de l’outil donné sur la frontière ∂dΩ et t est le vecteur de traction prescrit sur la surface

∂fΩ avec n étant le vecteur normal unitaire vers l’extérieur de la surface. En utilisant le

principe du travail virtuel et le théorème de divergence de Green et en incorporant la con-

trainte d’incompressibilité à l’aide de la formulation du pénalité, la forme faible de l’eq. (6.1)

peut être exprimé par,

∫
Ω

σ : ε∗dΩ +

∫
Ω

Kεvε
∗
vdΩ−

∫
Ω

ρb.u∗dΩ = 0 (6.2)

où εv est la déformation volumétrique donnée comme trace du tenseur de déformation et

ε∗v est la déformation volumétrique virtuelle etK est un grand nombre positif garantissant

la satisfaction de la contrainte d’incompressibilité [Zienkiewicz, 1974].

Dans le cas d’une analyse non linéaire, nous cherchons à trouver l’état d’équilibre d’un

corps correspondant aux charges appliquées à la configuration à un instant spécifié t. Pour

une analyse non linéaire matérielle et géométrique, qui inclut des phénomènes liés au trajet

ou au temps, il convient de résoudre les relations d’équilibre sur la période de temps complète

considérée en supposant que la solution au temps t est connue et la solution au temps t+∆t

. ∆t est un incrément de temps choisi de manière appropriée. L’état d’équilibre du corps au

temps t+∆t peut être exprimé par,
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∫
Ωt+∆t

σt+∆t : ε∗dΩ +

∫
Ωt+∆t

K
(
εt+∆t
v

)
ε∗vdΩ−

∫
Ωt+∆t

ρt+∆tbt+∆t.u∗dΩ = 0 (6.3)

Thermodynamique

Leproblème de transfert de chaleur associé au procédé de forgeage dumétal peut être exprimé

mathématiquement par,

ρcṪ − div(k∇T ) = r inΩ

−k∇T = hwd (T − Td) on ∂dΩ

−k∇T = hwa (T − Ta) + ϵσ
(
T 4 − T 4

a

)
on ∂fΩ (6.4)

où ρ est la masse volumique, c est la capacité thermique spécifique, k est la conductivité

thermique, r est la source de chaleur volumétrique, T est le champ de température inconnu,

hwd est le coefficient de transfert de chaleur à l’interface entre le la pièce et la matrice, Td est

la température de la matrice,hwa est le coefficient de transfert de chaleur à l’interface entre la

pièce et l’environnement ambiant, Ta est la température de l’environnement ambiant, ϵ est

l’émissivité, σ est la constante de Stefan-Boltzmann et n est la normale unitaire extérieure à

la surface. Considérant qu’il n’y a pas d’autre terme de force volumique que la dissipation

mécanique, et que la dissipation mécanique est équivalente à la chaleur dégagée par le travail

plastique, la forme faible de l’équation. (6.4) peut être exprimée ainsi:

∫
Ω

k∇T∇T ∗dΩ +

∫
Ω

ρcṪT ∗dΩ−
∫
Ω

κσ : ε̇T ∗dΩ−
∫
∂Ω

k∇TT ∗dΓ = 0 (6.5)

où κ représente la fraction de la dissipationmécanique convertie en chaleur (coefficient de
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Taylor-Quinney [Taylor&Quinney, 1934, Rittel et al., 2017]),σ est le tenseur de contraintes

de Cauchy et ε̇ est le taux de déformaion.

Analyse numérique

Une difficulté fondamentale dans l’application directe de l’équation (6.3) est que la configura-

tion déformée du corps est une inconnue qui doit être évaluée et qui n’est pas connue a priori.

Comme la configuration à l’instant t +∆t n’est pas connue, toutes les forces, contraintes et

déformations seront référencées dans une configuration connue. Ce changement de config-

uration peut être traité de manière élégante en utilisant le tenseur de gradient de transforma-

tion et les mesures de déformation conduisant à la classe d’analyses connues sous le nom de

formulations Lagrangienne Totale et Lagrangienne Actualisée. Bien que robustes, les analy-

ses numériques basées sur ces formulations prennent beaucoup de temps. Bien qu’aucune

hypothèse de déformation ne soit faite dans la formulation, du fait des hypothèses utilisées

dans la linéarisation de différentes variables et la linéarisation de l’évolution des contacts, les

étapes utilisées dans une approche incrémentale restent relativement petites et augmentent

l’effort de calcul requis.

Comme le processus de conception dans le forgeage vise à trouver la géométrie de référence

optimale, le problème peut être posé comme un problème de recherche de forme inverse,

commedans laMéthode de Traçage Arrière. Le principal inconvénient de laméthode de cette

méthode provient de la mauvaise formulation du problème et de la formulation récursive

nécessaire à la prédiction des variables plastiques. Etant donné que l’étape d’avance repose

sur la formulation classique de déformation incrémentale, le procédé de traçage arrière finit

par être extrêmement fastidieux pour prévoir la forme initiale de la forme déformée souhaitée.

L’Approche Pseudo-Inverse

Bien que les schémas de traçage en amont semblent prometteurs pour trouver une forme

initiale optimale, ils sont pénalisés par les exigences de calcul considérables des étapes de la
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formulation récursive nécessaire pour calculer la déformation plastique. Ainsi, les méthodes

inverses ne peuvent devenir pratiques que si une technique est conçue pour calculer la dé-

formation directe de manière robuste et avec une précision suffisante à des coûts de calcul

réduits. L’approche pseudo-inverse est une extension de l’approche inverse en une étape qui

a été appliquée pour la première fois dans le formage de tôle [# Guo1990, # Guo2004]. Elle

repose sur trois postulats principaux énumérés ci-dessous:

1. Les équations qui régissent la simulation du formage des métaux sont par nature non
linéaires et la résolution de ces équations non linéaires peut être efficacement réalisée
à l’aide d’une méthode de Newton-Raphson. La convergence vers une solution via la
méthode Newton-Raphson est fortement influencée par la solution initiale fournie.
Si une hypothèse initiale proche de la solution finale peut être fournie, la convergence
vers une solution est possible, même pour de très grands pas.

2. Les procédés de formage des métaux étant relativement rapides, la perte de chaleur
dans l’environnement par convection ou par rayonnement et par la conduction dans
les outils peut être raisonnablement bien estimée, même pour de grands pas de temps..

3. Chargementmonotone: Il n’y a pas de décharge plastique et, bien que l’exigence puisse
sembler stricte, la plupart des opérations de formage en masse entrent dans cette caté-
gorie.

Dans le cas du forgeage, la forme déformée finale est connue a priori. Si la forme initiale

est également connue (ou si une approximation rapide de la forme initiale peut être rapide-

ment réalisée), il serait alors possible de prédire les déformées aux différents pas de temps en

utilisant efficacement les informations géométriques des configurations déformée et non dé-

formée si un chemin de chargement monotone est considéré. Si la forme déformée (ou une

approximation suffisamment proche) est connue, il serait alors possible de vérifier si cette

configuration satisfait rapidement les conditions d’équilibre et de contact et de rechercher les

variables plastiques. Les étapes de l’approche pseudo-inverse peuvent être résumées comme

suit:
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1. Une approche inverse en une étape pour générer ou vérifier l’adéquation de la forme
initiale supposée pour l’analyse directe et pour transférer le maillage de la pièce finale à
la pièce initiale

2. L’ensemble du processus de déformation est divisé en plusieurs étapes en fonction de
la nécessité de recréer le chemin de déformation et de créer des formes intermédiaires
par interpolation géométrique.

3. Ces formes intermédiaires interpolées géométriquement sont ensuite corrigées à l’aide
d’une méthode à surface libre afin d’obtenir des formes intermédiaires cinématique-
ment admissibles.

4. Une analyse thermo-mécanique avancée à déformation finie et à déplacement finis est
effectuée à chaque étape pour vérifier la configuration à l’équilibre et la configuration
déformée réelle. Les contraintes sont obtenues à l’aide d’un algorithme de Newton-
Raphson et d’incréments de déformation logarithmiques

5. Le processus est répété jusqu’à ce que toute la déformation ait été prise en compte.

Formulation mathématique

En utilisant une discrétisation par éléments finis, le champ de déplacement à l’intérieur d’un

élément peut être interpolé à partir de la position des noeuds de l’élément de la manière suiv-

ante:

x =
n∑

i=1

Nixi (6.6)

oùxi sont la position des noeuds de l’élément,Ni sont les fonctions de forme de l’élément

et n est le nombre de noeuds dans l’élément.

En utilisant une discrétisation similaire, les champs de déplacement et de température dans

un élément peuvent être interpolés comme suit:
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u =
n∑

i=1

Niui; T =
n∑

i=1

NiTi

En utilisant cette interpolation, Eqs. (6.2, 6.5) peuvent être exprimées sous la forme assem-

blée telle que,

nel∑
e=1

u∗
i .

(∫
Ωe

BT
mσdΩ +

∫
Ωe

KεvBvdΩ−
∫
Ωe

ρNT
i bdΩ

)
= 0

nel∑
e=1

T ∗
i

(∫
Ωe

kBtB
T
t TidΩ +

∫
Ωe

ρcNiN
T
i TidΩ−

∫
Ωe

rNidΩ +

∫
∂Ωe

qiNidΓ

)
= 0

(6.7)

où ε∗ = Bmu
∗
i ,Bv = BmI ,Bt = ∇Ni et q = −k∇T .

Schema pour la Réactualisation des Contraintes

Dans le cas de problèmes de déformation finie, il est important de disposer d’un schéma co-

hérent pour la réactualisation des contraintes qui respecte les restrictions sur les configura-

tions dans lesquelles les différentes mesures de contrainte et de déformation sont définies.

Dans notre cas, les équationsmathématiques sont complètement définies sur la configuration

déformée et nous devons donc calculer les contraintes de Cauchy (σ) dans la configuration

déformée. En utilisant la définition du tenseur de gradient de déformation et les développe-

ments donnés dans la Sec. (3.1.4), les contraintes de Cauchy (σ) dans la configuration défor-

mée peuvent être définies ainsi:

σt
t+∆t =

1

J
FσtFT (6.8)
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Réactualisation des contraintes thermo-viscoplastiques

Le comportement du matériau en fonction de la vitesse est particulièrement important dans

une analyse de formage à chaud etnécessite l’utilisationd’unmodèle de comportement thermo-

viscoplastique pour capturer avec précision le comportement du matériau. En utilisant les

tenseurs de déformation logarithmiques, nous pouvons avoir une décomposition additive

des équations semblables aux équations de Prandtl-Reuss dans le cas de la plasticité comme,

∆ε = ∆εe +∆εvp +∆εth (6.9)

L’incrément de contrainte dans ce cas peut être trouvé en utilisant la relation,

∆σ = He∆εe = He(∆ε−∆εvp −∆εth) (6.10)

En utilisant un modèle de cohérence [Wang et al., 1997], le critère de plasticité pour un

matériau dépendant de la vitesse tenant compte de la loi de comportement isotrope et critère

du plasticité de Von-Mises peut être écrit ainsi:

f(σ, εvp, ε̇vp, T ) = σ − σY (εvp, ε̇vp, T ) = 0 (6.11)

où σ est la contrainte équivalente donnée par σ = (σTPσ)
1
2 , σY (εvp, ε̇vp, T ) est la

contrainte d’écoulement correspondant à la déformation viscoplastique équivalente cumulée

εvp, le taux de contrainte viscoplastique équivalent ε̇vp et T la température.

Comme dans le cas de la plasticité non visqueuse, le taux de déformation viscoplastique et

la variation de déformation viscoplastique peuvent être définis comme suit:

ε̇vp = λ̇
∂f

∂σ

∆εvp = ∆λ
∂f

∂σ

(6.12)

où λ̇ est lemultiplicateur plastique et peut être déterminé par les conditions de consistance
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de la surface de plasticité. Dans le cas du critère de plasticité de Von-Mises, il peut être démon-

tré que,

ε̇vp = (ε̇TvpAε̇vp)
1
2 = λ̇ (6.13)

En utilisant les equations (6.10), (6.12) nous obtenons,

∆σ = He(∆ε−∆λ
∂f

∂σ
− ln(1 + αth∆T )I) (6.14)

où αth est le coefficient de dilatation thermique. En utilisant une approche incrémentale,

la contrainte dans la configurationΩt+∆t peut alors être calculée comme suit:

σt+∆t = σt
t+∆t +He(∆ε− △λ

σβ

Pσβ − ln(1 + αth∆T )I) (6.15)

où σβ = (1 − β)σt + βσt+∆t; β est un paramètre compris entre 0 et 1 tel que β = 0

donne un schéma explicite et β = 1 donne un schéma implicite. Le schéma implicite est

inconditionnellement stable et en utilisant le schéma implicite, nous avons,

σt+∆t = σt
t+∆t +He(△ε− △λ

σt+∆t
Pσt+∆t − ln(1 + αth∆T )I)

=

(
I+

△λ

σt+∆t
HeP

)−1 (
σt

t+∆t +He(△ε− ln(1 + αth∆T )I)
) (6.16)

Mise en oeuvre pratique

Lamise en oeuvre pratique de la basemathématique de l’API décrite précédemment peut être

divisée en trois phases principales:

1. Génération de configurations intermédiaires

2. Correction des surfaces libres des configurations interpolées géométriquement pour
obtenir des configurations admissibles cinématiquement
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3. Recherche d’une solution statiquement admissible pour l’équilibre basée sur la config-
uration cinématiquement admissible qui a été calculée.

Génération des configurations intermédiaires

La création de formes intermédiaires dans l’approche pseudo-inverse repose sur une interpo-

lation géométrique entre les formes initiale / intermédiaire et la forme finale. Cela impose une

restriction selon laquelle les maillages d’éléments finis utilisés à la fois dans la forme finale et

dans la forme initiale doivent être cohérents (nombre égal de noeuds et même connectivité

d’élément). La forme initiale est obtenue à partir d’une approche inverse en une étape. Il a

été démontré que la forme obtenue à partir de l’approche inverse en une étape permet une

bonne approximation des formes et des déformations, même si la prévision de la contrainte

n’est pas très précise. Le maillage d’éléments finis de la pièce souhaitée est ensuite mappé sur

la forme initiale. Ceci est effectué en mappant les noeuds de contour du maillageM fin de la

forme souhaitée sur le contourC0 de la forme initiale. Cela peut être fait efficacement en util-

isant les algorithmes demorphing utilisés dans la vision par ordinateur. Les noeuds intérieurs

du maillageM0 peuvent ensuite être déterminés par une solution linéaire de l’équilibre mé-

canique avec les déplacements imposés sur les noeuds du bord en tant que conditions aux

limites.

Une fois que le maillage est créé sur la configuration initiale, on peut créer la configuration

intermédiaire en utilisant une interpolation proportionnelle géométrique de la forme,

xt+∆t = xt + η
(
xfin − xt

)
(6.17)

où xt+∆t est la position nodale de la configuration à l’instant t + ∆t, xt est la position

nodale de la configuration à l’instant t, xfin est la position nodale de la configuration finale

et η est une constante entre [0,1] dépendant dunombre total des étapes qui est considéré dans

la simulation.
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Correction des surfaces libres et conditions aux limites

Une limite de cette configuration interpolée géométriquement est que les conditions aux lim-

ites (conditions de contact) par rapport aux positions de l’outil peuvent ne pas être respectées

sur le contour. Pour corriger cette limitation et obtenir une solution cinématiquement ad-

missible proche de la solution statiquement admissible, les noeuds limites de la pièce qui

pénètrent dans la surface de l’outil sont projetés sur la surface de l’outil. Puis une solution

linéaire est effectuée pour déterminer les nouvelles positions des noeuds internes. En sup-

posant des outils rigides, il est trivial de calculer la position de l’outil correspondant au pas

de temps considéré. Étant donné que ces noeuds sont projetés sur la surface de l’outil, ils

sont implicitement supposés être en contact avec l’outil. Mais dans la pratique, cela n’est pas

nécessairement vrai et les conditions de contact aux noeuds de surface doivent être vérifiées.

Pour cela, nous utilisons la méthode de la surface libre. Dans une simulation d’opération de

forgeage, pour toute configurationΩ, la condition de surface libre peut être exprimée par,

σn = t5 0 on ∂Ω (6.18)

où t est la force de traction perpendiculaire à la surface de la pièce. Cela signifie qu’il y

a un chargement en compression sur la limite en contact avec l’outil et aucun chargement

sur la surface sans contact avec la surface de l’outil. Pour vérifier que les conditions de sur-

face libre sont respectées, les forces nodales sont calculées sur la configuration interpolée /

corrigée géométriquement. En utilisant u, v et w pour désigner les composantes du déplace-

ment nodal dans les directions normale et tangentielles, les cas suivants peuvent être consid-

érés:

1. Si tu = 0, le noeud appartient à la surface libre et les conditions aux limites sur le
noeud peuvent être représentées par u ̸= 0; v ̸= 0; w ̸= 0.

2. Si tu < 0, le noeud est en contact avec la surface de l’outil (force de compression) et
les conditions aux limites sur le noeud peuvent être représentées sous la forme u =

0; v ̸= 0; w ̸= 0.
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La solution linéaire est effectuée de manière itérative jusqu’à ce que les conditions de con-

tact soient également satisfaites et que la configuration cinématiquement admissible soit obtenue.

Une fois que la configuration cinématiquement admissible est obtenue, la configuration

d’équilibre statiquement acceptable qui satisfait à la fois l’équilibre thermique et mécanique

est déterminée à l’aide de la formulation mathématique de l’API. La vérification des con-

ditions de contact en utilisant la méthode de la surface libre est effectuée lors des calculs

d’équilibre mécanique, également pour maintenir la précision.

Résultats de la simulation et discussion

Enutilisant la formulation empirique proposée par Johnson etCook [Johnson&Cook, 1983]

pourmodéliser le comportement thermo-viscoplastique, la limite d’élasticité peut être définie

comme suit:

σY

(
εvp, ε̇vp, T

)
= [A+B (εvp)

n]

[
1 + Clog

(
ε̇vp

ε̇0

)][
1−

(
T − T0

Tm − T0

)m]
(6.19)

À l’aide de cemodèle, nous avons simulé le processus de forgeage de 4modèles différents et

comparé les résultats obtenus avec l’API et les simulationsde référence réalisées avecABAQUS®Explicit.

Lepourcentaged’erreurmoyendans les résultats est calculé en considérantque, l′erreur% =

V aleur Réf érence−résultatAPI
V aleur Réf érence

.

Vis 2D Axisymétrique

Le cas considéré de la vis axisymétrique est détaillé dans la Sec. (4.2.1) et les formes finale et

initiale de la pièce et des outils sont donnés à la fig. (4.1). En comparant les résultats obtenus

par l’API et les simulations de référence, nous pouvons voir que l’API permet une bonne ap-

proximation des résultats avec un petit nombre de pas (~ 15-30 pas) même avec une analyse

couplée température-déplacement. L’erreur dans la valeur maximale de la déformation plas-
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tique équivalente calculée est d’environ 12%, celle de la contrainte de Von-Mises est d’environ

9% et celle de la température est environ 1%. Nous constatons également que les tailles de pas

utilisées dans l’API jouent un rôle important dans la prévision des températures et, par con-

séquent, des contraintes en cas de variation importante de la vitesse de déformation plastique.

Les grands pas de temps entraînent un effet plus important de la fraction de chaleur inélas-

tique et par conséquent des températures plus élevées. Il faut veiller à ce que les pas de temps

soient suffisamment fins pour capturer les effets de la transformation du travail plastique en

chaleur. Cet effet peut être mieux exprimé à l’aide de la figure (6.1) qui suit l’évolution des

variables de champ au noeud 236.

Figure 6.1: Evolution des valeurs de champ au noeud 236 - Vis Axisymétrique, travail inélastique compris. a) Déformation

plastique équivalente b) Contrainte de Von-Mises c) Température

Il est facile de constater que la simulation à 30 pas surestime le champ de température en

raison de l’effet important de la taille des pas, tandis que la simulation à 80 pas dans l’API
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atténue l’effet de la taille des pas et donne donc des résultats comparables aux résultats de

référence alors que la déformation plastique équivalente dans les deux cas reste à peu près

constante.

Roue 2D Axisymétrique

Lemodèle de la roue 2Daxisymétrique est unmodèle capable de capturer les effets de l’évolution

des contacts et l’effet de la taille des pas dans l’API. La forme de la pièce finale, le lopin initiale

et les outils utilisés pour les besoins de la simulation sont illustrés aux fig. (4.9) et fig. (4.10).

Les résultats de la simulation sont illustrés sur les fig. (6.2) et fig. (6.3).
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Figure 6.2: Résultats de référence - Roue Axisymétrique. a) Déformation plastique équivalente b) Contrainte équivalente

de Von-Mises c) Température

127



Figure 6.3: Résultats API - Roue Axisymétrique. a) Déformation plastique équivalente b) Contrainte équivalente de Von-

Mises c) Température

En comparant les résultats, on constate que l’API produit des résultats très proches de ceux
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de la simulation de référence. La taille des pas a un effet notable, en raison duquel le champ

de température peut être surestimé ou sous-estimé en raison des grands intervalles de temps

utilisés. Les grands pas de temps peuvent entraîner des pertes plus importantes en raison de la

conduction entre la pièce et la surface de l’outil, ainsi que des gains plus importants en raison

de l’effet plus important du travail plastique.

Ecrasement d’un lopin 3D

Le premier modèle 3D complet que nous avons envisagé est celui de l’écrasement d’un lopin.

Les détails de la simulation peuvent être vus dans la Sec. (4.2.3). Les résultats montrent qu’en

raison de la simplicité du modèle, nous pouvons obtenir de bons résultats même avec une

approche à un pas (AI), mais pour capturer correctement les effets du travail plastique accu-

mulé dans des modèles plus complexes, plusieurs pas seront nécessaires. Les résultats de la

simulation peuvent être analysés en comparant l’évolution des valeurs de champ au noeud

580 comme indiqué sur la figure (6.4).

Figure 6.4: Evolution des valeurs de champ au noeud 580: Référence vs API - Ecrasement 3D

Coupe 3D

En raison de la simplicité dumodèle d’écrasement 3D, nous avons unmodèle légèrement plus

compliqué de forgeage d’une coupe 3D. Les détails des paramètres de simulation peuvent être

trouvés dans Sec. (4.2.4). Comme dans les cas précédents, l’API montre son efficacité dans la
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prédiction des déformées et des valeurs de champ avec une erreur minimale. Les deux mod-

èles 3D que nous avons considérés dans ce manuscrit ont été considérés comme isothermes.

Des études complémentaires comprenant le contact thermique complet et le travail plastique

doivent être envisagées pour établir la robustesse de l’API pour les simulations complètes de

forgeage à chaud en 3D, mais n’ont pas été tentées dans ce travail en raison des contraintes de

temps. Néanmoins, les résultats des simulations axisymétriques 2D sont très encourageants

et nous nous attendons à ce que l’API soit unoutil très puissant pour la simulationplus rapide

du procédé de forgeage à chaud.
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Modélisation numérique thermo-viscoplastique du procédé de forgeage des métaux par l’Approche Pseudo 
Inverse 

Le forgeage à chaud est un procédé de formage des métaux utilisé pour former des matériaux qui sont difficiles à former à froid 
ainsi que pour réaliser des géométries complexes. La réduction de la limite d’élasticité à haute température et une augmentation 
subséquente de l’aptitude à la mise en forme constituent le principal mécanisme à l’origine du procédé. Les méthodes numériques 
constituent un moyen efficace de prédire les états de contrainte / déformation du produit à différentes étapes de la mise en 
forme. Bien que les méthodes classiques soient suffisamment précises pour fournir une représentation appropriée du procédé, 
elles ont tendance à être coûteuses en ressources informatiques. Cela limite leur utilisation dans des cas concret, en particulier 
pour des études d’optimisation du procédé. L’approche pseudo inverse (API), développée dans le contexte du forgeage à froid 2D 
axisymétrique, fournit une estimation rapide des champs de contrainte et de contrainte dans le produit final pour une forme 
initiale donnée. Dans ce travail, l’API est étendue pour inclure les effets thermiques et viscoplastiques dans le procédé de forgeage 
ainsi que dans le cas général 3D. Les résultats sont comparés aux codes commerciaux disponibles basés sur les approches 
classiques pour montrer l’efficacité et les limites de l’API. Les résultats obtenus indiquent que l’API est un outil assez efficace 
pouvant être utilisé à la fois pour des simulations 2D et 3D du forgeage à chaud. 

 

 

Mots-clés en français : L'approche Pseudo Inverse, Grandes déformations, Comportement thermo-viscoplastique, Mise en forme des 

matériaux, Méthode des éléments finis, Forgeage à chaud 

Thermo-viscoplastic numerical modeling of metal forging process by the Pseudo Inverse Approach 

Hot forging is a metal forming process used to form difficult-to-form materials as well as to achieve complex geometries. The 
reduction of yield stress at high temperatures and a subsequent increase in formability is the primary mechanism that drives the 
process. Numerical methods provide an efficient means to predict the material yield and the stress/strain states of the product at 
different stages of forming. Although classical methods are accurate enough to provide a suitable representation of the process, 
they tend to be computationally expensive. This limits its use in practical cases especially for process optimization. Pseudo Inverse 
Approach (PIA) developed in the context of 2D axisymmetric cold forming, provides a quick estimate of the stress and strain fields 
in the final product for a given initial shape. In this work, the PIA is extended to include the thermal and viscoplastic effects on the 
forging process as well as to the general 3D case. The results are compared with commercially available software based on the 
classical approaches, to show the efficiency and the limitations of PIA. The results obtained indicate that PIA is a quite effective 
tool that can be used for both 2D and 3D simulations of hot forging. 

 

 

 

Mots-clés en anglais: Pseudo Inverse Approach, Large deformations, Thermo-viscoplastic behaviour, Material forming, Finite element method, 

Hot forging  
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