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GLOSSARY

chatbot or chatterbot, is a computer program designed to simulate con-
versation with human users, especially over the Internet. 15

FPS A First Person Shooter is a video game genre where "first person"
refers to the point of view : the player assumes the field of vision of
the protagonist, so that the game camera includes the character’s
weapon, but the rest of the character is not seen. "Shooter" refers
to the action : the game interaction largely involves moving, aim-
ing, and shooting a gun. First-person shooter games first became
popular with the release of Doom in 1993. 3,

griefer (or grief player) A player who derives his/her enjoyment not from
playing the game, but from performing actions that cause grief to
the opponents and disrupt their enjoyment of the game. (Mulligan
and Patrovsky, 2003; Rubin and Camm, 2013) 3, 7

hitbox An invisible shape commonly used in video games for real-time
collision detection. 4

MMO An online game with large numbers of players, typically from hun-
dreds to thousands, on the same server. 4,

MOBA Also known as action real-time strategy (ARTS), is a game genre
where the objective for the player teams is to defend their home-
base from being destroyed by the opposing team. The first team to
destroy the opponent’s base wins (usually a single structure in the
center of the base, often referred to as an Ancient, serves as the
game ender). 4,

NPC A video game character that is controlled by the game’s artificial
intelligence (AI) rather than by a player. It can serve a number of
purposes in video games as shown in 1.1.2. 4,

overfitting in machine learning, overfitting happens when a model learns
the detail and noise in the training data to the extent that it nega-
tively impacts the performance of the model on new data. 20
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1. INTRODUCTION

Who has never played video games? This hobby is one of the favourite
of French people. In 2017, the percentage of regular players in the French
general population was estimated at around 53% 1. All generations take
part in this activity and the average age of French players is around 34
years old. Over the last twenty years, the industry as well as its consumer
practices have evolved significantly. Video games gradually gained pop-
ularity and can now be be found in nearly every French home. One of
the markers of this success is the historical turnover of the video game
market which reached 4.3 billion euros in 2017 with a record growth of
18% 2.

The history of video games goes as far back as the late 1940s when the
first ever electronic game was patented: the "Cathode ray tube Amuse-
ment Device" by Goldsmith Jr. and Mann. The device simulates the tra-
jectory of a missile being fired at targets on a cathode ray tube screen.
Its trajectory can be controlled by the player by adjusting buttons to reach
the still targets on the screen. After that, academic computer scien-
tists began designing simple games and simulations as part of their re-
search. But it is not until 1971 that the first coin-operated video game
was commercially sold : the Computer Space. A year later, the Mag-

navox Odyssey was the first home console to be commercialised. Video
games were finally making their way into the homes of the general pub-
lic. The golden age of arcade video games ranged from 1978 to 1982.
During this time, they were very popular and could be found in many

1. SELL/GfK study "Les Français et le jeu vidéo" on a base of 1023 people aged 10
to 65, October 2017.

2. SELL data, from the GSD/GameTrack/App Annie Intelligence panels at the end
of 2017.
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1.1. Different Types of Bots

shopping centres. Affordable home consoles were also enabling people
to play games on their home TVs. Since then, the video game industry
has constantly evolved to become what we know now. Video games can
now be played on many platforms such as PC, home or handled con-
soles, phones and with virtual reality headsets.

Game playing was an area of research in Artificial Intelligence (AI) (see
the list of acronyms on page ix) from its inception. An early example is
Ferranti’s NIMROD (Ferranti, 1951). Designed for the 1951 Festival of
Britain exhibition by John Bennett and built by engineer Raymond Stuart-
Williams to play the Nim game, a mathematical game of strategy. This
is the first digital computer specifically designed to play a game. It is the
first system that allows a human player to play against a digital opponent.
The player would make moves by pressing buttons on a panel, with each
button corresponding to a light on the machine. The computer would then
run through calculations to make its move based on the player’s actions.
However, at that time, games were mostly implemented on discrete logic
and strictly based on the competition of two players, without AI. Games
that featured a single player mode with enemies started appearing in the
1970s. But it was only after the success of Space Invaders (1978) that
the idea of digital opponents was largely popularised. A famous example
is Pac-Man (1980) which introduced AI patterns to maze games, with the
added quirk of different personalities for each enemy. Quickly after, AI
was used to control other types of characters in games. Dragon Quest IV

(1990) for instance, introduced a "Tactics" system, where the user could
adjust the AI routines during battles. These characters controlled by a
computer program are what we call nowadays: a bot, short for robot. In
the next section we will describe the different types of bots for readers
who are not familiar with them. This will avoid any confusion in the rest
of the manuscript.

1.1 Different Types of Bots

1.1.1 Cheat Bots

Nowadays, bots tend to have bad publicity. Indeed, this term is increas-
ingly associated with cheating in online multiplayer games. Even if it im-
plies to break the terms of the End User License Agreement (EULA) and
to risk to see their accounts suspended or banned, some players might
cheat in multiplayer games for a variety of reasons (Consalvo, 2009).

2



Chapter 1. Introduction

Some might find a game too difficult or time-consuming and would rather
use cheats to fast-forward through tedious content, areas, or gameplay.
Others may also wish to acquire status or prestige, and use specific tech-
niques or programs to speed up their progression in the game. The
griefers (see glossary on page xi) on the other hand, cheat only for the
fun of causing distress and anger in other players and may not neces-
sarily be tied to actual self-advancement in the game. However, cheat-
ing can have disastrous consequences on a video game. Unlike single
player cheating where the player is only affecting his/her own gaming ex-
perience, multiplayer cheating affects everyone playing in the server. It
can break the game’s fundamental rules, and thereby ruin the enjoyment
of earnestly players, or utterly destroy the game’s challenge. To tackle
this issue, video games companies attempt to provide some correctives
by developing anti-cheat systems, but sometimes, it is not enough and
game worlds can simply be abandoned due to the rampant cheating.

Cheating techniques can be divided into two categories of underlying
vulnerability: inadequacies in the system design and human vulnerability
(Yan and Randell, 2009). For example, cheater can exploit bugs or loop-
holes in the game design and implementation. They can also tamper the
code of the game client or its data and configuration files. They can also
modify the client infrastructure such as the graphics driver for instance,
which can be modified to display the game differently. Man-in-the-middle
attacks (MITM) attacks can also be introduced, which allows to intercept
and/or manipulate data in real-time while in transit from the client to the
server or vice versa. Cheaters can also use this type of attack to ei-
ther delay responses from their opponents or delay their own answers for
their advantage. There are other cheating techniques that rely on human
vulnerability and are therefore not considered to be cheat bots. Some
examples include social engineering (which consists in tricking players
into entering their ID and password in malicious systems), collusion of
players, or escaping from the game when the player is on the point of
losing.

While some types of cheats can be generic and found in any games,
others depend on the game genre (Yeung and Lui, 2008). Cheats in
First Person Shooters (FPS) games include aimbots, which allow to au-
tomatically aim at opposing players with unnatural speed and accuracy,
and wall hacks, which allow players to see, and sometime even to click,
through the scenery and therefore find opponents who are hiding nearby

Draft : December 17, 2018 3



1.1. Different Types of Bots

(Tian et al., 2012). These cheats can be used along with a triggerbot

that automatically shoots when an opponent appears within the aiming
reticule of the player. Some cheats might also increase the size of the
enemies’ hitbox allowing the player to shoot next to the enemy and be
detected by the game as a hit instead of a miss. Another famous us-
age of bots are in Multiplayer Online Battle Arenas (MOBAs), where they
can instantly avoid spells from other players. In financial and monetary
games, like most Massively Multiplayer Online games (MMOs), players
commonly called gold farmers, use cheats to automatically mine hight
level items in the game and resell them for real cash. They can also
repeatedly defeat monsters in a specific area of the game and then re-
sell the rewards. Gold farming can affect a game’s economy by causing
inflation (Jin, 2006; Heeks, 2010). They may also degrade the game ex-
perience for other players since they tend to occupy the most efficient
areas of the game to gain wealth and items, forcing players to compete
even more to obtain these items (Heeks, 2010).

Enforcing fairness in online gaming is very important to avoid honest
players to feel deprived, lose interest, and eventually leave the game. The
gaming industry therefore needs to put in place effective strategies to de-
tect cheating. One of the techniques that is almost a standard is the use
of CAPTCHA (Complete Automated Public Turing Test to Tell Computers
and Humans Apart)(Yampolskiy and Govindaraju, 2008). This test allows
to challenge the user with a task that most humans can pass but that cur-
rent computer programs cannot. However, such a system is not sufficient
when the user is is a human assisted by a program or vice versa. It is
therefore necessary to have other systems such as those that analyse
network traffic information (Chen, Jiang, et al., 2009; Hilaire et al., 2010).
Another solution is to analyse the behaviour of the players in the game
(Chen and Hong, 2007; Tian et al., 2012; Alayed et al., 2013).

1.1.2 Non-Player Characters

While cheat bots are illegitimately introduced into the game by some
unscrupulous players, other bots form an integral part of the game. These
bots, commonly called Non-Player Characters (NPCs), are characters
controlled by the game for players to interact with, as opposed to Player

Characters which are controlled by the human players playing the game.
They may serve a number of purposes in the game (Warpefelt and Ver-
hagen, 2017). They can be friendly towards players, like Companions

4



Chapter 1. Introduction

or Pets for instance, who follow and assist the player character through-
out the game. Other NPCs simply have the role of fulfilling a function
such as Quest Givers who can help advancing the story line or provide
side-quests. Vendors are also often present in video games. They can
play the role of traders or shopkeepers with whom players can buy items
such as weapon, ammunition or healing potions with virtual money. Hos-
tile characters are referred to as Enemies (monsters, troopers, bosses,
. . . ). Finally, NPCs may also supply background information (history, lore,
cultural attitudes) or simply populate the environment.

As we can see, each type of NPC is usually implemented to play a
specific task in the game world. Most of the time, their behaviours are
scripted and automatically triggered by certain actions or dialogue with
the player characters. In early video games, NPCs only had monologues
with the text being displayed in dialogue box, floating text or cut-scenes.
Similar to this is non-branching dialogue, where the player character
can initiate conversations and respond to NPCs. More advanced video
games feature interactive dialogue (Collins et al., 2016), or branching di-
alogue, where when talking to an NPC, the player is presented with a list
of dialogue options and may choose between them. Each choice may
affect the conversation, as well as the course of the game.

This type of bot is not to be confused with the second meaning of
"NPC" which refers essentially to regular characters controlled by em-
ployees of the game company. These "non-players" are often distin-
guished from player characters by avatar appearance or other visual des-
ignation, and often serve as in-game support for new players.

1.1.3 Virtual Players

In multi-player games, a special type of bot - that we call "virtual play-
ers" - can be used in place of human players. Their role is to play the
game as a human player would. They may play the role of opponent or
ally against other bots and human players, either over the Internet, on a
Local Area Network (LAN) or in a local session.

In FPS games from the late 90s to early 2000s, virtual players were a
feature that seemed almost ubiquitous. Pretty much any games with a
significant multiplayer component would have bot support (as for exam-
ples : Red Faction (2001), Star Wars Jedi Knight II: Jedi Outcast (2002),
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1.1. Different Types of Bots

James Bond 007: Nightfire (2002) and even platform games such as
Conker’s Bad Fur Day (2001)). So did the first four editions of Battle-

field (2002, 2004, 2005 and 2006). This game may have been the one
where bots were the most needed since its maps are way bigger than
the arena shooters mentioned previously and would require between 16
to 64 players. However, since 2006, bots are relatively dismissed. Nowa-
days, games with a big multiplayer component are not likely to have a bot
match mode. They are by no means extinct, but they are kind of a luxury
feature. Developing such bots is a very expensive task. The majority
of NPCs encountered in games are heavily scripted and intended only
to cope with a very narrow set of circumstances that are largely in the
control of the developer. They do not need to be able to adapt to what
is happening in the game, they are simply performing pre-scripted ac-
tions in response to predetermined triggers. Virtual players on the other
hand, need to be able to play the game as closely as possible to how any
other human player would. They need to be able to use all of the abilities
that are available to real players, and they need to understand and react
appropriately to any situation that might arise. That requires a lot more
work which means a higher cost. Also, customers having greater access
to the internet, their demand for such bots was naturally decreasing as
they could play with other people more easily. As a result, programming
bots is no longer financially worth the cost for video game companies and
they would rather focus more on other features more valuable.

However, virtual players are still very much needed. Even though in-
ternet access today is much better than it was 15 years ago, there are
still areas where it is not sufficient to fully enjoy a multiplayer game ses-
sion. According to a study conducted by UFC-Que Choisir (2017), no
less than 7.5 million consumers (or 11.1%) can not access an offer of In-
ternet connection with a theoretical bitrate higher than 3 Mbit/s in France.
But in games where timing is key, such as first-person shooter and real-
time strategy games, any sort of latency need to be avoided, whether it
is due to a bad network connection or a lack of processing power. Low
latency means smoother gameplay as updates of game data are per-
formed faster between the players’ clients and game server. It has been
shown that network delay differences between players lead to unfairness
or imbalanced game (Zander and Armitage, 2004). Disruptions due to
network problems are particularly annoying for players (Oliveira and Hen-
derson, 2003) and it can significantly affect a player’s decision to leave
a game prematurely (Chen, Jiang, et al., 2009). For the unlucky players

6



Chapter 1. Introduction

who do not have a good enough connection, virtual players allow them to
still be able to play and enjoy the game they purchased.

The new player experience can also be improved thanks to virtual play-
ers. They can help to get over the steep learning curve of some games
by providing a relatively safe way to learn basic mechanics without being
blamed by the other players for lack of skills. It is essential not to see
the majority of new players quickly lose interest in the game due to a too
hostile environment (Mulligan and Patrovsky, 2003, p. 198). This is also
the case for players who are not very good at the game and who do not
want to spend hours training. These players can also loose interest in
the game since they do not enjoy being there as simple cannon-fodder,
getting dismantled by expert players. Some players also prefer to avoid
servers where their gaming experience can get spoiled by griefers and
their toxic behaviours. Bots can therefore extend the public of a video
game.

One of the most important benefits that virtual players can bring to a
game is to increase its longevity. Since the late 90s, scientists warn that
we may be creating a "digital dark age" (Kuny, 1998; Brand, 1999). It
refers to a lack of historical information in the digital age as a direct re-
sult of outdated file formats, software, or hardware that becomes corrupt,
scarce, or inaccessible as technologies evolve and data decays. The
video game industry is not immune to this phenomenon. The Preserv-

ing Virtual Worlds project (McDonough et al., 2010) carried out between
2007 and 2010 has allowed to develop basic standards for metadata and
content representation for long-term archival storage after investigating
the issues surrounding the preservation of video games and interactive
fiction. While these initial efforts provided hopeful signs, work is still
needed to find a permanent solution. In the meantime, some compa-
nies, such as the digital distribution platform GOG.com (formerly Good
Old Games), are looking for solutions to put old games back on sale.
However, even after getting an old game running again on a modern
computer, it is kind of a wasted effort if it was based on online multi-
player only. At least for video games providing virtual players, the servers
can be easily populated, allowing the players to play their favourite old
game as it was in its heyday. This is necessary to preserve video games
as it provides a snapshot of the past by demoing how the game used
to be played. Nowadays, AAA game companies regularly release new
titles, encouraging the fan-base to jump to the new ones and to leave
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1.2. Believability of virtual players

the old ones as ghost-towns where only the hardcore and nostalgic play-
ers remain. For example, despite the fact that Battlefield 4 is relatively
new (released in 2013), it is already difficult to find servers to play the
subsidiary game modes. Virtual players can play a major role in populat-
ing these servers. Indie games who can not rely on a massive fan-base
can also make use if bots. They can make the waiting much nicer when
players join empty servers hopping that others will slowly trickled until the
server is full. In summary, virtual players can be seen as nurturers for
when a game is taking off, stand-ins when it is going well, carers dur-
ing its waning years, and ghostly companions for when nostalgic players
want to play the game years later.

1.2 Believability of virtual players

Powerful anti-cheat systems, as well as entertaining and engaging
NPCs and virtual players, are some of the features that make the suc-
cess of a video game. However, since the gaming industry is very com-
petitive, companies are subject to severe time constraints and are ex-
pected to deliver high quality results in a very short time. They can not
necessarily take the risk of investing time and effort in developing inno-
vative and sustainable solutions for all these components of a game. For
this reason, the scientific community plays an important role in bringing
new, advanced and original solutions to create value both for video game
companies and their consumers.

The expectations of today’s gamers have evolved with improvements in
game design. They now expect truly believable and realistic gaming envi-
ronments with complex stories, characters and actions. Our work focuses
on the believability of virtual players (or bots) in multiplayer video games.
Unlike the realism of a character where the visual aspect is extremely
important, its believability on the other hand, depends on its actions and
strategies. Loyall (1997) clearly illustrates the difference between these
two aspects with the example of the character of the Flying Carpet in the
Disney animated film Aladdin: "It has no way of being realistic, it is a to-

tally fantastic creature. In addition, it does not have many of the normal

avenues of expression: it has no eyes, limbs nor even a head. It is only

a carpet that can move. And yet, it has a definite personality with its own

goals, motivations and motions." When it comes to virtual players in video
games, they are considered believable when the players have the impres-
sion that it is controlled by another human player (Tencé, Buche, et al.,

8



Chapter 1. Introduction

2010). Many researchers have made the point that players enjoy a game
more if they believe that their opponent is another human represented
in the game by an avatar, rather than a computer-controlled player. For
example, in (Weibel et al., 2008), players who were convinced that they
were playing against human opponents at the video game Neverwinter
Nights (an online role-playing game), reported a greater sense of immer-
sion, engagement and flow, as well as and greater enjoyment. In (Lim
and Reeves, 2010), the researchers reported that the players exhibited
greater physiological arousal when the opponent was introduced as a hu-
man rather than a bot. Also, in (Soni and Hingston, 2008), bots trained
using examples of human play traces were found to be more challenging
and enjoyable opponents than the standard scripted bots.

Over the years, different approaches have been used for the imple-
mentation of such bots. However most of the time, these bots were ei-
ther not assessed, or they were evaluated using different protocols. Yet,
in order to make improvements in the development of believable bots, a
generic and rigorous evaluation needs to be set up, that would allow the
comparison between new systems and existing ones. According to Clark
and Etzioni (2016), “standardised tests are an effective and practical as-

sessment of many aspects of machine intelligence, and should be part of

any comprehensive measure of AI progress". Although the evaluation of
bots’ performance can be performed through objective measures (com-
paring score or time spent to complete a level), the evaluation of bots’
believability is complex due to its subjective aspect.

1.3 Contribution

The objective of this thesis is to provide a solution for assessing the
believability of virtual players in multiplayer video games. The literature
review allowed us to analyse the existing protocols and thus to identify
seven characteristics that vary significantly from one assessment to an-
other. Our analysis also highlighted that evaluation methods frequently
modify the gameplay, introducing a significant risk of bias. This is a seri-
ous shortcoming as virtual players are thus assessed in a specific context
and not in the context of the game the way it should be played: this could
skew the results of the assessment. We consequently embarked on a
system of trial and error, each new protocol drawing on the successes
of its predecessor whilst eliminating the failures. To facilitate the imple-
mentation of these trials, we have developed a computer system that
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partially automates the execution of the evaluation process. This system
is flexible and has shown its genericity by being used in several config-
urations. Finally, we arrived at a novel proposal which allows gamers to
indirectly asses the believability of virtual players by using the reporting
systems traditionally used to report cheating, abuse and harassment in
online video games. The goal of our proposal is to add options in re-
porting forms that would report the presence of bots. We hypothesised
that the more often a bot is reported, the less believable it is. In order
to validate our approach, we conducted an experiment which gave very
promising results.

1.4 Manuscript Organisation

This manuscript is structured as follows:

Chapter 2 provides a literature review of the protocols previously used
to assess the believability of virtual players. After analysing them in de-
tail, we identified seven features that characterise the assessments and
which vary significantly from one to another. When designing a new pro-
tocol, these features need to be chosen carefully in order to not introduce
a bias into the evaluation. After an in-depth analysis of these protocols,
we give recommendations for the features that are well established. We
also identify the other features that still need further study and testing to
be determined.

In chapter 3 we present our first protocol proposal. During the litera-
ture review we found out that the video game’s gameplay could be af-
fected by the assessment process. To avoid this we sought to hide the
purpose of the evaluation by building a questionnaire aiming attention at
several aspects of the game - the goal being to disperse the attention of
the participants on the whole game rather than simply on their opponent.
To facilitate the execution of the evaluation, we developed a system that
partially automates the evaluation process. It’s structure and implemen-
tation is also presented in detail in this chapter as well as the results of
the experiment we carried out to validate our approach.

Chapter 4 presents the evaluation that we had the chance to organise
during a competition that took place at the national conference: PFIA17.
We took advantage of this event to profile the judges according to their
ability to correctly distinguish bots from human players. The method used

10
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to carry out this experiment as well as the results obtained are provided
in details.

From the observations that we could make during our previous experi-
ments, we came up with a completely new design, detailed in chapter 5.
For this new approach we tried to use the game as it is normally played,
with the aim of minimising as much as possible the impact of the assess-
ment on the gameplay. We decided to take inspiration from the reporting
systems already present in many video games. Once again we describe
the experiment we carried out to evaluate our approach and present the
promising results we obtained.

In chapter 6 we conclude with a summary of the work we have done
and we provide some prospects for improvements to finalise the solution
we implemented to evaluate the believability of virtual players in multi-
player video games.
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on Artificial Neural Networks
proceedings (Even et al., 2017)

IWANN 2017

The popularity and sales of a video game as well as its replaybil-
ity can be greatly influenced by the implementation quality of its virtual
players (Scott, 2002). For example, an unbeatable bot would be frus-
trating to play against while a predictable one would be boring. Indeed,
according to Daniel Livingstone (2006), modern video games do not re-
quire unbeatable AI but believable AI. Also, recent experimental results
(Soni and Hingston, 2008) show that believable bots increase user’s en-
joyment. Different approaches have been adopted for the development of
believable bots, such as systems based on connectionist models (Hoorn
et al., 2009; Llargues Asensio et al., 2014), production systems (Laird
and Duchi, 2001; Polceanu, 2013) and probabilistic models (Le Hy et al.,
2004; Gorman et al., 2006; Tencé, Gaubert, et al., 2013) - to mention
just a few. Generally, the proposed systems are not assessed, and when
they are, the results obtained can not be compared as different protocols
have been used. However, in order to make advances in this field, many
authors (Mac Namee, 2004; McGlinchey and Livingstone, 2004; Gorman
et al., 2006) pointed out the need of a generic and rigorous evaluation
that would allow the comparison of new systems against existing ones.
The Evaluation of AI in games research has been identified as one of the
main challenges in game AI research (Lucas et al., 2012). In this chapter,
we review evaluation techniques for assessing the believability of virtual
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players and we provide a comprehensive analysis of the evaluation fea-
tures. We conclude by suggesting prospects for improvement.

2.1 Defining Believability

The first notions of believability came from the character arts (Verha-
gen et al., 2013). According to Bates (1994), the notion of believable
characters does not refer to an honest or reliable character, but one that
provides the illusion of life and thus permits the audience’s suspension
of disbelief 1. To create this illusion, the authors Thomas and Johnston
(1981) presented the 12 basic principles of animation in their reference
book on Disney animation, dealing for instance with the basic laws of
physics, emotional timing and character appeal.

While no interactions are possible in animation, video games and vir-
tual environements allow users to interact with their characters and inhab-
itants. The impact of these virtual agents on users has been studied for
many years. The notions of presence (Schuemie et al., 2001) (the psy-
chological sense of “being there" in the environment) and co-presence
(Goffman, 1963) or social presence (Heeter, 1992) (the perception and
feeling of “being with" others) are often evaluated and can be measured
using self-report or behavioural measures (Bailenson et al., 2004). When
the agents have the ability to generate gesture, facial expression and
speech to enable face-to-face communication with users, they are called
Embodied Conversational Agent (ECA). One aspect of these agents that
is frequently adressed is their believabilty (Magnenat-Thalmann et al.,
2005; Bosse and Zwanenburg, 2009; Bevacqua et al., 2014) which is de-
termined by many aspects such as emotions, personality, culture, style,
adaptation to the context, and many others (Poggi et al., 2005).

The concept of believability for characters in video games can be di-
vided into two broad classes (Julian Togelius et al., 2012): character be-

lievability and player believability. Character believability refers to the
belief that a character is real. Therefore, most aspects of animation and
graphics rendering are very important. In this case, the notion of believ-
ability coincides with the definition in character arts and animation. On
the other hand, player believability refers to the belief that a character is

1. term coined by Coleridge (1817), who suggested that even though a reader or a
spectator knows that the story and the characters are not real, he/she may set aside his
scepticism and have feelings and reactions as if it was real.
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controlled by a human player (Tencé, Buche, et al., 2010) and that its be-
haviours are the result of some ongoing input from a human player who
is aware of what the character is doing in the game.

As we can see, the notion of believability is largely domain dependant.
Our work will chiefly apply to player believability rather than character be-
lievability. For more information on character believability; refer to (Loyall,
1997; Bogdanovych et al., 2016) and the Social Believability in Games
Workshop (Verhagen et al., 2013). The next section offers a review of
existing methods used to assess believability of virtual players.

2.2 Assessing Believability

The Turing test is widely considered as being a pioneering landmark
for believability assessment (Marcus et al., 2016). Developed by Turing
in 1950, it tests the ability of a chatbot to exhibit intelligent behaviour,
indistinguishable from that of a human. In its standard interpretation, a
human judge converses via text-only with a human confederate and a
computer program. If by using only the responses to written questions,
the judge can not reliably tell the chatbot from the human, it is said to
have passed the test.

A way of evaluating AI is to organise competitions. According to To-
gelius (2016), the advantage of competitions is that they provide fair,
transparent and reusable benchmarks. Most competitions in computer
games are aimed at the development of superhuman-level opponents
such as the famous chess program Deep Blue (M. Campbell et al., 2002)
or the recent Go program AlphaGo (Silver et al., 2016). In recent years
we have seen the emergence of competitions oriented toward the imple-
mentation of human-like (or believable) opponents such as the 2K Bot-
prize competition (Philip Hingston, 2009) or the Turing Test track of the
Mario AI Championship (Shaker et al., 2013).

The BotPrize is particularly interesting as it has evolved significantly
over the years. It was held annually between 2008 and 2014 (except in
2013) at the IEEE Conference on Computational Intelligence and Games.
It is a variant of the Turing test (Turing, 1950) which uses the “Death-
match" game-type mode of the video game Unreal Tournament 2004

(UT2004) developed by Epic Games, a FPS whose objective is to kill
as many opponents as possible in a given time (and to be killed as few
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times as possible). The different versions of the BotPrize are described
below:

First version: Its first two editions were held in 2008 and 2009 (Philip
Hingston, 2009) and used the same protocol (as illustrated in Figure
2.1a). They were run in five rounds of ten minutes. In each round, each
human judge was matched against a human confederate and a bot. The
confederates were all instructed to play the game as they normally would.
At the end of each round, the judges were asked to evaluate the two op-
ponents on a rating scale (from “1: This player is a not very human-like

bot", to “5: This player is human"), and to record their observations. In
order to pass the test, a candidate (by candidate we refer to the entity
being evaluated e.g. a bot or a human player) was required to be rated 5
(this player is human) from four of the five judges.

Logistically this competition was quite difficult to implement. There
were two rooms: one with a computer for each server and for each con-
federate, and another room with a computer for each judge. No communi-
cation between the two rooms was possible other than by the organizers,
or via game play. Spectators were able to come to the judges’ room to
watch the games in progress.

Second version: In 2010, a new design was implemented (see Figure
2.1b) (Philip Hingston, 2010), born from the desire to make the judging
process part of the game. The organisation of this new version was much
more simple since there was no need for confederates or a secret room.
Only one server was running continuously, where human judges and bots
could connect at any time. A weapon of the game (the Link Gun) was
modified for the judging process. This weapon had two firing modes (one
for each button of the mouse) that could be used to tag an opponent as
being human or bot (the vote was final). If the judgement was correct,
the result was the death of the target, if incorrect, the death of the judge’s
avatar.

Both bots and humans were equipped with the judging gun and could
vote. This modification to the system introduced a bias in the evalua-
tion process as the gameplay was adversely affected. Whereas before,
players would move quickly in order to not present an easy target, in the
new competition human players are easily spotted as they are tempted
to stop and observe their opponents to make a judgement (Thawonmas
et al., 2011). Furthermore, judges may be inclined to attempt to commu-
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nicate through movements and shooting patterns (Polceanu, 2013). This
kind of behaviour would not naturally occur in normal gameplay.

Third version: No major changes were made for the 2012 edition. The
only differences were that the judges would not die if they made a wrong
judgement and that they could change their judgement by tagging the
candidate again. Only the tag in place at the end of the game was taken
in account. With this new rule, the judges would not know instantly if they
had made a mistake or not, which would stop them from changing their
judging strategy and would make them judge every candidates the same
way.

Fourth version: In 2014, a consortium of Spanish researchers launched
a new competition 2. Before this version, the testing protocol of the Bot-
Prize competition was always a first-person observation approach (i.e.
the judges play the game). In 2014, the novelty was the addition of a
third-person believability assessment (i.e. the judges observe the game).
While performing the former method, the matches were recorded on the
server. Clips were then selected from these videos and used with a
crowd-sourcing platform where users could vote after watching each clip
(see Figure 2.1c). Different opinions emerge when it comes to chose
whether the assessment should be first or third person oriented or a
combination of both as it has been done here. More details are given
in section 2.3.2.

The 2K BotPrize contest was not the only protocol for assessing the
believability of virtual players. Another gametype of UT2004 called “Cap-
ture the Flag" was used in (Acampora et al., 2012). The objective of the
game is to capture the enemies’ flag and to return it to your own team’s
flag. The authors suggested two ways to assess the believability of bots.
The first one used objective measures : the score of the bot and the dura-
tion of the match. The authors made the assumption that a believable bot
should have a medium score and that the duration of the match should be
relatively high. However, the results obtained can be questionable as the
most believable bot was the one with the lowest score and who played
the longest match. Their second assessment used subjective measures
: 20 videos were recorded where an expert player played against bots

2. Human-Like Bots Competition, presented at the IEEE CIG conference by Raúl
Arrabales : http://fr.slideshare.net/array2001/arrabales-bot-prize2014v2?

from_action=save
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(a) 1st version

(b) 2nd and 3rd versions

(c) 4th version

Figure 2.1 – Illustration of the protocol used for the different versions of
the BotPrize.
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and human players with different levels (novice, medium and high). After
watching 4 videos, judges were asked to evaluate human-likeness on a
7-point Likert scale. An approach similar to this subjective assessment
was used in (Laird and Duchi, 2001) and (Gorman et al., 2006) but with
a different FPS game called Quake II. The protocol’s characteristics of
these player believability assessments can be found in Table 2.2 along
with other relevant references of player believability (in white) and char-
acter believability (in grey) assessments.

Some authors have worked on criteria-based assessment methods
where the believability of bots is ranked by the amount of criteria they
meet. Hinkkanen et al. (2008) proposed a framework that is composed of
two aspects (see Table 2.1): firstly, character movement and animation,
secondly, behaviour. Each criterion is worth a certain number of points
depending on its impact on credibility. Each time a bot fulfils one of the
criteria, it gets the points that are then added up to get a score. An over-
all score is obtained by multiplying the scores from both aspects. With
this framework they evaluated the bots from three video games: Doom

(1993), Quake II (1996) and Tom GlancyâĂŹs Ghost Recon (2001) who
respectively obtained the following score: 9, 25, 42. This chronological
increase in the score illustrates the effort that has been invested to im-
prove the believability of bots over the years. A much more detailed
solution was offered with ConsScale (Raul Arrabales et al., 2010). This
scale is directly inspired by an evolutionary perspective of the develop-
ment of consciousness in biological organisms. It aims at characteriz-
ing and measuring the level of cognitive development in artificial agents.
A particular instantiation has been performed for FPS game bots (Raúl
Arrabales et al., 2012), specifying a hierarchical list of behavioural pat-
terns required for believable bots. This list consists of 48 cognitive skills
spread over 10 levels. However, judges from the 2010 edition of the
BotPrize reported that the list is interesting and appropriate but that it is
difficult to take all the subtler points of the scale into account during the
assessment.

Tencé and Buche (2008) proposed to compute vectors (called “sig-
natures") that characterize humans’ and bots’ behaviours. After defining
the signatures, humans and bots are monitored in order to compute their
own signatures. The distance between each bot’s signature and humans’
signature is calculated. The smaller the distance, the more human-like
the bot. In the example provided in their paper, only two simple types of
signature were used characterizing the movements in the environment.
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Table 2.1 – Framework for evaluating the believability of characters from
(Hinkkanen et al., 2008)

(a) Scores for movement and animation

Requirement for NPC Points

NPC can find the most suit-
able path for its destination.

1

NPC’s movement is not lim-
ited to a certain area, such
as one room.

1

NPC’s movement is not
clumsy or angular.

2

NPCs are aware of each
other and do not collide with
each other.

1

NPC can avoid any dynamic
or static obstacle in game
field.

2

NPC has different anima-
tions for one action.

1

Shifting from one animation
to another is fluent.

1

NPC’s appearance is done
carefully and no unnatural
features can be found in it.

1

Total 10

(b) Scores for NPC’s behavior

Requirement for NPC Points

NPC makes intentional mis-
takes.

2

NPC has human-like reac-
tion times.

2

NPC behaves unpredictably. 1
NPCs are aware of each
other.

2

Cheating in a manner that
player can not detect it.

1

Bad aim when seeing player
for the first time.

1

Logical and human behav-
ior.

1

Total 10

More complex signatures covering a greater range of behaviours would
be necessary before considering using this solution. Also, the risk of
overfitting should be taken into account when implementing such a solu-
tion since it would have a serious impact on the validity of the evaluation.

Such solutions are rather intended to provide a roadmap for the de-
sign of human-like bots. They allow to show the presence or absence of
some specific features that could have an impact on the final result. But
unlike the solutions based on the Turing test, they do not allow to step
back and evaluate the bot’s behaviour as a whole. For this reason we
focused on solutions based on the Turing test for the rest of the study.

As we can see from the descriptions below, the protocols used in the
past for the assessment of virtual player’s believability have characteris-
tics that vary significantly. The process of judging the behaviours of a bot
is by nature a subjective process (Mac Namee, 2004; McGlinchey and
Livingstone, 2004; Daniel Livingstone, 2006) as it depends on the per-
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ceptions of the people playing or watching the game. Having no obvious
physical attributes or features that can be measured, the only solution for
measuring the believability of bots that can be considered is the use of
a questionnaire (Mac Namee, 2004). In some cases, the players fill the
questionnaire after playing the game for some minutes, in other cases
they vote during the game. The judgement can be done by the players
or by observers, and different types of questionnaires are used such as
ranking or comparison. In the next section we propose to analyse char-
acteristics of the protocols collected in Table 2.2.

2.3 Assessment’s Characteristics Analysis

2.3.1 Application

The application used for the evaluation process can be pre-existing or
developed specially for the test. The implementation of a sample game
can be necessary when no open-source games are available (Bernac-
chia and Hoshino, 2014) but it needs to be well-thought-out in order to
not introduce bias unintentionally. A good example from the domain of
character believability is Mac Namee’s simulation of a bar (2004). Two
virtual bars populated by autonomous agents who could buy/drink beer,
talk to friends, or go to the toilet were used. In the first simulation, the
agents had long-term goals, whilst in the second they selected a new
goal randomly every time they completed an action. Mac Namee noticed
a difference in the results probably due to cultural effects : for the Ital-
ian subject, the random selection seemed more believable as for him as
it was unrealistic to have agents returning to sit at the same table time
after time, whereas for the other subjects (from Ireland), this behaviour
seemed more believable. A bar environment was not necessarily an ideal
choice for the evaluation as subjects had diverse expectations as to how
a human would behave. This problem of cultural difference is well known
to researchers interested in the development of virtual agents. Many
approaches have been proposed to design agents that can adapt their
behaviour to the cultural context to which they apply (De Rosis et al.,
2004; Rehm et al., 2007; Lugrin et al., 2017). However, research on un-
derstanding the cultural nuances of game players is lacking (Chakraborty
and Norcio, 2009). Lee and Wohn (2012) showed that there is a small
effect of culture on behaviours in social network games. They found that
cultural orientations affect people’s expected outcomes (social interac-
tion, recognition, relax, or relieve boredom), which in turn affects different
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Table 2.2 – Comparison of the existing experiments

Judges’ level Subjective assessment type
Reference Application

1st or 3rd person

assessment
Duration

No. of

judges novice medium expert

Information

given binary comparison scale comments
How

Laird and Duchi, 2001
Quake II

Deathmatch
3rd 16 x 1 video

candidate’s view
3 min 8 ✓ ✓ A ✓

✓

1 to 10
n/a

Mac Namee, 2004 Simulation of a bar 3rd 2 simulations

global view
as long as needed 13 ✓ ✓ B

✓

2 choices

✓

1 to 5
pen & paper

McGlinchey and Livingstone, 2004 Pong game 3rd video

global view
n/a n/a n/a A

✓

4 choices
✓ n/a

Gorman et al., 2006
Quake II

Deathmatch
3rd 15 x 3 videos

1st person view
20 sec 20 ✓ ✓ ✓ A

✓

1 to 5
✓ online

Bossard et al., 2009 CoPeFoot 1st n/a 48 ✓ ✓ C ✓ pen & paper

Philip Hingston, 2009

(BotPrize v1)

UT2004

Deathmatch
1st 10 min 5 ✓ ✓ A

✓

1 to 5
✓ n/a

Philip Hingston, 2010

(BotPrize v2)

UT2004

Deathmatch
1st n/a 7 ✓ ✓ A ✓ in-game

1st 15 min 3 ✓ n/a ✓ in-game
Llargues Asensio et al., 2014

(BotPrize v3)

UT2004

Deathmatch 3rd 10 x 1 video

3rd person view
1 min 12 ✓ n/a ✓

crowdsourcing

platform

Acampora et al., 2012
UT2004

Capture The Flag
3rd 1 x 4 videos

1st person view
n/a 10 n/a n/a

✓

1 to 7
n/a

Shaker et al., 2013 Infinite Mario Bros 3rd 2 videos

global view
1 min 73 n/a n/a

✓

4 choices
online

Bogdanovych et al., 2016
Everyday life of

the Darug people
3rd 14 x 2 videos

1st person view
n/a 43 n/a B

✓

3 choices

✓

1 to 5
online

Character believability assessment.

A Judges are told that there is a mix of bots and humans.

B Judges know the nature of each entity.

C Judges are given no information.
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usage patterns (giving and offering gifts to game friends, advancing in
the game, customizing their avatar, publishing game status, . . . ). Fur-
ther research on video games are required to examine cultures’ effects
on motives and behaviour in the virtual world (Jackson and Wang, 2013).
Moreover, for this study we can investigate the French population only so
we decided not to focus on the possible effects that cultural differences
could have on the evaluation of bots’ believability.

Choosing a pre-existing video game brings many benefits. According
to Tencé, Buche, et al. (2010), it should be a multi-player game (indeed,
the role of virtual players is to be played against) offering a lot of inter-
action between the players. Action, role playing, adventure and sport
games meet these criteria. Adventure and sport games tend to be dif-
ficult to modify and in particular, they rarely offer the possibility to add
customised bots. The main draw-back of role playing games is that they
rely in large part on communication and natural language which is not
what we intend to evaluate here. Similarly, in order to not impact the as-
sessment, all “chat" options should be disabled (Philip Hingston, 2009).
Action games, especially FPSs, are often a good choice. For the BotPrize
contest, Philip Hingston (2009) chose UT2004 because it is affordable,
readily available, customizable, bots and humans can play together and
do not need to be collocated, and it is easy to interface a bot to the game.
Julian Togelius et al. (2012) argued that FPS are not suitable for believ-
ability assessments as players encounter their opponents for only a few
seconds and in the middle of a chaotic situation. For this reason they
preferred to use the single player game Infinite Mario Bros which does
not meet the criteria of being a multi-player game.

Even when using a pre-existing game, the choice of the map is very
important. In the 2014 BotPrize edition, one of the maps had low gravity
which affected the behaviour of the participants and where even the hu-
man players tended to exhibit bot-like behaviours (Polceanu et al., 2016).

2.3.2 1st or 3rd person assessment

Believability assessment may consider both first person and third per-
son reports. In first person assessment, the judge has two simultaneous
roles: to play the game, and to judge opponents. On the other hand,
in third person assessment, the judge is only a spectator observing the
game being played.
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With a single player game such as Infinite Mario Bros, it is not possible
to play the game with the bot, only a third person assessment is possible
which shows that the application used for the experiment may restrict the
choice of some parameters and therefore, needs to be sensible.

In (Laird and Duchi, 2001; Shaker et al., 2013; Llargues Asensio et al.,
2014) the authors argued that assessing believability from a first-person
perspective might be distracting since the judge has to pay attention both
to the game experience and to the behaviour of the other players for the
evaluation. Daniel Livingstone answered in his paper (2006) with : “in
game development the aim is to satisfy the needs of the players of a

game and not those of watchers". However, even if computer games
are primarily designed for the players, video game spectating has re-
cently become a popular activity (Cheung and J. Huang, 2011; Kaytoue
et al., 2012). In Cheung and J. Huang paper (2011), the authors report
that there are some spectators that actually prefer to watch profession-
als playing rather than playing the game themselves. On the other hand,
when playing a video game, the player participates actively, unlike the
spectator who can only interact with the game through communication
with the player (Sjöblom and Hamari, 2017). Therefore, the direct inter-
actions with the virtual players can only be done by the players and not
the viewers.

First person assessment is possible only with applications that can be
played by at least two players simultaneously. The third person assess-
ment however, can be used with any application. When performing a
third person assessment, judges are asked to give their judgement after
watching a video of the game previously recorded. To reduce the subjec-
tivity and the guesswork, Gorman et al. (2006) suggested to show more
than one video to the judges in order for them to have a basis for compar-
ison. They also pointed out the risk of introducing a bias when selecting
videos for the assessment. The person in charge of the selection might
pick parts of the video that could influence the responses.

When recording the videos, different points of view can be used. In
some cases the application does not offer many possibilities. The Pong
game for example, can only be played with a global view, representing the
tennis table and the two paddles. In other video games such as FPSs, it
is possible to choose between the first and third person view. Therefore,
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videos can be recorded from the confederate’s or the candidate’s first or
third person view.

Confederate’s 1st or 3rd person view: The confederate’s 1st person
view is most commonly used for assessing the believability of bots. This
might be due to the fact that it is easily recorded during game play, par-
ticularly during a first person assessment. These points of view allow us
to capture the game as if the judges were in-play. The main drawback of
these points of view is that a considerable portion of recording can not be
used. Indeed, all the moments when the confederate is in the environ-
ment without facing the candidate are useless and need to be cut from
the video.

Candidate’s 1st person view: When using the candidate’s first person
view, the judges have less resources to evaluate the entity: for instance,
they can not see its movements.

Candidate’s 3rd person view: This solution has never been used in our
knowledge. Yet it could be especially interesting since it would capture
both the perception and the actions of the candidates. This could allow a
better understanding of the decisions made by the candidate. Moreover,
it would not require cuts in the recording as even the time when the can-
didates are alone in the environment could be used for the judgement,
which would be time saving and would reduce the risk of introducing the
aforementioned bias when selecting videos for the assessment.

2.3.3 Duration

The duration of video and game play varies greatly from one experi-
ence to another, going from 20 seconds to as long as the judge desires. It
might depend on the nature of the game but most of the time, the choice
of the experiment’s duration relies on the organisers’ opinion (Julian To-
gelius et al., 2012; Shaker et al., 2013) and is never justified. In their
experiment, Soni and Hingston (2008) tried to examine the role of pre-
dictability by using two different bots during their assessment. One was
deterministic and the other one was making stochastic choices which
made it unpredictable. They hoped that the results would show that the
second bot would be more believable but during the experiment, the sub-
jects did not notice any difference between the two bots. The authors
hypothesised that the experiment was too short and that longer sessions
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Figure 2.2 – Screenshot of the Knowxel mobile application used for the
judging process in (Llargues Asensio et al., 2014) - Translation: In your

opinion, the player is a: Bot. Human. You do not know.

could give the judges enough time to make a distinction. The observation
of Paritosh and Marcus (2016) regarding the Loebner competition 3 (the
first formal instantiation of a Turing Test) is similar. They argue that the
test is too short (only few minutes) to allow any depth in the judgement.
Even if it is important to allow enough time for the judges to make a judge-
ment, the assessment can not be too long as it can induce inattention or
mistakes due to judges’ boredom or fatigue (Brace, 2008).

2.3.4 Number of judges

The assessment being of subjective nature, it seems important to col-
lect a significantly large number of judgements in order to cancel out the
biases introduced by that type of assessment (Hyman and Center, 1954).
The use of online surveys eases the collection and treatment of results.
For their experiment, Llargues Asensio et al. (2014) used a crowdsourc-
ing platform for mobile devices (see Figure 2.2) that allows to conduct a
video-based poll experiment where the users can vote at the end of each
video clip.

3. http://www.loebner.net/Prizef/loebner-prize.html
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2.3.5 Judges’ and confederates’ expertise

The level of the judges is sometimes taken into account for the ex-
periment. As it has been noticed by Mac Namee (2004), the experience
of players in video games can introduce a difference between the sub-
jects. In general, for an experienced player it will be quicker and easier
to recognise a bot than for a novice player. For example, in Laird and
Duchi’s paper (2001), only the expert player made no mistake in differen-
tiating between bots and humans. Regarding novice players, they might
not fully know the rules of the game or the set of actions available to the
players which could make the whole experience too confusing and they
would not be capable to sensibly evaluate the players’ behaviours (Daniel
Livingstone, 2006).

Another interesting element that has been taken into account in (Laird
and Duchi, 2001; Acampora et al., 2012; Shaker et al., 2013) is the
level of the confederates. They have a major role in the assessment
as their behaviours directly influence the judges’ evaluation. For ex-
ample, an expert-player confederate with high performance could eas-
ily be mistaken for a bot by non-expert players who are judging (Pol-
ceanu, 2013). On the contrary, novice-players confederates who are still
learning how to play the game and how to use the controls might have
behaviours that could be confused with a weak bot by expert players.
Confederates should be provided with sufficient time for gaining control
over the game rules and commands before starting the evaluation. Philip
Hingston (2009) avoided these potential problems by choosing confeder-
ates who were all reasonable level of experience, i.e. neither expert nor
novice.

2.3.6 Information given to the judges

As we can see in Table 2.2, judges can be given different information
before starting the experiment. Most of the time, they are informed that
they will see a combination of bots and human players (A in Table 2.2).
In other cases, (B) they know the nature of the entity they are evaluating.
Finally, (C) judges are not informed as to the purpose of the experiment.
For instance, in (Bossard et al., 2009), judges were invited to play a foot-
ball video game, where all the players had a number. After a given time,
the game was paused and they were given a table and the following in-
structions: “Cross the box corresponding to the two players controlled by
humans in the simulation, if and only if you are confident in your answer.
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If in doubt, write nothing". The analysis of the results revealed that judges
were considerably better at distinguishing bots from human players after
the first attempt.

In two other experiments, half of the participants were informed that
the other character in the game would be controlled by another per-
son, while the other half were informed that it would be controlled by
a computer (AI). In fact, for all the participants, the character were con-
trolled by a computer in (Weibel et al., 2008), and by a human in (Lim
and Reeves, 2010). In the first experiment, the participants who played
against the character that they believed to be human-controlled, reported
stronger experiences of presence, flow, and enjoyment. And in the sec-
ond experiment, the participants exhibited greater physiological arousal
and reported greater presence and likeability when the character was
introduced as being human controlled rather than computer controlled.
These results demonstrate that the information given to the judges can
significantly alter their judgement.

2.3.7 Subjective assessment types

When assessing players’ believability in a game, players are asked to
give their opinion (Julian Togelius et al., 2012). Their answer can have
the form of a free response or of forced data retrieved through question-
naires.

Free response answers can contain much richer information but they
are also much harder to analyse appropriately. Sometimes judges have
the opportunity to give a free response in the form of comments (Philip
Hingston, 2009). These comments can be useful for identifying areas for
improvement for the bots implementation but are generally not used for
evaluation.

On the other hand, by using a questionnaire, subjects are constrained
to choose between some specific items, yielding data that is easier to
analyse. Different types of forced questionnaires can be identified (Julian
Togelius et al., 2012) :

Binary: Subjects can answer by Yes or No to a simple question (e.g. is

this player a bot?, or, is this bot believable?).
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Scale: Judges are asked to rate the humanness of the players’ be-
haviour or to choose an answer within a list (e.g. 1: Human, 2: Probably

Human, 3: Don’t Know, 4: Probably Artificial, 5: Artificial (Gorman et al.,
2006)).

Comparison: Subjects are asked to compare two or more players (e.g.
did player A or B act more like a human player?).

With ranking questionnaires, it is not possible to analyse the interpreta-
tion of the rating categories across subjects (Friedman and Amoo, 1999).
To minimise the subjective notion of scaling and allow a fairer compari-
son between the subjects’ answers, comparison and boolean questions
can be used (Julian Togelius et al., 2012). But as mentioned by Philip
Hingston (2009), a binary choice might have the effect of forcing the sub-
jects to “toss a coin" if they are unable to choose an answer. In an effort
to reduce subjectivity, in (Mac Namee, 2004; Daniel Livingstone, 2006)
subjects were not asked to rate believability, instead, they were asked to
compare two players and say which was more believable or acted more
like a human player. The choice items may be presented in different
ways, for instance, the subjects can choose between 2 solutions (player

A or player B). They can also be offered more options such as there is

no difference, or both equally and none of them, following the 4 alterna-
tive forced choice (4-AFC) protocol proposed by Yannakakis and Hallam
(2009).

2.4 Discussion

When studying the protocols used in the past to assess virtual players’
believability, we identified some characteristics that varied significantly
from one assessment to another, giving results that can not be correlated.

2.4.1 Application

First of all, different types of games were used such as FPS, sport or
platform games. The main criterion when choosing the game is that it
needs to be a multi-player game where one can face virtual players. The
second criterion, which restricts significantly the range of games that can
be considered, is that it has to be possible to interface a bot.
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2.4.2 1st or 3rd person assessment

Even when the types of games used in the assessments were similar,
judges had different roles. They were either part of the game (first person
assessment), with the ability to interact with the candidates but also with
the risk of modifying the gameplay. Or they were spectators (third person
assessment), assessing a game in which they were not involved. For this
type of assessment, the judges watch videos of the game. These videos
can be recorded using different points of view. The most commonly used
is the confederate’s first person view but a solution that seems to have
potential and needs to be tested is the candidate’s third person point of
view.

2.4.3 Duration

The duration of the assessment is another characteristic that can vary
significantly. Judges might give a random answer if they do not have
enough time to evaluate a bot. In order to avoid this situation it seems
important to define a minimum assessment duration.

2.4.4 Number of judges

As the notion of believability is very subjective, it is important to collect
a large number of judgements. The use of an on-line questionnaire or
crowd-sourcing platform seems unavoidable as they can allow for the
collection of more data that would give more accurate results. In order
for the protocol to be rigorous, a minimum number of participants must
be defined.

2.4.5 Judges’ and confederates’ expertise

The judges’ and confederates’ level of experience is sometimes taken
into account. In general, we recommend training novices before involving
them in the roles of judge or confederate as they need to know the rules,
the commands and to have experimented with the game. Otherwise,
confederates could easily be mistaken with weak bots and judges could
be too confused to be able to make a judgement. It would be interesting
to study the influence of the judges’ level on the results when the number
of judges is high.
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2.4.6 Information given to the judges

As we saw in 2.3.6, recent experiments have shown the influence of
the information given to the judges on their judgement. This part of the
assessment protocol needs to be carefully designed in order to avoid in-
troducing a bias. When conducting a first person assessment, the game-
play might be modified if the judges know the aim of the assessment.
The only way to avoid this is to keep the question secret and to ask the
player only at the end of the game, whether he thought he was playing
against a human player or a bot. Of course, the player could be asked
only once. During a third person assessment, the best solution seems to
be keeping the nature of the candidate secret and telling the judges that
they would see a mix of bots and human players, so that they have no
prejudices.

2.4.7 Subjective assessment types

Finally, different types of questionnaire have been used (binary, scale
or comparison) to collect the judges’ opinions, giving data that can not
be compared from one assessment to another. Regardless of the type of
questionnaire, the question(s) as well as the offered solutions will have
to be adapted according to the type of assessment (first or third person)
and the information previously given to the judges.

2.5 Conclusion

Virtual players play a major role in the success of video games. A new
challenge is to develop believable bots that could blend in among human
players. Over the years, different approaches have been used for the im-
plementation of such bots. However, most of the time, these bots were
either not evaluated, or they were evaluated using different protocols. Yet,
in order to make improvements in the development of believable bots, a
generic and rigorous evaluation needs to be set up, that would allow the
comparison between new systems and existing ones. According to Clark
and Etzioni (2016), “standardised tests are an effective and practical as-

sessment of many aspects of machine intelligence, and should be part of

any comprehensive measure of AI progress". Although the evaluation of
bots’ performance can be performed through objective measures (com-
paring score or time spent to complete a level), the evaluation of bots’
believability is complex due to its subjective aspect.
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In this chapter we analysed the protocols previously used to assess the
believability of virtual players. We identified seven features that charac-
terise the assessments and which vary significantly from one to another.
When designing a new protocol, these features need to be chosen care-
fully in order to not introduce a bias into the evaluation. After an in-depth
analysis of these protocols, we gave recommendations for the features
that are well established. In order for the protocol to be rigorous and
reusable, other features still need further study and testing to be deter-
mined.
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3. BLINDING THE JUDGES

We showed during our literature review that there are two ways to
perform a Turing test for bot, using a first or third person assessment.
However, direct interactions between the player and the bot are possi-
ble only with first person assessments. We have therefore favoured this
type of evaluation since, in this study, we decided to focus on the expe-
rience of the players and not on that of the spectators. Our analysis has
also highlighted that the main drawback with first person assessment is
that it frequently adversely affects the gameplay, introducing a significant
risk of bias. For instance, when players are asked to assess their oppo-
nents, they are tempted to stop and observe them to make a judgement
(Thawonmas et al., 2011). But for FPS especially, a good player is al-
ways moving quickly in order to not present an easy target. Furthermore,
judges may be inclined to attempt to communicate through movements
and shooting patterns to unmask opponents (Polceanu, 2013). This kind
of behaviour would not naturally occur during normal gameplay.

To date, there is no protocol that is rigorous and easy to implement to
assess the believability of bots in video games. One of the main reason
being that the gameplay of the game is affected by the evaluation pro-
cess. To overcome this problem, we propose in this chapter an innovative
protocol that applies a technique frequently used in scientific experiments
to reduce the risk of bias wich is called "blinding". Blinding, in research,
refers to a practice where study participants are prevented from know-
ing certain information that may somehow influence them and thereby
tainting the experiment results (MacLean and Dror, 2016). Psychological
research has shown how context, motivation, expectations, and expe-
rience affect people’s perceptions and cognitions (Gilovich et al., 2002;
Koehler and Harvey, 2004). Therefore, we decided to keep secret the real
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objective of the experiment. To achieve this, we built a questionnaire in
such a way that the main question was hidden among others. By adding
many questions that deal with different aspects of the game we hoped to
disperse the participants’ attention on the whole game rather than on a
specific item: the opponent.

Another problem encountered when assessing the believability of bots
is the difficulty of implementing such an evaluation. Indeed, it is neces-
sary to launch several matches of the game and to correctly connect the
judges and the bots, which requires many laborious manipulations. To fa-
cilitate this process we have developed a computer system that partially
automates these tasks.

Thus, in this chapter we propose a complete solution composed of an
innovative protocol as well as a computer system to partially automate its
execution. First, we will introduce the new model we have put in place to
assess bots’ believability. Then, we will detail the implementation of our
system. Finally, we will describe the experiment we conducted to validate
our model as well as the results we obtained.

3.1 Model

To set up our model, we were inspired by the first version of the Bot-
Prize competition (Philip Hingston, 2009). As a reminder, this competi-
tion uses a first-person assessment method with the original version of
the video game Unreal Tournament 2004 (UT2004). Indeed, it is only for
the following editions that one of the weapons of the game was modified
for the judgement, having as consequence to modify the main goal of the
game.

We decided to run the assessment in a number of rounds, similar to
the format of the first version of the BotPrize competition (Philip Hingston,
2009). However, some changes have been made and are listed below:

Information given To avoid revealing the purpose of the experiment,
participants are simply informed that the they would take part in an ex-
periment about video games. Obviously, this will not be possible in the
context of a competition like the BotPrize where the objective of the com-
petition would have been announced even before the event.
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Training phase In order to familiarise the participants with the game,
we added a training phase. It consists of providing information about the
game, its controls, weapons and power-ups. Then, participants play a
three-minutes game against a native bot of the game. Finally, the ques-
tionnaire is displayed which ensures that the participants will be in the
same conditions for the evaluation of all its opponents.

Match format To allow a more in depth assessment without the dis-
traction of a third player, we made the choice to only play one-on-one
matches. Confederates are no longer necessary, instead, in each match
a judge will play against a bot or against another judge.

Assessment method We developed a questionnaire with several themes
to avoid the judges focusing only on their opponent, which would have
the effect of changing the gameplay. As you can see in Figure 3.1 (see
Appendix B for the original version), it is composed of three questions
about music (♣), two about the opponent (♦), one about the duration
of the match (♥) and four about the map (♠). Among these categories,
different types of questions are used : three questions ask for the par-
ticipant’s feeling (✬), and seven questions require a degree of certainty
(four of which have three possible answers (★) and three have only two
choices(✩)). For the question used to evaluate opponents’ believabil-
ity, rather than using a five-level Likert scale like for the BotPrize (Philip
Hingston, 2009), we used a binary scale coupled with a certainty scale.
While previous work (Yannakakis and Martínez, 2015) encourages the
use of rank-based questionnaire over rating-based questionnaires, we
could not use this method as it only applies to situations where partici-
pants are asked to rank two or more players. Thus, we decided to use a
binary scale. This type of scale has been proven to be equally reliable,
quicker and perceived as less complex (Dolnicar et al., 2011) than tra-
ditional rating-based questionnaires. In case the participant hesitate be-
tween two proposals, we have added the possibility for them to give their
degree of certainty. Some may argue that a simple "I do not know" option
would have been sufficient. However, according to Krosnick(Krosnick,
2002), adding this option can result in the decision not to do the cognitive
work necessary to give a proper response. To avoid this, we forced the
participants to:

1. choose between A and B: I believe that the opponent was controlled
by (A) a computer program, (B) a human;
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2. give their degree of certainty on a ten-level scale going from "Not
sure at all" to "Completely sure".

Final questionnaire A questionnaire was added at the end of the ex-
periment to allow us to verify if the objective was not discovered by the
participants. It is composed of four questions:

— What do you think the purpose of the experiment was?
— At what point (approximately) did you understand the objective?

First round / second / [. . . ] / eighth.
— Did you change the way you played the game? Yes / No.
— Do you have any remarks.

This questionnaire is simply intended to evaluate our approach and should
not be present when using this protocol to assess bots’ believability.

Because of these modifications, we had to adapt the protocol of the
original BotPrize. We kept the presentation similar with (Philip Hingston,
2009) to facilitate the comparison.

A) Training phase.

B) For each judging round :

1) The servers were started.

2) When the matches involved bots, they were started and con-
nected to their assigned server.

4) The judges were automatically connected to the game on their
assigned server.

5) Each game was a Death Match.

6) At the end of the round, each judge was asked to fill the ques-
tionnaire.

7) After a short break, the next round starts.

C) Final questionnaire.

3.2 Implementation

According to Philip Hingston (2010), while the first version of the com-
petition had proven effective, it was logistically difficult to organise and
the collection and analysis of results was laborious. He then proposed
the new design (Philip Hingston, 2010) with the modification of a weapon,
making the judging process part of the game. Therefore, to facilitate the
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evaluation process and to prevent the judges from performing additional
manoeuvres such as connecting to a specific server to start playing the
game, we developed a system that partially automates the assessment.
It is composed of three specific modules linked together via various com-
munication protocols (see Figure 3.2).

We decided to use the same video game as for the BotPrize compe-
tition: Unreal Tournament 2004 (UT2004). However, other games can
be used as long as it is possible to run a dedicated server and to con-
nect players and external computer programs (bots) to it. We chose to
use this game for several reasons. First, one of its big advantage is that
everything (except the 3D engine) is open source and can be modified
by the user which makes the game easily customisable. Then, many re-
sources are available to ease the development of bots. GameBots (Bída
et al., 2012) for instance, is a modification of the game (a mod), that
provides a network text protocol for connecting to the game server and
controlling in-game avatars (bots). User can control bots with text com-
mands and receive information about the game environment. In addition
to GameBots, Pogamut (Gemrot et al., 2009) provides a Java API and
GUI (NetBeans plugin) that simplifies the development and debugging of
the bots. Finally, we had access to resources compatible with this video
game such as the executable of the winner of the last BotPrize compe-
tition: MirrorBot (Polceanu, 2013). We tried to use the latest edition of
the game: Unreal Tournament 4 1. Unfortunately, the game is still in pre-
alpha version which means it is in an early stage of development and it is
not stable enough to be used in this context. Once the game is released
we think it can easily be used with our model since it is very similar to
UT2004.

3.2.1 UtBotEval Application

The UtBotEval application is the core of our system. Its structure is
described with the UML class diagram in Figure 3.3. The main class of
our framework is the Procedure class, it is a singleton whose role is to
control the progression of the experiment from beginning to end. It is
composed of a list of players containing an instance of Human for each
participant as well as an instance of Bot for each bot to evaluate. The
Procedure can start the web server (WebServer.Start()) and remotely

1. www.epicgames.com/unrealtournament/
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returns True and the evaluation can continue.

Matches are started with the method Match.Start() which automati-
cally starts the utServer and connects the players to it. The methods
Player.Connect() and Player.Disconnect() are abstract since their im-
plementation depends on the type of player. Human players are remotely
connected to the game server with an SSH command ordering the open-
ing a new game client window with the server IP address in parameter.
Bot players on the other hand run on the same computer as the game
servers. The connection consists in starting a new process with the game
server IP address in parameter.

When all the matches from a round are finished, bots, game clients and
game servers are automatically stopped. Participants are then directed
to a web page displaying the questionnaire. Once they have finished
giving their answers, the round is over and the next one of the session

can begin.

3.2.2 UtBotEval Mod for UT2004

Unreal Tournament 2004 (UT2004) includes extensive modification
support which allows users to easily create maps, models and game
modes, as well as various other additions to the game. A mod was devel-
oped specifically for the evaluation. It has a class that inherits from the
BotDeathMatch class of GameBots2004. This allows us to make changes
when bots and players join a DeathMatch game server (see the code bel-
low). In the game, players are represented by their avatar in the 3D en-
vironment and the player’s name is displayed above this avatar. To make
sure that the participants do not have a clue about the nature of their
opponent from their name or appearance, our mod provides anonymity
to the players in a similar way that the BotPrize mod does thanks to the
methods getCharacter and ChangeCharacter. When a player (human or
bot) connects to the server (with the methods AddRemoteBot, AddEpicBot
and Login), he is assigned a name and a skin (the player’s appearance)
which are randomly selected from the list of the default players in the
game (provided in the defaultproperties).

Access to the chat, scoreboard and players’ statistics have also been
removed in the users’ settings to prevent the participants from accessing
meta-gaming information that could help them to distinguish between bot
and human.
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1 // EvalBotDeathMatch.uc

2 class EvalBotDeathMatch extends BotDeathMatch;

3

4 var string Characters[32];

5 var int numCharacters;

6 var array<string> FemaleCharacters;

7 var array<string> MaleCharacters;

8

9 function string getCharacter(bool bIsFemale)

10 {

11 local int i,index;

12 local bool found;

13 local string newCharacter;

14

15 TryAnotherCharacter:

16 found = false;

17 if(bIsFemale)

18 {

19 index = Rand(default.FemaleCharacters.Length - 1);

20 newCharacter = default.FemaleCharacters[index];

21 }

22 else

23 {

24 index = Rand(default.MaleCharacters.Length - 1);

25 newCharacter = default.MaleCharacters[index];

26 }

27 for(i=0;i<numCharacters;i++)

28 {

29 if(Characters[i]~= newCharacter) goto TryAnotherCharacter;

30 }

31 Characters[numCharacters+1] = newCharacter;

32 ++numCharacters;

33 return newCharacter;

34 }

35

36 function string ChangeCharacter(string Options, string Character)

37 {

38 local string Pair, Key, Value, Result;

39 Result = "";

40
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41 J0x08:

42 if(GrabOption(Options, Pair))

43 {

44 GetKeyValue(Pair, Key, Value);

45 if(Key ~= "Character")

46 Result = (Result $ "?Character=") $ Character;

47 else

48 Result = (((Result $ "?") $ Key) $ "=") $ Value;

49 goto J0x08;

50 }

51 return Result;

52 }

53

54 //Overriding the main function for adding bot to the game

55 function RemoteBot AddRemoteBot ([...])

56 {

57 local RemoteBot NewBot;

58 local string Character;

59

60 [...] //original GameBots code

61 // Get a random sex

62 Newbot.PlayerReplicationInfo.bIsFemale = bool(Rand(2));

63 // Change the skin of the bot

64 Character = getCharacter(NewBot.PlayerReplicationInfo.bIsFemale);

65 if (Character != "")

66 NewBot.DesiredSkin = Character;

67 else

68 NewBot.DesiredSkin = "ThunderCrash.JakobM";

69 // Change the name of the bot

70 ChangeName(NewBot, Character, true);

71 [...]

72 return NewBot;

73 }

74

75 //Overriding the function for spawning an epic bot

76 function bool AddEpicBot([...])

77 {

78 local Bot NewBot;

79 local string Character;

80

81 [...]
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82 NewBot.PlayerReplicationInfo.bIsFemale = bool(Rand(2));

83 if ( NewBot != None )

84 {

85 Character = getCharacter(NewBot.PlayerReplicationInfo.bIsFemale);

86 NewBot.SetPawnClass("", Character);

87 [...]

88 }

89 ChangeName(NewBot, Character, false);

90 [...]

91 return true;

92 }

93

94 //Overriding the function called when new human player enters the game

95 event PlayerController Login( [...] )

96 {

97 local PlayerController Loging;

98 local GBReplicationInfo repInfo;

99 local string Character;

100

101 Loging = super.Login( Portal, Options, Error );

102 Loging.PlayerReplicationInfo.bIsFemale = bool(Rand(2));

103 Character = getCharacter(Loging.PlayerReplicationInfo.bIsFemale);

104 Options = ChangeCharacter(Options, Character);

105 repInfo = class'GBReplicationInfo'.Static

106 .SpawnFor(Loging.PlayerReplicationInfo);

107 repInfo.MyPRI = Loging.PlayerReplicationInfo;

108 ChangeName(Loging, Character, true);

109 RemoteNotifyLoging(Loging);

110 return Loging;

111 }

112

113 defaultproperties

114 {

115 MaleCharacters(0)="Outlaw"

116 MaleCharacters(1)="Kane"

117 [...]

118 FemaleCharacters(0)="Zarina"

119 [...]

120 }
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3.3.1 Participants

Four groups of four students (16 participants) from the Brest National
School of Engineering 2 participated in the experiment. The participants
were all volunteers and no compensation was provided for their engage-
ment.

3.3.2 Procedure

Participants are recruited in groups of four and are only informed that
the experiment is about video games. They are provided with the follow-
ing indications 3:

This experiment lasts approximately one hour and uses the
video game: Unreal Tournament 2004. It will begin with a
training phase. After quickly reading the rules of the game, the
participant will play a training match. Then a questionnaire will
appear, the first time we do not take into account the answer
since it is the training phase.
Then, the participant will play several matches of the game.
Each match will have a different configuration. At the end of
each match, the participant will have to quickly fill the ques-
tionnaire evaluating his feeling towards these different config-
urations. The participant will have to concentrate on the ob-
jective of the game: to kill a maximum of times his opponent
while being killed a minimum of times.
Finally, a last questionnaire will be provided at the end of the
experiment.

For our experience we decided to evaluate five bots. Thus, each partic-
ipant played eight games facing the five bots and three other participants
one after another. All participants must encounter all their opponents
on a different map. The order we used for the experiment is given in
Table 3.1 and was generated partially randomly to meet this constraint.

3.4 Results

To evaluate the experiment, we analysed the answers given in the final
questionnaire. Unfortunately the results were not as expected. Out of six-

2. École nationale d’ingénieurs de Brest (ENIB): www.enib.fr
3. Translated from French

Draft : December 17, 2018 47



3.5. Discussion

Table 3.1 – Passing order of participants

Rounds
Sessions Participants 1 2 3 4 5 6 7 8

1

h0 h1 A h3 B b1 C b2 D h2 E b3 F b4 G b0 H
h1 h0 A b3 G b4 H b2 F b0 B h2 C h3 D b1 E
h2 b2 G b4 B b1 F b0 D h0 E h1 C b3 A h3 H
h3 b1 A h0 B b3 G b0 F b2 E b4 C h1 D h2 H

2

h0 b2 H b1 D b4 F h1 C b3 E h3 A h2 B b0 G
h1 b2 D b3 B b4 E h0 C b0 A h2 F h3 H b1 G
h2 b4 A b0 G b3 E b1 H b2 C h1 F h0 B h3 D
h3 b0 C b1 B b2 E b3 F b4 G h0 A h1 H h2 D

3

h0 b4 D b1 A h1 F h2 H h3 G b0 E b3 C b2 B
h1 b4 B h2 G h0 F b2 H b3 C b0 D h3 A b1 E
h2 h3 E h1 G b2 C h0 H b3 A b1 B b4 F b0 D
h3 h2 E b4 C b0 B b1 F h0 G b3 H h1 A b2 D

4

h0 h2 G h1 E b0 H b3 D b2 A b1 C b4 B h3 F
h1 b1 D h0 E h2 H b2 G h3 A b4 F b0 B b3 C
h2 h0 G b4 A h1 H h3 B b1 E b3 F b2 D b0 C
h3 b1 C b2 E b0 D h2 B h1 A b3 G b4 H h0 F

Map names :
A : DM-1on1-Spirit E : DM-Leviathan
B : DM-1on1-Idoma F : DM-Gael
C : DM-Insidious G : DM-1on1-Desolation
D : DM-1on1-Irondust H : DM-1on1-Albatross

teen participants, eleven (61%) discovered the real objective of the exper-
iment. We considered that the objective was discovered when the partic-
ipant mentioned the evaluation of the opponent/artificial intelligence/bot
in his/her commentary. The second question did not satisfy us either,
as five of the participants (28%) said that they had changed their way of
playing for the experiment. We concluded that these two results were too
high and therefore the experiment did not meet the objective we had set.

3.5 Discussion

Our method of keeping the goal of the experiment secret was clearly a
failure. Indeed, more than half of the participants have guessed the ob-
jective and more than a quarter felt they had changed the way they play
the game, which is exactly what we wanted to avoid. In order to improve
our proposal, it would be interesting to get more information about the
participants and especially about their expertise in video games. In fact,
we believe that students of the Brest National School of Engineering are
particularly familiar with video games as they are trained in computer pro-
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aspects of the game. The goal being to disperse the attention of the
participants on the whole game rather than simply on their opponent.

To build this new protocol we were inspired by the first version of the
BotPrize competition to which we made some modifications. In addition
to replacing the questionnaire, we integrated a training phase to allow
participants to become familiar with the video game before starting the
evaluation. We also changed the format of the matches by choosing to
play only one-on-one games so as not to distract participants with a third
player.

To facilitate the implementation of this evaluation protocol we have de-
veloped a system that partially automates the execution of the evaluation
process. This facilitates the logistics of the evaluation and reduces the
risk of mishandling by the investigator. In addition, the system is very
flexible since the architecture is composed of 3 independent elements
that can be modified as needed.

To check our approach we conducted an experiment where we exe-
cuted our protocol and added an additional questionnaire at the end of it
to check if the participants had guessed the purpose of the experiment
and whether they had changed the way they played. The results obtained
were not satisfactory but they led us to question the impact that the level
of expertise of participants in video games can have on such an assess-
ment method. We will therefore study this element in the next chapter.
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4. INFLUENCE OF THE JUDGES’

EXPERTISE

Part of this chapter was
published in the 17th

Cyberworlds Conference
proceedings (Even et al., 2018)

CW2018

In the previous chapter, our attempt to mask to the judges what was
actually evaluated failed and we wondered if this was due to the par-
ticipants’ familiarity with video games. It therefore seems interesting to
investigate this element and more specifically to study the impact that the
level of expertise of judges in video games could have on their ability to
distinguish bots from human players. In this chapter, we do not intend to
try to avoid gameplay modifications. Therefore, we simplified the ques-
tionnaire of our previous protocol to keep only the question used to judge
the opponent. We also modified the final questionnaire to collect infor-
mation on the judges’ playing habits. Since we did not find an existing
questionnaire to estimate the gamers’ level in video games, we built our
own with questions deemed relevant to estimate their familiarity with the
type of game used for the assessment and with the presence of bots.

At an opportune time, we had the possibility to join the competition or-
ganisation committee of the French Association of Artificial Intelligence
(AFIA 1). Every summer, this committee is in charge of organising a com-

1. https://afia.asso.fr/
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petition at a national conference coordinated by the association. The
competition features a different topic each year but the main themes al-
ternate from one year to another and are: the application of artificial intel-
ligence in 1) robotics and 2) video games. We participated in the organ-
isation of the 2017 edition, called the BotContest 2, which took place at
the artificial intelligence platform in Caen (PFIA’17 3). We took advantage
of this event to organise a competition, where the aim was obviously to
develop the most believable bot for the video game Unreal Tournament
2004. During the finals we had the opportunity to implement our protocol
and obtain useful information regarding the judges and their level of ex-
pertise in video games. In the rest of the chapter, the term “participants”
refers to individuals who participated in the jury and not the competitors
as they were not present during the competition.

First, in section 4.1, we will present the changes we made to our eval-
uation protocol and the implementation of our computer system to collect
data on the game and its players. Then we will present in detail in sec-
tion 4.2, the metodology of the experiment that we realized during the
final of the BotContest competition. The results of our analysis are given
in section 4.3. Finally, we give a discussion of the results in section 4.4
and we conclude in section 4.5.

4.1 Model Modifications

Match ending condition: Our first choice for the competition was to
set a “TimeLimit” (the maximum duration of the game) to ensure that all
the participants would play the same amount of time with all their oppo-
nents. However, we observed that the number of times the participants
met their opponent varied significantly from one match to another. Sim-
ilarly, when setting a “GoalScore” (the score required to win the match)
to n, the number of times the players would meet each other could vary
from n (i.e. one player got all the points) to (2n −1) (ie. the game is tied
until the last shot). In order for the competition to be fairer, we changed
the behaviour of the GoalScore. We decided to count the total amount of
frags that occur during the match. A frag is a video game term equiva-
lent to “kill”, with the main difference being that the player can re-spawn
(reappear and play again). Every time a frag occurs in the game, we in-
crease a counter and once this counter reaches the limit we set with the

2. http://afia-competitions.fr/botcontest/
3. https://pfia2017.greyc.fr/
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GoalScore parameter, the game ends automatically. We do not count
“suicides” among the frags since they are generally not due to the op-
ponent. Suicides can occur either by falling into a hole, lava or acid, by
shooting yourself or getting hit by your own weapons blast. We also keep
a TimeLimit as a security to make sure the game does not last too long for
logistical reasons. In order not to confuse the game’s original GoalScore
and our modified version we will call this parameter “FragLimit” in the rest
of the chapter.

Assessment method: For this proposal we simplified the question-
naire by keeping only the question used to judge the opponent. We
therefore ask participants to:

1. choose between A and B: I believe that the opponent was controlled
by (A) a human, (B) a computer program;

2. give their degree of certainty on a ten-level scale going from "Not
sure at all" to "Completely sure".

4.1.1 Implementation

Since the evaluation is subjective in nature, it is important to collect as
many judgements as possible. In order to save time and to have a max-
imum of participants, we reused the framework presented in chapter 3.
The only modifications that we had to bring to the system was the update
of the questionnaire in the web application and the implementation of the
new ending condition in our UT2004 mod (see code below). We also
used our mod to log some information regarding the match such as its
duration and the scores of the players.

1 // EvalBotDeathMatch.uc

2 class EvalBotDeathMatch extends BotDeathMatch;

3

4 var FileLog EvLog;

5 var string EvLogFileName;

6 var int fragCount;

7

8 // Function automatically called after the beginning of the game

9 // Overridden to create the new log file

10 function PostBeginPlay()

11 {
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12 [...]

13 EvLogFileName = (((((((((("BotEval" $ string(Level.Day)) $ "/")

14 $ string(Level.Month)) $ "/") $ string(Level.Year)) $ ":")

15 $ string(Level.Hour)) $ ".") $ string(Level.Minute)) $ ".")

16 $ string(Level.Second);

17 StartEvLog();

18 }

19

20 // Function automatically called after the beginning of the game

21 // Overridden to close the log file by calling EndEvLog()

22 function EndGame(PlayerReplicationInfo Winner, string Reason )

23 {

24 log("In EndGame "$Winner.PlayerName$" won the match.");

25 if(EvLog != none)

26 EndEvLog(Winner,Reason);

27 Super.EndGame(Winner,Reason);

28 }

29

30 // Main function for adding bot to the game

31 // Overridden to fill in the anonymisation tag

32 function RemoteBot AddRemoteBot([...])

33 {

34 [...]

35 // change the bot's name and write it in the log file :

36 WEvLog(" <player>");

37 WEvLog(" <type>bot</type>");

38 WEvLog(" <originalName>" $ clientName $ "</originalName>");

39 changeName( newBot, Character, true );

40 WEvLog(" <newName>" $ NewBot.PlayerReplicationInfo.PlayerName

41 $ "</newName>");

42 WEvLog(" </player>");

43 [...]

44 }

45

46 //[...] Same modifications for the AddEpicBot() and Login() functions

47

48 // This function creates a new log and initialises it

49 function StartEvLog()

50 {

51 if(EvLog != none)
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52 {

53 EvLog.CloseLog();

54 EvLog.Destroy();

55 EvLog = none;

56 }

57 EvLog = Spawn(class'FileLog');

58 WEvLog("<?xml version=\"1.0\" encoding=\"UTF-8\"?>");

59 WEvLog("<game id=\"" $ DemoCommand $"\">");

60 WEvLog(" <anonymization>");

61 }

62

63 // Closes the anonymization tag and logs match ending reason and scores

64 function EndEvLog(PlayerReplicationInfo Winner, string Reason)

65 {

66 local Controller P;

67 if(Winner!=None){

68 for ( P=Level.ControllerList; P!=None; P=P.nextController )

69 {

70 if(!PlayerController(P).IsSpectating()){

71 if(P.PlayerReplicationInfo.Score > Winner.Score)

72 Winner = P.PlayerReplicationInfo;

73 }

74 }

75 }

76 WEvLog(" </anonymization>");

77 if(Winner!=None){

78 WEvLog(" <endgame reason=\""$Reason$

79 "\" winner=\""$Winner.PlayerName$

80 "\" game_duration=\""$ElapsedTime$"\">");

81 }else{

82 WEvLog(" <endgame reason=\""$Reason$

83 "\" winner=\"None\" game_duration=\""$ElapsedTime$"\">");

84 }

85 for ( P=Level.ControllerList; P!=None; P=P.nextController )

86 {

87 if(!PlayerController(P).IsSpectating()){

88 PlayerReplicationInfo PRI = P.PlayerReplicationInfo;

89 WEvLog(" <player name=\""$PRI.PlayerName$"\">");

90 WEvLog(" <oldname>"$PRI.OldName$"</oldname>");

91 WEvLog(" <score>"$PRI.Score$"</score>");
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92 WEvLog(" <kills>"$PRI.Kills$"</kills>");

93 WEvLog(" <deaths>"$PRI.Deaths$"</deaths>");

94 WEvLog(" <numLives>"$PRI.NumLives$"</numLives>");

95 WEvLog(" </player>");

96 }

97 }

98 WEvLog(" </endgame>");

99 WEvLog("</game>");

100 EvLog.CloseLog();

101 EvLog.Destroy();

102 EvLog = none;

103 }

104

105 // Write the text (txt) passed as an argument in the log file.

106 function WEvLog(string txt)

107 {

108 if(EvLog == none) StartEvLog();

109 else

110 {

111 EvLog.OpenLog(EvLogFileName);

112 EvLog.Logf(txt);

113 EvLog.CloseLog();

114 }

115 }

116

117 // Update the fragCount after each kill

118 function ScoreKill(Controller Killer, Controller Other)

119 {

120 if(Killer != Other && Killer != None) fragCount++;

121 super.ScoreKill(Killer,Other);

122 }

123

124

125 // Function automatically called to check if the score means the game ends

126 // Overridden to use our new ending condition :

127 // GoalScore = FragLimit : number of frags required to stop the match.

128 function CheckScore(PlayerReplicationInfo Scorer)

129 {

130 local controller C;

131 if ( Scorer != None )
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132 {

133 if ( (GoalScore > 0) && (fragCount >= GoalScore) ){

134 for ( C=Level.ControllerList; C!=None; C=C.NextController ){

135 if ( (C.PlayerReplicationInfo != None)

136 && (C.PlayerReplicationInfo != Scorer)

137 && (C.PlayerReplicationInfo.Score > Scorer.Score) )

138 EndGame(C.PlayerReplicationInfo,"FragLimit");

139 else EndGame(Scorer,"FragLimit");

140 }

141 }

142 }

143 }

4.2 Experiment Methodology

Our objective was to use this competition to analyse the judges’ ex-
pertise according to their video game habits. In this section we detail the
characteristics of this experiment.

4.2.1 Participants

Competitors: The competition was open to everyone (academic, pro-
fessional and independent), alone or in a team. Six teams entered the
competition out of which three qualified for the finals.

Judges: Everyone attending the PFIA 2017 conference was invited to
take part in the jury. Over the three days, sixty members of the national
artificial intelligence research community participated.

4.2.2 Procedure

On the participants’ arrival, a web page was already opened with the
following indications (translated from French):

”Here is your mission, you will have to play against several
players one after the other. These players might be controlled
by one of the programs sent to us for the competition, or by
another human player. After each game, you will have to fill
a form to say if you think your opponent was controlled by a
human or computer program. You will also need to specify
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your degree of certainty. For example, if you are unable to
tell if your opponent is a human or a bot, you can check a
response (bot / human) randomly and put the cursor on "Not
sure at all". During games, it is important that you play the
game as you normally would, do not change the way you play
because of the judgement. When you are ready to start, click
on the “Continue" button."

The experiment then continued with a training phase. The second
phase of the experiment consisted of four stages where the participants
played a match of UT2004 with the BotContest mod and then filled the
judging form after each match. During the four rounds, the participants
would face the three bots and one of the other participants. Obviously,
this information was kept secret and participants only knew that they
would face a random number of bots and humans, in a random order.
In the final phase, participants were invited to complete a questionnaire
that collected personal information regarding their gaming habits (see
subsection 4.2.4 for a detailed description.).

4.2.3 Independent Variables

The maps: For this experiment, we used four different maps from the
game: DM-1on1-Albatross, DM-1on1-Spirit, DM-1on1-Idoma and DM-
Gael. We selected these maps for their small size as it is the most ap-
propriate for one-on-one deathmatch games. For instance, the DM-Gael
map (see Figure 4.1) was chosen for its particularity of having only one
main room with a fairly large and deep pit in the middle. Floating in the
centre of this pit is a platform where power-ups can spawn. Reaching
this pickup comes at a risk, as falling down the pit will result in death.

The TimeLimit: It was set to 5 minutes making the whole experiment
last approximately 30 minutes, befitting hosting conference constraints
and a threshold detected during the preliminary qualification process. In-
deed, it was noticed during the qualification process that some bots could
not maintain a believable behaviour over the long term. Past three min-
utes, some began to have repetitive and predictive behaviour such as
repeated back and forth or using always the same route or the same at-
tack strategy. For these reasons we decided that the duration of a match
should be greater than three minutes.
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Figure 4.1 – Screenshot of the DM-Gael map from UT2004

The FragLimit: It was set to 10 after extensive testing. We previously
used a FragLimit of 5 and noticed that the matches lasted 2:30 minutes
on average. Therefore, we decided to double the FragLimit to obtain a
match duration closer to 5 minutes on average.

4.2.4 Measures

Thanks to our framework, we were able to automatically record match
information in a database so that we could easily process it with queries.
For each game we collect the following data: the map used, the duration
of the match, the winner of the match, the score of the two players as well
as the number of times they fragged, committed suicide and killed their
opponent. The judgement given by the participants after each match as
well as their degree of certainty was also recorded allowing us to calcu-
late two scores: a humanness score and a reliability score. The score
increments when the player has been judged to be a human and decre-
ments otherwise. If the given degree of certainty was 0 (i.e. “Not sure
at all”), then the score remained unchanged. Only human players have
a reliability score since the bots do not judge. This score is incremented
when the player has correctly judged his opponent and decremented oth-
erwise.

At the end of the experiment, participants had to fill a four-questions
questionnaire to evaluates their video game expertise 4:

4. Translated from French, original version in Appendix D
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1. How often do you play video games?
◦ Everyday
◦ Several times a week
◦ Only on weekends
◦ A few times a month
◦ Only during holidays
◦ Never

2. What device do you use to play video games?
◦ Computer (e.g. games on CDs or on-line)
◦ Console (e.g. Xbox, Playstation or wii)
◦ Hand-held game console (e.g. Game Boy, PSP)
◦ Arcade game (e.g. coin-operated entertainment machine in-

stalled in public businesses)
◦ Other device (e.g. Mobile phone or MP3 player)

3. What types of games do you play?
A) First-Person Shooter (e.g. counter-strike)

B) Strategy games (e.g. Age of empire)

C) Platform games (e.g. Rayman)

D) Adventure, Action Games (e.g. Assassin’s Creed)

E) RPG: Role Playing Game (e.g. Final Fantasy)

F) Educational games (e.g. Adibou)

G) Management Games (e.g. Zoo Tycoon)

H) Simulation games (e.g. Sims)

I) Sports Games (e.g. Fifa, PES)

J) Racing Games (e.g. Grand Turismo, Mario Kart)

K) MMORPG = Massively multi-player on-line role-playing game
(e.g. World of Warcraft)

L) Physical or sports games (e.g. Wii, Kinect, Playstation Move)
4. Do you play :

◦ Alone
◦ With virtual players (or bots)
◦ On-line with strangers
◦ On-line with friends or family
◦ With physically present players

For question 1), participants could only choose one answer and for
questions 2) and 4), they could select multiple answers. For question 3),
they had to select only the type of games they play and sort them from
most to less often.
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4.2.5 Statistical Techniques Used

Thanks to the data collected in our database we were then able to
carry out some analyses. Here are the statistical methods we used:

Kruskal-Wallis Test: This test is a non parametric alternative to the
One-Way ANOVA and is used when the dependant variable does not
meet the normality assumption. It can be used to assess for significant
differences on a dependent variable by a categorical independent vari-
able (with two or more groups).

Contingency Table: Also known as a cross tabulation or crosstab, it is
a type of table that displays the frequency distribution of two categorical
variables

Chi-Square Test This method is applied to examine whether rows and
columns of a contingency table are statistically significantly associated.

Correspondence Analysis (CA) This method provides a graphic method
of exploring the relationship between row and column variables in a con-
tingency table. It is an extension of Principal Component Analysis (PCA)
suited to handle qualitative variables (or categorical data).

Multiple Correspondence Analysis (MCA) It is an extension of the CA
which allows to analyse the pattern of relationships of several categorical
dependent variables.

4.3 Results

4.3.1 Competition Results

The results of the competition are given in Table 4.1. We note that
the scores for the bots are all negative which means that none of them
passed the test. The obtained ranking is the same whether we take into
account the certainty scale or not. Given that we used this scale for the
simple purpose of discouraging participants from not doing the cognitive
work (as we explained in chapter 3) and that analysing data at the same
time with and without the degree of certainty gave us the same results, we
decided to present in this chapter only the results using the humanness
score without the degree of certainty for the sake of simplification and
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to avoid repetitions. To analyse the difference between the humanness
score for humans and bots, we performed a T-Test which gave us a p-
value of 9.3e-7 indicating that the difference is significant.

Table 4.1 – Competition results

Teams Humanness Humanness with certainty

Humans’ avg. 0.38 3.08
A Human Guy -0.19 -1.67

Communaute de Nao -0.29 -2.59
AOP -0.33 -3.25

From the data we collected during the competition, we were able to
study some interesting features of the protocol. First of all, the bar plot
in Figure 4.2 shows the repartition of the matches duration for each map.
The duration of matches was discretised into five classes: matches last-
ing less than 2; 3; 4; and 5 minutes; and games ending with the time-
limit condition which was set at 5 minutes. We note that the duration of
the match differs from one map to another. To validate this observation
a Kruskal-Wallis test was applied, with a p-value of 4.8e-15 indicating
that the mean of the match duration differs significantly depending on the
maps. This confirms the observations we made during the pre-tests; on
some maps, the players meet their opponents much more often than on
others.

The humanness score also varies according to the map but more im-
portantly for bots than for humans (see Figure 4.3). The Kruskal-Wallis
test gave p-values of 0.093 for bots and 0.52 for humans. Therefore,
the humanness score for bots varies significantly depending on the map.
However, since the duration of the match depends on the map, which
means that we must consider these results with caution. The human-
ness score seems to vary with the duration of the matches according to
the bar plot in Figure 4.4 : the shorter the matches, the lower the score.
However, the Kruskal-Wallis test gave p-values of 0.39 for bots and 0.38
for humans, which does not allow us to reject the null hypothesis.

We also studied a possible link between the humanness score and (a)
the fact that the player won, (b) his score and (c) the number of times
he died of his own actions. The Kruskal-Wallis test gave the following
p-values: (a) 0.67, (b) 0.52, (c) 0.76. This does not allow us to reject the
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4.3.2.4 Usual player types faced

Table 4.3 shows the distribution of responses for each level of exper-
tise. We note that the participants with the best level of expertise are
those who tend to encounter all types of players unlike the other partici-
pants. To confirm these observations we performed a multiple correspon-
dence analysis. This method locates all the categories in a Euclidean
space. To examine the associations among the categories, the first two
dimensions of the Euclidean space are plotted (see Figure 4.7). On this
graph, the values 1 indicates the positive answer (i.e. the participant
claimed to be used to play with this type of player), while 0 indicates the
negative answer. We can see on this graph that all the positive values
are on the left while the negative values are on the right. The best judges
are located to the left of the graph, while the worst and intermediate ones
are more to the right. This shows that the values on the right are more
shared among the participants with the best level of expertise than the
others and thus confirms our observations made from Table 4.3.

Table 4.3 – Distribution of the type of players usually met in games ac-
cording to the level of expertise (in percentage)

Judging level Alone Bots Strangers Friends PPP 5

Best 100 60 70 70 90
Intermediate 80 33 28 48 48
Worst 70 40 40 70 40

4.4 Discussion

This study allowed us to make some interesting observations both on
the characteristics of the competition and on the level of expertise of the
participants. Firstly, we noticed that the number of times the players meet
depends on the map used for the match. Moreover, bots are perceived
as being more human-like on some maps than on others : depending
on the map, different behaviour may be expected. On the DM-Gael map
for example the matches are fast-paced which is not surprising since it is
composed of a single room where it is particularly difficult to hide. Thus,
close combat is more likely to be carried out on this type of map than
sniping. It therefore seems important to integrate different maps when

5. Physically Present Players
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assessing the believability of the bots, in order to observe these different
strategies.

We also noticed that neither the score nor the fact that the player has
won or lost has an influence on his humanness score. This is particularly
interesting : player performance and believability seem unrelated.

The results of the experiment allowed us to profile the participants with
the best level of expertise for distinguishing bots from human players :
players who mainly play games that have shooting or fighting as their
main component and players who are used to playing against different
types of opponents including, in particular, bots, strangers and physically
present players (they also tend to play games regularly). Participants
with the lowest level of expertise tend to play games that do not include
combat at all and usually play alone or with friends or family. These play-
ers do not sufficiently master the type of game used for the competition
to have the ability to judge their opponents effectively. Even if the rules of
the game are very simple (kill the opponent a maximum of times), it takes
training to acquire the necessary skills to be able to master this type of
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game. Despite the addition of the training phase, we noticed that some
participants, who had never played this type of game before, had difficulty
even to navigate the environment. Some of these players were also sur-
prised by certain behaviours such as opponents jumping after being seen
even in the absence of obstacles. Yet this behaviour is often encountered
in FPS since it is more difficult to realise a head-shot on a jumping en-
emy. Players will expect different behaviour depending on their expertise
which illustrates very clearly the subjectivity of believability.

4.5 Conclusion

In this chapter, we presented the modifications we made to our evalu-
ation protocol and to our computer tool. As you may have noticed, only
one of the elements of our tool has been modified and it has had no im-
pact on the rest of our system which illustrates its flexibility. Thanks to
our system, we were able to implement a competition during a national
event and to easily involve sixty invited judges. By way of comparison,
only five judges were part of the jury of the 2008 BotPrize competition
(Philip Hingston, 2009). We took advantage of this event to collect and
analyse data concerning both certain characteristics of the protocol as
well as the gaming habits of the volunteers who participated in the jury of
the competition.

Data gathered during the competition suggest possible improvements:
the map used during matches can have an impact on the humanness
score. In the current configuration, participants play on different maps for
each match but they encounter a different opponent on each of them. A
more rigorous protocol may present the judge with the same opponent
on different maps at the cost of the evaluation duration.

We also saw that participants with the most difficulty distinguishing bots
from humans are novice players. We believe it is important that the jury of
such a competition be composed of players of different levels. However,
giving judges the opportunity to give their opinion only when they wish
could be a better approach. Indeed, for some novice players, simply
learning to play a new game can be quite overwhelming and asking them
to do an extra task may seem too difficult.

Finally, we observed that some judges did put strategies in place to
unmask the nature of their opponents rather than play. Conducting the
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evaluation in the form of a competition may worsen these behaviours
as volunteers being invited to join the jury feel unconsciously pushed to
judge rather than play. We continue to think that it is important for judges
to ignore the purpose of the experiment.
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5. REPORTING SUSPECTED

CHEATERS

Until now, the believability of bots was directly evaluated using differ-
ent methods, which did not allow to obtain convincing results. One of
the main problem being that the gameplay can be modified by these so-
called "first-person" assessment methods, as we have seen in the pre-
vious chapters. Players are more focused on judging than playing the
game, which introduces new behaviours in the game. In this chapter, we
propose a new method to indirectly assess bots’ believability with both an
objective and subjective evaluation. With this approach, the gameplay is
not affected since the game is played normally and players are not asked
to judge their opponents.

While some constructs (i.e. the characteristic to assess, so in our case:
the believability of a bot) can be measured directly, others require more
subtle or indirect measurement. Prior research provides a valuable con-
text for work on measuring a construct (Cronbach and Meehl, 1955; D. T.
Campbell and Fiske, 1959). Current methods of assesing constructs can
be informed by drawing on the successes of prior efforts. However, if
they have consistently failed to yield expected results, it may indicate the
need to strike off on a different path in order to evaluate the construct.
(Widaman, 2018). This is the solution we have adopted and we have
sought to put in place a protocol for assessing the believability through
indirect measurements.

To do this, we were inspired by the reporting systems present in most
online multiplayer video games. These systems are used by players to re-
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port prejudicial behaviours faced when playing a game. Most of the time,
these systems offer many options to report abuses (see Figure 5.1), but
these options may differ depending on the type of game and the device
used to play. On home consoles for instance, it can be difficult, if not im-
possible, to install third party software that would allow a player to cheat
while this manoeuvre is rather simple on a computer. Therefore it is more
likely to find an option to report cheating on PC games rather than home
consoles games. The options that are generally present in any games
and devices are: harassment, offending language or name and being
Away From the Keybord (AFK). In certain games where the collaboration
between the members of a team is essential, one can find reporting rea-
sons such as "poor team work" or "team damage" for instance. Once the
game company has been warned of the harmful behaviour, it can decide
the penalty to give to the player. This can range from a simple warning
to several days of no play (as in Figure 5.2) or even to the total closure of
the account.

Our proposal consist in adding options to the reporting form to allow
players to signal the presence of bots. We hypothesised that the more
often a bot is reported, the less believable it is. Indeed, we assumed
that the bot that will be most reported will be the one whose behaviour
is the most different from the expected behaviour in the game and there-
fore the least believable. This allows us to evaluate the believability of
the bots objectively. This new model is presented in section 5.1. To val-
idate our hypothesis, we carried out an experiment whose methodology
is presented in section section 5.2. To achieve this experiment, we used
once again, the computer system presented previously. The section 5.3
presents the results we obtained which are then discussed in section 5.4.
Finally, we conclude this chapter in section 5.5.

5.1 Model

Since we already had the bots and the system to manage clients and
servers automatically for the video game UT2004, we chose to use it
again for this last experiment. However, this game does not include a
reporting system by default. Indeed, this feature is relatively recent and
did not exist at the time of this game’s release. We therefore developed
a reporting system for this game by taking inspiration from existing ones
in other video games.
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Figure 5.1 – Reporting form from the video game Fortnite

Figure 5.2 – Ban notification from the video game Fortnite
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Figure 5.3 – Screenshot illustrating the position of the windows: on the
left the video game UT2004, on the right the reporting form opened in a
browser (see section E.2 for a larger image)

First of all, we were interested in the various solutions that exist to
access the reporting form. The three most common solutions are:

— Right click on the player’s avatar in the game window.
— By right clicking on the name of the player in the chat.
— In the game menu by choosing the player from a list.

Since we have disabled the chat as we are not trying to evaluate the bot’s
ability to communicate, we can not use the second option. Regarding the
first solution, we found that it was not suitable for a game such as an FPS.
Indeed, this type of game having a very fast pace, it is difficult for the
player to perform a manipulation in the game without becoming an easy
target. Therefore, the third solution seemed to us to be the most suitable.
To facilitate the use of the reporting form, we integrated it into a web
page that can be positioned next to the game window (see Figure 5.3).
To access it, the player simply has to change the active window with the
Alt + keys combination.

Then, we looked for what options we would integrate into the report-
ing form. To determine them, we studied the codes of conduct of sev-
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eral video games (Call of Duty Black Ops 3, Call of Duty World War II
and Tom Clancy’s Rainbow 6 Siege, . . . ), existing reporting forms (Over-
watch, League of Legends and World of Warcaft, . . . ), as well as previous
studies (Yan and Randell, 2005; Alayed et al., 2013). The ten most pop-
ular reasons to report a player are:

1. Spam

2. Bug exploitation

3. Automatic aiming and shooting

4. Alteration of wall texture

5. Using bots

6. Aggressive language

7. Inappropriate name or profile picture

8. Personal statistics modification

9. Fraud

10. Harassment

Since the chat is disabled, all options related to this activity have been
removed (i.e. 1, 6, 7, 10). The game does not include items that can be
purchased with real money so we also removed the option for fraud (9).
In order to adapt the eighth option to the game in question, we divided
it into two sub-categories. The first can be used to report the increase
of the resistance to damage inflicted by other players while the second
reports the increase of the damage caused by the weapon of the cheater.
If no option is appropriate for the player, he/she she is free to choose the
"Other" option and fill the field with the desired reason. Here is the list of
options we chose to use for the experimental reporting form:

1. Bug exploitation

2. Automatic aiming and shooting

3. Alteration of wall texture

4. Using bots

5. Increase of damage resistance

6. Increase of weapon damage

7. Other
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The goal of this new approach was to stay as close as possible to
the way the game is normally played. Generally, people wishing to play
UT2004 would connect to a server, and start to play a succession of
matches once a minimum number of players have logged in. They play
against several players at once and meet on several maps of the game.
It was important for us to replicate this experience. Fortunately, because
of the flexibility of our computer system, it was particularly simple to put
this in place. The game engine already has a system to change maps
automatically at the end of each game by default. We used our system
to start the servers and connect the players. The game engine then took
care of starting the game matches successively as it normally would.

5.2 Experiment Methodology

To validate our approach we conducted an experiment where we invite
participants to fill a questionnaire after playing a succession of matches
with our reporting system. We wanted to verify if the bot that was re-
ported the most often was the one that is deemed the least believable by
the participants. We describe the experience in detail in the rest of this
section.

5.2.1 Participants

Ads were placed in different parts of the city to recruit the partici-
pants. They were all volunteers and no compensation was provided for
their participation. Seventeen participants including sixteen men (94.1%)
and one woman (5.9%) took part in the experiment. For all the par-
ticipants, French was their native language. Their mean age was 28,
ranging from 19 to 42 years old. 47.1% of participants reported play-
ing every day, 17.6% play several times a week and 11.8% play a few
times a month. Among the participants, 17.7% consider themselves as
novice players, 58.8% as amateurs and 23.5% as experts. All data were
analysed anonymously and all participants gave written informed consent
prior to participation.

5.2.2 Procedure

The experiment had two conditions: a control condition and an experi-
mental condition. In the control condition, the four participants played all
against each other without any bots. In the experimental condition, the
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four participants were divided into two groups. Each participant would
play against the other member of the group and two bots. The two bots
were the ones who came first (A Human Guy ) and third (AOP) in the
BotContest competition.

Participants were welcomed and invited to take place at one of the
computer dedicated to the experiment. The same physical arrangement
was used as in the two previous experiments. Participants were only
informed that it was an experiment on the reporting forms in video games
and that some participants might have access to a cheat technique during
the game. In fact none of them had access to such a feature. It was just
a pretext to instigate them to use the report form.

After filling and signing a consent form, participants were directed to
the questionnaire used to evaluate their gaming habits (similar to the
one described in 4.2.4; see appendix E.1). Then, as with previous mod-
els, participants started with the tutorial (which we have not changed).
Then, the participants could start playing the game. They had to play
four matches of five minutes each. The instruction was to arrive at the
maximum score as quickly as possible while using the reporting form
when observing suspicious behaviours. We set the maximum score to
30 because this score is difficult to reach within the time limit but not im-
possible. Thus participants must fully invest them-self into the match to
have a chance to reach this score. The matches followed one another
automatically and a different map was used for each of them. Once the
game session was over, the participants had to fill a final questionnaire.
This questionnaire made it possible to collect information on the partic-
ipants experience with the report form as well as their opponents. The
first part of this questionnaire only served as a distraction and allowed
not to focus only on the opponent. The second part of the questionnaire
allows us to collect data on the gaming experience and the perception,
or not, of the presence of the bots by the participants.

5.3 Results

The participants in the control group used the reporting form on aver-
age 1 time, while those in the experimental group reported on average
2.7 times (see Figure 5.4). The bivariate Wilcoxon test gave a p-value of
0.0547 which does not allow us to reject the null hypothesis. However,
we can see that this p-value is very close to being significant. We can
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therefore conclude that a difference between the two groups seems to
be emerging and that the experimental group tends to signal more often
than the control group.
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Figure 5.4 – Mean number of reports depending on the condition

In the experimental condition, 85.2% of the reports were for a bot, out
of which 68.2% were for A Human Guy and 34.8% for AOP. We analysed
the possibility of a difference in the number of reports between the two
bots. A Human Guy (1.4 ± 1.17) has been reported twice as often as
AOP (0.7±0.67), however, the difference between the two is not significant
according to a Wilcoxon test (V = 17, p-value = 0.2021).

The different reasons of reporting have been studied to see if some of
them were chosen more often. The Fisher exact Test seems to reveal
that some were used more than others (p-value = 0.03362). The reasons
“Increase of damage resistance”, "Automatic aiming and shooting" and
“Using bots” seem to be chosen more frequently than then other ones
and the “Other” option was never used.

Participants had to judge the believability of bots with a 6 points Likert
scale, going from 1 “not believable at all” to 6 “very believable”. The
experimental group found that bots were rather believable (4.3±1.4). The
same question was asked to the control group, even though there were
no bots present in this condition. They thought that bots were believable
on average (3.6±1.4). In Figure 5.5, the two groups do not seem to be
significantly different, this was confirmed by a Wilcoxon test which gave
a p-value of 0.3119.
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Figure 5.5 – Mean humanness score for bots depending on the condition

Participants were asked to indicate how many human players they
thought they faced. They could choose a value between 0 and 3. Their
answers do not seem to be significantly different (p-value = 0.9544) be-
tween the control group (2.57± 0.53) and the experimental group (2.6±

0.52). The same question was asked regarding the number of bots.
Again, the difference is not significant (p-value = 0.8687) between the
control group (0.71±0.76) and the experimental group (0.6±0.62).

They were also asked to specify their degree of certainty regarding
the previous answer (number of human players and bots). They could
choose their answer on a Likert scale (going from 0 “not sure at all” to
6 “completely sure”). Their degree of certainty for the number of human
player do not seem to be significantly different (p-value = 0.5469) be-
tween the control group (2.71± 1.98) and the experimental group (3.4±

1.95). The same question was asked regarding the number of bots.
Again, the difference is not significant (p-value = 1) between the control
group (2.57±1.9) and the experimental group (2.7±2.16).

A Pearson Correlation test was performed to study an eventual link
between the number of reports and the believability score for bots. The
control group shows signs of a negative correlation (p-value = 0.05766,
cor = -0.7391) whereas for the experimental group (see Figure 5.6), a
strong negative correlation seems to appear between the number of re-
ports and the believability score (p-value = 0.0273, cor = -0.6898).
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Figure 5.6 – Negative correlation between the bots’ estimated human-
ness and the number of reports in the control group

We also studied the usability of our reporting form. Regarding the com-
plexity of manipulation to perform to access the form: 5.9% of participants
found it complex, 17.6% found it quite simple, 17.6% found it simple and
58.8% found it very simple, which is very satisfying. In addition, 82.3%
of participants reported being ready to use this type of reporting form if
they had the opportunity.

5.4 Discussion

Despite the fact that our population is relatively small (10 participants
for the experimental condition and 7 for the control one), our statistical
analysis gave very encouraging results.

Firstly, we can see that a significant difference seems to appear be-
tween the experimental group and the control group with regard to the
number of reports made. Participants in the experimental group would
tend to report more often than those in the control group (almost three
times more often on average). Furthermore, we can see that in the ex-
perimental condition, bots are reported five times more often than human
players. This could reflect a difference in behaviour between human play-
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ers and bots. We have deliberately incorporated different reasons into the
reporting form which could lead to improvements for the implementation
of the bots. For example, the bot A Human Guy was reported four times
for "Automatic aiming and shooting" and three times for "Alteration of wall
texture", "Increase of damage resistance" and "Using bots". The first two
reasons suggest that the bot’s firing behaviour could be improved. The
other two, on the other hand, give less indications for improvements. The
third reason might suggest that the bot is too efficient at collecting health
points which could give him the illusion of having more resistance.

The second element of our statistical study which is particularly inter-
esting is the measurement taking into account both objective data (num-
ber of reports) and subjective data (humanness score). This has never
been used together before for assessing the believability of bots and that
is the particularity of our approach. The statistical analysis seems to re-
veal a negative correlation between those two variables, and particularly
in the experimental condition where the correlation is strong. This re-
sult is particularly encouraging since it seems to show that our goal is
achieved. Indeed, we have been able to set up an evaluation of the be-
lievability of the bots which allows to play the game as it should be without
having an impact on the gameplay and which makes it possible to obtain
an indication on the believability of the bots as well as suggestions for
improvement.

However, this study has some limitations, such as the number of partic-
ipants (n = 17), which limits the interpretation of the statistics performed.
Parametric tests, such as the Student’s t-test, are more powerful than
non-parametric tests, i.e. the probability of rejecting the null hypothesis
is higher. However, certain criteria must be respected in order to carry
out these parametric tests (Elliott and Woodward, 2007; Cronk, 2017),
such as having a normal distribution, or having equal variances for the
two populations. It is therefore preferable to have a large population size
(n ≥ 30) in order to increase the possibility of a normal distribution of
the data and an homogeneity of the variances (Ghasemi and Zahediasl,
2012). It would be interesting for future experiments to have more partici-
pants in order to be able to perform parametric tests and thereby deepen,
and perhaps strengthen, the results obtained during this experiment.

We found that it would be possible to slightly improve the last ques-
tionnaire of the experiment so as to evaluate the bots’ believability indi-
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vidually. During this experiment, participants were not asked to evaluate
each of their opponents’ believability but rather, they were asked to men-
tion the number of bots they thought they faced, their degree of certainty,
and whether the bots they faced seemed believable. There is therefore
no real distinction between the individual players during the evaluation. A
distinction could have helped us to conduct further analysis and investi-
gate the existence of a direct link between the number of reports and the
humanness score for each bot.

The results we obtained in this study do not match the ranking of the
BotContest competition presented in the previous chapter. Indeed the
bot A Human Guy, winner of the competition, was reported more often
than the bot AOP. This reverse ranking did not surprise us. Indeed, the
bot A Human Guy being based on a mirror mechanism, is perfect for a
situation where the gameplay is changed by the judgement. Because the
bot imitates the judges, they may be led to think that the player in front of
them is also judging or trying to communicate. The bot AOP however has
been developed to play the game as it is supposed to be played. It seems
normal to us that the bot A Human Guy was judged more believable in
the context of the competition where the judgement of the believability
was an important element of the gameplay.

5.5 Conclusion

Our desire to keep the nature of the game unchanged when evaluating
the believability of the bots led us to propose a novel solution, based on
the reporting systems frequently encountered in online multiplayer video
games. In this chapter, we presented our model and its implementa-
tion for the video game Unreal Tournament 2004. Since this game does
not have a reporting system by default, we have developed one in or-
der to realise an experiment to validate our approach. Seventeen people
participated in our experiment out of which ten were in the experimen-
tal condition (matches of 2 bots and 2 humans) and seven in the control
condition (matches of 4 humans).

Despite the fact that the number of participants was quite small, we
were able to make some interesting observations. In particular, it would
appear that the participants in the experimental condition made more re-
ports than those in the control condition. Also, there is a negative correla-
tion between the number of reports and the believability score of the bots.
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Thus, it would appear that it is possible to use this objective measure to
evaluate the believability of the bots.

Some improvements are still possible. Regarding the evaluation method,
it would be interesting to ask participants to evaluate the believability of
all their opponents at the end of the experiment in order to study the exis-
tence of a direct link between reporting and believability. Then, regarding
the reporting form, we focused on the particular case of FPS but it would
be interesting to establish different lists of reporting reasons according to
the types of video games.

Finally, we have noticed that with this new approach, the participants
have not changed the way they play and have not put in place strategies
to try to unmask the nature of their opponents. During our discussions
with them after the experiment, we noticed that they did not realise that
our goal was to evaluate the believability of the bots. This is very impor-
tant for us since it guarantees a rigorous and unbiased evaluation.
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WORK

6.1 Conclusion

The goal of this thesis was to put in place a rigorous protocol to eval-
uate the believability of virtual players in multiplayer video games. This
notion of believability is particularly complex to evaluate due to its sub-
jectivity. Indeed, gamers will not perceive believability in the same way
according to their familiarity with the video game and their level of exper-
tise in it. To propose a new protocol, we embarked on a system of trial
and error, each new protocol drawing on the successes of its predeces-
sor whilst eliminating the failures.

Firstly, we conducted a literature review of the protocols previously
used to assess the believability of virtual players. After analysing them
in detail, we identified seven features that characterise the assessments
and which vary significantly from one to another. We discussed that when
designing a new protocol, these features need to be chosen carefully in
order to not introduce a bias into the evaluation. After an in-depth anal-
ysis of these protocols, we gave recommendations for the features that
are well established. We also identified the other features that still need
further study and testing to be determined.

During the literature review we found out that the video game’s game-
play could be affected by the assessment process. To avoid this we
sought to hide the purpose of the evaluation by building a questionnaire
aiming attention at several aspects of the game. The goal being to dis-
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perse the attention of the participants on the whole game rather than
simply on their opponent. Throughout our study we used the video game
Unreal Tournament 2004, a first person shooter game, since it has been
used many times in previous studies (Bída et al., 2012). To facilitate
the execution of the evaluation, we developed a system that partially au-
tomates the evaluation process. It is responsible for running the game
servers and for automatically connecting players and bots to it. This
system proved to be effective and flexible since it has also been used
successfully for the implementation of the two other protocols that we
proposed.

Our first protocol having given unconvincing results, we wondered if
this could be due to the level of expertise of participants in video games.
We tried out our protocol during the PFIA17 conference, during which we
organised a competition. We took advantage of this event to profile the
judges according to their ability to correctly distinguish bots from human
players. We fount that the best judges are players who mainly play games
that have shooting or fighting as their main component and players who
are used to playing against different types of opponents including, in par-
ticular, bots, strangers and physically present players (they also tend to
play games regularly). On the other hand, the judges with the lowest level
of expertise tend to play games that do not include combat at all and usu-
ally play alone or with friends or family. These observations showed us
that the level of the players can have an influence on their expectations
concerning the behaviours of their opponents. It therefore seems impor-
tant to integrate players of different levels in the evaluation in order to
obtain consistent results.

Finally, from the observations that we could make during our previous
experiments, we came up with a completely new design. For this new
approach we tried to use the game as it is normally played, with the aim
of minimising as much as possible the impact of the assessment on the
gameplay. We decided to take inspiration from the reporting systems al-
ready present in many video games. We propose to create a reporting
form that includes options for reporting undesirable behaviours that may
be manifested by bots. Our proposal is therefore to evaluate the believ-
ability of bots indirectly by using an objective measure: the number of
reports made against the bot. We conducted an experiment to validate
our approach and obtained promising results. In particular, our statistical
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analysis showed that there is a negative correlation between the number
of reports and the believability of the bots, which meets our hypothesis.

6.2 Future Work

Our new protocol makes it possible to evaluate the believability of the
bots while respecting the gameplay of the game and by involving players
with different levels of expertise, which is a hefty improvement compared
to the previous evaluation methods. However, many improvements are
still possible. In particular, we used the video game Unreal Tournament
2004 throughout our study, however, it would be interesting to test our
protocol with newer games. Our choice fell on this game because it was
available to us and it was easy to integrate external bots to it. However,
this game being too old, it does not include a reporting system by default.
A new version of the game is currently in development (Unreal Tourna-
ment 4 1) and it should certainly have a reporting system as it is present
in the majority of recent video games distributed by AAA publishers. This
new version being very similar to the old one, we think that it will be pos-
sible to modify the game and to integrate bots as for UT2004. This would
allow us to test our protocol with an updated version of the video game.

Our protocol can easily adapt to different video game genres such
as, action, strategy, role-playing or sports games. However, for this,
different reporting options should be proposed depending on the game
genre. One way to improve our protocol would be to study the harm-
ful behaviours, and more particularly those associated with bots in video
games of different genres. This would help to establish lists of reporting
options for each game genre, which would make it easier to set up an
evaluation for any video game that is not a first person shooter.

Our method can be used not only by the scientific community but also
by video game publishers. They could integrate different bots implemen-
tations on some of their game servers and use the player reports to deter-
mine which implementations are the most believable. From these tests
results they could improve their bots until they are no longer reported.
However, since video game publishers do not have much time to devote
to such work, it would be interesting to set up test platforms. The idea
would be to provide network text protocols for connecting to the game

1. https://www.epicgames.com/unrealtournament/
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and control game characters as GameBots2004 (Bída et al., 2012) does
for UT2004 and StarCraft II API 2 does for the game of the same name
(Vinyals et al., 2017). This would allow researchers and independent
developers to implement bots that could interact with the video game.
Game publishers could then make a few servers available on these plat-
forms so that everyone can connect his or her bots and where volunteer
players could play. Any reports would then be sent directly to the bots
which would allow comparisons and improvements of the different imple-
mentations.

We have noticed in our study that novice players often confuse expert
players with bots and conversely, expert players confuse novices with
bots. This phenomenon is common in online video games. For example,
on one hand, novice players, called newbies or noobs, are often insulted
by more experienced players who can not stand to lose because of the
inexperience of their teammates. While on the other hand, expert players
are accused of cheating because of their accuracy, speed or knowledge
of the map. To avoid these conflicts, matchmaking mechanisms are used
to automaticly make teams for competitive video games. Traditionally
the objective of such systems is to create balanced matches, opposing
players or teams of a relatively equivalent level (Delalleau et al., 2012;
Véron et al., 2014). It would be interesting to integrate such a system
with the previously proposed platform. By separating the players on dif-
ferent servers according to their level and making them all play against
the same implementation of a bot, it would then be possible to test the
bot’s adaptability to the different levels of players. The believability being
perceived differently depending on the level of the player, it is important
that a bot can adapt to his opponent to be believable.

6.3 Publications

The research conducted during this thesis has been published and
presented at international conferences as follows:

1. Even, C. (2017). « Analysis of the Protocols Used to Assess Virtual
Players in Multi-player Computer Games ». In: 14th International

Work-Conference on Artificial Neural Networks, pp. 657–668

2. https://github.com/Blizzard/s2client-api
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2. Even, C. (2018). « Bot Believability Assessment : a Novel Protocol
& Analysis of Judge Expertise ». In: 17th International Conference

on Cyberworlds (CW), pp. 96–101

3. Buche, C. (2018). « Autonomous virtual player in a video game
imitating human players: the ORION framework ». In: 17th Interna-

tional Conference on Cyberworlds (CW), pp. 108–113
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C. FINAL QUESTIONNAIRE FOR

THE EXPERIMENT NO. 1 (IN

FRENCH)
ID : ____________ 

 
 
D’après vous, quel était l’objectif de l’expérience ? 
 

 
 
 
 
 
 
 
 

 
 
A partir de quel moment (environ) avez-vous compris l’objectif ?  (cochez la case) 
Après la :  
□ 1ère partie      □ 2ème      □ 3ème      □ 4ème      □5ème      □6ème      □7ème      □8ème 
 
 
Avez-vous modifié votre façon de jouer par rapport à cet objectif ? (cochez la case) 
□ Oui      □ Non 
 
 
Avez-vous des remarques : 
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E.1 Pre-Experiment Questionnaire
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Appendix E. Material for the Experiment No. 3 (in French)

E.2 Screenshot of the Experiment in Process
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E.3. Post-Experiment Questionnaire

E.3 Post-Experiment Questionnaire
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E.3. Post-Experiment Questionnaire
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