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Abstract (EN) The goal of this thesis is to apply optimal control theory to the dynamics of inhomogeneous spin ensembles. The first part focuses on the control of a spin ensemble coupled to a cavity. The theory is introduced in detail, and a general method to efficiently control spins is presented. Several pulses are derived in the bad/good cavity regimes using numerical optimal control techniques. Additionally, non-linear generalized functions are used in order to derive simple approximated solutions. In a second step, the problem of spin echo Signal to Noise Ratio maximization is investigated, and maximization conditions are derived. It is shown that new pulses are superior to state-of-the-art square pulses in terms of fidelity and SNR maximization. Moreover, they allow us to explore new situations (e.g. Free Induction Decay measurements in cavity-QED with a cavity damping longer than $T_{2}^{*}$ ). The second part focuses on standard NMR/MRI problems. Two distinct situations of selectivity are investigated. The first one consists of determining the time minimum pulse which produces the most offset-selective transformation. In the ultra-selectivity case, the optimal solution is a singular arc of constant amplitude. However, if additional robustness constraints are taken into account, the optimal solution can be a regular arc. The second situation is the optimization of databases for MR-fingerprinting experiments. In this case, a control field is designed so that it generates a fingerprint database which maximizes the recognition process between several spins with different parameters. Additionally, optimal control theory and non-linear generalized function theory are introduced.
(DE) Ziel dieser Dissertation ist die Anwendung der optimaler Steuerungs-Theorie auf die Dynamik inhomogener Spinensembles. Im ersten Teil wird die Kontrolle eines an einen Resonator gekoppelten Spinensembles behandelt. Die zugrundeliegende Theorie wird im Detail erklärt und eine generelle Methode, um Spins effektiv zu steuern, wird vorgestellt. Mehrere Pulse im schlechten bzw. guten Resonator-Limit werden mit Hilfe von numerischen Techniken aus der optimalen Steuerungs-Theorie erarbeitet. Weiterhin wird Gebrauch von nicht-linearen verallgemeinerten Funktionen gemacht, um vereinfachte Näherungslösungen zu erhalten. Im zweiten Schritt wird die Maximierung des Signal-zu-RauschVerhältnisses (engl.: signal-to-noise ration, SNR) eines Spin-Echos untersucht und Bedingungen zur Maximierung werden herausgearbeitet. Wir zeigen, dass neue Pulse die bisherigen Rechtecks-Pulse bezüglich Güte und SNR-Maximierung übertreffen. Diese erlauben uns weiterhin, neue Szenarien, wie Messungen des freien Induktionszerfalls (FID) in Quanten-Elektrodynamik-Messungen mit Resonator-Dämpfung länger als $T_{2}^{*}$, zu erforschen. Der zweite Teil der Arbeit konzentriert sich auf Probleme der Standard-Kenspinresonanz-Spektroskopie und Bildgebung, wobei Selektivitäs-Fragent in zwei verschiedenen Szenarien untersucht werden. Das Erste besteht aus der Bestimmung des Minimalzeit-Pulses, welcher die selektivste Transformation bezüglich des Offset-Parameters hervorbringt. Im ultra-selektiven Falle ist die optimale Lösung ein singulärer Puls konstanter Amplitude. Berücksichtigt man allerdings zusätzliche Einschränkungen bezüglich Robustheit, kann die optimale Lösung auch nicht-singulär sein. Das andere Szenarium ist die Optimierung von Datenbanken für Magnetresonanz-Fingerprinting-Experimente. In diesem Fall wird ein Steuerungs-Pulssequenz entworfen, welche eine Fingerprint-Datenbank erzeugt, die den Erkennungsprozess der Parameter verschiedener Spins optimiert. Zusätzlich wird die Theorie optimaler Steuerung und nicht-linearer verallgemeinerter Funktionen eingeführt.
(FR) L'objectif de cette thèse est d'appliquer la théorie du contrôle optimal à la dynamique d'ensembles inhomogènes de spins. La première partie est dévouée au contrôle d'un ensemble de spins couplé à une cavité. La théorie est introduite en détail, et une méthode générale pour contrôler efficacement les spins est présentée. Plusieurs pulses sont déterminés dans les régimes de bonne et de mauvaise cavité. De même, les fonctions non linéaires généralisées sont utilisées afin de déterminer des approximations simples. Dans un second temps, le problème de la maximisation du Signal-sur-Bruit d'un écho de spin est abordé, et des conditions d'optimisations sont établies. Il est montré que les nouveaux pulses sont supérieurs à ceux de l'état de l'art, en termes de fidélité et d'augmentation du Signal-sur-Bruit. Par ailleurs, ils permettent d'explorer de nouvelles situations (e.g. mesure de FID (Free Induction Decay) en CQED avec un taux de perte de cavité plus long que $T_{2}^{*}$ ). La seconde partie est dévouée à des problèmes de RMN/IRM standard. Deux situations de "sélectivité" sont étudiées. La première consiste à déterminer le pulse le plus court qui produit la transformation la plus sélective par rapport aux offsets. Dans le cas ultra-sélectif, la solution optimale est un arc singulier d'amplitude constante. Cependant, si des contraintes de robustesse sont ajoutées, la solution optimale peut-être un arc régulier. La seconde est celle de l'optimisation de base de données pour des expériences de MR-fingerprinting. Dans ce cas, un champ de contrôle est conçu pour générer une base de données "d'empreinte digitale" qui maximise le processus de reconnaissance entre spins de paramètres différents. De plus, des annexes présentent différents outils mathématiques, comme la théorie du contrôle optimal ou les fonctions non linéaires généralisées.
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## Chapter o

## Introduction

"It is wrong to think that the task of physics is to find out how nature is. Physics concern what we say about nature."N.Bohr said these words in the early 20th century, while he and his pairs were trying to understand the fundamental laws of nature at the atomic scale[118, 55]. But at this time, he was certainly not thinking that one day, our knowledge of nature would be great enough to control nature at this scale $[45,53,82,179]$. As a matter of fact, the control of the environment is a natural evolution of physical theories: First humans want to understand how things are, and then, they imagine how things could be.

As soon as physicists understood basic mechanical laws and how forces influence object trajectories, they imagined an extraordinary number of situations where a system is brought/transported from an initial position to a new desired one [ $166,25,88$ ]. This is made possible because classical mechanics tells us how an object evolves from the data of its initial conditions. However, as Bohr also noticed, "Prediction is very difficult, especially if it's about the future". This is what we have learned from Quantum Mechanics: we generally cannot predict events with certainty, we can only predict at which frequency events can occur [118,55].

In the context of a controlled object, this fundamental fact can be seen as an unpreventable limitation. Positively, the light-matter [75, 128, 4] interaction is nowadays well understood, and we can claim that we know how to control quantum systems. The control of quantum systems is slightly different from the image we usually have in mind with classical control. We do not control the position or the velocity of an object, rather we control the probability law of possible future events [45]. Quantum control tasks are difficult tasks which are experimentally challenging. Solving these challenges constitutes the core of the current research in quantum technologies [17,53, 82, 179].

Different categories of control strategies can be emphasized. The first one, which is the simplest, consists of finding the environmental constraints which ensure that the quantum system will reach the target state after a certain time. This strategy is qualified as static because we do not interact with the system after the beginning of the experiment. This is analogous to the launch of an arrow to a target: we only input its initial orientation and speed. This strategy is limited and we generally prefer to use a dynamic control. In this case, the environment is modulated as a function of time. This allows us to reach new states, unreachable in a static way. Finding the dynamic environment constraints can be a very difficult task, and several solutions can exist. Therefore, a question naturally arises: which control is the best one? The notion of best is a notion to clarify, and it depends on our expectations/wishes. For example, one objective is to minimize the time or the energy required for reaching the target state. Such problems are also present in classical control, and in order to answer such questions, a field of mathematics emerged in the 50's/6o's: Optimal Control Theory (OCT) [129, 166, 25, 88]. The theory proposes a mathematical framework, tools, which allow us to say: This is the
best solution! (Or at least, one of the bests, several optimal solutions could exist.)
In quantum technologies, we generally encode information on photons or magnetic momentums of atoms. Photons are useful to carry information on long distances (e.g. quantum cryptography, see [137, 105], for recent studies) while atoms are better to store information (e.g. quantum memories [17, 21, 124]).

The ability to control magnetic momentums was made possible at the beginning of the history of Quantum Mechanics, with the introduction of Nuclear Magnetic Resonance (NMR) during the $30 / 40^{\prime}$ s $[52,101,35$ ]. This field led to two major technologies: NMR spectroscopy, for the analysis of chemical species, and Magnetic Resonance Imaging for the visualization of the three-dimensional structure of objects (such as the human body, for medicine applications [43, 35]). During the last decade, magnetic resonance received a lot of interest for applications in quantum technologies/ quantum computing [67].

Most of MR applications require the efficient control of an ensemble of magnetic momentums (spins). As a matter of fact, experimental setups are built around a collection of quantum systems (atoms, molecules, photons...). The response of each individual entity may differ. This disparity leads to the so-called inhomogeneous effects [101],which must be taken into account in the control strategy. A lot of studies have been published on this subject with various control methods, and most of the control problems are well understood nowadays. However, most of these methods have been derived on the basis of an intuitive approach of the dynamics, or with adiabatic principles [ $117,173,80$ ](slow variations of the system). Therefore, small imperfections can decrease the process efficiency. Improving the fidelity of these methods is generally possible, but at the price of long and energy demanding operations. Here the idea is to push processes to their physical limit by applying OCT directly in the design of control field (see [90, 91, 99, 107, 123, 27], to cite a few).

This manuscript is separated into two main parts. The first part deals with the control of an inhomogeneous spin ensemble coupled to a cavity. The study of this system is motivated by recent experiments in electron spin resonance (ESR) and quantum optics [21, 75]. In these new experiments, magnetic resonance is pushed to a regime where quantum effects become predominant.

Actually, in standard MR, a classical or semi-classical analysis is sufficient for a good mathematical description of the underlying physics (except if there is a non-negligible spin-spin coupling). In these new experiments [21], a sample (typically a crystal carefully chosen for its properties) is coupled to a microwave resonator. In a second step, the ensemble is cooled down to a very low temperature, around 10 or 20 mK , in order to avoid thermal effects. In this situation, quantum behaviors of the electromagnetic field are measurable: The resonator naturally selects photons at a specific energy, and the low temperature allows us to observe quantum fluctuations around the ground state. The coupling of the cavity ground state with a spin ensemble induces the so-called Purcell effect [154], an enhancement of the electrons' spontaneous emission. Additionally, the interaction between electrons and photons can be long enough to observe coherent effects such as super-radiance. [164, 69]. This setup is interesting for several reasons: It allows us to push MR spectrometer to its physical limit in terms of sensitivity, and it can be used as a building block in several quantum objects, such as quantum memories. Unfortunately, the presence of the cavity and the emergence of new phenomena force us to adapt the control methods. The development of these new methods constitute the core of the first part.

In this manuscript, we propose a simple and systematic procedure which allows us to apply most of the control strategies used in NMR. Moreover, the procedure is
particularly interesting for OCT applications. Several examples of optimal pulses are presented. Among all the experimental challenges, it is of particular interest to obtain the best Signal-to-Noise-Ratio (SNR) during the spin response measurement [35, 162, 146, 98]. A specific study of the SNR is made and optimal conditions are derived. Moreover, we show that optimal pulses allow us to reach the SNR physical limit.

Performing optimal control calculations on such a complex system requires numerical simulations. These simulations are not easy to perform, and specific numerical methods are necessary. The development of such methods gives the opportunity to revisit the physical effects of the system. Several paragraphs of this manuscript are devoted to their analysis, and several standard approximations are studied.

The chapter 1 is devoted to the presentation of the state of the art. The reader can find basic ideas and useful results about cavity-QED. Chapter 2 presents an original work from the numerical point of view, but the corresponding physics is well known. However, this is a necessary preliminary work to deal with chapters 3 and 4. These two chapters present my main contribution to the field.

The second part of this manuscript focuses on more standard situations in NMR. In this case, quantum behavior of light can be neglected. The electromagnetic field is given by a simple time dependent function, which represents the control field that must be determined [170]. Two different problems are considered, but in both cases, the underlying idea is to separate as much as possible the dynamics of spins with different parameters (offset, relaxation times,...).

The first problem consists of determining the control field which produces the most selective universal rotation against offset parameters [35, 127, 174, 175, 109]. In addition, we consider a time or an energy minimum constraint. This study is motivated by experiments of spins coupled to the cavity. Indeed, such controls can be useful to manipulate an extremely small number of spins. Computations have been made in a simple NMR framework in order to simplify the analysis. However, the results can be extended to a system with a cavity.

The second and last problem concerns the magnetic-resonance-fingerprinting [110, 12, 113]. This work was motivated by a recent proposition of measurement method in NMR/MRI. The idea consists of generating numerically a database of magnetization trajectories. Each trajectory is generated from the data of the control field and spin parameters (relaxation time, inhomogeneity parameters...). In a second step, a pattern recognition algorithm [3] is used to recover in a single experiment all the parameters of a system. The name "fingerprinting" comes from an analogy of human fingerprint analysis: The time-dependent magnetization is like "the fingerprint" of the spin, and the goal is to identify the latter by comparing the measurement to our database entries. The approach is particularly efficient in MRI to determine a ( $T_{1}, T_{2}$ ) map of the human body. In the original paper [110], the authors considered a control field of random amplitude in order to generate a time dependent magnetization sensitive to spin parameters. The use of a random field is convenient, but nothing guarantees that the sensitivity is sufficient to distinguish accurately similar parameters in a noisy experiment. Our idea is to introduce optimal control tools in the control design and a curve recognition algorithm (in order to remove database limitations). A first work is to define a mathematical framework to perform such non-standard optimizations. We have demonstrated the efficiency of the approach by using an experimental example in NMR. We have also emphasized the physical limits inherent to the fingerprinting method.

This second part is original and two papers have been written on the basis of these
two chapters.
In order to complete this manuscript, some mathematical elements are presented in appendices. They are devoted to optimal control theory, non-linear generalized functions and non-commutative geometry.

From the results of this manuscript, the following papers have been submitted or published:

PART I:

- Optimal control of an inhomogeneous spin ensemble coupled to a cavity, Q. Ansel, S. Probst, P. Bertet, S.J. Glaser, D. Sugny, Phys. Rev. A 98, 023425 - 2018
- Shaped pulses for cavity compensation in high sensitivity electron spin resonance spectroscopy, S. Probst, Q. Ansel, S.J. Glaser, D. Sugny, P. Bertet, in preparation.
- Optimal control of an inhomogeneous spin ensemble coupled to a cavity II: A full quantum approach, Q.Ansel, S.J. Glaser, D. Sugny, in preparation.


## PART II:

- Optimizing Fingerprinting Experiments for Parameter Identification: Application to Spin Systems, Q. Ansel, M. Tesch, S. J. Glaser, D. Sugny, Phys. Rev. A 96, 053419/1-9 (2017)
- Selective SO(3) transformations by optimal control theory Q. Ansel, L. Van Damme, S.J. Glaser, D. Sugny, in preparation
- Time-optimal selective pulses of two uncoupled spin 1/2 particles L. Van Damme, Q. Ansel, S.J. Glaser, D. Sugny, submitted to PRA
- Robust optimal control of two-level quantum systems L. Van Damme, Q. Ansel, S.J. Glaser, D. Sugny, Phys. Rev. A 95, 063403 (2017)


## Part I

Optimal control of an inhomogeneous spin ensemble coupled to a cavity

## 0. 1 Notations

- $\hat{a}, \hat{a}^{\dagger}$ : cavity creation/annihilation operators
- $\beta$ : control field (circular polarization)
- $B_{X, Y}$ : control fields seen by the spins on the quadratures $X, Y$ (generally, it is equivalent to $\langle\hat{X}\rangle,\langle\hat{Y}\rangle)$.
- $B_{X, Y}$ : integral of $B_{X, Y}$.
- $\Delta, \Delta_{(n)}$ : offset frequency of a spin.
- $g_{,}, g_{(n)}, g_{1}, g_{2}$ : coupling factor spin/electromagnetic field. ( $n$ ) denotes the label of the spin, and 1,2 refer respectively to the coupling with the electric and magnetic fields.
- $\Gamma_{P}:$ Purcell rate.
- $\hbar=1$ : Planck constant, always expressed in normalized units.
- $\kappa$ : cavity damping rate.
- $\vec{M}$ : magnetization vector.
- $N$ : number of spins
- $N_{D}$ : number of coherent spins (number of spins/ Dicke-state).
- $N_{\rho}$ : number of incoherent spins.
- $\eta_{q}$ : mollifier of order $q$.
- $\Omega$ : width of the offset distribution.
- $\omega$ : frequency of the cavity.
- $\omega_{S}, \omega_{S,(n)}$ : frequency associated to the energy transition of a spin.
- $\omega_{X, Y}$ : control field on the quadratures $X, Y$ in the rotating frame.
- $\hat{\rho}$ : density matrix.
- $\rho$ : a probability distribution
- $\rho_{\text {purcell }}$ : distribution of spins induced by the Purcell effect
- $\rho_{1}$ : distribution of coupling factor $g$.
- $\rho_{0}$ : distribution of offset.
- $\mathcal{S}$ : integral over time of the quadrature $X=\langle\hat{X}\rangle$.
- $\mathcal{S}^{(2)}$ : integral over time of $X^{2}$.
- $\hat{\sigma}_{x}, \hat{\sigma}_{y}, \hat{\sigma}_{z}, \hat{\sigma}_{+}, \hat{\sigma}_{-}$: Pauli matrices and creation/annihilation spin operators.
- $\hat{S}_{a}$ : spin operator defined by $\hat{S}_{a}=\frac{1}{2} \hat{\sigma}_{a}$
- $T_{1}$ : longitudinal relaxation time.
- $T_{2}$ : transverse relaxation time.
- $T_{1}^{P}$ : repetition time of an experiment.
- $T_{e}$ : time between two pulses (spin-echo and CPMG sequences).
- $T_{c}$ : control (pulse) duration in a spin CPMG sequence.
- $T_{r}$ : repetition time $T_{e}+T_{c}$ in a CPMG sequence.
- $T, t_{f}$ : final time.
- $\hat{U}_{F}$ : evolution operator of the free electromagnetic field.
- $\hat{U}_{S}:$ evolution operator of the spins with a drive.
- $\hat{U}_{E}$ : evolution operator describing the entanglement spins/cavity.
- $\hat{X}, \hat{Y}$ operators associated to the cavity quadratures.
- $\Delta X:$ quantum noise of the quadrature $X$.


## Chapter 1

## Experimental and theoretical backgrounds

This chapter aims at reviewing the state of the art of a spin ensemble coupled to a cavity in order to provide the essential tools that are used in the next chapters. First, in section 1.1, a brief presentation of the experimental setup is made. Then, the theory of an electron coupled to a single cavity mode is developed in section 1.2. Successive approximations allow us to reformulate the system with a simplified model, based on the Jaynes-Cummings interaction. Thirdly, in section 1.3, the solution of the master equation that describes the damped harmonic oscillator dynamics is derived. The damped quantum oscillator describes accurately a single electromagnetic cavity mode. The solution of the master equation (of the single E.M. field) is investigated in chapter 3. In section 1.4, the model is completed, the different theoretical building blocks are gathered in order to form the full system of an inhomogeneous spin ensemble coupled to a cavity. Several physical effects, such as the super-radiance or the Purcell effects, are described in this later section. Section 1.6 details a semi-classical approximation based on a cumulant expansion, and an analogy with the NMR radiation damping is made. Finally, section 1.7 is devoted to the spin distribution.

### 1.1 The experimental setup

Experiments involving few atoms coupled to a microwave resonator are performed at the Quantronics group, a research group based at the Centre de l'Energie Atomique in Saclay (France) ${ }^{1}$. The goal of our collaboration is to improve the sensitivity and the efficiency of the methods used in these experiments by applying optimal control theory.

Current experiments are only constructed in a development spirit: the goal is to build "the best" magnetic resonance spectrometer at the quantum scale, and to play with its quantum/classical features [17, 97, 20, 21, 19, 132]. Nevertheless, one of the long-term goal is to build quantum memories [122]. Indeed, the

1 http://iramis.cea.fr/ spec/Pres/Quantro/static/ index.html


Figure 1.1: The setup is composed of a 2 D microwave resonator in contact with a crystal of BiSi. They are packaged into a bigger $3_{3} \mathrm{D}$ cavity, which is the support of the system inside the magnetic coils. The thin wire inside the resonator produces the control. (Credit: S. Probst. \& al, poster).
${ }^{2}$ However, due to field inhomogeneity, all the spins do not contribute to the signal with the same intensity, and an effective number can be deduced. It is generally included between 100 and 1000.
information carried by a quantum state of light can be stored into a spin ensemble (the atoms).

In order to connect the theory developed in this manuscript to a concrete experiment, a short overview of the setup is presented in this section. The interested reader is referred to the original works of the Quantronics group [21, 132]. The technical details are omitted here in order to keep the simplest elements required for understanding the theory of a spin ensemble coupled to a cavity.

Let us have a global look on the setup (figure 1.1), and first, let us focus on the microwave resonator (the cavity). As we can see in figure (1.1), the latter is carefully designed, and a special attention is paid to the quality factor. A high quality factor allows to produce monochromatic photons, to maintain a long coherence time in the cavity and to preserve the system from decoherence effects. Here, the quality factor is chosen in order to obtain the desired amount of coherent/incoherent effects $\left(Q \sim 10^{5}\right)$. The electromagnetic field in the cavity interacts with an ensemble of atoms. However, the setup is not exactly built like a laser: atoms are not trapped inside the cavity. The resonator is rather twodimensional, and it is simply "put on" a crystal. Thus, we have a surface interaction and only spins near the surface can interact with the cavity field.

We now consider the spins: the crystal is not chosen randomly. Indeed, it is necessary to find a material that provides the strongest coupling and the longest coherence time for electronic spins. Bismuth donors in silicon ( $\mathrm{Si}: \mathrm{Bi}$ ) [121] is a material that corresponds particularly well to these specifications (figure 1.2). This material is also interesting for other quantum technologies, as it is a promising option for encoding quantum information as qubits. The electronic spin $1 / 2$ of a donor in silicon is degenerated due to hyper-fine and quadrupolar interactions. The use of a strong static magnetic field, normal to the cavity plane, allows us to lift the degeneracy and to adapt the spectrum to the bandwidth of the cavity. The transition $|9\rangle \leftrightarrow|10\rangle$ is used in experiments [21].

The number of spins involved in the experiment is very small. For example, the amount of spins in a standard NMR experiment is around the Avogadro number, but here this number is reduced to approximately $15,000^{2}$. The magnetization produced by such a small number of electrons is very weak, and therefore, measurement must be performed in very specific conditions. How magnetic resonance measurement can be achieved at this scale? We briefly describe these conditions. Most of quantum effects are sensitive to temperature. Hot temperatures are related to incoherent motions of atoms and thermal states. This leads to an incoherent environment that cancels quickly most of quantum behaviors. Therefore, it is necessary to cool down the setup to a very low temperature. At the center of the setup, where the spins and the resonator are located, the temperature falls locally to 10 mK . This is far colder than the cryogenic magnet of the LHC (1.9K). However the volume is very small, a few $\mu \mathrm{m}^{3}$. At this temperature, thermal photons are suppressed and the electromagnetic
field reaches its ground state. Hence, the detector receives a signal perturbed only by the ground state quantum fluctuation.

Unfortunately, this is not enough, and the signal must be considerably amplified. This amplification is not simple at all, and requires three successive amplifiers based on different technologies. The first one, a Josephson Parametric Amplifier (JPA), is maybe the most interesting. When set in phase preserving mode, JPAs can amplify the signal with a very little noise increase ${ }^{3}$. More precisely, the noise-amplification relation is given by [36]:

$$
\begin{equation*}
\frac{\left\langle\Delta \hat{S}_{\text {out }}^{2}\right\rangle}{G} \gtrsim\left\langle\Delta \hat{S}_{i n}^{2}\right\rangle+\frac{1}{2}, \tag{1.1}
\end{equation*}
$$

where $\left\langle\Delta \hat{S}_{\text {in/out }}^{2}\right\rangle$ is the noise of the signal and $G$ is the gain. The constant $1 / 2$ comes from the quantum noise induced by the amplifier. This one-half constant is the only source of noise. Then, the signal is amplified with an almost negligible noise increase. Of course, the process has a limit, and several amplification steps are used downstream (which are sensitive to the thermal noise). In order to visualize the gain of performance induced by a JPA, figure 1.3 shows different spin echoes recorded with or without JPA.

Without control, spins remain in their ground state and no signal can be measured. In order to produce a measurable magnetization, it is necessary to excite the spins. This is made possible by the use of a small inductor wire directly introduced inside the resonator (see the $100 \mu \mathrm{~m}$ long red wire in figure 1.1). When a current is applied to the antenna, it produces electromagnetic waves similar to the one of a laser (characterized by a coherent state). Therefore, we are able to control the field inside the cavity using classical physics: the control field is parametrized by two time-dependent and continuous variables, which represent field quadratures.

### 1.2 Light and electron interaction

The spectrum of BiSi is very complicated due to the hyper-fine and the quadrupolar terms in the Hamiltonian. Fortunately, several approximations are possible. First of all, ${ }^{28} \mathrm{Si}$ has zero spin, thus the lattice of silicon atoms allows us to trap bismuth atoms without perturbation of its spins. We thus have to consider only the interaction of electrons with the bismuth nucleus, but the cavity selects only one transition in the spectrum, so that we can focus on a single energy transition and neglect the others. However, we cannot restrict the study to a simple two-level system. The constant field used to lift the degeneracies is not perfectly homogeneous, due to the geometry of the coil, and the magnetic effects of surrounding objects. It results that each electron is not detuned by the same quantity, and inhomogeneous ensemble of spins must be considered. This situation is extremely similar to the one encountered in NMR [101, 35], but a few differences exist.


Figure 1.2: Bismuth donors in silicon ( $\mathrm{Si}: \mathrm{Bi}$ ) is a particularly good material for quantum technologies. The selection of a specific energy transition allows us to create qubits. (Credit: S. Probst. \& al, poster).


Figure 1.3: Echo signal $I(t)$ averaged 10 times without JPA (gray), with JPA in nondegenerate mode (orange), with JPA in degenerate mode (red). The gray $(\times 38, S N R=$ $2 \pm 0.5)$ and orange curves $(\times 2.2$, $S N R=14 \pm 1)$ are rescaled to the red $(S N R=22 \pm 3)$ for an easy comparison. Credit: A.Bienfait [21].
${ }^{3}$ The JPA can also be used as a squeezer [21].

In order to highlight this link, a derivation of the model is given from the Dirac equation.

### 1.2.1 Quantum model of a non-relativistic electron coupled to the electromagnetic Field

In this section, we aim at deriving a simple model for the interaction of electronic spins with the cavity: a spin ensemble with a Jaynes-Cummings interaction with a damped quantum oscillator. This model is well known and can be postulated, as a first input in the theory. However, it is also interesting to start with a more general model, and to see how we can recover the final model from successive approximations. Then, our starting point is the Dirac equation for an interacting electron with the electromagnetic field [81, 128]. The quadrupolar structure is not taken into account here 4 . This approach has also the advantage to give a simple derivation of the Bloch equation. The Dirac equation with minimal coupling is given by:

$$
\begin{equation*}
i \hat{\gamma}^{\mu}\left(\partial_{\mu}+i e A_{\mu}\right) \Psi_{4}=m \Psi_{4} \tag{1.2}
\end{equation*}
$$

where $\Psi_{4}$ is a four-spinor field, $\gamma_{\mu}$ are Dirac matrices, $e$ is the elementary electric charge, $m$ is the electron mass and $A_{\mu}=(V, \vec{A})$ is the electromagnetic potential. As usual, the space-time index $\mu$ takes the values $0,1,2,3$. In most of magnetic resonance experiments, particles do not move, or at least, the movement is negligible, thus one can proceed to a non-relativistic approximation [81]. This allows us to decouple and separate particles and antiparticle variables and to transform the Dirac equation into a non-relativistic Schrödinger equation ${ }^{5}$ :

$$
\begin{equation*}
i \frac{d \Psi}{d t}=\left(\frac{(\hat{p}-e \hat{A})^{2}}{2 m}-\hat{\mu} . \hat{B}+e V\right) \Psi \tag{1.3}
\end{equation*}
$$

where $\hat{p}$ is the momentum operator, $\hat{A}$ is the potential vector operator, $\hat{\mu}$ is the magnetic momentum, $V$ is the electric potential (mostly induced by the Bi nucleus), and $\hat{B}$ is the magnetic field. Here, $\Psi$ is a 2 -spinor, so operators are $2 \times 2$ matrices.

Assuming that operators $\hat{A}$ and $\hat{p}$ commute and neglecting two photon processes, equation (1.3) becomes:

$$
\begin{equation*}
i \frac{d \Psi}{d t}=(\underbrace{\frac{\hat{p}^{2}}{2 m}+e V}_{\hat{H}_{0}} \underbrace{-\frac{e}{2 m} \hat{A} \hat{p}-\hat{\mu} . \hat{B}}_{\hat{H}_{I}}) \Psi . \tag{1.4}
\end{equation*}
$$

The electron described here is free to move in the entire space and the corresponding Hamiltonian also depends on space variables. For the purpose of establishing a simple model, we consider fixed particles: they are trapped in the crystal's lattice or they move very slowly, so that the movement is negligible. Here, the
particle is located in a small volume of space with a size smaller than the wave length. Under this condition, the electromagnetic field is assumed to be coherent on this restricted volume. These hypotheses allow us to drop the space dependence of the problem. Finally, one must choose a representation of operators. Here we use the well-known Pauli matrices:

$$
\hat{\sigma}_{x}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) ; \hat{\sigma}_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) ; \hat{\sigma}_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Let us start with $\hat{H}_{0}$. The Schrödinger equation describes the time evolution of a two-level system and the quantization of $p^{2} / 2 M+$ eV leads naturally to:

$$
\begin{equation*}
\hat{H}_{0}=\frac{\omega_{S}}{2} \hat{\sigma}_{z} \tag{1.5}
\end{equation*}
$$

where $\omega_{S}$ is the difference of energy between the two states $|\uparrow\rangle$ and $|\downarrow\rangle$. Next, one must use a quantized electromagnetic field. We consider experiments in cavities, thus we can suppose that the system interacts only with the mode of energy $\omega$ with a wave vector aligned along a single direction. This simplification provides simple expressions of electromagnetic field operators:

$$
\begin{align*}
& \hat{A}=\left(\begin{array}{c}
\hat{a}_{x}+\hat{a}_{x}^{+} \\
\hat{a}_{y}+\hat{a}_{y}^{\dagger} \\
0
\end{array}\right) \equiv \sqrt{2}\left(\begin{array}{c}
\hat{Q}_{x} \\
\hat{Q}_{y} \\
0
\end{array}\right)  \tag{1.6}\\
& \hat{B}=i\left(\begin{array}{c}
-\hat{a}_{y}+\hat{a}_{y}^{\dagger} \\
\hat{a}_{x}-\hat{a}_{x}^{\dagger} \\
0
\end{array}\right) \equiv \sqrt{2}\left(\begin{array}{c}
-\hat{P}_{y} \\
\hat{P}_{x} \\
0
\end{array}\right) . \tag{1.7}
\end{align*}
$$

With these equations, the interaction with the magnetic field is straightforward to compute:

$$
\begin{equation*}
\hat{\mu} \cdot \hat{B}=\frac{i e}{\sqrt{2} m}\left(-\hat{\sigma}_{x} \hat{P}_{y}+\hat{\sigma}_{y} \hat{P}_{x}\right) . \tag{1.8}
\end{equation*}
$$

The last term in the interaction Hamiltonian is:

$$
\begin{equation*}
\frac{e}{2 m} \hat{A} \hat{p}=-\frac{D \omega_{S}}{2}\left(\hat{Q}_{x} \hat{\sigma}_{x}+\hat{Q}_{y} \hat{\sigma}_{y}\right) \tag{1.9}
\end{equation*}
$$

where we have introduced the amplitude of the dipole $D$ [128]. To complete this first model, the Hamiltonian of the free electromagnetic field is introduced:

$$
\begin{align*}
\hat{H}= & \omega \hat{N}+\frac{\omega_{S}}{2} \hat{\sigma}_{z} \\
& +g_{1}\left(\hat{Q}_{x} \hat{\sigma}_{x}+\hat{Q}_{y} \hat{\sigma}_{y}\right)  \tag{1.10}\\
& -g_{2}\left(-\hat{P}_{y} \hat{\sigma}_{x}+\hat{P}_{x} \hat{\sigma}_{y}\right) .
\end{align*}
$$



Figure 1.4: Summary of the successive approximations to derive the models.
${ }^{6}$ The equation is not written with usual conventions in NMR. Indeed, standard notations use physical units. Here, units and notations might change with the context, we are only interested in the mathematical structure of the Bloch equation.

### 1.2.2 Recovering the spin-boson and the Jaynes Cummings models

Depending on the situation, the Hamiltonian (1.10) can be simplified. In the context of two-level systems coupled to a cavity, the dynamics are constrained in a single dimension. Consequently, we can proceed further by choosing a cavity aligned along the $x$-axis and by eliminating $\hat{a}_{y}$ and $\hat{a}_{y}^{\dagger}$. In order to simplify notations, the space index of field operators is dropped: $\hat{a}_{x} \rightarrow \hat{a}$ and $\hat{a}_{x}^{\dagger} \rightarrow \hat{a}^{\dagger}$. Additionally, in optics, the interaction with the magnetic field is generally neglected, this leads to set $g_{2}=0$. Notice that in Magnetic Resonance, it is the opposite.

These two simplifications conduct to the famous spin-Boson Hamiltonian [181] :

$$
\begin{equation*}
\hat{H}_{S B}=\omega \hat{N}+\frac{\omega_{S}}{2} \hat{\sigma}_{z}+g_{1} \hat{Q}_{x} \hat{\sigma}_{x} . \tag{1.11}
\end{equation*}
$$

This Hamiltonian can be still approximated by expanding the interaction term:

$$
\begin{equation*}
\hat{Q}_{x} \hat{\sigma}_{x}=\hat{a}^{\dagger} \hat{\sigma}_{+}+\hat{a}^{\dagger} \hat{\sigma}_{-}+\hat{a} \hat{\sigma}_{+}+\hat{a} \hat{\sigma}_{-}, \tag{1.12}
\end{equation*}
$$

with $\hat{\sigma}_{x}=\hat{\sigma}_{+}+\hat{\sigma}_{-}$and $\hat{\sigma}_{y}=-i\left(\hat{\sigma}_{+}-\hat{\sigma}_{-}\right)$. In most of cavity QED experiments, the Rotating Wave Approximation [56] is valid. This allows us to neglect counter rotating terms, so that: $\hat{Q}_{x} \hat{\sigma}_{x} \simeq$ $\hat{a}^{\dagger} \hat{\sigma}_{-}+\hat{a} \hat{\sigma}_{+}$and the Hamiltonian becomes the Jaynes Cummings Hamiltonian [83, 155]:

$$
\begin{equation*}
\hat{H}_{J C}=\frac{\Delta}{2} \hat{\sigma}_{z}+g_{1}\left(\hat{a}^{\dagger} \hat{\sigma}_{-}+\hat{a} \hat{\sigma}_{+}\right), \tag{1.13}
\end{equation*}
$$

where the offset $\Delta=\omega_{S}-\omega$ is introduced. In order to emphasis the link (and the differences) between usual magnetic resonance and quantum optic models, we write the Hamiltonian when the magnetic interaction is dominant:

$$
\begin{equation*}
\hat{H}_{M R}=\omega \hat{N}+\frac{\omega_{S}}{2} \hat{\sigma}_{z}-g_{2}\left(-\hat{P}_{y} \hat{\sigma}_{x}+\hat{P}_{x} \hat{\sigma}_{y}\right) \tag{1.14}
\end{equation*}
$$

A summary of the relations between the different models is presented in figure 1.4.

### 1.2.3 Towards the unitary Bloch equation

The Bloch equation is determined by computing mean values of spin operators (proportional to the magnetization vector). By assuming a classical electromagnetic field, and using the Ehrenfest theorem on Hamiltonians (1.13) and (1.14), we are able to determine that in both cases, the time evolution of the magnetization vector is of the form ${ }^{6}$ :

$$
\begin{equation*}
\frac{d}{d t} \vec{M}=g\left(B^{x} \hat{\epsilon}_{x}+B^{y} \hat{\epsilon}_{y}+B^{z} \hat{\epsilon}_{z}\right) \vec{M} \tag{1.15}
\end{equation*}
$$

where $B^{x}$ and $B^{y}$ are two components of the field (electric or magnetic) in the transverse direction of the static field (the $z$ axis), $B^{z}=\Delta / g$ is the offset term and $\hat{\epsilon}_{a}$ are generators of the $\mathfrak{s o}(3)$ algebra $[72,45]$. They verify the commutation relations $\left[\hat{\epsilon}_{a}, \hat{\epsilon}_{b}\right]=-\epsilon_{a b}{ }^{c} \hat{\epsilon}_{c}$, where $\epsilon_{a b c}=\epsilon_{a b}{ }^{c}$ is the Levi-civita symbol. Generators are defined such that $\left(\hat{\epsilon}_{c}\right)_{a b}$ are matrix elements of $\epsilon_{a b c}$. These matrices are related to the wedge product with the relation: $-\vec{A} \wedge \vec{B}=\left(\sum_{a} \vec{A}_{a} \hat{\epsilon}_{a}\right) \vec{B}$.

The two models lead to the Bloch equation. This is not surprising since Hamiltonians are defined on $\mathfrak{s u}(2)$. However, the sign of the interaction constant is not the same: controls produce rotations in two different senses! This fact must be taken into account when relaxation mechanisms are introduced. The action of the Bloch equation is represented in figure 1.5 .

The symmetry group of the Bloch equation is $S O(3)$. This can be expected since a representation of $S U(2)$ on a 3 dimensional space is given by $S O(3)$ [72]. Therefore, the Bloch equation and the Schrödinger equation for a spin coupled to the electromagnetic field contain the same information (except for an irrelevant phase for representations in spaces of odd dimensions [72]). Without relaxation processes, considering the Bloch or the Schrödinger equation is almost equivalent. In this manuscript, the two representations are used. The $S O(2)$ version is chosen for quantum systems (Schrödinger and master equations) and the $S O(3)$ is preferred for classical or semi-classical dynamics (Bloch equation).

The Bloch equation is not restricted to electrons, it is a good modeling for any magnetic moment in presence of a strong static field. For instance, nucleus of atoms can admit a magnetic moment, and its study is the core of Nuclear Magnetic Resonance.

Since we consider a time dependent linear differential equation, it is possible to use bundle theory and geometric tools for its analysis [139, 42]. B can be seen as a base manifold (the control manifold) and at each point of this space is attached a fiber: $\mathbb{R}^{3}$ if we consider the magnetization, or $S O(3)$ if we consider the evolution operator. The connection between the base manifold and the fiber is given by the Bloch equation. A solution of the equation is given by the parallel transport of a vector along a path. Here, the path is simply given by the function $B_{a}(t)$. The parallel transport along this path is given by the evolution operator:

$$
\begin{equation*}
\hat{U}=\mathbb{P} \exp \left(g \int B^{a}(s) \hat{\epsilon}_{a} d s\right), \tag{1.16}
\end{equation*}
$$

where $\mathbb{P} \exp$ denotes the path-ordering exponential. We also use the notation $\mathbb{T} \exp$ for time-ordering, when the integration parameter is the physical time.

Since $S O$ (3) is not abelian, it is generally very difficult to determine explicitly a time ordered exponential. However, calculations are direct for a constant field or with a Dirac distribution ${ }^{7}$. We


Figure 1.5: Action of the Bloch equation on the magnetization vector $\vec{M}$. We observe a rotation around the axis $z$, due to the offset $\Delta$. The field $B_{a}$ produces rotations in the two transverse (normal) directions. In order to underline the mapping between the magnetization vector representation and the quantum state, the two basis states $|\uparrow\rangle$ and $|\downarrow\rangle$ are represented (north and south poles).

7 More information about these computations is provided in appendix $B$.
obtain respectively:

$$
\begin{align*}
\mathbb{T} \exp \left(g \int_{0}^{T} B^{a} \hat{\epsilon}_{a} d t\right) & =\exp \left(g T B^{a} \hat{\epsilon}_{a}\right)  \tag{1.17}\\
\mathbb{T} \exp \left(g \int_{0}^{T} B^{a} \hat{\epsilon}_{a} \delta_{\tau}(t) d t\right) & =\exp \left(g B^{a} \hat{\epsilon}_{a}\right) \tag{1.18}
\end{align*}
$$

### 1.3 Dynamics of the damped harmonic oscillator



Figure 1.6: Examples of frequency response of the microwave resonator used by A. Bienfait [21].
${ }^{8}$ We assume that we "input" $n$ photons at time $t$.

Cavities used during experiments are quite good, but they are far from being perfect since they admit a non-negligible spectral width (figure 1.6). Several approaches can be used to tackle the problem: the electromagnetic field can be considered as a continuum of modes and at each mode is associated a quantum harmonic oscillator. In this case, it is necessary to couple the spin ensemble to the continuum and a density of state/correlation function must be chosen in order to compute the dynamics [81, 176]. This approach is elegant but quite difficult to solve. Another approach consists of expanding quantum excitations on a single Fock space, but with non-unitary dynamics. This approach has been formalized rigorously by Garraway in [62]. Here, we propose an intuitive derivation of the Lindblad equation based on phenomenological arguments [31].

We consider an imperfect cavity surrounded by a "perfect detector". A perfect detector means that photons are measured with certainty if they escape from the cavity. Now if we input very quickly an excitation inside the cavity, we know that the field intensity should decay exponentially with a rate $\kappa$. In the Fock-space representation, the intensity is replaced by the number of photons ${ }^{8}$. Then, at time $t+d t$, we have the probability $P_{1}=n \kappa d t$ to detect a photon outside the cavity and a probability $P_{2}=1-n \kappa d t$ to detect nothing. These two events are characterized by two operators $\hat{O}_{1}$ and $\hat{O}_{2}$, which act on the density matrix. More precisely, one must have:

$$
\begin{align*}
& \hat{O}_{1}[|n\rangle\langle n|]=n \kappa d t|n-1\rangle\langle n-1|  \tag{1.19}\\
& \hat{O}_{2}[|n\rangle\langle n|]=(1-n \kappa d t)|n\rangle\langle n| . \tag{1.20}
\end{align*}
$$

These relations are very restrictive on the possible form of the operators. We verify that they are described by:

$$
\begin{align*}
& \hat{O}_{1}[\hat{\rho}(t)]=n \kappa d t \hat{a} \hat{\rho}(t) \hat{a}^{\dagger}  \tag{1.21}\\
& \hat{O}_{2}[\hat{\rho}(t)]=\hat{\rho}(t)-\frac{\kappa d t}{2} \hat{N} \hat{\rho}(t)-\frac{\kappa d t}{2} \hat{\rho}(t) \hat{N} \tag{1.22}
\end{align*}
$$

Adding the two operators allows us to determine the nonunitary part of the Linblad equation:

$$
\begin{equation*}
\frac{d \hat{\rho}}{d t}=\kappa\left(\hat{a} \hat{\rho} \hat{a}^{\dagger}-\frac{1}{2} \hat{N} \hat{\rho}-\frac{1}{2} \hat{\rho} \hat{N}\right) \tag{1.23}
\end{equation*}
$$

A more general expression of the Lindblad term can be determined if thermal effects are taken into account [58]. In this thesis, thermal effects are assumed to be negligible.

We recognize here that the equation follows the general form of a differential equation for a trace preserving positive density matrix [106, 31, 75]. More precisely, the evolution is Markovian, because operators $\hat{O}_{1}$ and $\hat{O}_{2}$ are constant in time. We can connect this situation to a quantum system coupled to a bath: here, the outside of the cavity is the bath, and since we assume that photons cannot re-enter the cavity, the information given to the bath cannot interact again with the quantum system.

In order to provide the full model system, one must include in the Hamiltonian, a term that describes the action of the inductive wire (the source of control), and of course, the Hamiltonian of the oscillator. The full Linblad equation of the damped quantum oscillator with a drive is therefore given by:

$$
\begin{align*}
& \frac{d \hat{\rho}}{d t}=-i[\hat{H}, \hat{\rho}]+\kappa \hat{D} \hat{\rho} \\
& \hat{H}=\underbrace{\omega\left(\hat{a}^{\dagger} \hat{a}+\frac{\hat{\mathbb{I}}}{2}\right)}_{\hat{H}_{\text {osc }}}+\underbrace{i\left(\beta(t) \hat{a}^{\dagger}-\beta^{*}(t) \hat{a}\right)}_{\hat{H}_{\text {control }}}  \tag{1.24}\\
& \hat{D} \hat{\rho}=\underbrace{\left(\hat{a} \hat{\rho} \hat{a}^{\dagger}-\frac{1}{2}\left(\hat{a}^{\dagger} \hat{a} \hat{\rho}+\hat{\rho} \hat{a}^{\dagger} \hat{a}\right)\right)}_{\text {damping }}
\end{align*}
$$

The constant $\kappa$ is the relaxation rate and $\omega$ is the frequency of an electromagnetic mode of the cavity. $\beta$ is the control and is a complex function. Its real and imaginary parts describe the control on each quadrature. $\hat{D}$ is the relaxation operator, which is trace preserving (to conserve the properties of the density matrix) and it represents the amplitude decay ${ }^{9}$.

The gauge group of the electromagnetic field being abelian, it is not too complicated to solve the dynamics of this system. However, the presence of relaxation complexifies the calculations. The next paragraphs are dedicated to the integration of the master equation by using an evolution operator. The final solution has a simple form in terms of coherent states or photon states.

Since the rest of this section is aimed at exhibiting the solution of the Lindblad equation, it is presented in a very Mathematical way. The reader who is not interested in the details can easily skip the proofs.

### 1.3.1 Free evolution of the damped oscillator

## General solution of the master equation

In a first step, the case without control is studied. The following proposition is a specific case of a more general solution derived by Fujii [58].

9 The master equation is valid only if $|\beta| \ll \omega$. Otherwise, the cavity can enter in a non-linear regime, and the damping operator can become non-Markovian [31].

Proposition 1 (Propagator of the free field): Let the following Lindblad equation define the time evolution of the free electromagnetic field ${ }^{a}$

$$
\frac{d \hat{\rho}}{d t}=-i \omega\left[\hat{a}^{\dagger} \hat{a}, \hat{\rho}\right]+\kappa \hat{D} \hat{\rho}
$$

Then, given an initial condition $\hat{\rho}(0)$, the state at time $t$ is given by:

$$
\begin{equation*}
\hat{\rho}(t)=e^{-(\kappa / 2+i \omega) t \hat{N}}\left(\sum_{n=0}^{\infty} \frac{\left(1-e^{-\kappa t}\right)^{n}}{n!} \hat{a}^{n} \hat{\rho}(0)\left(\hat{a}^{\dagger}\right)^{n}\right) e^{-(\kappa / 2-i \omega) t \hat{N}}, \tag{1.25}
\end{equation*}
$$

where we introduce the number operator $\hat{N}=\hat{a}^{\dagger} \hat{a}$.
${ }^{a}$ Notice that a term $\omega \hat{\mathbb{I}} / 2$ has been removed from the Hamiltonian. This can be done without loss of generality because it induces a phase, which is canceled by the commutator.

Proof. First, let us use theorem 11 (appendix C) to express $D \hat{\rho}$ in its vector form:

$$
D \tilde{\rho}=\left(\hat{a} \otimes\left(\hat{a}^{\dagger}\right)^{T}-\frac{1}{2} \hat{a}^{\dagger} \hat{a} \otimes \hat{\mathbb{I}}-\frac{1}{2} \hat{\mathbb{I}} \otimes\left(\hat{a}^{\dagger} \hat{a}\right)^{T}\right) \tilde{\rho} .
$$

Notice that in matrix representation, operators are real: $(\hat{a})^{T}=\hat{a}^{\dagger}$ and $\hat{a}^{\dagger} \hat{a}=\hat{N}=\hat{N}^{T}$, so the previous equation becomes:

$$
D \tilde{\rho}=\left(\hat{a} \otimes \hat{a}-\frac{1}{2} \hat{a}^{\dagger} \hat{a} \otimes \hat{\mathbb{I}}-\frac{1}{2} \hat{\mathbb{I}} \otimes \hat{a}^{\dagger} \hat{a}\right) \tilde{\rho},
$$

and it results that the master equation could be written in the form:

$$
\begin{aligned}
\frac{d \tilde{\rho}}{d t}= & {\left[-i \omega\left(\hat{a}^{\dagger} \hat{a} \otimes \hat{\mathbb{I}}-\hat{\mathbb{I}} \otimes \hat{a}^{\dagger} \hat{a}\right)\right.} \\
& \left.+\kappa \hat{a} \otimes \hat{a}-\frac{\kappa}{2}\left(\hat{a}^{\dagger} \hat{a} \otimes \hat{\mathbb{I}}+\hat{\mathbb{I}} \otimes \hat{a}^{\dagger} \hat{a}\right)\right] \tilde{\rho}
\end{aligned}
$$

The next step consists of solving the equation with a group homomorphism. Here we present only the main steps and additional details are given in [58], such as the existence of the group homomorphism. For that purpose, we are going to see that operators form a Lie algebra with the same commutation relations as $\mathfrak{s u}(1,1)$. So we solve the problem in $S U(1,1)$ and finally, we transpose the solution to the initial problem. Let us define:

$$
\begin{array}{ll}
K_{0}=\hat{N} \otimes \hat{\mathbb{I}}-\hat{\mathbb{I}} \otimes \hat{N} & K_{1}=\hat{a}^{\dagger} \otimes \hat{a}^{\dagger} \\
K_{2}=\hat{a} \otimes \hat{a} & K_{3}=\frac{1}{2}(\hat{N} \otimes \hat{\mathbb{I}}+\hat{\mathbb{I}} \otimes \hat{N}+\hat{\mathbb{I}} \otimes \hat{\mathbb{I}})
\end{array}
$$

We have the resulting algebra (note that generally, 1,2 are replaced by,+- ):

$$
\begin{align*}
{\left[K_{3}, K_{2}\right] } & =-K_{2} & {\left[K_{3}, K_{1}\right] } & =K_{1}  \tag{1.28}\\
{\left[K_{1}, K_{3}\right] } & =-2 K_{3} & {\left[K_{0}, K_{j>0}\right] } & =0
\end{align*}
$$

and consequently :

$$
\begin{align*}
\tilde{\rho}(t) & =\exp \left(\left[-i \omega K_{0}+\kappa\left(K_{2}-K_{3}+\hat{\mathbb{I}} \otimes \hat{\mathbb{I}} / 2\right] t\right) \tilde{\rho}(0)\right. \\
& =e^{\kappa t / 2} e^{-i \omega K_{0} t} \exp \left(\kappa t\left[K_{2}-K_{3}\right]\right) \tilde{\rho}(0) . \tag{1.30}
\end{align*}
$$

The difficulty is to compute exponentials with $K_{2}$ and $K_{3}$. Several methods can be used to simplify this term. The original methods used by Fujii consist of recognizing that the commutation relation given in (1.28-1.29) are the ones of the $\mathfrak{s u}(1,1)$ algebra, where the generators are given by:

$$
k_{1}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) ; k_{2}=\left(\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right) ; k_{3}=\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & -1 / 2
\end{array}\right),
$$

and we assume the existence of an algebra homomorphism such that $K_{i}=d \phi\left(k_{i}\right)$. The proposition 13 connects the algebra homomorphism to the group homomorphism such as:

$$
\exp \left(\kappa t\left[K_{2}-K_{3}\right]\right)=\exp \left(\kappa t\left[d \phi\left(k_{2}-d \phi\left(k_{3}\right)\right]\right)=\phi\left(\exp \left(\kappa t\left[k_{2}-k_{3}\right]\right)\right),\right.
$$

and the problem can be solved by computing the exponential of a 2 by 2 matrix. Replacing $k_{2}$ and $k_{3}$ by their matrix form, we get:

$$
\begin{align*}
\exp \left(\kappa t\left[k_{2}-k_{3}\right]\right) & =\exp \left(\kappa t\left(\begin{array}{cc}
-1 / 2 & 0 \\
-1 & 1 / 2
\end{array}\right)\right) \\
& =\left(\begin{array}{cc}
e^{-\kappa t / 2} & 0 \\
-2 \operatorname{sh}(\kappa t / 2) & e^{\kappa t / 2}
\end{array}\right) . \tag{1.31}
\end{align*}
$$

To recover the expression with $K_{i}$, we have to express the last equation as a product of matrix exponentials, with only basis vectors of the algebra as phase generators. For that purpose we use the Gauss decomposition of $S L(2, \mathbb{C})$ :

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
1 & b / d \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 / d & 0 \\
0 & d
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
c / d & 1
\end{array}\right)
$$

with, $a d-b c=1$. Such a decomposition is possible because $\operatorname{SU}(1,1) \subset S L(2, \mathbb{C})$. Here we simply have:

$$
\begin{align*}
\left(\begin{array}{cc}
e^{-\kappa t / 2} & 0 \\
2 \operatorname{sh}(\kappa t / 2) & e^{\kappa t / 2}
\end{array}\right) & =\left(\begin{array}{cc}
e^{-\kappa t / 2} & 0 \\
0 & e^{\kappa t / 2}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
e^{-\kappa t}-1 & 1
\end{array}\right) \\
& =\exp \left(\begin{array}{cc}
-\kappa t / 2 & 0 \\
0 & \kappa t / 2
\end{array}\right) \exp \left(\begin{array}{cc}
0 & 0 \\
e^{-\kappa t}-1 & 0
\end{array}\right)  \tag{1.32}\\
& =\exp \left(-\kappa t k_{3}\right) \exp \left(\left(1-e^{-\kappa t}\right) k_{2}\right) .
\end{align*}
$$

We go back to the initial problem and we get:

$$
\begin{equation*}
\tilde{\rho}=e^{\kappa t / 2} e^{-i \omega K_{0} t} e^{-\kappa t K_{3}} \exp \left(\left(1-e^{-\kappa t}\right) K_{2}\right) \tilde{\rho}(0) . \tag{1.33}
\end{equation*}
$$

Finally, the solution is expressed in the initial representation:

$$
\begin{equation*}
\hat{\rho}(t)=e^{-(\kappa / 2+i \omega) t \hat{N}}\left(\sum_{n=0}^{\infty} \frac{\left(1-e^{-\kappa t}\right)^{n}}{n!} \hat{a}^{n} \hat{\rho}(0)\left(\hat{a}^{\dagger}\right)^{n}\right) e^{-(\kappa / 2-i \omega) t \hat{N}} . \tag{1.34}
\end{equation*}
$$

The methods based on the group homomorphism is beautiful and helpful in complicated groups, but in this case, it is also possible to do a straightforward computation:

$$
e^{\kappa t\left(K_{2}-K_{3}\right)}=\mathbb{T} e^{-\kappa t K_{3}} e^{\int_{0}^{t}} e^{\kappa t^{\prime t} K_{3}} K_{2} e^{-\kappa t^{\prime} K_{3}} d t^{\prime}
$$

By using the identity: $e^{-F} G e^{F}=\sum_{n} \frac{(-1)^{n}}{n!}[F, G]_{n}$, with $[F, G]_{n+1}=\left[F,[F, G]_{n}\right]$ and $[F, G]_{0}=G$, we can determine:

$$
e^{\kappa t^{\prime} K_{3}} K_{2} e^{-\kappa t^{\prime} K_{3}}=e^{-\kappa t^{\prime} K_{2}}
$$

Thus we have,

$$
e^{\kappa t\left(K_{2}-K_{3}\right)}=e^{-\kappa t K_{3}} e^{\left(1-e^{-\kappa t}\right) K_{2}}
$$

Note: The proof can be generalized to an oscillator at high temperature (the steady state is a thermal state).

## Study of Specific Examples

The previous proposition gives an exact analytic solution of the Lindblad equation but the latter is not very friendly. In this section, few specific cases are studied.

Proposition 2 (specific cases): Let the following Lindblad equation define the time evolution of the free electromagnetic field:

$$
\frac{d \hat{\rho}}{d t}=-i \omega\left[\hat{a}^{\dagger} \hat{a}, \hat{\rho}\right]+\kappa D \hat{\rho}
$$

1) Assume, $\hat{\rho}(0)=|\alpha\rangle\langle\alpha|$. Then,

$$
\begin{equation*}
\hat{\rho}(t)=\left|\alpha e^{-t(\kappa / 2+i \omega)}\right\rangle\left\langle\alpha e^{-t(\kappa / 2+i \omega)}\right| . \tag{1.35}
\end{equation*}
$$

2) Assume, $\hat{\rho}(0)=|\alpha\rangle\langle\xi|$. Then,

$$
\begin{equation*}
\left.\hat{\rho}(t)=\exp \left(-\frac{1}{2}\left(|\alpha|^{2}+|\xi|^{2}-2 \alpha \xi^{*}\right)\left(1-e^{-\kappa t}\right)\right)\right)\left|\alpha e^{-\gamma t}\right\rangle\left\langle\xi e^{-\gamma t}\right| \tag{1.36}
\end{equation*}
$$

with $\gamma=\kappa / 2+i \omega$.
3) Assume, $\hat{\rho}(0)=\sum_{n}\left|c_{n}\right|^{2}|n\rangle\langle n|$ and $\omega=0$ (rotating frame). Then,

$$
\begin{equation*}
\hat{\rho}(t)=\sum_{n>m}\left|c_{n}\right|^{2}\binom{n}{m} e^{-\kappa m t}\left(1-e^{-\kappa t}\right)^{n-m}|m\rangle\langle m| . \tag{1.37}
\end{equation*}
$$

As an example, the time evolution of a coherent state is computed numerically. The time evolution of the density matrix diagonal elements is presented in figure 1.7.

Proof. 1) The starting point is the proposition 1, which gives :

$$
\hat{\rho}(t)=e^{-(\kappa / 2+i \omega) t \hat{N}}\left(\sum_{n=0}^{\infty} \frac{\left(1-e^{-\kappa t}\right)^{n}}{n!} \hat{a}^{n} \hat{\rho}(0)\left(\hat{a}^{\dagger}\right)^{n}\right) e^{-(\kappa / 2-i \omega) t \hat{N}} .
$$

Then, it is a straightforward computation. First we compute the part into brackets:

$$
\begin{gathered}
\frac{1-\left(e^{-\kappa t}\right)^{n}}{n!} \hat{a}^{n}|\alpha\rangle\langle\alpha|\left(\hat{a}^{\dagger}\right)^{n}=\frac{\left(1-e^{-\kappa t}\right)^{n}}{n!} \alpha^{n}|\alpha\rangle\langle\alpha|\left(\alpha^{*}\right)^{n} \\
\rightarrow \exp \left(|\alpha|^{2}\left(1-e^{-\kappa t}\right)\right)|\alpha\rangle\langle\alpha| .
\end{gathered}
$$

Now, the second part can be computed. The effect of the exponential of the photon-number operator on a coherent state is given by:

$$
\begin{equation*}
e^{\gamma \hat{N}}|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n, k} \frac{(\gamma \hat{N})^{n}}{n!} \frac{\alpha^{k}}{\sqrt{k!}}|k\rangle=e^{-|\alpha|^{2}\left(1-|\exp (\gamma)|^{2}\right) / 2}\left|\alpha e^{\gamma}\right\rangle \tag{1.38}
\end{equation*}
$$

and a similar computation for the adjoint state allows us to determine:

$$
\begin{equation*}
\hat{\rho}(t)=\left|\alpha e^{-t(\kappa / 2+i \omega)}\right\rangle\left\langle\alpha e^{-t(\kappa / 2+i \omega)}\right| \tag{1.39}
\end{equation*}
$$

2) By using the linearity of the propagator, the state of any density matrix in the coherent state representation can be computed:

$$
\begin{aligned}
\hat{\rho}(0)= & \int d \alpha d \xi \cdot \hat{\rho}_{0}(\alpha, \xi)|\alpha\rangle\langle\xi| \\
\hat{\rho}(t)= & \int d \alpha d \xi \cdot \hat{\rho}_{0}(\alpha, \xi) \exp \left(-\frac{1}{2}\left(|\alpha|^{2}+|\xi|^{2}-2 \alpha \xi^{*}\right)\left(1-e^{-\kappa t}\right)\right) \\
& \times\left|\alpha e^{-\gamma t}\right\rangle\left\langle\xi e^{-\gamma t}\right| .
\end{aligned}
$$

3) The proof of the last statement is a long but straightforward calculation.

### 1.3.2 Damped quantum oscillator with a drive

This section is devoted to the integration of the master equation (1.24). We recall that ${ }^{10}$ :

$$
\frac{d \hat{\rho}}{d t}=-i\left[\omega \hat{a}^{\dagger} \hat{a}+i\left(\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}\right), \hat{\rho}\right]+\kappa\left(\hat{a} \hat{\rho} \hat{a}^{\dagger}-\frac{1}{2}\left(\hat{a}^{\dagger} \hat{a} \hat{\rho}+\hat{\rho} \hat{a}^{\dagger} \hat{a}\right)\right) .
$$

The most difficult part has been computed in the previous section and it remains to include the drive. We could solve the master equation as in proposition 1 , but the number of generators of the algebra increases significantly and the computation becomes more involved. We rather prefer an approach using split operators. First, we assume that the control field $\beta$ is a sum of Dirac


Figure 1.7: We observe that the maximum of the peaks increases as its position moves to zero. As expected, it reaches a steady state with an amplitude of 1 for the vacuum. The initial state is a coherent state with amplitude $\alpha=5$ and the relaxation parameter is $\kappa=1$ $\mathrm{rad} / \mathrm{s}$. This graph is made by using proposition 1), but the same result can be obtained by computing the coherent state $\left|5 e^{-t / 2}\right\rangle$ in the Fock basis.
 -


Figure 1.8: A series of Dirac distributions with different amplitudes converges vaguely toward $L^{2}$ functions when the distance between each distribution goes toward 0 . Consequently, we can approximate any control field $\beta$ with this parameterization.
pulses with different amplitudes $\beta_{n}$. Each pulse is separated by a time step $\Delta t$ (figure 1.8). The formal expression is:

$$
\begin{equation*}
\beta(t)=\sum_{n=0}^{N} \beta_{n} \delta(t-n \Delta t) . \tag{1.40}
\end{equation*}
$$

This parameterization allows to use a pseudo-periodic point of view and the study of the system is reduced to the subsystem: kick +relaxation. We can prove that for any sequence of symmetric functions, which converges toward a Dirac distribution, the propagator of "kick + relaxation" is a product of propagators (see appendix B):

$$
\hat{\rho}\left(t_{n+1}\right)=\hat{\mathcal{U}}_{R}\left(t, t_{n+1}\right)\left[e^{\beta_{n} \hat{a}^{\dagger}-\beta_{n}^{*} \hat{a}} \hat{\rho}\left(t_{n}\right) e^{-\beta_{n} \hat{a}^{\dagger}+\beta_{n}^{*} \hat{a}}\right],
$$

where $\hat{\mathcal{U}}_{R}$ is an operator defined by the propagator in equation (1.25) (proposition 1). The use of proposition 3 allows us to show that a Dirac pulse generates coherent states and the dynamics can be expressed as a pure coherent state with a time-dependent amplitude.

$$
\hat{\rho}(t)=|\alpha(t)\rangle\langle\alpha(t)| .
$$

Proposition 3 (Displacement of pure coherent states): Let $D_{\beta}=e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}}$ be a displacement operator, then, for any density matrix, which is a pure coherent state $\hat{\rho}=|\alpha\rangle\langle\alpha|$ :

$$
D_{\beta}|\alpha\rangle\langle\alpha|\left(D_{\beta}\right)^{\dagger}=|\alpha+\beta\rangle\langle\alpha+\beta| .
$$

Proof. First, we start with:

$$
e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}}|\alpha\rangle=e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}} e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}}|0\rangle
$$

Then, we compute the commutator of two coherent state propagators in order to use the Baker-Campbell-Hausdorff formula:

$$
\left[\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}, \alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}\right]=\left(\beta \alpha^{*}-\beta^{*} \alpha\right) \hat{\mathbb{I}} .
$$

The commutator commutes with all operators, so we have a relation of the form: $e^{X} e^{Y}=e^{X+Y+[X, Y] / 2}$, which leads to:

$$
e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}}|\alpha\rangle=e^{\left(\beta \alpha^{*}-\beta^{*} \alpha\right) / 2}|\alpha+\beta\rangle .
$$

Finally, the density matrix under the action of Dirac pulse of amplitude $\beta$ is given by:

$$
\begin{equation*}
e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}}|\alpha\rangle\langle\alpha| e^{-\beta \hat{a}^{\dagger}+\beta^{*} \hat{a}}=|\alpha+\beta\rangle\langle\alpha+\beta| . \tag{1.41}
\end{equation*}
$$

We have to determine the function $\alpha(t)$ in order to determine completely the dynamics of the density matrix. From propositions 2 and 3, the computation is straightforward:

$$
\begin{equation*}
\alpha(t)=\sum_{n=0}^{N} \beta_{n} e^{-(N-n) \Delta t(\kappa / 2+i \omega)} \tag{1.42}
\end{equation*}
$$

Nevertheless, it is generally more convenient to work with an integral form. The change of formalism is direct because the control is a sum of Dirac distributions:

$$
\begin{equation*}
\alpha(t)=\int_{0}^{T} \beta\left(t^{\prime}\right) e^{-(\kappa / 2+i \omega)\left(T-t^{\prime}\right)} d t^{\prime} . \tag{1.43}
\end{equation*}
$$

Using (1.40), we can show that this equation is always true. But, when $\Delta t$ goes toward zero, we can reasonably extend the result to functions. To do so, we approximate the Dirac distribution by indicator functions of support size $\Delta t$ so that the control becomes a stepwise constant function [141, 84]:

$$
\begin{equation*}
\beta(t)=\sum_{n=0}^{N} \beta_{n} \delta(t-n \Delta t)=\lim _{\Delta t \rightarrow 0} \sum_{n=0}^{N} \beta_{n}^{\prime} \cdot \Delta t \cdot \mathbb{I}_{](n-1 / 2) \Delta t ;(n+1 / 2) \Delta t]}(t) . \tag{1.44}
\end{equation*}
$$

This allows us to replace $\beta_{n}$ by $\beta_{n}^{\prime} . \Delta t$ in equation (1.42) and we finally obtain an expression for continuous functions:

$$
\begin{equation*}
\alpha(t)=\int_{0}^{T} \beta^{\prime}\left(t^{\prime}\right) e^{-(\kappa / 2+i \omega)\left(T-t^{\prime}\right)} d t^{\prime} \tag{1.45}
\end{equation*}
$$

A similar result has been derived in a simpler case (without decoherence) by using the holomorph representation and without any assumption on the control (see [60], p 124).

For the sake of simplicity, the distinction between $\beta$ and $\beta^{\prime}$ will be forgotten in the rest of the manuscript.

### 1.3.3 Semi-classical model

The semi-classical model is obtained by taking the mean value of the field variables. The system of differential equations, which governs the evolution of such mean values is computed with
$d_{t}\langle\hat{A}\rangle=\operatorname{Tr}\left[\hat{A} . d_{t} \hat{\rho}\right]$. From master equation (1.24), we determine:

$$
\begin{align*}
& \frac{d}{d t}\langle a\rangle=\beta-\left(i \omega-\frac{\kappa}{2}\right)\langle a\rangle  \tag{1.46}\\
& \frac{d}{d t}\left\langle a^{\dagger}\right\rangle=\beta^{*}+\left(i \omega-\frac{\kappa}{2}\right)\left\langle a^{\dagger}\right\rangle \tag{1.47}
\end{align*}
$$

These equations are solved by using Green functions, and we obtain for the first one: $\langle a\rangle(t)=\int_{-\infty}^{T} \beta\left(t^{\prime}\right) e^{-(\kappa / 2+i \omega)\left(T-t^{\prime}\right)} d t^{\prime}$. As could be expected, we recover the function $\alpha(t)$, defined in (1.45).
${ }^{11}$ A coherent state $\psi$ is entirely described by the mean value $\langle\psi| \hat{a}|\psi\rangle$. Therefore, if the system evolves accordingly to a continuous transformation of coherent state, it is sufficient to determine the time evolution of its mean value.


Figure 1.9: The spin ensemble is located in a small volume, defined by the cavity. Due to this small size, we can assume that each spin experiences the same field, and hence, the coupling is introduced with the same operator.
${ }^{12}$ Dicke states form a closed subspace of the spin ensemble Hilbert space under the action of the Hamiltonian. Then, if the initial state is a Dicke state, the ensemble remains on a Dicke state. If it is not, the full ensemble of states must be considered.

This shows the consistency of the two approaches ${ }^{11}$. This result is interesting if the electromagnetic field does not interact with another field, then, classical equations of motion are sufficient to describe exactly the cavity dynamics.

### 1.4 Ensemble of spins coupled to a cavity

### 1.4.1 Definition of the system

All the building blocks of a spin ensemble coupled to a cavity have been introduced, and the full model is determined by considering the contribution of each spin and by introducing the cavity damping (figure 1.9). In practical applications, the Jaynes Cummings interaction is used and it provides a very good agreement with experiments [75, 163, 85, 119, 21]. Therefore we have:

where $\omega$ is the fundamental energy of the cavity, $\beta$ is a timedependent control, $\omega_{S,(n)}$ is the energy transition of the spin $n$ (in many applications, we prefer to use the offset $\left.\Delta_{(n)}=\omega_{S,(n)}-\omega\right)$, $g_{(n)}$ is the coupling constant of the spin $n$, and $\kappa$ is the damping rate of the cavity. The Hilbert space of the system is defined by the tensor product of each sub-entity: $\mathcal{H}=\mathcal{F} \otimes\left(\mathbb{C}^{2}\right)^{\otimes N}$.

### 1.4.2 Dick-States and super-radiance

Depending on the values of $\Delta_{(n)}, g_{(n)}$, the spin ensemble could behave differently. Since the work of R.H. Dicke [47] in 1954, it is well known that an ensemble of $N$ spin 1/2-particles located in a small space area, with the same parameters (offset, coupling) can interact coherently with the electromagnetic field, and they can be described by an effective spin $N / 2$ (figure 1.10) ${ }^{12}$. More precisely, a mapping is made between a fully symmetrical superposition of states and the state of a spin $N / 2$ [57]:

$$
\begin{align*}
\left|\frac{N}{2}, m\right\rangle & =\sqrt{\frac{(N / 2+m)!(N / 2-m)!}{N!}} \sum_{P}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m}, \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle  \tag{1.50}\\
& =c_{m} \sum_{P}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m} \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle
\end{align*}
$$

where $\sum_{P}$ means "the sum over all possible permutations".

For example, for two spins, the Dicke subspace is spanned by:

$$
\begin{equation*}
\left\{|\uparrow, \uparrow\rangle, \frac{1}{\sqrt{2}}(|\uparrow, \downarrow\rangle+|\downarrow, \uparrow\rangle),|\downarrow, \downarrow\rangle\right\} . \tag{1.51}
\end{equation*}
$$

Moreover, momentum operators are given by the usual operators in the $N / 2$-representation of $S U(2)$ :

$$
\begin{align*}
\hat{\sigma}_{ \pm}|j, m\rangle & =\sqrt{j(j+1)-m(m \pm 1)}|j, m \pm 1\rangle  \tag{1.52}\\
\hat{\sigma}_{z}|j, m\rangle & =m|j, m\rangle
\end{align*}
$$

For states with $m \simeq 0$, spins have the highest probability to emit a photon. This probability increases with $N$, therefore, even if the coupling is low, the coherence of the spins can induce a very high probability of emission (the rate is given by $N g$ ). In these conditions, the spins can release suddenly their energy, producing a short and intense radiation pulse. This effect is known under the name of "super-radiance". It is illustrated in chapter 2, in the context of the Purcell relaxation.

The presence of cooperative effects such as superradiance can be estimated by computing the cooperativity parameter [164]:

$$
\begin{equation*}
C=\frac{4 N g^{2}}{k \Omega}, \tag{1.53}
\end{equation*}
$$

where $\Omega$ is the width of the offset distribution. In the low cooperativity regime ( $C \ll 1$ ), we expect an uncorrelated spin ensemble and the absence of collective effect. On the opposite, in the high cooperativity regime ( $C \gg 1$ ), we expect a noticeable interaction between the spins, which influences their individual dynamics.

### 1.5 Relaxation mechanisms

In general, for an accurate experimental description, it is necessary to consider the quantum system coupled to its environment. Previously, we have introduced such a theory for the photons trapped inside the cavity, but magnetic momentums are also subjected to non-unitary effects. In this section, a brief description of the different relaxation processes are presented [31, 71, 154].

### 1.5.1 $T_{1}$ and $T_{2}$ relaxations

These relaxations are induced by the random fluctuations of the electromagnetic field. Such fluctuations are due to surrounding atoms, which emit photons (or phonons) randomly. Generally, these relaxations are introduced with phenomenological claims [101, 35], by adding terms in the Bloch equation. These terms produce an exponential relaxation toward the ground state. We observe two contributions, called $T_{1}$ and $T_{2}$ relaxations. Notice that $T_{1}$ and $T_{2}$ are process characteristic times. Their difference can be understood qualitatively: The first one is induced by the


Figure 1.10: Energy diagram of $N$ coherent spins $1 / 2$ as presented in [47]. The idea is to gather degenerated states into a symmetric superposition of states, which follow the same rules as spin $N / 2$ states.


Figure 1.11: An example of trajectory with relaxation (blue solid line). The Bloch vector is initially aligned along $x$ and it relaxes toward the $z$ axis. Due to the presence of an offset, the vector spins around $z$.


Figure 1.12: Time evolution of the five density matrix elements (real part) involved in equation (1.55). The dynamics are computed in the rotating frame, with a spin at resonance, and $g=\kappa=1$. In this case, we observe relaxation at the rate $1 / 2$ and small Rabi oscillations.
constant magnetic field used for the Zeeman splitting. Indeed, this field forces the spins to be aligned along its direction. The second relaxation occurs in the transverse plane, it comes from the relative dephasing of the spins in the sample. This dephasing is produced randomly, hence, it is an irreversible mechanism.

A full quantum derivation of these relaxations is possible by determining a master equation from a many-body Hamiltonian [71]. This theory is not developed in this manuscript, $T_{1}$ and $T_{2}$ relaxation are considered only at the classical level, with the introduction of damping terms in the Bloch equation. More precisely, the differential equation becomes:
$\frac{d}{d t} \vec{M}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & -\frac{1}{T_{2}} & \Delta & -g \omega_{y}(t) \\ 0 & -\Delta & -\frac{1}{T_{2}} & g \omega_{x}(t) \\ \frac{1}{T_{1}} & g \omega_{y}(t) & -g \omega_{x}(t) & -\frac{1}{T_{1}}\end{array}\right) \quad \vec{M}, \quad$ (1.54)
where $\vec{M}=\left(M_{0}, M_{x}, M_{y}, M_{z}\right)$ is the extended Bloch vector, the component $M_{0}$ corresponds to the amplitude of the magnetization along $z$ in the ground state (it is a constant of motion) [135]. $M_{x, y, z}$ are the usual components of the magnetization vector along the $x, y, z$-directions. An example of trajectory in the Bloch ball is presented in figure 1.11. Equation (1.54) can be written in the form $d_{t} \vec{M}=A \cdot \vec{M}+\vec{B}$, where $\vec{M}$ is 3 dimensional and $\vec{B}$ contains $M_{0}$. Equation (1.54) is an affine equation, and a solution is computed easily with an evolution operator. Notice that depending on the coupling sign, the magnetization relaxes toward different poles. In usual NMR, it is the north pole, but in cavity QED it is the south pole.
$T_{1}$ and $T_{2}$ relaxations can be introduced in the master equation using Lindblad terms [31]. However, we consider these relaxations only at the Bloch equation level. We use Lindblad equation only in situations where the two relaxation terms are negligible.

### 1.5.2 The Purcell effect

The Purcell effect [ $154,75,83$ ] is a cavity enhancement of spontaneous emission. Let us consider a single spin in its excited state and a cavity in the ground state. Due to the spin-field coupling, the spin can return to its ground state by emitting a photon. This emitted photon has two possible futures: it can be absorbed again by the spin or it can escape from the cavity. If the photon is absorbed, the spin returns to its initial state, otherwise the photon is lost and the full system remains in its lowest energy state. In this simple situation, the dynamics can be solved analytically. Due to the assumption on the initial state, the number of degrees of freedom is reduced to only five variables, and we can rewrite the master equation (1.49) in a matrix form of smaller dimensions. Here, we consider a spin at resonance $(\Delta=0)$ and no control
term $(\beta=0)$. The reduced system is the following:

$$
\frac{d}{d t}\left(\begin{array}{l}
\hat{\rho}_{\uparrow 0 \uparrow 0}  \tag{1.55}\\
\hat{\rho}_{\uparrow 0 \downarrow 1} \\
\hat{\rho}_{\downarrow 1 \uparrow 0} \\
\hat{\rho}_{\downarrow \uparrow \downarrow 1} \\
\hat{\rho}_{\downarrow \downarrow \downarrow 0}
\end{array}\right)=\left(\begin{array}{ccccc}
0 & i g & -i g & 0 & 0 \\
i g & -\frac{\kappa}{2} & 0 & -i g & 0 \\
-i g & 0 & -\frac{\kappa}{2} & i g & 0 \\
0 & -i g & i g & -\kappa & 0 \\
0 & 0 & 0 & \kappa & 0
\end{array}\right)\left(\begin{array}{l}
\hat{\rho}_{\uparrow \uparrow \uparrow 0} \\
\hat{\rho}_{\uparrow \uparrow \downarrow 1} \\
\hat{\rho}_{\downarrow \downarrow \uparrow} \\
\hat{\rho}_{\downarrow \uparrow \downarrow 1} \\
\hat{\rho}_{\downarrow 0 \downarrow 0}
\end{array}\right) .
$$

This equation is solved by a simple diagonalization method. The computation of eigenvalues is straightforward:

$$
\begin{equation*}
0 ;-\frac{\kappa}{2} ;-\frac{\kappa}{2} ; \quad \frac{1}{2}\left(-\kappa \pm \sqrt{\kappa^{2}-16 g^{2}}\right) . \tag{1.56}
\end{equation*}
$$

An example of dynamics is shown in figure 1.12. In the strong coupling regime, $\frac{1}{2} \sqrt{\kappa^{2}-16 g^{2}}$ is complex. Hence, we observe oscillations at this frequency and a damping at rate $\kappa / 2$. In the weak coupling regime, $\frac{1}{2} \sqrt{\kappa^{2}-16 g^{2}}$ is real and a first order Taylor expansion gives: $4 g^{2} / \kappa=\Gamma_{p}$, which is the well-known Purcell rate for a spin at resonance. In the semi-classical model (see next section), the Purcell relaxation is not naturally taken into account. This later is introduced as a $T_{1}$ relaxation term, like a phenomenological input. Since we do not consider spins only at resonance, we use the more general formula [154]:

$$
\begin{equation*}
\Gamma_{p}=\frac{\kappa g_{(n)}^{2}}{\Delta_{(n)}^{2}+\kappa^{2} / 4} \tag{1.57}
\end{equation*}
$$

Considering an ensemble of spins (instead of a single spin) has an influence on the Purcell rate: if every spin is at resonance, a super-radiance effect can occur and spins can relaxe suddenly, in a very short time $\ll 2 / \kappa$ [164]. For weakly inhomogeneous ensemble, we observe an intermediate behavior. This effect is illustrated in chapter 2, section 2.7.1.

### 1.6 Semi-classical approximation and the bad cavity limit

### 1.6.1 Cumulant expansion

When the different time scales are dominated by the cavity damping, it is possible to proceed to a semi-classical approximation. By semi-classical, we mean that the entanglement between photons and spins is negligible ${ }^{13}$. This allows us to neglect quantum correlations. In physics, this approximation is usually called "mean field approximation". The name is due to the fact that the electromagnetic field is replaced by its mean value. In this manuscript, the approximation is called with the name of the underlying mathematical theory: the cumulant expansion [95, 148]. As suggested by its name, mean values of operators are expanded in a series,
${ }^{13}$ It follows that spin-spin entanglement is also negligible, because spins interact through the electromagnetic field.

14 In practice, we consider only the lowest orders. Otherwise, an infinite number of terms could be required to describe exactly quantum dynamics.
15 A generalization to several random variables $X_{1}, \ldots, X_{N}$ is defined by: $\left\langle\exp \left(\sum_{n=1}^{N} t_{n} X_{n}\right)\right\rangle$.
${ }^{16}$ By using the relation $d_{t}\langle\hat{A}\rangle=\operatorname{Tr}\left[\hat{A} d_{t} \hat{\rho}\right]$.
and their high order terms allow us to describe more accurately quantum behaviors ${ }^{14}$.

From the moment generating function of a random variable $M_{X}(t)$ $=\left\langle e^{t X}\right\rangle^{15}$, we define the cumulant $\langle X\rangle_{c}=\log M_{X}(t)$. Cumulant are related to the moment of a probability measure, then it is a way to encode the information of a probabilistic system. Introducing in detail the theory of cumulant is not our purpose here (it requires a too long digression). We only highlight that the mean value of a product of operators can be expressed as a function of a cumulant, that is a quantity that can be neglected:

$$
\begin{equation*}
\langle\hat{A} \hat{B}\rangle=\langle\hat{A}\rangle\langle\hat{B}\rangle+\langle\hat{A} \hat{B}\rangle_{c} \tag{1.58}
\end{equation*}
$$

$$
\begin{align*}
\langle\hat{A} \hat{B} \hat{C}\rangle= & \langle\hat{A} \hat{B}\rangle\langle\hat{C}\rangle+\langle\hat{A} \hat{C}\rangle\langle\hat{B}\rangle+\langle\hat{C} \hat{B}\rangle\langle\hat{A}\rangle \\
& -2\langle\hat{A}\rangle\langle\hat{B}\rangle\langle\hat{C}\rangle+\langle\hat{A} \hat{B} \hat{C}\rangle_{c} . \tag{1.59}
\end{align*}
$$

This corresponds to expansions of orders 2 and 3. Similar relations can be deduced as well for products of higher degrees. We observe that the cumulant describes in which quantity observables commute. Since the expansion uses products of lower degrees, the cumulant of order $n+1$ is generally smaller the one of order $n$. The classical limit of quantum mechanics is recovered with the second order expansion. Indeed, when $\hbar \rightarrow 0,[\hat{x}, \hat{p}] \rightarrow 0$, and $\langle\hat{x} \hat{p}\rangle_{c} \rightarrow 0$. This describes the fact that in classical mechanics, observables commute.

The number of terms required at each order is given by $2^{N}-$ 2. Therefore, the approximation is interesting only at the lowest orders, since the total number of variables should be smaller than the dimension of the density matrix.

This approximation is useful to derive an ensemble of ODEs for mean values of operators ${ }^{16}$. Unfortunately, an infinite number of differential equations is generally required to determine the full dynamics. Therefore, the use of a cumulant expansion allows us to express correlations in terms of products of lower degree. By assuming that the cumulant is negligible, we obtain a closed ensemble of ODEs. The validity of the approximation can be verified by evaluating the cumulant explicitly. It can be estimated by integrating the next order. If the approximation is valid, we should observe a convergence of the results. In this manuscript, another option is chosen and the full Lindblad equation is integrated in order to verify the approximation. The range of validity of the semi-classical approximation is given from exact integration.

Using Linblad equation (1.49) in the rotating frame, and the expansion (1.58) give the following $3 N+2$ differential equations [85]:

$$
\begin{align*}
\frac{d}{d t}\langle\hat{X}\rangle & =-\frac{\kappa}{2}\langle\hat{X}\rangle+\omega_{X}-\sum_{j} 2 g_{(j)}\left\langle\hat{S}_{y}^{(j)}\right\rangle \\
\frac{d}{d t}\langle\hat{Y}\rangle & =-\frac{\kappa}{2}\langle\hat{Y}\rangle+\omega_{Y}+\sum_{j} 2 g_{(j)}\left\langle\hat{S}_{x}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle\hat{S}_{x}^{(j)}\right\rangle & =-\Delta_{(j)}\left\langle\hat{S}_{y}^{(j)}\right\rangle+g_{(j)}\left\langle\hat{Y} \hat{S}_{z}^{(j)}\right\rangle  \tag{1.60}\\
\frac{d}{d t}\left\langle\hat{S}_{y}^{(j)}\right\rangle & =\Delta_{(j)}\left\langle\hat{S}_{x}^{(j)}\right\rangle-g_{(j)}\left\langle\hat{X} \hat{S}_{z}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle\hat{S}_{z}^{(j)}\right\rangle & =g_{(j)}\left\langle\hat{X} \hat{S}_{y}^{(j)}\right\rangle-g_{(j)}\left\langle\hat{Y} \hat{S}_{x}^{(j)}\right\rangle
\end{align*}
$$

where we introduce the spin operators $\hat{S}_{x, y, z, \pm}^{(j)}=\sigma_{x, y, z, \pm}^{(j)} / 2, \hat{X}=$ $a+a^{\dagger}$ and $\hat{Y}=-i\left(a^{\dagger}-a\right)$ in order to get more symmetrical expressions. The control fields $\omega_{X, Y}$ are the projections of the control $\beta$ onto the two field quadratures, in the rotating frame: $\omega_{X}=e^{i \omega t}\left(\beta+\beta^{*}\right)$ and $\omega_{Y}=i e^{i \omega t}\left(\beta-\beta^{*}\right)$.

At order 3, the number of equations increases considerably. For the sake of conciseness, the equations are derived for a single spin coupled to a cavity ${ }^{17}$ [148]:

$$
\begin{aligned}
d_{t}\left\langle\hat{\sigma}_{-}\right\rangle & =-i \Delta\left\langle\hat{\sigma}_{-}\right\rangle+i g\left\langle\hat{\sigma}_{z} \hat{a}\right\rangle \\
d_{t}\left\langle\hat{\sigma}_{-} \hat{a}\right\rangle & =(-i \Delta+\beta-\kappa / 2)\left\langle\hat{\sigma}_{-} \hat{a}\right\rangle-i g\left\langle\hat{\sigma}_{z} \hat{a} \hat{a}\right\rangle \\
d_{t}\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger}\right\rangle & =\left(-i \Delta+\beta^{*}-\kappa / 2\right)\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger}\right\rangle+i g\left(\frac{1}{2}\left(\left\langle\hat{\sigma}_{z}\right\rangle+1\right)-\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger} \hat{a}\right\rangle\right) \\
d_{t}\left\langle\hat{\sigma}_{+}\right\rangle & =i \Delta\left\langle\hat{\sigma}_{+}\right\rangle+i g\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger}\right\rangle \\
d_{t}\left\langle\hat{\sigma}_{+} \hat{a}\right\rangle & =(i \Delta+\beta-\kappa / 2)\left\langle\hat{\sigma}_{+} \hat{a}\right\rangle-i g\left(\frac{1}{2}\left(\left\langle\hat{\sigma}_{z}\right\rangle+1\right)+\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger} \hat{a}\right\rangle\right) \\
d_{t}\left\langle\hat{\sigma}_{+} \hat{a}^{\dagger}\right\rangle & =\left(i \Delta+\beta^{*}-\kappa / 2\right)\left\langle\hat{\sigma}_{+} \hat{a}^{\dagger}\right\rangle-i g\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle \\
d_{t}\left\langle\hat{\sigma}_{z}\right\rangle & =2 i g\left(\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger}\right\rangle-\left\langle\hat{\sigma}_{+} \hat{a}\right\rangle\right) \\
d_{t}\left\langle\hat{\sigma}_{z} \hat{a}\right\rangle & =(\beta-\kappa / 2)\left\langle\hat{\sigma}_{z} \hat{a}\right\rangle-i g\left(2\left\langle\hat{\sigma}_{+} \hat{a} \hat{a}\right\rangle-\left\langle\hat{\sigma}_{-}\right\rangle-2\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger} \hat{a}\right\rangle\right) \\
d_{t}\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger}\right\rangle & =\left(\beta^{*}-\kappa / 2\right)\left\langle\hat{\sigma}_{z} \hat{a}^{\dagger}\right\rangle+i g\left(2\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle\right)-\left\langle\hat{\sigma}_{+}\right\rangle-2\left\langle\hat{\sigma}_{+} \hat{a}^{\dagger} \hat{a}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
d_{t}\langle\hat{a}\rangle & =\beta-\kappa / 2\langle\hat{a}\rangle-i g\left\langle\hat{\sigma}_{-}\right\rangle \\
d_{t}\left\langle\hat{a}^{\dagger}\right\rangle & =\beta^{*}-\kappa / 2\left\langle\hat{a}^{\dagger}\right\rangle-i g\left\langle\hat{\sigma}_{+}\right\rangle \\
d_{t}\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle & =\beta\left\langle\hat{a}^{\dagger}\right\rangle+\beta^{*}\langle\hat{a}\rangle-\kappa\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle-i g\left(\left\langle\hat{\sigma}_{-} \hat{a}^{\dagger}\right\rangle-\left\langle\hat{\sigma}_{+} \hat{a}\right\rangle\right) \\
d_{t}\langle\hat{a} \hat{a}\rangle & \left.=-\kappa\langle\hat{a} \hat{a}\rangle-2 i g\left\langle\hat{\sigma}_{-} \hat{a}\right\rangle\right)+2 \beta\langle\hat{a}\rangle \\
d_{t}\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle & \left.=-\kappa\left\langle\hat{a}^{\dagger} \hat{a}^{\dagger}\right\rangle-2 i g\left\langle\hat{\sigma}_{+} \hat{a}^{\dagger}\right\rangle\right)+2 \beta^{*}\left\langle\hat{a}^{\dagger}\right\rangle .
\end{aligned}
$$

It should be noted that the ensemble of differential equations is not strictly closed. The complete set is determined by replacing mean values of products of three operators by their expansion (1.59), and to neglect the cumulant. In the case of several spins, other quantities such as $\left\langle\hat{\sigma}_{a}^{(n)} \hat{\sigma}_{b}^{(m)}\right\rangle$ must be accounted for.

### 1.6.2 The (very) bad cavity limit

Performing a semi-classical approximation requires a bad cavity in order to neglect entanglement. However, if the quality factor is very low, the cavity damping dominates the dynamics in ( 1.60 ), and an additional approximation can be performed. The idea is to integrate with Green functions the E.M. field ODEs in (1.60), and to invoke the limit of the integration kernel $e^{\kappa\left(t^{\prime}-t\right) / 2}$ as a Dirac
${ }^{18}$ A general description of the method is presented in section B.4.2. distribution ${ }^{18}$. This allows us to determine a new ensemble of differential equations [9]

$$
\begin{align*}
\frac{d}{d t}\left\langle S_{x}^{(j)}\right\rangle & =-\Delta_{j}\left\langle S_{y}^{(j)}\right\rangle+\frac{2 g}{\kappa} \omega_{Y}\left\langle S_{z}^{(j)}\right\rangle+\frac{4 g^{2}}{\kappa} \bar{S}_{x}\left\langle S_{z}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle S_{y}^{(j)}\right\rangle & =\Delta_{j}\left\langle S_{x}^{(j)}\right\rangle-\frac{2 g}{\kappa} \omega_{X}\left\langle S_{z}^{(j)}\right\rangle+\frac{4 g^{2}}{\kappa} \bar{S}_{y}\left\langle S_{z}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle S_{z}^{(j)}\right\rangle & =\frac{2 g}{\kappa}\left(\omega_{X}\left\langle S_{y}^{(j)}\right\rangle-\omega_{Y}\left\langle S_{x}^{(j)}\right\rangle\right)-\frac{4 g^{2}}{\kappa}\left(\bar{S}_{x}\left\langle S_{x}^{(j)}\right\rangle+\bar{S}_{y}\left\langle S_{y}^{(j)}\right\rangle\right) \tag{1.61}
\end{align*}
$$

where $\bar{S}_{x}=\sum_{k}\left\langle S_{x}^{(k)}\right\rangle, \bar{S}_{y}=\sum_{k}\left\langle S_{y}^{(k)}\right\rangle$. We recover a relaxation mechanism with a rate $\frac{4 g^{2}}{\kappa}$, which is the Purcell rate at resonance (equation (1.57)). Notice that we assume the same value $g_{(j)}=g$ for each spin.

### 1.6.3 Discussion and analogy with the NMR radiation damping

## NMR radiation damping

The radiation damping in NMR is a collective effect of the mean magnetization interacting with the detection coil. The magnetization produces in the coil a detectable current, but due to the Lorentz force, a back action is produced in the opposite direction, which is not negligible for a strong magnetic field [94, 101]. This new field interacts again with the spins and since its amplitude depends on the average magnetization, it is the source of a non-linear dynamics.

In order to introduce the effect, we neglect propagation effects inside the apparatus and the Lorentz force is assumed to follow instantaneously the magnetization. The inhomogeneous Maxwell equation [170] in its steady state gives:

$$
\begin{equation*}
\partial_{a} \wedge \vec{H}=\star \vec{j}=\frac{1}{\mu_{0}} \partial_{a} \wedge \star \vec{B}-\partial_{a} \wedge \vec{M} . \tag{1.62}
\end{equation*}
$$

We introduce $\partial_{a}$ the partial derivative in direction $a=x, y, z$, and $\star$ is the Hodge dual. $\vec{B}$ is the magnetic field, $\vec{M}$ is the total magnetization and $\vec{j}$ is the current in the coil. Equation (1.62) being an equation of a differential 2 -form, it can be integrated over a surface:

$$
\begin{equation*}
\int_{S^{\prime}}\left(\partial_{a} \wedge \star \vec{B}\right) d \vec{S}=\mu_{0} \int_{S^{\prime}}\left(\partial_{a} \wedge \vec{M}+\star \vec{j}\right) d \vec{S} \tag{1.63}
\end{equation*}
$$

# 1.6. SEMI-CLASSICAL APPROXIMATION AND THE BAD CAVITY 

Let us suppose that $\star \vec{B}$ and $\vec{M}$ are constants on $\delta S^{\prime}$ :

$$
\begin{equation*}
B=\mu_{0}\left(M+\frac{1}{\delta S^{\prime}} \int_{S^{\prime}}(\star \vec{j}) d \vec{S}\right) \tag{1.64}
\end{equation*}
$$

where $B$ and $M$ are respectively the amplitude of the magnetic field and the magnetization normal to the surface. This equation describes the current induced by the spin magnetization in the detection coil, and the magnetic field it produces. We analyze the dynamics along the direction normal to this surface, called $x$. We express the radiation damping as a first order effect of the magnetization back action. For this purpose, the magnetic field is expressed as a function of a loop $\mathcal{C}$ (materialized by the coil). In the $x$ direction we have:

$$
\begin{equation*}
B_{x}=\frac{1}{S}\left(\oint_{\mathcal{C}_{\perp x}} \vec{A} d \vec{l}\right) \tag{1.65}
\end{equation*}
$$

where the loop $\mathcal{C}_{\perp x}$ is a loop of current in the coil, normal to $x$, and $\vec{A}$ is the magnetic potential. The magnetic field is assumed to be constant along the loop. In the case of a conductor, we have the well-known relation:

$$
\begin{equation*}
\frac{d}{d t}\left(\oint_{\mathcal{C}} \vec{A} d \vec{l}\right)=-\sigma \oint_{\mathcal{C}} \vec{j} d \vec{l}, \tag{1.66}
\end{equation*}
$$

where $\sigma$ is the conductivity of the material of the coil, and $\mathbf{j}$ is the current 1 -form in $\mathcal{C}$. By using again the Maxwell equation, assuming that the current is in a steady state ${ }^{19}$, and inserting alternatively (1.64), (1.65) into (1.66), we obtain:

$$
\begin{equation*}
\oint_{\mathcal{C}_{\perp x}} \vec{j} d \vec{l}=-\frac{1}{\sigma} S \frac{d M}{d t} \tag{1.67}
\end{equation*}
$$

and finally we deduce:

$$
\begin{equation*}
B_{x}=-\tilde{\kappa} \frac{d M_{x}}{d t}+\mu_{0} M_{x} \tag{1.68}
\end{equation*}
$$

where $\tilde{\kappa}$ is a positive constant, which depends on $\mu_{0}$ and $\sigma$. Now, we focus on the local description of a spin, and we express the average magnetization with spherical parameters,

$$
\vec{M}_{x}=M_{0}\left(\begin{array}{l}
\sin (\theta) \cos (\phi . t)  \tag{1.69}\\
\sin (\theta) \sin (\phi . t) \\
\cos (\theta)
\end{array}\right) .
$$

For the sake of simplicity, we neglect field inhomogeneity. Thus, by inserting equation (1.68) into the Bloch equation ( $d_{t} \vec{M}=-\gamma \vec{B} \wedge$ $\vec{M})$, we notice the introduction of a non-vanishing term: $\vec{M} \wedge d_{t} \vec{M}$. Therefore, the computation of $d_{t} M_{z}$ leads to the equation:

$$
\begin{equation*}
\frac{d \theta}{d t}=-\frac{\gamma}{\tilde{\kappa}} M_{0} \sin (\theta) \tag{1.70}
\end{equation*}
$$



Figure 1.13: Principle of the radiation damping effect in NMR. The spins produce a magnetization field $\vec{M}$, which induces a current $\mathbf{j}$ in the detection coil. The electron inertia leads to the creation of a magnetic field with the opposite direction and amplitude $-\tilde{\kappa} d_{t} \vec{M}$.


Figure 1.14: Distributions obtained by A. Bienfait in her experiments [21]. The red curve is the full distribution of spins. Due to the Purcell effect, an effective distribution is defined (black curve). The blue area corresponds to the interval of offsets accessible in the experiment.
and finally, the radiation damping term is determined by inserting (1.70) into the Bloch equation:

$$
\frac{d \vec{M}^{(i)}}{d t}=\frac{\gamma^{2}}{\tilde{\kappa}}\left(\begin{array}{c}
-M_{z}^{(i)} \cdot M_{x}  \tag{1.71}\\
-M_{z}^{(i)} \cdot M_{y} \\
M_{x} \cdot M_{x}^{(i)}+M_{y} \cdot M_{y}^{(i)}
\end{array}\right)
$$

This equation describes the non-linear effect of the mean magnetization on a single spin ( $i$ ), through the coupling with the detection coil. The effect is summarized in figure 1.13 .

## Cavity and Spins v.s. NMR

By comparing equations (1.61) and (1.71), we immediately recognize a similar structure. In the bad cavity limit, the semi-classical equations take the form of NMR radiation damping equations, where the radiation damping rate is the Purcell rate (with a negative sign). The sign change comes from the sign difference mentioned in section 1.2.3. Then, the radiation damping effect can be understood as a general effect of a spin coupled to a damped oscillator. In quantum optics, the oscillator is a cavity, and in NMR, it is the detection coil.

The fact that the damping rate is the same as the Purcell rate leads us naturally to think that we observe a Purcell effect. However, the radiation damping is a unitary effect: it does not change the amplitude of the Bloch vector. On another side, the Purcell effect can be viewed as a $T_{1}$ relaxation. Then, the two effects have totally different properties. More precisely, the Purcell effect is removed in semi-classical equations by the cumullant expansion at order 2 (the north pole of the Bloch sphere is an unstable stationary point, but it is not stationary in the Lindblad equation). The effect is recovered partially at order 3 .

The analogy is better with the super-radiant effect because they are both unitary, and they are both important when the spins are in phase on the equatorial plane.

### 1.7 Experimental distribution of spins

In order to describe accurately the spin ensemble, one must specify the sets of coupling $\left\{g_{(i)}\right\}$ and offset $\left\{\Delta_{(i)}\right\}$. In the limit of a large ensemble, one could consider a continuous ensemble characterized by continuous probability distributions. The width of the spectrum induced by the field inhomogeneity broadening is very large. However, only a small portion of this distribution is accessible. This restriction is induced by the repetition of the experiment (in order to increase the SNR). In order to understand the origin of this distribution, we can assume in a first step that the spins are excited only within the spectrum of the excitation pulse. We do not specify the width of this spectrum for the moment, but we assume that this latter is sufficiently large compared
to the following additional restrictions. After excitation, spins are subjected to relaxation. The $T_{2}$ relaxation cancels the transverse magnetization and the $T_{1}$ relaxation induces a return to the initial state. In the experiment, the Purcell effect is the most important contribution to the longitudinal relaxation. According to equation (1.57), spins near the resonance can relax faster than spins far from resonance. Therefore, after few measurement iterations, spins far from the resonance never return to the initial state and their magnetizations are canceled due to the $T_{2}$ relaxation. Inversely, resonant spins have time to return to the ground state and they participate at each measurement. As a consequence, the spin offset distribution is defined by the Purcell rate and the repetition time [21]:

$$
\begin{equation*}
\rho_{\text {Purcell }}(g, \Delta) \propto 1-\exp \left(-\Gamma_{P}(g, \Delta) T_{1}^{p}\right) \tag{1.72}
\end{equation*}
$$

where $\Gamma_{p}$ is defined in (1.57) and $T_{1}^{p}$ is the repetition time of experiments. The restriction of the spin distribution is illustrated in figure 1.14.

When $T_{1}^{p}$ is small, the distribution $\rho_{\text {Purcell }}$ is well approximated by a Lorentzian or a Gaussian distribution [85, 93]. Therefore, in many applications an approximated distribution is used. The choice of the approximation depends on the context. The distribution (1.72) depends on $g$. Then, $\rho_{\text {Purcell }}$ is correlated to the distribution of coupling factors $\rho_{1}(g)$. As a first approximation, we could neglect this distribution and write:

$$
\rho_{1}(g)=\delta\left(g-g_{0}\right)
$$

Otherwise, a uniform distribution is used:

$$
\rho_{1}(g)=\frac{1}{g_{\max }-g_{\min }} \mathbb{I}_{\left[g_{\min }, g_{\max }\right](g) . . . . . . .}
$$



Figure 1.15: Summary of the physical model considered in the first part of this thesis.

### 1.8 Conclusion

Experiments which consist of connecting a crystal to a microwave resonator at an extremely low temperature allow us to reproduce magnetic resonance experiments at the quantum limit.

We have derived a theoretical model to describe experiments. It consists of an inhomogeneous ensemble of spins coupled to a cavity with a Jaynes-Cummings interaction. The spins are distributed over the space of parameters, composed of offsets (difference of frequency with the cavity fundamental mode) and coupling strengths. The cavity is not perfect, and due to the very low temperature of the setup, the electromagnetic field relaxes to its ground state. Additionally, a control allows us to input coherent states in the cavity. The physical model is illustrated in figure 1.15.

The main physical effects have been introduced: the manybody effects such as the super-radiance, and the relaxation mechanisms ( $T_{1}, T_{2}$, the Purcell effect).

The integration of the master equation is a difficult problem. In this chapter, the dynamics of the quantum electromagnetic field with a drive have been solved, and a semi-classical approximation has been introduced in order to simplify the general problem in the bad cavity limit. In this limit, photons emitted by the spins can escape from the cavity before their reabsorption. Then, the entanglement spins-cavity is negligible, and we can express the dynamics using the classical formalism.

Due to cavity losses, spins experience a new source of relaxation, called the Purcell effect. This relaxation takes the form of NMR radiation damping effect in the limit of a very bad cavity. However, the analogy has some limits (differences). For instance, the bad cavity limit induces a unitary relaxation, which is closer to a super-radiance relaxation.

The approximation is convenient for the calculations (numerical or analytic), but unfortunately, it removes many quantum features which can be important. This point must be studied in detail, using numerical integration. Even with powerful computers, the simulation of a many-body quantum system is a difficult task. Therefore, studies of the semi-classical approximation and quantum effects are described in chapter 2.

The understanding of the quantum effects, the semi-classical approximation and the analogy with the radiation damping is important for the purpose of controlling the spin ensemble. The control of spin systems is well known in NMR, and the semi-classical approximation allows us to generalize the standard methods where the spin ensemble is coupled to a cavity. The control strategy and several applications are investigated in chapters 3 and 4.

## Chapter 2

## Numerical simulation of an inhomogeneous spin ensemble

This second chapter can be interpreted as a transition between the state of the art of cavity-QED and original results. The physics of an inhomogeneous spin ensemble coupled to a cavity is revisited with numerical simulations, by using a minimum of additional approximations. To the best of our knowledge, this is the first time that the dynamics are computed for large and inhomogeneous spin ensembles with a significant number of photons.

First, the issues of this study are presented in section 2.1. Then, the numerical algorithms are detailed in section 2.2. Sections 2.3, $2.4,2.5$ and 2.6 are devoted to the presentation of different representations of the spin ensemble (discretized and continuous distributions, semi-classical system), and it is shown how information can be extracted from these models, with partial trace operations. Finally, two physical effects are revisited in section 2.7: the Purcell relaxation of an inhomogeneous spin ensemble, and the Free Induction Decay. The dynamics are visualized for the entire ranges of parameters and each regime is compared within the same framework. The standard limit cases are recovered and we highlight non-trivial situations when $g \simeq \kappa \simeq \Omega$. Moreover, the quantum and the semi-classical approaches are compared. These numerical simulations are crucial for the applications of optimal control techniques.

### 2.1 Motivation

Computing numerically the dynamics of a quantum many-body system requires a huge amount of computational resources (speed, memory) and it is a problem investigated for decades by physicists [54]. The system presented in section 1.4 is a benchmark example of this class of systems: hundred of photons and thousand of spins are involved in an experiment. If Lindblad equation (1.49) is integrated in a naive way (like we integrate usual ODEs, with
${ }^{20}$ Only the classical part is preserved, so that observables commute.
an RK4 algorithm, for example), a computer with 32 GB of memory cannot integrate a system larger than 6 spins and 4 photons... Therefore, an efficient algorithm is required to simulate a realistic system. This is also necessary in order to use in a second step an optimal control algorithm for control field design.

In order to avoid the rapid increase of the Hilbert space dimension and hence, the complexity of the problem, one generally performs a cumulant expansion approximation (section 1.6.1).The effect of this truncation is to neglect quantum correlations ${ }^{20}$. Another standard approximation in spin wave theory is the Holstein Primakoff approximation [78, 92, 85, 86]. This approximation is of particular interest when the number of photons involved in the experiment is small compared to the number of spins. In this case, only the first energy levels are reachable and a part of the dynamics can be neglected.

Several studies have applied with success these approximations to spin ensembles coupled to cavities [21, 92]. The agreement theory/experiment is generally very good, which justifies these approximations. However, we can experimentally reach regimes where these approximations cannot be used [28]. In particular, a pulse optimized under the semi-classical approximation might not work efficiently in the good cavity limit. The application of a control and the entanglement between the electromagnetic field and a spin ensemble open the doors to new situations in quantum technologies, which are of particular interest. Therefore, it is necessary to perform numerical simulations of a full-quantum system, composed of many spins and many photons, without using standard approximations.

One of the main goals emphasized in the roadmap paper [67] for quantum optimal control is the control of quantum systems coupled to Markovian and Non-Markovian baths. Recently, several papers were published on the subject [138, 29, 115]. However, the problem is still restricted to very simple models and a lot of work is still required in this direction.

The problem of quantum control with a non-markovian environment is closely related to an inhomogeneous ensemble of spins coupled to a cavity. Actually, in our model, a Markovian damping acts only on the electromagnetic field. But if we focus on the dynamics of a single spin, by tracing out other degrees of freedom, the problem is equivalent to a spin coupled to a non-Markovian bath [30,31]. For our system, the bath is composed of the electromagnetic field and the other surrounding spins. Therefore, the control of the dynamics of the full ensemble is a crucial step toward the control of general non-Markovian quantum systems.

In this chapter, numerical simulations are investigated in detail. With the methods introduced below, we are able to perform computations with a relatively small numerical cost. For example, simulating the Purcell relaxation of an inhomogeneous ensemble of 20 spins coupled with a Foch space of 25 photons requires between 30 min and 5 hours (depending on the parameters, and thus the number of time steps). The key to perform efficient compu-
tations is to choose a good numerical algorithm (such as the low rank approximation [34]), and to choose a good representation of the spin ensemble. In this chapter, we distinguish the following models:

1. Model 1: Discretized spin distribution. As usual in NMR, the spin ensemble is discretized into bins of equal detuning frequencies. For spin ensembles coupled to a cavity, a "smart" discretization can reduce the dynamics in a small subspace (see figure 2.1).
2. Model 2: Continuous spin ensemble. The spin ensemble is considered as a classical field over the detuning parameter. This model allows to deal with a small Hilbert space dimension and describes most important quantum effects (Purcell relaxation, super-radiance,...). It is an approximate model because it neglects the entanglement of spins with different detunings.
3. Model 3: Semi-classical model. This is the model presented in section 1.6, with a truncation at order two in the cumulant expansion. In this model, entanglement of subsystems is neglected.

As illustrative examples, the Purcell effect and the free induction decay are investigated in four different regimes: bad/good cavity regime ${ }^{21}$ and the weak/strong cooperativity regime. Model predictions are compared and the convergence toward the semi-classical dynamics is studied. As far as we know, it is the first time that all dynamical regimes are explored numerically, with a full-quantum system. In order to extend this work to non-Markovian systems, the Purcell effect is investigated from the point of view of a single spin. This way, we clearly see the effect of the spin ensemble on the relaxation of a single spin.

### 2.2 Numerical algorithms

Many algorithms are used to integrate the time evolution of a quantum system: split operators [14], RK4 (or other similar algorithms), stochastic integration [120, 75], path integrals [160, 114, 153],... The stochastic approach is well known because a single integration of the stochastic wave function gives a measurable quantum trajectory, and it is easily parallelizable. However, our final goal being to compute optimal control field, we rather use exact algorithms, in the sense that the solution does not have random fluctuations. Several algorithms are used to integrate the dynamics. Semi-classical dynamics are determined with a RK4 algorithm. Meanwhile, quantum dynamics are computed with a hybrid algorithm composed of a split operator scheme for unitary operations, and an Euler scheme for the relaxation. The latter is given by:


Figure 2.1: Dimension of the spin ensemble Hilbert space as a function of the number of spins. The blue curve is the full size $2^{N}$, but this size can be reduced with an appropriate representation of the system. The blue area is the accessible ensemble of values for the space dimension. The orange curve is the lower bound, which corresponds to a situation where all the spins have the same offset frequency. The green curve corresponds to an approximation of a Gaussian distribution.
${ }^{21}$ Vocabulary remark: in this manuscript, the term weak/strong coupling is used as a synonym of bad/good cavity. Actually, the difference is made by comparing $g$ and $\kappa$. This should not be confused with the ultrastrong regime, where $g$ and $\omega$ are compared. In this latter regime, the RWA cannot be used and the spinboson Hamiltonian must replace the J.C. Hamiltonian [28, 93]. In this manuscript, the RWA is assumed to be valid.
(*) In this algorithm, the Hamiltonian is integrated with the unitary operator $U$, and the quantum jumps are made with operators $L_{1}, L_{2}$, and $S$. These three operators allow us to encode the Lindblad term efficiently $\kappa \hat{D}$ in master equation (1.49). The relaxation process is computed with an Euler-scheme, which does not preserve the norm. Thus, the density matrix is normalized at each iteration.
${ }^{22}$ Such that : $\operatorname{rank}(r)<\operatorname{rank}(\hat{\rho})$.
${ }^{23}$ We do not give a detailed derivation of these equations because the calculations are long and technical. $d M / d t$ and $d r / d t$ are given only to provide an idea of how the set of differential equations is transformed. We refer to [34] for further details.

[^0]
## Definition 1 (Euler-Split-operator algorithm ${ }^{(*)}$ ):

- compute $U=e^{-i . d t . \hat{H} / 2}$
- compute $L_{1}=\sqrt{\kappa} * \hat{a}$
- compute $L_{2}=\sqrt{\kappa} * \hat{a}^{\dagger}$
- compute $S=-\left(L_{1}^{T} \cdot L_{1}+L_{2}^{T} \cdot L_{2}\right) / 2$
- at each time step, compute $\hat{\rho}(t+d t)$ with:

$$
\begin{aligned}
& \hat{\rho}=U \cdot \hat{\rho} \cdot U^{\dagger} \\
& \hat{\rho}=\hat{\rho}+d t *\left(L_{1} \cdot \hat{\rho} \cdot L_{1}^{T}+L_{2} \cdot \hat{\rho} \cdot L_{2}^{T}\right) \\
& \hat{\rho}=(\mathbb{I}+d t * S) \cdot\left(\hat{\rho} \cdot(\mathbb{I}+d t * S)^{T}\right) \\
& \hat{\rho}=U \cdot \hat{\rho} \cdot U^{\dagger} \\
& \hat{\rho}=\frac{\hat{\rho}}{\operatorname{Tr}[\hat{\rho}]}
\end{aligned}
$$

However, the computation speed can be enhanced by the Low-rank-approximation algorithm developed by Claude Le-Bris and Pierre Rouchon [34]. Their idea was to adapt the previous algorithm with a low-rank-approximation of $\hat{\rho}$. Dynamics are generally encoded in a few degrees of freedom, and it is sufficient to calculate their time evolution. The main idea is to project the density matrix $\hat{\rho}$ on a matrix of smaller size $r$, which encodes these degrees of freedom ${ }^{22}$, and to integrate the dynamics with $r$. The two matrices are related by:

$$
\begin{equation*}
\hat{\rho}=M \cdot r \cdot M^{+} \tag{2.1}
\end{equation*}
$$

If $\operatorname{rank}(\hat{\rho})=n$ and $\operatorname{rank}(r)=m$, then $M$ is a matrix of size $n \times m$, which verifies the identity $M^{\dagger} . M=\mathbb{I}_{m}$. However, the projection is time dependent, then we also have to propagate the evolution of $M$. One can show that the differential equation for these two new matrices are given by ${ }^{23}$ :

$$
\begin{aligned}
\frac{d M}{d t} & =-i \hat{H} \cdot M+\kappa\left(\hat{\mathbb{I}}_{n}-M \cdot M^{\dagger}\right) \\
& \times\left(-\frac{1}{2} \hat{N}+\hat{a} M \cdot r \cdot M^{\dagger} \hat{a}^{\dagger} M \cdot r^{-1} \cdot M^{\dagger}\right) M \\
\frac{d r}{d t} & =\frac{-\kappa}{2}\left(M^{\dagger} \cdot \hat{N} \cdot M \cdot r+r \cdot M^{\dagger} \cdot \hat{N} \cdot M\right) \\
& +\kappa M^{\dagger} \cdot \hat{a} \cdot M \cdot r \cdot M^{\dagger} \cdot \hat{a}^{\dagger} \cdot M \\
& +\frac{\kappa}{m} \operatorname{Tr}\left[\hat{a}^{\dagger}\left(\mathbb{I}_{n}-M \cdot M^{\dagger}\right) \hat{a} M \cdot r \cdot M^{\dagger}\right] \cdot \mathbb{I}_{m}
\end{aligned}
$$

These equations can be integrated using an Euler/ Runge-Kutta method. In the original version of the algorithm, a third order scheme is used. Since this algorithm requires product of matrices of small dimensions ${ }^{24}$, the computation is generally faster. How-
ever, it is important to keep in mind that the low rank approximation does not reduce the size of the problem, and it cannot integrate the dynamics of a larger system than the one allowed by the standard algorithm. This is due to the fact that the density matrix has to be reconstructed at different stages of the process. The gain of speed also depends on the number of observables evaluated at each time step. Indeed, computing several times a quantity of the form $\operatorname{Tr}\left[M . r . M^{\dagger} . O\right]$ takes time. We have observed that the gain of speed is negligible for a number of observables $\gtrsim 7$.

### 2.3 First model: Discretized density of spins

The key to reduce the Hilbert space is the discretization of the spin distribution. It is common in experiments to have an ensemble of spins with a Lorentzian/Gaussian offset distribution of half width ${ }^{25} \Omega$ (see section 1.7). We thus have to discretize the distribution. One of the best choices is to gather spins of similar offsets into spins of higher dimensions. This approach is based on the Dicke state formalism where $N$ identical spins $1 / 2$ are gathered into a single $N / 2$ spin (see section 1.4.2). Therefore, the dynamics is reduced to a subspace of dimension $N+1$ instead of $2^{N}$. Then, we consider an ensemble of "Dicke spin" with different offset frequencies. The resulting size of the Hilbert subspace is finally: $\operatorname{Dim}(\mathcal{H})=\prod_{i}^{N_{b i n s}}\left(N_{i}+1\right)$. It remains to choose the best arrangement (number of bins, and number of spins per bins) that reproduces qualitatively the behavior of the system under study. In this manuscript, the discretization step $\Delta_{D}$ is chosen constant, with an odd number of bins. Then, we parametrize the distribution by a set $\rho_{0}:=\left\{\Delta_{D},\left\{N_{1}, N_{2}, \ldots, N_{f}\right\}\right\}$. The median bin is always associated with the offset 0 . On both sides of this bin, we have respectively the offsets $-\Delta_{D}$ and $+\Delta_{D}$. The same rule is applied recursively on both sides. Figure 2.2 shows a possible approximation of a Gaussian ensemble. ${ }^{26}$

Plotting the energy density can help to design the spin ensemble. Such a graph can be produced quickly by first diagonalizing the Hamiltonian and then by computing the histogram of eigenvalues. Three examples of energy density are plotted in figure 2.3. They are computed with an ensemble of 13 spins but the respective sizes of the Hilbert space are: 8192, 128 and 14. This shows the importance of the discretization procedure: with the first case, it is difficult to perform a quick integration, but it is straightforward with the two other cases. Energy densities are plotted as a function of the number of photons. More precisely, we plot:

$$
\begin{equation*}
\rho_{n}(E)=\operatorname{hist}\left(\{E\}=\operatorname{spect}\left(\sum_{m} \Delta_{(m)} \hat{\sigma}_{z}^{(m)}+n g \hat{\sigma}_{x}^{(m)}\right)\right) . \tag{2.2}
\end{equation*}
$$

This corresponds to the semi-classical Jaynes-Cummings Hamiltonian ${ }^{27}$ when the cavity is filled with an average of $n$ photons in


Figure 2.2: Example of discretization of a Gaussian ensemble for $N=20$ spins. The discretization step is given by $\Delta_{D}$. At each frequency of the discretized ensemble is associated a sub-ensemble parametrized by Dicke states. This discretized distribution is defined by: $\rho_{0}:=\left\{\Delta_{D},\{4,12,4\}\right\}$.
${ }^{25}$ Depending on the context, the half width is the HWHM of the Lorentzian or the standard deviation of a Gaussian.
${ }^{26}$ Generally, $\Delta_{D}$ is of the same order of magnitude as $\Omega$.


Figure 2.3: Energy density $\rho_{n}(E)$ and spin distribution $\rho_{0}(\omega)$ for 3 different systems. We have used the parameters $\Delta_{D}=g=1$. The energy density is plotted for different numbers of photons $n$ (curves of different colors). This allows us to see the difference of structures between the ground state of the cavity and the first excited states. In each case, the ensemble is composed of 13 spins: (A) Uniform distribution of offsets, and $\operatorname{dim} \mathcal{H}=$ 8192. (C) All spins have the same offset frequency, $\operatorname{dim} \mathcal{H}=14$. (B) Intermediate case, $\operatorname{dim} \mathcal{H}=128$.

27 This Hamiltonian is used only during the computation of spectra presented in 2.3. It is not used during the integration of $\hat{\rho}$.
the quadrature $\hat{X}=\frac{1}{2}\left(\hat{a}^{\dagger}+\hat{a}\right)$. We see in figure 2.3 that the effect of photons is to "spread" and to "discretize" the density. These distributions are similar to the ones encountered with spin baths [134]. On the opposite, the inhomogeneous broadening makes the density smoother, wider and it reduces the difference between the ground state and the first excited states.

Gathering spins with similar offsets into few ensembles allows us to describe simultaneously all physical effects with a reasonable numerical cost. The non-trivial point here is to find a good compromise between the Hamiltonian structure and the size of the Hilbert space. A case-by-case study is required to determine the best discretization. A fit with experimental data can validate the distribution sampling.

To conclude, the Hamiltonian of the discretized model used in the numerical integration is the following:

$$
\begin{equation*}
\hat{H}_{M 1}=i\left(\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}\right)+\sum_{i=1}^{N_{b i n s}} \frac{\Delta_{i}}{2} \hat{\sigma}_{z}^{(i)}+g\left(\hat{a}^{\dagger} \hat{\sigma}_{-}^{(i)}+\hat{a} \hat{\sigma}_{+}^{(i)}\right) \tag{2.3}
\end{equation*}
$$

where $\hat{\sigma}_{z}^{(i)}, \hat{\sigma}_{-}^{(i)}, \hat{\sigma}_{+}^{(i)}$ are $\mathfrak{s u}(2)$ generators in the spin $N_{i} / 2$ representation, and $\hat{a}^{\dagger}, \hat{a}$ are expressed with matrices of finite dimension. The dimension of these matrices is given by a cutoff of the number of photons allowed in the simulation. This number is chosen sufficiently large to avoid numerical artifacts. Notice that for simplicity, we neglect the inhomogeneity in $g$ with this model.

### 2.4 Second model: Continuous spin ensemble

### 2.4.1 Basic idea

Using Dicke states in a discretized model allows us to decrease the Hilbert space dimension, but the distribution sampling must be small to be advantageous. This could be a problem when the integration time is longer than the inverse of the discretization step. In order to overcome this difficulty, it is possible to describe the spin ensemble as a global system, which interacts with the electromagnetic field. More precisely, the idea is to describe the spin ensemble by an effective field.

First of all, we notice that in the NMR framework, the density matrix of a spin ensemble can be given by:

$$
\begin{equation*}
\hat{\rho}=\sum_{n=1}^{N} c_{n} \mathbb{I} \otimes \ldots \otimes \hat{\rho}_{n} \otimes \ldots \otimes \mathbb{I} . \tag{2.4}
\end{equation*}
$$

This form of the density matrix is valid in the semi-classical regime: when the correlation between observables of different spin is negligible: $\left\langle\hat{\sigma}_{a}^{(n)} \hat{\sigma}_{b}^{(m)}\right\rangle=\left\langle\hat{\sigma}_{a}^{(n)}\right\rangle\left\langle\hat{\sigma}_{b}^{(m)}\right\rangle, n \neq m$.

Therefore, in the case $N \rightarrow \infty$, we can use a function $\psi(\Delta): \mathbb{R} \rightarrow \mathbb{C}^{2}$ to describe the state of the ensemble as a function of the offset parameter. Different spins with the same offset have the same state because their initial state are the same and they interact similarly with their environment. We restrict the study to offset distributions and we neglect the $g$-distribution. However the method can be generalized without technical difficulty if $\rho(g, \Delta)=\rho_{0}(\Delta) \rho_{1}(g)$.

The function $\psi$ is therefore a field over the space of offset, and the idea is to replace the spin ensemble by this field. It is coupled to the cavity in a second step. Unfortunately $\psi$ is unbounded and we cannot use it to define a Hilbert space, but the function:

$$
\begin{equation*}
|q\rangle=\sqrt{\rho(\Delta)}|\psi(\Delta)\rangle \tag{2.5}
\end{equation*}
$$

has all the desired properties since $\int d \Delta\langle q \mid q\rangle=1$. The ensemble is classical, and the mean value of an operator is given by the integration over the measure $\rho$ :

$$
\begin{equation*}
\langle\hat{A}\rangle=\int d \Delta \rho(\Delta)\langle\psi(\Delta)| \hat{A}(\Delta)|\psi(\Delta)\rangle \tag{2.6}
\end{equation*}
$$

This definition coincides with the mean value of a local operator $\hat{A}=\bigotimes_{n} \hat{A}_{n}$, such that $\langle\hat{A}\rangle=\sum_{n} c_{n} \operatorname{Tr}\left[\hat{\rho}_{n} \hat{A}_{n}\right]$. The field $q$ can be assimilated to a wave function. It is analogous to the Dirac field that describes the wave function of electrons and positrons.
"First quantization" A quantum representation is expressed by expanding the wave function over orthogonal modes defined by the measure $\rho$. For example, we can use Hermite or Lengendre polynomials. Such an expansion allows us in a second step to express the Hamiltonian with operators acting on these modes (polynomials).

For a Gaussian distribution of spins, we obtain:

$$
\begin{align*}
|q(\Delta, t)\rangle & =\sum_{A, n} q_{A, n}(t)|A, n(\Delta)\rangle \\
& =\sum_{A, n} q_{A, n}(t)|A\rangle \otimes\left|\frac{e^{-\Delta^{2} / 4 \Omega^{2}}}{\sqrt{\pi 2^{n} n!}} H_{n}\left(\frac{\Delta}{\sqrt{2} \Omega}\right)\right\rangle . \tag{2.7}
\end{align*}
$$

The general form of the Schrödinger equation is given by

$$
\begin{equation*}
\frac{d}{d t}|q(\Delta, t)\rangle=\frac{-i}{2}\left(B_{x}(t) \hat{\sigma}_{x}+B_{y}(t) \hat{\sigma}_{y}+\Delta \hat{\sigma}_{z}\right)|q(\Delta, t)\rangle \tag{2.8}
\end{equation*}
$$

where $B_{x}$ and $B_{y}$ are magnetic fields, which are replaced by field operators when the system is coupled with the cavity. The variable $\Delta$ acts as an operator on the function $q$. In order to remove any dependence on this variable in the equation, it is expressed as a function of creation/annihilation operators on Hermit polynomials: $\Delta \rightarrow\left(\hat{b}^{\dagger}+\hat{b}\right) / \sqrt{2}$, with

$$
\hat{b}^{\dagger}|n\rangle=\sqrt{n+1}|n\rangle, \hat{b}|n\rangle=\sqrt{n}|n-1\rangle .
$$

Notice that $\hat{b}^{\dagger}, \hat{b}$ operators are different than usual creation/annihilation operators $\hat{a}, \hat{a}^{\dagger}$ in quantum optics, which are "inner" in a mode: they destroy/create excitations in a specific mode, while $\hat{b}, \hat{b}^{\dagger}$ move the excitation to adjacent modes. In this theory, $\hat{a}, \hat{a}^{\dagger}$ are rather replaced by Pauli matrices.

Finally, we arrive at the following Hamiltonian:

$$
\begin{equation*}
\hat{H}=\frac{1}{2}\left(B_{x}(t) \hat{\sigma}_{x} \otimes \mathbb{I}+B_{y}(t) \hat{\sigma}_{y} \otimes \mathbb{I}+\Omega \hat{\sigma}_{z} \otimes\left(\hat{b}^{\dagger}+\hat{b}\right)\right) . \tag{2.9}
\end{equation*}
$$

In the first quantization picture, the continuous ensemble is thus a single spin coupled to a harmonic oscillator of frequency 0 (due to the RWA, it does not contribute to the total energy). From the opposite point of view, the ensemble can be seen as a "boson field with a spinor polarization".

The quantum number of the boson field can be physically interpreted as a disorder parameter that characterizes the inhomogeneity of the ensemble. Whereby, the boson field is called the disorder field.

This system is exactly equivalent to a semi-classical system, it is in one to one mapping with the initial system. From a numerical point of view, we can simulate this system by integrating (2.8), for several values of $\Delta$. we thus have to simulate $N_{\text {bins }}$ Schrödinger equation. Otherwise, we can integrate the system using (2.9), and truncate the Hilbert space at an order sufficiently large. The advantage of the second representation is that we can couple the system to a cavity. This step is straightforward, we just have to replace operators in $\hat{\sigma}_{x}$ and $\hat{\sigma}_{y}$ by the Jaynes-Cummings interaction:

$$
\begin{equation*}
\hat{H}_{M 2}=i\left(\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}\right)+\frac{\Omega}{2} \hat{\sigma}_{z}\left(\hat{b}^{\dagger}+\hat{b}\right)+g\left(\hat{a}^{\dagger} \hat{\sigma}_{-}+\hat{a} \hat{\sigma}_{+}\right) \tag{2.10}
\end{equation*}
$$

This model has the advantage to use a smaller Hilbert space than the discretized model, because we can truncate the system at a relatively small dimension. It is also more accurate than just a semi-classical model because it can describe the Purcell effect, in a full-quantum way, even in the good cavity regime (see section 2.7.1). However, this model cannot describe coherent effects as well as the discretized one. Nevertheless, numerical simulations have shown that spins with a large difference of offset are weakly correlated, and only the number of coherent spins at resonance is a dominant factor (upper bound on the number of coherent spins). Therefore, we can replace the spin $1 / 2$ of the effective field by a $N_{D} / 2$-spin in order to recover coherent effects. By construction, the models 1 and 2 are equivalent when $\Omega \rightarrow 0$ and $N_{D}$ is the total number of spins. Furthermore, in the bad cavity limit, it is equivalent to the semi-classical model when $N_{D}=1$. Further comparison details are given in section 2.7.

Second quantization We can continue the analogy with the Dirac equation by doing a second quantization. $[48,11,10]$. The state of the system can be described with a Fockspace of the classical field $q$, and observable quantities become operators on this space. This step is not strictly compulsory for the numerical point of view, because the Hamiltonian conserves the number of excitation (there is always a "single particle" in the system: the spin ensemble that interacts with the cavity), and in all applications, we are restricted to a case where the two approaches are equivalent. However the second quantization is very interesting from the physical point of view, because it puts on the same level the spin system and the electromagnetic field.

## Quantization with other distributions

The formalism of continuous spin ensemble is not restricted to Gaussian distributions. Many other distributions can be used to improve the agreement with an experiment. For example, it is possible to use uniform distributions. In this case, Legendre polynomials are used and creation/annihilation operators are defined such as [108]:

$$
\begin{align*}
\hat{a}^{\dagger}|k\rangle & =\frac{k+1}{\sqrt{(2 k+1)(2 k+3)}}|k+1\rangle  \tag{2.11}\\
\hat{a}|k\rangle & =\frac{k}{\sqrt{(2 k-1)(2 k+1)}}|k-1\rangle \tag{2.12}
\end{align*}
$$

Another possibility is to use $q$-deformed Gaussian distributions (used in spectroscopy or cold atoms). This leads to a wave function decomposition in terms of $q$-Hermite polynomials. In this case creation/annihilation operators must satisfy a commutation constraint of the form:

$$
\begin{equation*}
\hat{a} \hat{a}^{\dagger}-q \hat{a}^{\dagger} \hat{a}=\hat{\mathbb{I}} . \tag{2.13}
\end{equation*}
$$

However, caution must be taken in the definition of these operators. We do not discuss such details here, and we refer the interested reader to the literature [100, 76, 126].

### 2.4.2 The number of spins

Since continuous ensembles are defined with a probability measure, we must define the number of spins $N$ as another input. Two nonequivalent choices are possible:

- The first and the easiest choice consists of artificially multiplying the norm of the wave function by $N$. This induces a rescaling of the amplitude of physical observables, like in a semi-classical model.
- The second choice consists of choosing a space $\mathcal{H}$ spanned by a Dicke state of $N$ spins.

The difference of behaviors can be understood by plotting the energy density (see figure 2.4). We see that the use of spins with higher order induced "peaks" in the spectrum which are similar to the ones encounter with true quantum ensembles.

Notice that transforming a discrete ensemble of many spins into a continuous ensemble is not trivial at all, and the parameters $\Omega, N_{\rho}, N_{D}$ are correlated (see section 2.7). Moreover, some configurations could be non-physical.

In practice, the two approaches are mixed together. Alike discretized distributions, a compact notation is required in order to specify continuous spin distributions. We adopt the following notation: $\rho_{0}:=\left\{\Omega, N_{\rho}, N_{D}\right\}$, where $N_{\rho}$ is the trace of the density matrix and $N_{D}$ the number of spins in a Dicke state.


Figure 2.4: Energy density $\rho_{n}(E)$ for effective spin ensemble with different bandwidths. The first 2 cases have been computed with spin $1 / 2$ as basic entities of the ensemble. The last one corresponds to a spin $8 / 2$, i.e. an ensemble of 8 spins. For a spin $1 / 2$ coupled to a disorder field with 61 modes, $\operatorname{dim\mathcal {H}}=122$. Notice that small oscillations come from the discretization of the histogram.

### 2.5 Partial Trace

In the representations described above, there is no explicit dependence on single spin states. However, in the context of non-Markovian dynamics, it is necessary to trace out all degrees of freedom constituing a bath. This section presents how trace operations [31] are performed on the two models.

### 2.5.1 Dicke state

In order to recover a single spin state from a Dicke state, we need to introduce its expression as a function of symmetrized spin states (see section 1.4.2). We recall:

$$
\begin{align*}
\left|\frac{N}{2}, m\right\rangle & =\sqrt{\frac{(N / 2+m)!(N / 2-m)!}{N!}} \sum_{P}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m} \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle  \tag{2.14}\\
& =c_{m} \sum_{P} \mid \underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m}, \underbrace{\downarrow, \ldots, \downarrow\rangle}_{N / 2-m}
\end{align*}
$$

where $\sum_{p}$ means "sum over all possible permutations". With this definition, the density matrix of Dicke states can be expressed as:

$$
\begin{equation*}
\hat{\rho}=\sum_{m, n} c_{n} c_{m} \rho_{m n} \sum_{P_{m}} \sum_{P_{n}}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m}, \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle \underbrace{\uparrow, \ldots, \uparrow}_{N / 2+n} \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-n} \mid . \tag{2.15}
\end{equation*}
$$

The density matrix of a single spin is determined by computing $\langle\uparrow| \hat{\rho}|\uparrow\rangle,\langle\uparrow| \hat{\rho}|\downarrow\rangle$, $\langle\downarrow| \hat{\rho}|\uparrow\rangle,\langle\downarrow| \hat{\rho}|\downarrow\rangle$. Since spins are undistinguishable (due to the sum over permutations), we have the following relations:

$$
\begin{align*}
& \langle\uparrow| \sum_{P}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m} \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle \propto N / 2+m  \tag{2.16}\\
& \langle\downarrow| \sum_{P}|\underbrace{\uparrow, \ldots, \uparrow}_{N / 2+m}, \underbrace{\downarrow, \ldots, \downarrow}_{N / 2-m}\rangle \propto N / 2-m . \tag{2.17}
\end{align*}
$$

So we deduce:

$$
\begin{align*}
& \langle\uparrow| \hat{\rho}|\uparrow\rangle \propto \sum_{m, n} c_{n} c_{m} \rho_{m n}\left(\frac{N}{2}+m\right)\left(\frac{N}{2}+n\right) \\
& \langle\uparrow| \hat{\rho}|\downarrow\rangle \propto \sum_{m, n} c_{n} c_{m} \rho_{m n}\left(\frac{N}{2}+m\right)\left(\frac{N}{2}-n\right) \\
& \langle\downarrow| \hat{\rho}|\uparrow\rangle \propto \sum_{m, n} c_{n} c_{m} \rho_{m n}\left(\frac{N}{2}-m\right)\left(\frac{N}{2}+n\right)  \tag{2.18}\\
& \langle\downarrow| \hat{\rho}|\downarrow\rangle \propto \sum_{m, n} c_{n} c_{m} \rho_{m n}\left(\frac{N}{2}-m\right)\left(\frac{N}{2}-n\right) .
\end{align*}
$$

We use the relation $\alpha$ because it depends on the Dicke state normalization. In practice, it is not useful to determine explicitly this factor since it is canceled by a normalization of the reduced density matrix $\hat{\rho} \rightarrow \hat{\rho} / \operatorname{Tr}[\hat{\rho}]$.

### 2.5.2 Continuous ensemble

The notion of individual spin is less clear for continuous ensembles, therefore, the notion of trace must be defined carefully. Since two numbers $N_{D}$ and $N_{\rho}$ define the total number of spins, it is necessary to take them into account to derive single spin states. The underlying idea is to discretize the continuous ensemble, therefore we naturally focus on spins with a particular offset $\Delta_{0}$. The question is how can we extract a quantum state from the continuous field at a specific point? This is done with a Dirac distribution. At a specific frequency, the number of spins is determined by a Dicke state (with $N_{D}$ ) and a re-normalization of the density matrix (with $N_{\rho}$ ). It is obvious that the normalization does not affect the state, so it is sufficient to extract the information from a Dicke state. This issue has been presented in the previous section. It remains to specify how the information for a particular offset can be extracted from the continuous state. For the sake of clarity, we present the evaluation of an observable mean value. Such a development can be extended straightforwardly to the density matrix formalism and partial trace operations. Suppose that we are interested in an observable $\hat{O}_{\Delta_{0}} \equiv \hat{O} \otimes \delta_{\Delta_{0}}(\Delta)$. For instance, this observable can be the magnetization in the $x$ direction for a spin at resonance. Under the formalism presented in section 2.4.1, moments of this operator are calculated with usual quantum mechanical relations:

$$
\begin{align*}
\left\langle\hat{O}_{\Delta_{0}}\right\rangle & =\int d \Delta q^{+}(\Delta)\left(\hat{O} \otimes \delta_{\Delta_{0}}(\Delta)\right) q(\Delta) \\
& =\sum_{A, n, m} q_{A, n}^{*} q_{A, m}\langle A| \hat{O}|A\rangle \int d \Delta \delta_{\Delta_{0}}(\Delta) \frac{e^{-\Delta^{2} / 2 \Omega^{2}}}{\pi \sqrt{2^{n} n!2^{m} m!}} H_{n}\left(\frac{\Delta}{\sqrt{2} \Omega}\right) H_{m}\left(\frac{\Delta}{\sqrt{2} \Omega}\right) \\
& =\sum_{A, n, m} \frac{q_{A, n}^{*} q_{A, m}\langle A| \hat{O}|A\rangle e^{-\Delta_{0}^{2} / 2 \Omega^{2}}}{\pi \sqrt{2^{n} n!2^{m} m!}} H_{n}\left(\frac{\Delta_{0}}{\sqrt{2} \Omega}\right) H_{m}\left(\frac{\Delta_{0}}{\sqrt{2} \Omega}\right) . \tag{2.19}
\end{align*}
$$

### 2.6 Third model: Semi-classical approximation

The third model is derived from the semi-classical equations(1.60) (section 1.6) with additional terms:

$$
\begin{align*}
\frac{d}{d t}\langle\hat{X}\rangle & =-\frac{\kappa}{2}\langle\hat{X}\rangle+\omega_{X}-\sum_{j} 2 g_{(j)}\left\langle\hat{S}_{y}^{(j)}\right\rangle \\
\frac{d}{d t}\langle\hat{Y}\rangle & =-\frac{\kappa}{2}\langle\hat{Y}\rangle+\omega_{Y}+\sum_{j} 2 g_{(j)}\left\langle\hat{S}_{x}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle\hat{S}_{x}^{(j)}\right\rangle & =-\Gamma_{2}\left\langle\hat{S}_{x}^{(j)}\right\rangle-\Delta_{(j)}\left\langle\hat{S}_{y}^{(j)}\right\rangle+g_{(j)}\left\langle\hat{Y} \hat{S}_{z}^{(j)}\right\rangle  \tag{2.20}\\
\frac{d}{d t}\left\langle\hat{S}_{y}^{(j)}\right\rangle & =-\Gamma_{2}+\left\langle\hat{S}_{y}^{(j)}\right\rangle \Delta_{(j)}\left\langle\hat{S}_{x}^{(j)}\right\rangle-g_{(j)}\left\langle\hat{X} \hat{S}_{z}^{(j)}\right\rangle \\
\frac{d}{d t}\left\langle\hat{S}_{z}^{(j)}\right\rangle & =-\Gamma_{p}\left(\left\langle\hat{S}_{z}^{(j)}\right\rangle+1\right)+g_{(j)}\left\langle\hat{X} \hat{S}_{y}^{(j)}\right\rangle-g_{(j)}\left\langle\hat{Y} \hat{S}_{x}^{(j)}\right\rangle
\end{align*}
$$

where $\Gamma_{2}=1 / T_{2}$ is the rate associated with the transverse relaxation. Notice a sign difference with respect to the usual Bloch equation for the $T_{1}$ relaxation.

28 In the semi-classical model, $N$ and $N_{D}$ are related since $N$ is given by the integral of the Bloch vector over the spin distribution. This is because there is no difference between coherent spins and other spins in the semi-classical model.


Figure 2.5: (Model 1) Blue: strong coupling, orange: weak coupling, solid lines: ensemble of 20 spins, dashed lines: 1 spin. Green dotted line: weak coupling with 20 spins at resonance.

Contrary to standard NMR, the ground state is the south pole of the Bloch ball. It is not necessary to use $N$ magnetization vectors to describe the ensemble, it can be described by a discretization of the spin distribution. At each discretization bin is associated a Bloch vector with a length corresponding to the number of spins in the bin. Contrary to other models, equations are non-linear. Then a RK4 algorithm is used for the numerical integration. From the numerical point of view, the way we encode numerically the semi-classical model is closer to the discretized ensemble, because the distribution is discretized in the same way. Then, we use the same notation as the model one to describe the spin ensemble. However, we also use sometime the notation of the model two. In this case, the distribution is a Gaussian with a very small discretization step, and $N_{D} / 2$ is assimilated to the maximum amplitude of the Bloch vector ${ }^{28}$.

### 2.7 Numerical study

In order to compare the three models, two physical situations are revisited. The first one is the Purcell effect, which is studied from the point of view of a single spin. Therefore, we are able to underline spin-bath effects. With this point of view, it is also easy to show the convergence of quantum models (models 1 and 2) toward the semi-classical model (model 3). The second situation is the free induction decay. This situation is very important because it corresponds to the case where spins are emitting photons, and thus a measurable signal.

In the rest of this chapter, all the quantities are expressed in normalized units.

### 2.7.1 The Purcell effect of a spin ensemble

In this section, we study the Purcell relaxation of an excited spin ensemble (see section 1.5.2 for details on a single spin).

Because of the large number of parameters, we propose a summary of the main results, completed by some particular examples of interest. For this study, we are interested in the trajectory of a single spin at resonance, and more particularly to the component $\hat{\rho}_{\uparrow \uparrow}(t)$ of its density matrix. This variable allows us to compare the results with the ones obtained with a single spin coupled to the cavity. However, single spin states are generally not defined in numerical simulations and specific procedures are required in order to trace out other degrees of freedom (section 2.5).

For the sake of simplicity, the ensemble of parameters (physical parameters, distribution data,...) used for calculations are included in table 2.1. Each curve enclosed in figures 2.5, 2.6, 2.7, 2.8, 2.9 has a label of the form "letter + number" (like "a1" or "f3") which refer to a line of table 2.1. All the parameters and data are contained in this table.

Model 1 (discretized ensemble): (see figure 2.5)

- Bad cavity (weak coupling): exponential decay (curves a3 and a4)
- Good cavity (strong coupling): Rabi oscillations (curves ar and a2).
- The cooperativity $C$ plays an important role: for a small cooperativity in the strong coupling regime (i.e. $\Omega \rightarrow 0, g \gg$ $\kappa$ ), the relaxation approximates a step function (curve a5), and for large $\Omega$ the effect becomes smoother and closer to an exponential (curve a3).


## Model 2 v.s. Model 1 (continuous and discretized ensembles):

 (see figure 2.6)The two models have similar behaviors, except that:

- The spin-spin entanglement is underestimated in model 2, then $\Omega$ does not influence the Purcell relaxation. However, it has an effect on the global magnetization (curves b2, b3).
- Qualitative agreement for the average magnetization when distributions are similar (curves b1,b2,b3).
- The two models are equivalent when $\Omega \rightarrow 0$.


## Model 3 (semi-classical): (see figure 2.7)

The decay is always exponential, due to the introduction of a $T_{1}$ effect in the Bloch equation. Without photons in the cavity, the evolution of the spins is free and no Rabi-oscillation can be observed.

Quantum models v.s. Semi-classical model: (see figures 2.8 and 2.9)

- Good agreement in the low cooperativity limit (curves di/d2, and f2/f5)
- Otherwise, trajectories are different because the semi-classical model does not take into account Rabi-oscilations and non Markovian effects (curves $\mathrm{d}_{1} / \mathrm{d}_{3}$, and $\mathrm{f}_{1} / \mathrm{f}_{3} / \mathrm{f}_{4}$ ).
- Models 2 and 3 are equivalent for $N_{D}=1$ and $\kappa \gg g$.


Figure 2.6: (Model 1 v.s. Model 2) Solid line: discretized distribution ( $\Delta_{D}=5$ ), blue dashed line: continuous ensemble with $\Omega=2.5$ and orange dashed line with $\Omega=0$.


Figure 2.7: (Model 3) c1: weak coupling regime, c2: strong coupling regime.


Figure 2.8: (Model 1 v.s. Model 3) solid line: Semi-classical model, dashed line: quantum model. Orange curve: low cooperativity, green: high cooperativity.


Figure 2.9: (Model 2 v.s. Model 3) solid lines: semi-classical model, dashed lines: quantum continuous ensembles with different $N_{D}$ and different coupling regimes.

## Summary

The inhomogeneous ensemble has an important impact on the relaxation of a single spin. In the strong coupling regime we observe an important modification of non-Markovian effect (curves $\mathrm{a}, \mathrm{a} 4, \mathrm{f} 3$ ) and one can use the model 1 for the study of realistic non-Markovian systems. On the other side, we have explicitly shown that quantum models converge toward the semi-classical theory in the low cooperativity limit (curves $\mathrm{d} 1, \mathrm{~d} 2, \mathrm{f} 5, \mathrm{f} 2$ ). Finally, one can underline the ability of the model 2 to reproduce dynamics similar to the ones of model 1. However, during a simple Purcell relaxation, the model 2 describes only the entanglement of spins with the same offset. It results that non-Markovian effects can be underestimated. By playing with $\Omega$ and $N_{D}$, we can define an effective model, which reproduces qualitatively the model 1 (curves b1 and b2). Additionally, the model 2 requires generally a smaller Hilbert space dimension than the model 1 (for example, $\operatorname{dim} \mathcal{H}=396$ for the curve $\mathrm{b}_{1}$ and $\operatorname{dim} \mathcal{H}=144$ for the curves b2 and b3). Then, the model 2 seems promising for the study of systems in the intermediate regime ( $C \approx 1$ ).

The results presented here follow qualitatively other results obtained with spin bath theory. Two approaches are usually employed in this field. The first one uses the cumulant expansion approximation $[6,178,180]$, therefore, there is no fundamental difference with the semi-classical model. The second one is more general and uses path integrals for computing correlation functions [111, 147]. In all these references, the systems are slightly different: spins interact with each other through a Heisenberg coupling, while in this manuscript, they interact only through the electromagnetic field. Therefore, we do not expect to reproduce exactly the same results. However, we recover the initial coherence, followed by a quick relaxation of the spin ensemble.

As far as we know, this study is one of the first analyses in which the Purcell effect for an inhomogeneous ensemble is computed without a semi-classical approximation, in all parameter regimes.

| Label | Type | model | $\rho_{0}$ | $g$ | $\kappa$ | $n_{\text {photon }}(t=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a1,b1,e3 | Quantum | 1 | $\{5,\{5,10,5\}\}$ | 0.5 | 0.3 | 0.00001 |
| a2 | Quantum | 1 | $\{0,\{1\}\}$ | 0.5 | 0.3 | 0.00001 |
| a3,d2 | Quantum | 1 | $\{5,\{5,10,5\}\}$ | 0.125 | 3 | 0.00001 |
| a4 | Quantum | 1 | $\{0,\{1\}\}$ | 0.125 | 3 | 0.00001 |
| a5 | Quantum | 1 | \{0, 200$\}$ \} | 0.125 | 3 | 0.00001 |
| b2 | Quantum | 2 | \{2.5,20/8, 8 \} | 0.5 | 0.3 | 0.00001 |
| b3 | Quantum | 2 | $\{0,20 / 8,8\}$ | 0.5 | 0.3 | 0.00001 |
| C1 | Classical | 3 | $\{5,\{5,10,5\}\}$ | 0.125 | 3 | 0.00001 |
| C2 | Classical | 3 | Lorentzian, 801 bins | 0.5 | 0.3 | o |
| d1 | Classical | 3 | $\{5,\{5,10,5\}\}$ | 0.125 | 3 | 0 |
| d3 | Quantum | 1 | $\{0,\{20\}\}$ | 0.125 | 3 | 0.00001 |
| $\mathrm{f}_{1}$ | Classical | 3 | \{0, $\{1\}$ \} | 0.5 | 0.3 | 0 |
| f2 | Classical | 3 | \{0, $\{1\}\}$ | 0.125 | 3 | 0 |
| $f 3$ | Quantum | 2 | \{1, 1, 8\} | 0.5 | 0.3 | 0.00001 |
| $\mathrm{f}_{4}$ | Quantum | 2 | $\{1,1,1\}$ | 0.5 | 0.3 | 0.00001 |
| f3 | Quantum | 2 | \{1, 1, 1\} | 0.125 | 3 | 0.00001 |

Table 2.1 - List of parameters for labeled curves in figures $2.5,2.6,2.7,2.8,2.9$. The initial state of the cavity for the quantum models is given by a coherent state of small amplitude ( $n_{\text {photon }}$ ), but different from 0 , in order to define correctly matrices $M$ and $r$ (used by the low rank algorithm).

### 2.7.2 Free Induction Decay

We are now interested in the coherence loss of a spin ensemble prepared in the Bloch sphere equator. This effect comes from the inhomogneous broadening and it is usually observed in NMR with a quick decrease of the magnetization. This evolution is qualified as: "Free Induction Decay". In NMR, the offset distribution determines entirely the evolution of the average magnetization (which is given by the Fourier transform of the distribution). When the spin ensemble is coupled to a cavity, the coherence with the radiation field is long enough for inducing a radiation damping effect, or super-radiance effect $[75,69$ ]. For a spin ensemble prepared in the $-y$ direction, and if the Purcell relaxation is neglected during the decay, one can deduce from the semi-classical model the following evolution operator (see section 4.1.2 for further details):

$$
\hat{U}_{S C}^{(n)}(t)=\exp \left(-i g\left(\int_{0}^{t} X\left(t^{\prime}\right) d t^{\prime}\right) \hat{\sigma}_{x}^{(n)}+i \frac{\Delta_{(n)}}{2} \hat{\sigma}_{z}^{(n)}\right) .
$$

The field back action to the spin ensemble is thus a unitary transformation. However this back action takes the form of a $T_{1}$ relaxation in the case of the Purcell effect. Therefore, we expect that the process is composed of both a unitary and a relaxation transformation. The question is then to determine the proportion of unitary/non-unitary transformations. In order to answer this question, we consider the Bloch vector norm $R(t)$ of a single spin at resonance (The initial radius is set to 1 ). This is a direct measure of the degree of non-unitarity. Additionally, the angle $\phi=\arccos \left(\left\langle\hat{\sigma}_{y}(t)\right\rangle / R(t)\right)$ gives the closest angle of rotation associated with a unitary transformation. Other quantities of interest are, the average magnetization $\left\langle\hat{S}_{x}\right\rangle,\left\langle\hat{S}_{z}\right\rangle$ and the mean value of the quadrature $\langle\hat{X}\rangle$, which is the simplest measurable quantity in experiments.

First we consider only the models 2 and 3. In the study of the Purcell effect, the $T_{2}$ relaxation does not play a role, but here it is necessary to specify its value. Following [31](p. 149) we used $T_{2}=\Gamma_{p} / 2$. The graphs showing the model comparison for three different situations are given in figure 2.12. All simulation parameters are presented in table 2.2.

As we can see, in the low cooperativity regime, the classical and the quantum model predict exactly the same evolution of observable mean values, thus the two models are not distinguishable from the experimental point of view. Interestingly, despite the agreement between mean values, we have clearly different mechanisms of transformations. The emission of photons follows the spin relaxation for the quantum model, while the semi-classical model uses mostly unitary transformations. For the strong coupling/high cooperativity regime, the semi-classical model is qualitatively similar to the quantum one, but it clearly underestimates the amplitude of Rabi-oscillations [119] and the steady-state is different. By increasing the number of coherent spins (increase of $N_{D}$ ), we recover another semi-classical limit: the large spin limit. This takes the form of a better agreement between $R$ and $\phi$, which means that single spin transformations are more unitary. The convergence is presented in figure 2.11.

We propose the following interpretation: classically $(J \rightarrow \infty)$, the phenomenon is unitary, but here, we consider spins $1 / 2$ with a state space of small dimension. Then, the non-unitary dynamics can be interpreted as a kind of "projection" of the unitary dynamics to a space of smaller dimension. The projection process is induced by cavity losses, which produce a statistical superposition of states. The convergence is observed numerically, and further analytic studies should clarify this point.

Finally, a FID produced with the model 1 is considered. Due to the low distribution sampling, the relevance of the simulation can be very contrasted: It fails to describe accurately the decay in the low cooperativity regime. But, in the high cooperativity
regime, the echo is dominated by Rabi-oscillations [119], as the ones in subfigures (B) and (C) of 2.12. In this case, the agreement quantum theory/semi-classical theory is comparable to the agreement observed with the model 2. As an example, figure 2.10 shows Rabi-oscillations predicted by the models 1 and 3. The parameters used in the simulations are $\rho_{0}=\{5,\{5,10,5\}\}, g=0.5, \kappa=0.1$ and $n_{\text {photon }}(t=0)=0.00001$.

| Label | Type | model | $\rho_{0}$ | $g$ | $\kappa$ | $n_{\text {photon }}(t=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | Quantum | 2 | $\{1,1,1\}$ | 0.05 | 2 | o.00001 |
| A | Classical | 3 | $\{1,1,1\}$ | 0.05 | 2 | o |
| B | Quantum | 2 | $\{1,1,1\}$ | 3 | 0.3 | o.00001 |
| B | Classical | 3 | $\{1,1,1\}$ | 3 | 0.3 | 0 |
| C | Quantum | 2 | $\{1,1,6\}$ | 3 | 0.3 | o.00001 |
| C | Classical | 3 | $\{1,1,6\}$ | 3 | 0.3 | o |

Table 2.2 - List of parameters for the curves in figure 2.12. The initial number of photons for the quantum models is chosen small but different from 0 , in order to define correctly the matrices $M$ and $r$ used by the low rank algorithm.. Notice that the distribution used in semi-classical computations is a discretized Gaussian with 401 bins.


Figure 2.10 - Free induction decay (dominated by Rabi-oscillations) predicted by the models 1 and 3. Solid lines are associated to the model 1 and dashed line to the model 3.


Figure 2.11 - Convergence of the quantum dynamics toward the classical dynamics. The measure $\langle D\rangle$ is defined by: $\langle D\rangle=\left(\frac{1}{T} \int_{0}^{T}\left|R_{Q}-R_{C}\right|^{2}+\left|\phi_{Q}-\phi_{C}\right|^{2} d t\right)^{1 / 2}$


Figure 2.12 - Comparison between the models 2 and 3 for a free induction decay. Solid lines are associated to the model 2 and dashed line to the model 3. (A) Low cooperativity regime, (B) strong cooperativity regime with $N_{D}=1$,(C) strong cooperativity regime with $N_{D}=6$.

### 2.8 Conclusion

Simulating the full-master equation which characterizes a spin ensemble coupled to a cavity is a difficult task and several strategies have been used for that purpose. Two quantum models have been proposed, and their dynamics have been integrated with a low-rank algorithm.

The first model is based on a discretization of the spin distribution while the second uses a continuum of non-interacting spins. The two models describe the collective effects and the Purcell relaxation at the quantum level. Moreover, they both converge toward the semi-classical model (third model) in the weak coupling regime.

In order to compare the models and to provide a better understanding of dynamic effects, we performed simulations of the Purcell relaxation and the Free Induction Decay. This allowed us to emphasis that continuous spin ensemble (model 2) can underestimate non-Markovian effects during relaxation and discretized distributions (model 1) can suffer from a bad sampling effects in FID simulations. Finally, the role of the spin back action during a FID is discussed. Under the semi-classical approximation, this is a purely unitary effect (relaxation on the Bloch sphere) while it is non-unitary in quantum models (like the Purcell relaxation). The models converge to each other in the high spin limit $(J \rightarrow \infty)$, and this reinforces the analogy radiation damping/super-radiance. Therefore, the relaxation can be viewed as the projection of a unitary transformation on a space of lower dimension.

In order to highlight the connections between the different regimes and the domains of applications of the three approaches, a summary is proposed in figure 2.13.


Figure 2.13 - Left - Different regimes: weak/strong coupling or equivalently bad/good cavity, and the weak/strong broadening. Right - Domains of application of the three models studied in this chapter.

The preliminary steps of the optimal control of an inhomogeneous spin ensemble coupled to a cavity have been solved in this chapter (numerical integration, characterization of the main physical effects). The next chapter focuses on the application of optimal control theory to this system.

## Chapter 3

## Control of an inhomogeneous spin ensemble

In chapter 1 , we have introduced the model system and we have made the connection to the standard NMR dynamics. In chapter 2 we have shown how efficient simulations of the system can be performed in the different regimes. We focus in this chapter on the control of the spin ensemble. After a short introduction to state-of-the-art pulses (section 3.1), a general method is presented for the calculation of control fields. The purpose is to reformulate the control problem to get a simple description of the dynamics (sections 3.2). In a second step, generalized non-linear functions are used to compute approximate solutions of the master equation (section 3.3). The next step is the pulse design with numerical optimal control techniques to enhance the process fidelity in regimes where previous approximations fail. Several pulses are computed in the strong coupling and the weak coupling regimes (section 3.4). Finally, several situations are studied numerically, and a short presentation of the experimental realization of bump pulses is made (section 3.5).

### 3.1 State of the art pulses

State-of-the-art pulses correspond to the well-known square pulses used in NMR [21, 101], characterized by the function $\beta(t)=$ $A e^{i \omega t} \mathbb{I}_{\left[t_{1}, t_{2}\right]}(t)$. The exponential is used to account for the rotating frame, $A$ is the amplitude, and $t_{1}, t_{2}$ are respectively the initial and the final times of the pulse. In NMR, these pulses are widely used and they are the basic building blocks of composite pulses [101, 35]. In cavity-QED, the efficiency of square pulses are very limited, due to the cavity transfer function. The shape of the pulse influences the spin dynamics as well as its duration and its energy. The deformation of the pulse is illustrated in figure 3.1. If we assume the pulse short enough so that a Dirac pulse is realized, then, according to equation (1.45), the field amplitude evolves as:

$$
\begin{equation*}
X(t)=A e^{-\kappa t / 2} \tag{3.1}
\end{equation*}
$$



Figure 3.1: An example of square pulse used in recent experiments [21]. The green curve is the pulse input inside the resonator. The blue dots give the amplitude of the measured electromagnetic field.
${ }^{29}$ Notice that some attempts of analytic computations of the Lindblad equation have been made using path integrals [156] or group homomorphisms [58, 59]

30 Another interesting point of view is the following: the operator $\hat{A}(t)$ describes a continuous gauge transformation and the theorem only expresses the gauge transformation of $\hat{B}(t)$ over time.
${ }^{31}$ Since we do not diagonalize the Hamiltonian, it is faster to work with the spin-boson model. Indeed, commutation relations between Hamiltonian elements are shorter to write.

Therefore, spins experience a pulse with an exponential form, and its duration is fixed by the cavity damping rate. In the next paragraphs, it is shown how the cavity effect can be removed, and how pulses can be efficiently shaped.

### 3.2 General method

### 3.2.1 Solution of the Schrödinger equation

In section 1.3.2, the dynamics of a driven quantum electromagnetic field in a non-perfect cavity is solved. The Lindblad equation is integrated using Lie-group methods and simple expressions are given in terms of coherent states. The coupling with a spin ensemble brings more complexity and numerical calculations are generally required ${ }^{29}$. Moreover, in standard NMR, without cavity, it is generally impossible to integrate analytically the Schrödinger equation for an arbitrary control field. Under some assumptions, we can recover state-of-the-art NMR control problem, and approximated solutions can be computed analytically.

Here, we propose an original procedure to tackle the problem. The goal is to provide a simple form of the evolution operator $\hat{U}$. The idea is to separate the evolution operator into products of simple operations. This approach allows us to introduce the semi-classical dynamics in the evolution operator. Hence, in a second step, we can apply a "de-quantization procedure", similar to the Born-Oppenheimer approximation [159].

## General framework

The core of the computation lies on the intermediate representation theorem 13 (Appendix C), which is briefly recalled:

$$
\hat{U}[\hat{A}+\hat{B}]=\hat{U}[\hat{A}] \cdot \hat{U}\left[\hat{U}[\hat{A}]^{-1} \cdot \hat{B} \cdot \hat{U}[\hat{A}]\right],
$$

where the notation $\hat{U}[\hat{A}]=\mathbb{T} e^{\int_{0}^{t} \hat{A}\left(t^{\prime}\right) d t^{\prime}}$ is used. This theorem tells us that one can decompose the time-ordered exponential of the sum of two Hamiltonians into the product of two time-ordered exponentials ${ }^{30}$. Notice that $\hat{B}$ is put in the interaction picture. The symmetry group of the electromagnetic field being abelian, one can expect simple commutation properties, and thus a simple final result.

## Decomposition of the evolution operator

In order to write complete, but "simple" equations, the spin-boson Hamiltonian is used in a first step ${ }^{31}$. The result for the Jaynes Cummings model is given in a second step, and multi-photon processes are briefly mentioned. Additionally, calculations are written for a single spin. The generalization to a spin ensemble is
straightforward. The spin-boson Hamiltonian is:

$$
\begin{equation*}
\hat{H}_{S B}=\underbrace{\omega \hat{N}+i\left(\beta(t) \hat{a}^{\dagger}-\beta^{*}(t) \hat{a}\right)}_{\hat{H}_{F}}+\underbrace{\frac{\omega_{S}}{2} \hat{\sigma}_{x}}_{\hat{H}_{x}}+\underbrace{g \hat{\sigma}_{z}}_{\hat{H}_{z}}\left(\hat{a}^{\dagger}+\hat{a}\right) . \tag{3.2}
\end{equation*}
$$

First, we extract the evolution of the electromagnetic field alone since its dynamics is perfectly known (proposition 1). A first use of the intermediate representation theorem on $\hat{U}(t)=\mathbb{T} e^{-i \int_{0}^{t} H\left(t^{\prime}\right) d t^{\prime}}$ leads to:

$$
\begin{align*}
\hat{U}(t) & =\hat{U}_{F}(t) \cdot \mathbb{T} \exp \left(-i \int_{0}^{t} \hat{U}_{F}^{-1}\left(t^{\prime}\right)\left[\hat{H}_{z}\left(\hat{a}^{\dagger}+\hat{a}\right)+\hat{H}_{x}\right] \hat{U}_{F}\left(t^{\prime}\right) d t^{\prime}\right) \\
& =\hat{U}_{F}(t) \cdot \mathbb{T} \exp \left(-i \int_{0}^{t}\left[\hat{H}_{z} \cdot \hat{U}_{F}^{-1}\left(t^{\prime}\right)\left(\hat{a}^{\dagger}+\hat{a}\right) \hat{U}_{F}\left(t^{\prime}\right)+\hat{H}_{x}\right] d t^{\prime}\right), \tag{3.3}
\end{align*}
$$

where we use:

$$
\hat{U}_{F}(t)=\mathbb{T} e^{-i \int_{0}^{t} \hat{H}_{F}\left(t^{\prime}\right) d t^{\prime}}
$$

Using the non-Abelian Riemann Integral and a first order splitting, $\hat{U}_{F}$ is decomposed as ${ }^{32}$ :

$$
\hat{U}_{F}(t)=\lim _{N_{k} \rightarrow \infty} \mathbb{T} \prod_{k=1}^{N_{k}} e^{\gamma_{k} \hat{N}} . e^{\beta_{k} \hat{a}^{\dagger}-\beta_{k}^{*} \hat{a}},
$$

${ }^{32}$ Details are given in section 1.3.2.
with $\gamma_{k}=-i \omega \delta t_{k}, \beta_{k}=\beta\left(t_{k}\right) . \delta t_{k}$ and $\sum_{k}^{N_{k}} \delta t_{k}=t$. The problem is then to determine:

$$
\begin{equation*}
\hat{U}_{F}^{-1}\left(t^{\prime}\right)\left(\hat{a}^{\dagger}+\hat{a}\right) \hat{U}_{F}\left(t^{\prime}\right) . \tag{3.5}
\end{equation*}
$$

For that purpose, we use the canonical commutation relation $\left[\hat{a}, \hat{a}^{\dagger}\right]=$ $\hat{a} \hat{a}^{\dagger}-\hat{N}=\mathbb{I}$ and the decomposition of the displacement operator into a product of exponentials [131]

$$
e^{\beta_{k} \hat{a}^{\dagger}-\beta_{k}^{*} \hat{a}}=e^{-\left|\beta_{k}\right|^{2} / 2} \cdot e^{\beta_{k} \hat{a}^{\dagger}} \cdot e^{-\beta_{k}^{*} \hat{a}}
$$

to determine the following commutation rules:

$$
\begin{aligned}
e^{-\beta_{k}^{*} \hat{a}} \hat{a}^{\dagger} & =\hat{a}^{\dagger} e^{-\beta_{k}^{*} \hat{a}}-\beta_{k}^{*} e^{-\beta_{k}^{*} \hat{a}} \\
e^{\beta_{k} \hat{a}^{\dagger}} \hat{a} & =\hat{a} e^{\beta_{k} \hat{a}^{+}}-\beta_{k} e^{-\beta_{k} \hat{a}^{+}} \\
e^{\gamma_{k} \hat{N}} \hat{a}^{\dagger} & =\hat{a}^{\dagger} e^{\gamma_{k}} e^{\gamma_{k}} \hat{N} \\
e^{\gamma_{k} \hat{N}} \hat{a} & =\hat{a} e^{-\gamma_{k}} e^{\gamma_{k} \hat{N}} .
\end{aligned}
$$

We have all the necessary building blocks for computing (3.5). We permute $\left(\hat{a}^{\dagger}+\hat{a}\right)$ with $\hat{U}_{F}^{-1}$, and for a small time step, we have:
$e^{-\gamma_{k} \hat{N}} \cdot e^{-\beta_{k} \hat{a}^{\dagger}+\beta_{k}^{*} \hat{a}}\left(\hat{a}^{\dagger}+\hat{a}\right)=\left(\hat{a}^{\dagger} e^{-\gamma_{k}}+\hat{a} e^{\gamma_{k}}+\beta_{k}+\beta_{k}^{*}\right) e^{-\gamma_{k} \hat{N}} . e^{-\beta_{k} \hat{a}^{\dagger}+\beta_{k}^{*} \hat{a}}$.

Then, after permuting the $N_{k}$ terms and transforming the sums of $\gamma_{k}$ and $\beta_{k}$ in integrals, we obtain:

$$
\begin{align*}
& \hat{U}_{F}^{-1}\left(t^{\prime}\right)\left(\hat{a}^{\dagger}+\hat{a} .\right)=\left(\hat{a}^{\dagger} e^{i \omega t^{\prime}}+\hat{a} e^{-i \omega t^{\prime}}\right. \\
& \left.\quad+\int_{0}^{t^{\prime}}\left[\beta\left(t^{\prime \prime}\right) e^{i \omega\left(t^{\prime}-t^{\prime \prime}\right)}+\beta^{*}\left(t^{\prime \prime}\right) e^{-i \omega\left(t^{\prime}-t^{\prime \prime}\right)}\right] d t^{\prime \prime}\right) U_{F}^{-1}\left(t^{\prime}\right)^{\prime} \tag{3.6}
\end{align*}
$$

We define $B\left(t^{\prime}\right)=\int_{0}^{t^{\prime}}\left[\beta\left(t^{\prime \prime}\right) e^{i \omega\left(t^{\prime}-t^{\prime \prime}\right)}+\beta^{*}\left(t^{\prime \prime}\right) e^{-i \omega\left(t^{\prime}-t^{\prime \prime}\right)}\right] d t^{\prime \prime}$, and we insert equation (3.6) into (3.3). We arrive at:
$\hat{U}(t)=\hat{U}_{F}(t) \cdot \mathbb{T} \exp \left(-i \int_{0}^{t}\left[\hat{H}_{z} \cdot\left(\hat{a}^{\dagger} e^{i \omega t^{\prime}}+\hat{a} e^{-i \omega t^{\prime}}+B\left(t^{\prime}\right)\right)+\hat{H}_{x}\right] d t^{\prime}\right)$
To proceed further, we define the operator:

$$
\begin{equation*}
\hat{U}_{S}(t)=\mathbb{T} e^{-i \int_{0}^{t} B\left(t^{\prime}\right) H_{z} d t^{\prime}} \tag{3.7}
\end{equation*}
$$

and the intermediate representation theorem is used again:

$$
\begin{aligned}
& \hat{U}(t)=\hat{U}_{F}(t) \cdot \hat{U}_{S}(t) \\
& \times \mathbb{T} \exp \left(-i \int_{0}^{t}\left[\hat{H}_{z} \cdot\left(\hat{a}^{+} e^{i \omega t^{\prime}}+\hat{a} e^{-i \omega t^{\prime}}\right)+\hat{U}_{S}^{-1}\left(t^{\prime}\right) \hat{H}_{x} \hat{U}_{S}\left(t^{\prime}\right)\right] d t^{\prime}\right)
\end{aligned}
$$

The element $\hat{U}_{S}^{-1}\left(t^{\prime}\right) \hat{H}_{x} \hat{U}_{z}\left(t^{\prime}\right)$ can be simplified into:

$$
\hat{U}_{S}^{-1}(t) \hat{H}_{x} \hat{U}_{S}(t)=\frac{\omega_{S}}{2}\left(e^{2 i g \int_{0}^{t} B\left(t^{\prime}\right) d t^{\prime}} \hat{\sigma}_{+}+e^{-2 i g \int_{0}^{t} B\left(t^{\prime}\right) d t^{\prime}} \hat{\sigma}_{-}\right) .
$$

To summarize, equation (3.8) can be written in the form:

$$
\hat{U}(t)=\hat{U}_{F}(t) \cdot \hat{U}_{S}(t) \cdot \hat{U}_{E}(t)
$$

Each term of the product has a clear physical meaning: $\hat{U}_{F}(t)$ is, by construction, the evolution of the electromagnetic field alone, $\hat{U}_{S}(t)$ corresponds to the classical interaction of the spin with the electromagnetic field, and finally $\hat{U}_{E}(t)$ is a term that produces entanglement between the cavity and the spin. The procedure is illustrated in figure 3.2. Notice that similar formulas can be derived with the same procedure. For instance, $\hat{H}_{x}$ can be included together with $\hat{H}_{z}$ in $\hat{U}_{S}$, so that $\hat{U}_{s}=\mathbb{T} e^{-i \int_{0}^{t}\left(B\left(t^{\prime}\right) \hat{H}_{z}+\hat{H}_{x}\right) d t^{\prime}}$.

## Case of the Jaynes-Cummings model

Calculations can be made in the Jaynes-Cummings model as well. However, due to the sum of two terms in the interaction Hamiltonian, calculations are longer. In this paragraph, we give the results for a single spin and a real control (in the quadrature $Y$ ).

Generalizations to a spin ensemble and to an arbitrary control are straightforward but quite long. More precisely, we use:

$$
\begin{equation*}
\hat{H}_{J C}(t)=\underbrace{\frac{\Delta}{2} \hat{\sigma}_{z}}_{\hat{H}_{\text {spins }}}+\underbrace{g\left(\hat{\sigma}_{+} \hat{a}+\hat{\sigma}_{-} \hat{a}^{\dagger}\right)}_{\hat{H}_{i}}+\underbrace{\frac{\omega_{Y}(t)}{2}\left(\hat{a}^{\dagger}+\hat{a}\right)}_{\hat{H}_{c}} . \tag{3.9}
\end{equation*}
$$

Without loss of generality, we have:

$$
\begin{align*}
\hat{U}(t)= & \mathbb{T} e^{-i \int_{-\infty}^{t} \hat{H}_{J C}\left(t^{\prime}\right) d t^{\prime}} \\
= & \underbrace{e^{-i B_{Y}(t)\left(\hat{a}^{\dagger}+\hat{a}\right) / 2}}_{\hat{U}_{F}} \\
& \times \underbrace{e^{-i g \mathrm{~B}_{Y}(t) \hat{\sigma}_{y} / 2}}_{\hat{U}_{S}}  \tag{3.10}\\
& \times \underbrace{\mathbb{T} e^{-i \int_{-\infty}^{t} d t^{\prime} \frac{\Delta}{2}\left(\cos \left(g \mathrm{~B}_{Y}\left(t^{\prime}\right)\right) \hat{\sigma}_{z}-\sin \left(g \mathrm{~B}_{Y}\left(t^{\prime}\right)\right) \hat{\sigma}_{x}\right)+\hat{H}_{i}},}_{\hat{U}_{E}}
\end{align*}
$$

where the intermediate representation theorem has been used twice to determine the second equality. We also introduce: $B_{Y}(t)=$ $\int_{0}^{t} \omega_{Y}\left(t^{\prime}\right) d t^{\prime}$ and $B_{Y}(t)=\int_{0}^{t} B_{Y}\left(t^{\prime}\right) d t^{\prime}$.

## Multi-photon process

This formalism can be extended straightforwardly to Hamiltonians with multi-photon interactions due to the commutation relations: $\left[e^{\beta_{k} \hat{a}^{\dagger}}, \hat{a}^{m}\right]=-m \beta_{k} e^{\beta_{k} \hat{a}^{\dagger}}$, and $\left[e^{e_{k}^{*} \hat{a}},\left(\hat{a}^{\dagger}\right)^{m}\right]=-m \beta_{k}^{*} e^{*} e^{*} \hat{a}$. Therefore, the control field experienced by the atoms is multiplied by the number of photons involved in the transition.

## Adiabatic Elimination:

In the case of a control field with a total time shorter than the characteristic times of the spins, i.e. $t \ll 1 / \Delta$ and $t \ll 1 / g$, we have:

$$
\hat{U}_{E} \simeq \mathbb{I} .
$$

Moreover, the amplitude of $B$ can be chosen so that it is of the order of $1 / g$, which means that $\hat{U}_{S}(t)$ is of order zero. In this limit, we determine:

$$
\hat{U}(t)=\hat{U}_{F}(t) \cdot \hat{U}_{S}(t)
$$

Spins are driven without creation of entanglement (but with energy absorption). This behavior is the one expected in a semiclassical model : The electromagnetic field induces a change in the spin state but there is no measurable back action of the spin system.

### 3.2.2 Master equation

In this section, we consider the general system:

$$
\begin{equation*}
\frac{d \hat{\rho}(t)}{d t}=-i[\hat{H}(t), \hat{\rho}(t)]+\kappa \hat{D}[\hat{\rho}(t)] . \tag{3.11}
\end{equation*}
$$

In this case, the analysis is more complicated because the intermediate representation theorem cannot be applied as easily as before. The operator which is "removed to the left" must be invertible (the operator $\hat{A}$ in theorem 13, appendix C). Here, the operator $\hat{D}$ is singular, and thus, we cannot separate the cavity dynamics as easily as in the unitary case. Fortunately, the analysis is still possible in Heisenberg's picture.

After determining the main Heisenberg equations of the system, and integrating the E.M. field operators, we determine (for a single spin):

$$
\begin{aligned}
\frac{d \hat{Q}_{X, Y}}{d t} & =-\frac{\kappa}{2} \hat{Q}_{X, Y}+\omega_{X, Y} \mp 2 g \hat{S}_{x, y} \\
\frac{d}{d t}\left(\begin{array}{c}
\hat{S}_{x} \\
\hat{S}_{y} \\
\hat{S}_{z}
\end{array}\right) & =\left(\begin{array}{c}
g \int_{0}^{t} d t^{\prime} e^{-\kappa\left(t-t^{\prime}\right) / 2}\left(\omega_{X}\left(t^{\prime}\right)-2 g \hat{S}_{y}\left(t^{\prime}\right)\right) \\
g \int_{0}^{t} d t^{\prime} e^{-\kappa\left(t-t^{\prime}\right) / 2}\left(\omega_{Y} d t^{\prime}+2 g \hat{S}_{x}\left(t^{\prime}\right)\right) \\
\Delta
\end{array}\right) \wedge\left(\begin{array}{c}
\hat{S}_{x} \\
\hat{S}_{y} \\
\hat{S}_{z}
\end{array}\right)
\end{aligned}
$$

where $\hat{Q}_{X, Y}=\hat{X}$ or $\hat{Y}$. The unitary case is recovered by setting $\kappa=0$. From these equations, it is obvious that we can split pure control action (brown) and entanglement (orange) due to the lin-
earity of the integral. Hence, by analogy with the unitary case, we write ${ }^{33}: \hat{U}=\hat{U}_{F} . \hat{U}_{S} \cdot \hat{U}_{E}$ where $\hat{U}_{F}$ and $\hat{U}_{E}$ are two non-unitary operators. $\hat{U}_{F}$ is given by the evolution operator of the field without spin coupling (section 1.3.2), while $\hat{U}_{E}$ has a representation in terms of an infinite sum of commutators:

$$
\hat{U}_{E}=e^{\log \hat{U}-\log \hat{U}_{F}-\log \hat{U}_{S}-\left[\log \hat{U}, \log \hat{U}_{F}+\log \hat{U}_{S}\right] / 2+\ldots}
$$

34 See equation (3.14) for the Jaynes-Cummings model, or (3.8) for the spin-boson model.

35 For the Jaynes-Cummings model, with a single spin, and a control on the $Y$ quadrature. $\hat{U}_{E}$ is deduced using the Baker-Campbell-Hausdorff formula.
33 We keep the same notation as before, but here, the evolution operator acts on the density matrix such that $\hat{\rho}(t)=\hat{U}(t) \hat{\rho}(0)$ ( $\hat{U}$ is a "super-operator").
or equivalently:

$$
\begin{equation*}
B_{X, Y}=\int_{0}^{t} d t^{\prime} e^{-\kappa\left(t-t^{\prime}\right) / 2} \omega_{X, Y}\left(t^{\prime}\right) \tag{3.13}
\end{equation*}
$$

To summarize, we have an evolution operator of the form ${ }^{35}$ :

$$
\begin{align*}
\hat{U}(t)= & \mathbb{T} e^{-i \int_{-\infty}^{t} \hat{\mathcal{L}}\left(t^{\prime}\right) d t^{\prime}} \\
= & \underbrace{\mathbb{T} e^{-i \int_{-\infty}^{t} \hat{\mathcal{L}}_{F}\left(t^{\prime}\right) d t^{\prime}}}_{\hat{U}_{F}} \underbrace{e^{-i g B_{Y}(t)\left[\hat{\sigma}_{y,},\right] / 2}}_{\hat{U}_{S}}  \tag{3.14}\\
& \times \underbrace{e^{\log \hat{U}-\log \hat{U}_{F}-\log \hat{U}_{S}-\left[\log \hat{U}, \log \hat{U}_{F}+\log \hat{U}_{S}\right] / 2+\ldots} .}_{\hat{U}_{E}} .
\end{align*}
$$

with $\hat{\mathcal{L}}_{F}$ defined by (1.24). We do not to compute explicitly $\hat{U}_{E}$ ${ }^{36}$, but its main behaviors are highlighted. In the strong coupling regime, two effects fight against each other. The first one is the decoherence, which produces the Purcell effect and cancels the spin-photon entanglement, and the other one is the control which compensates cavity losses.

First of all, let us mention Ref. [154], where it is shown that the Purcell effect decreases with the photon number (with 10 photons, it generally decreases of $\simeq 50 \%$, see figure 3.3). Therefore, with strong and short pulses, we could neglect the Purcell relaxation.

Regarding the entanglement spin-photon, we can derive only limiting cases. Indeed, the drive allows us to keep the coherence of the system for longer times, but the effect is limited. This point can be emphasized by computing the evolution of $\left\langle\hat{H}_{i}\right\rangle$. If we assume a third order cumulant expansion (section 1.6.1), we determine for a single spin at resonance:

$$
\begin{equation*}
\frac{d\left\langle\hat{H}_{i}\right\rangle}{d t}=\left(-\frac{\kappa}{2}+\omega_{X}(t)+\omega_{Y}(t)\right)\left\langle\hat{H}_{i}\right\rangle-i g\left\langle\hat{\sigma}_{z} \hat{N}\right\rangle \tag{3.15}
\end{equation*}
$$

and an integration with Green's functions gives:

$$
\begin{align*}
\left\langle\hat{H}_{i}\right\rangle & =-i g \int_{0}^{t} e^{\Phi(t)-\Phi\left(t^{\prime}\right)}\left\langle\hat{\sigma}_{z} \hat{N}\right\rangle\left(t^{\prime}\right)  \tag{3.16}\\
\Phi(t) & =B(t)+\frac{\kappa}{2}(\mathrm{~B}(t)-t)
\end{align*}
$$

The control modulates the horizon of coherence (given by $\Phi$ ), but it does not change the fact that it is limited by $\kappa / 2$. Hence, for long pulses, a loss of entanglement is expected. Consequently, the adiabatic elimination (see page 67 ), has another time scale given by $\kappa / 2$. For a pulse duration $T \ll \kappa / 2$, the entanglement can be considered, but for $T \gg / 2$, it can be neglected. ${ }^{37}$ This result can also be derived from an adiabatic elimination [13] (valid in the low coupling regime). This method is based on geometric singular perturbation theory and allows us to derive an effective Lindblad equation ${ }^{38}$ :

$$
\begin{align*}
\frac{d \hat{\rho}^{\prime}}{d t}= & -i g\left[\langle\hat{a}\rangle \hat{\sigma}_{+}+\left\langle\hat{a}^{\dagger}\right\rangle \hat{\sigma}_{-}, \hat{\rho}^{\prime}\right] \\
& +\frac{4 g^{2}}{\kappa}\left(\hat{\sigma}_{-} \hat{\rho}^{\prime} \hat{\sigma}_{+}-\frac{1}{2} \hat{\sigma}_{+} \hat{\sigma}_{-} \hat{\rho}^{\prime}-\frac{1}{2} \hat{\rho}^{\prime} \hat{\sigma}_{+} \hat{\sigma}_{-}\right) \tag{3.17}
\end{align*}
$$

Generally, $4 g^{2} / \kappa \gg T$, thus, only unitary transformations are conserved, and the entanglement is destroyed.
${ }^{36}$ There is no simple representation of the operator.


Figure 3.3: figure extracted from [154]. The Purcell relaxation rate $\Gamma_{R}$ normalized by the no-drive value $\Gamma_{P}$ (equation (1.57)), as a function of the mean photon number $\bar{n}$ induced by the drive for several values of normalized detunings $\Delta / g: 15,10$, and 5 . The dashed orange lines show $\Gamma(\bar{n})$, the blue solid gives an approximation with coherent state. The green dotdashed line represents the truncated expansion of $\Gamma_{R}$ (order 8). The blue dots on the lines indicate $\bar{n}_{\text {crit }}$.

37 Under the approximation of a short pulse with zero photon in the cavity at its final time, one can derive the approximated expression: $\left\langle\hat{H}_{i}\right\rangle \simeq$ $\int_{0}^{T} d t e^{-\kappa(T-t) / 2}\left\langle\hat{\sigma}_{z} \hat{N}\right\rangle(t)$ with $\left\langle\hat{\sigma}_{z} \hat{N}\right\rangle(T) \simeq 0$.
${ }^{38}$ Notice the very similar result obtained in section 1.6. This can be viewed as a quantum version of the very bad cavity limit.

### 3.3 Control with non-linear generalized functions

### 3.3.1 Approximations induced by mollifiers

The new expression of the evolution operator $\hat{U}$ can be combined with non-linear generalized functions in order to derive simple formulas, and to recover basic control mechanisms in NMR. Generalized functions are very powerful tools and they generalize the notion of distribution, introduced by L. Schwartz ${ }^{39}$. The idea is to choose as a control field a function called mollifier (see definition 16, appendix B). These functions are regularized Dirac distributions: They have the same properties as distributions when they are applied to test functions (modulo a negligible rest). In the language of generalized functions, we say that a mollifier $\eta$ is a representative of the Dirac distribution $\delta_{0}$ and we write: $\eta \asymp$ $\delta_{0}$. The strict equality is reached in the limit $\lim _{\varepsilon \rightarrow 0} \eta(t / \varepsilon) / \varepsilon=$ $\delta_{0}(t)$. First, we investigate a control problem with $\kappa=0$, and we choose ${ }^{40}$ :

$$
\begin{align*}
& \omega_{Y}(t)=\frac{\alpha}{\varepsilon}\left(\frac{\kappa}{2}+\frac{d}{d t}\right) \eta\left(\frac{t-T / 2}{\varepsilon}\right) \\
& B_{Y}(t)=\frac{\alpha}{\varepsilon} \eta\left(\frac{t-T / 2}{\varepsilon}\right)  \tag{3.18}\\
& B_{Y}(t)=\frac{\alpha}{\varepsilon} \int_{-\infty}^{t} \eta\left(\frac{t^{\prime}-T / 2}{\varepsilon}\right) d t^{\prime},
\end{align*}
$$

where $\alpha$ is a flip angle. In a realistic experiment, one must choose a specific mollifier for the realization of the pulse, but for the moment we assume that $\eta$ is a known mollifier of order $q$ ( $q$ is the order where we stop the Taylor expansion of the functions, all orders above $q$ are neglected). Explicit examples are presented later. In the next computations, we do not consider the limit $\varepsilon \rightarrow 0$, we keep it as a fixed parameter. Instead, we recover properties of Dirac distributions up to an order $q$ of a Taylor expansion.

The goal is to determine a simple form of the evolution operator (3.14). First of all, $\omega_{Y}$ can be a function of compact support on the interval $[0, T]$, and $\eta$ can be chosen such that $B_{Y}(T)=0$. Under these assumptions we obtain some simplifications:

$$
\begin{align*}
& \hat{U}_{F}=\mathbb{I}  \tag{3.19}\\
& \hat{U}_{S}=e^{-i g \alpha \hat{\sigma}_{y} / 2} . \tag{3.20}
\end{align*}
$$

If $T$ is small enough, we can use the adiabatic approximation and write $\hat{U}_{E}=\mathbb{I}$, and we recover the well-known square pulses of NMR. Therefore, under the adiabatic approximation, the use of adequate mollifiers allows us to reproduce any NMR pulse sequence. If the entanglement is not negligible, we have to evaluate
$\cos \left(g \mathrm{~B}_{Y}\left(t^{\prime}\right)\right)$ and $\sin \left(g \mathrm{~B}_{Y}\left(t^{\prime}\right)\right)$. For that purpose we regularize the integral that defines $\mathrm{B}_{Y}$ :

$$
\begin{equation*}
\mathrm{B}_{Y}(t)=\lim _{h \rightarrow 0} \int \frac{\alpha}{\varepsilon} \eta\left(\frac{t^{\prime}-\mathrm{T} / 2}{\varepsilon}\right) \phi_{h}\left(t-t^{\prime}\right) d t^{\prime} \tag{3.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{h \rightarrow 0} \phi_{h}\left(t-t^{\prime}\right)=\mathbb{I}_{]-\infty, t]}\left(t^{\prime}\right) \tag{3.22}
\end{equation*}
$$

$\phi_{h}$ being a smooth function. It is possible to expand it in a Taylor series. Therefore:

$$
\begin{equation*}
\mathrm{B}_{Y}(t)=\lim _{h \rightarrow 0} \alpha \phi_{h}(t-T / 2)+o\left(h^{q+1}\right) \tag{3.23}
\end{equation*}
$$

and the powers of $B_{Y}$ are:

$$
\begin{equation*}
\mathrm{B}_{Y}^{n}(t)=\lim _{h \rightarrow 0} \alpha \phi_{h}^{n}(t-T / 2)+o\left(h^{q+1}\right) \tag{3.24}
\end{equation*}
$$

As a result, we can define a regularized version of $f\left(\mathrm{~B}_{Y}(t)\right)$ for any analytic function $f$ :

$$
\begin{align*}
f\left(\mathrm{~B}_{Y}(t)\right) & =\lim _{h \rightarrow 0} f\left(\alpha\left\langle\eta_{h} \mid \phi_{h}\right\rangle(t)\right) \\
& =\lim _{h \rightarrow 0} f\left(\alpha \phi_{h}(t-T / 2)\right)+o\left(h^{q+1}\right) \\
& = \begin{cases}f(0)+o\left(h^{q+1}\right) & \text { if } t<T / 2 \\
f(\alpha / 2)+o\left(h^{q+1}\right) & \text { if } t=T / 2 \\
f(\alpha)+o\left(h^{q+1}\right) & \text { if } t>T / 2\end{cases} \tag{3.25}
\end{align*}
$$

Plugging together (3.14), (3.18) and using the fact that (3.25) is approximately piecewise constant, we deduce:

$$
\begin{align*}
\hat{U}_{E}(T) & \simeq e^{-i \frac{T}{2}\left(\frac{\Delta}{2}\left(\cos (g \alpha) \hat{\sigma}_{z}+\sin (g \alpha) \hat{\sigma}_{x}\right)+\hat{H}_{i}\right)} e^{-i \frac{T}{2}\left(\frac{\Delta}{2} \hat{\sigma}_{z}+\hat{H}_{i}\right)} \\
& \simeq e^{-i T\left(\frac{\Delta}{4}\left([1+\cos (g \alpha)] \hat{\sigma}_{z}+\sin (g \alpha) \hat{\sigma}_{x}\right)+\hat{H}_{i}\right)} \tag{3.26}
\end{align*}
$$

In the second line, we further assumed that the entanglement Hamiltonian is small enough so that we can use a Magnus expansion of order 1 .

### 3.3.2 Examples: Bump and Gaussian pulses

Many different functions can be used to define $\eta$. Two examples of family are presented in this section. A family is parametrized by a mother function $\eta_{0}$. This function must approximate a Dirac distribution when its support is squeezed around 0 and its amplitude is rescaled proportionally. As mentioned previously, and explained in appendix B, another limit can be used in order to recover a Dirac distribution. For that purpose, a procedure (see section B.3.2) allows us to construct a sequence of mollifiers which approximates with a better accuracy a Dirac distribution as the order of convergence increases.


Figure 3.4: Bump pulse family. Blue solid line: order 0, Orange dashed line: order 2 and the green dotted line: order 4. Blue and orange curves have been divided by 100.


Figure 3.5: $\langle\uparrow| \hat{U}_{x}^{\dagger}(\Delta) \hat{\sigma}_{z} \hat{U}_{x}(\Delta)|\uparrow\rangle$ for the first elements of the bump family. Blue solid line: order 1 , orange dashed line: order 3, green dotted line: order 4.


Figure 3.6: (top) Bump pulse of order 0 which defines the evolution of field quadratures. (bottom) control field to input inside the cavity in order to obtain the desired E.M. field. Curves are plotted for different pulse durations, which are defined by the scaling factor $k$. Computation of $\omega_{X}$ is made using $\kappa=$ 4.

Bump pulses: We choose as a first example a family generated by the standard bump function:

$$
\begin{equation*}
\eta_{0}(x)=A_{p} e^{\frac{1}{x^{p}-1}} \mathbb{I}_{]-1,1[ }(x) . \tag{3.27}
\end{equation*}
$$

The parameter $p \in 2 \mathbb{N}$ can be chosen in order to make the pulse more or less flat around zero. In the rest of this paragraph, we use $p=2$. The normalization factor $A_{p}$ depends on $p$. For $p=2$, it is expressed in terms of a Whittaker's function: $A_{2}=$ $\sqrt{\pi / e} W_{-1 / 2,1 / 2}(1)=0.44399 \ldots$. Mollifiers of higher degrees are obtained by calculating:

$$
\begin{equation*}
\eta_{q}=\sum_{n=0}^{q} \alpha_{n} \partial_{x}^{n} \eta_{0}(x)=\eta_{0}(x) \sum_{n=0}^{q} \alpha_{n} P_{n}(x) . \tag{3.28}
\end{equation*}
$$

${ }^{41}$ With high amplitudes, we can enter into a non-linear regime, and the theory developed so far is not valid anymore.
${ }^{42}$ Again, due to the function symmetry, odd orders have zero coefficients.


Figure 3.7: Family of mollifier generated by $\eta_{0}(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}(\sigma=$ 1). for orders $0,2,4,6,8$.


Figure 3.8: Excitation profile of Gaussian pulses. Blue solide line: order 0 and $\sigma=1$, orange dashed line: order 2 and $\sigma=1$, green dotted line: order 8 and $\sigma=1$. red dashed-dotted line: order 8 and $\sigma=2.4609375$. This value of sigma is chosen so that the maximum of the pulse corresponds to the maximum of a pulse of order 0 and $\sigma=1$.

$$
\begin{aligned}
& \alpha_{0}=1 \\
& \alpha_{2}=-0.07905681811965157 \\
& \alpha_{4}=0.004042404740618485,
\end{aligned}
$$

with $\alpha_{2 n+1}=0$ and,

$$
\begin{aligned}
& P_{0}=1 \\
& P_{2}=\frac{-2+6 x^{4}}{\left(-1+x^{2}\right)^{4}} \\
& P_{4}=\frac{4\left(-3+6 x^{2}+58 x^{4}-132 x^{6}+45 x^{8}+30 x^{10}\right)}{\left(-1+x^{2}\right)^{8}} .
\end{aligned}
$$

The functions are plotted in figure 3.4. The pulse robustness can be visualized by plotting $\langle\uparrow| \hat{U}_{x}^{\dagger}(\Delta) \hat{\sigma}_{z} \hat{U}_{x}(\Delta)|\uparrow\rangle$ with $\hat{U}_{x}(\Delta)=$ $\mathbb{T} e^{-i \int\left(\pi / 2 \eta\left(t^{\prime}\right) \hat{\sigma}_{x}+\Delta \hat{\sigma}_{z}\right) / 2 d t^{\prime}}$. This shows the fidelity of an excitation pulse on a spin with offset $\Delta$. This robustness profile is given in figure 3.5. Mollifiers are used to determine $B_{X, Y}$. The true control must be computed with (3.12). Examples of functions $\omega_{X, Y}$ are presented in figure 3.6.

As we can see in figure 3.4, bump pulses of order higher than 0 have localized peaks. This induces a very high control amplitude, which might not be feasible experimentally ${ }^{41}$ Therefore, in standard applications, we use only the first pulse of the family.

Gaussian pulse: The second example is not of compact support but it is very interesting. For this family, the mother function is a Gaussian:

$$
\begin{equation*}
\eta_{0}(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-x^{2} / 2 \sigma^{2}} \tag{3.29}
\end{equation*}
$$

First order coefficients $\alpha_{n}$ and polynomials $P_{n}$ are ${ }^{42}$ :

$$
\begin{aligned}
& \alpha_{0}=1 \\
& \alpha_{2}=-\sigma^{2} / 2 \\
& \alpha_{4}=\sigma^{4} / 8 \\
& \alpha_{6}=-\sigma^{6} / 48 \\
& \alpha_{8}=-\sigma^{8} / 384,
\end{aligned}
$$

$$
\begin{aligned}
& P_{0}=1 \\
& P_{2}=\frac{(x-\sigma)(x+\sigma)}{\sigma^{4}} \\
& P_{4}=\frac{x^{4}-6 x^{2} \sigma^{2}+3 \sigma^{4}}{\sigma^{8}} \\
& P_{6}=-\frac{x^{6}-15 x^{4} \sigma^{2}+45 x^{2} \sigma^{4}-15 \sigma^{6}}{\sigma^{12}} \\
& P_{8}=\frac{x^{8}-28 x^{6} \sigma^{2}+210 x^{4} \sigma^{4}-420 x^{2} \sigma^{6}+105 \sigma^{8}}{\sigma^{16}}
\end{aligned}
$$

First iterations up to the order 8 are plotted in figure 3.7. We clearly see the similitude with a sinc function multiplied by an apodization function. This shows the robustness of sine cardinal pulses. However, as we can see in figure 3.8, the excitation profile is smoother than the one of sinc pulses [43].

Short comparison between the two pulse families: In order to compare the pulses, we choose $\sigma=1 / 2.08$, which corresponds to a width of the Gaussian pulse so that the maximum of amplitude is (approximately) the same as a bump function. Thus, we compare pulses of duration 2 (bump family) and 4 (Gaussian family). The time is chosen so that the effect of the Gaussian pulse outside the interval $[-2,2]$ is negligible). Pulse energies are presented in table 3.1 (orders 0 to 8). We see that the two pulses are similar up to the order 2. Nevertheless, the amplitude of bump pulses diverges quickly as $q$ increases ${ }^{43}$. If the need of robustness is not too important, bump pulses are more advantageous, because of their true compact support. Otherwise, Gaussian pulses seem more interesting. Concerning the robustness, they are close to optimal pulses [168]. Time and energy are of the same order as the ones found in the literature (e.g.[35, 43, 127, 168], to cite a few). In terms of performance, they are not the best pulses, but they are simple, analytic, derivable, and they cancel on the boundaries of the time interval. These properties are exactly the ones required for the control of spins coupled to a cavity.

### 3.3.3 Numerical results

In order to verify the validity of the approach, several integrations of the Linblad equation (1.49) have been performed. The control

| $q$ | Bump | Gaussian |
| :---: | :---: | :---: |
| 0 | 0.675117 | 0.584841 |
| 2 | 1.34713 | 0.987314 |
| 4 | 1.34713 | 1.29515 |
| 6 | $3.75 \times 10^{7}$ | 1.55457 |
| 8 | $5.86 \times 10^{13}$ | 1.55561 |

Table 3.1: Pulse energies for different orders.
${ }^{43}$ This point is due to the compact support of the function.


Figure 3.9: Evolution of the system controlled by a bump pulse of area $-\pi / 2$, for a cavity without damping ( $\kappa=0$, dashed lines) and a damped cavity ( $\kappa=10$, solid lines). The gray dotted curve on the middle panel is the theoretical curve, given by a bump function (the curves are superimposed).
field is defined by a bump pulse of order 0 , and a flip angle $\pi / 2$. We have considered a spin, initially in the state $|\uparrow\rangle$, at different offsets $(\Delta=0,2.5)$ and different damping rates $(\kappa=0,10)$. The coupling constant and the pulse duration have been set to $g=$ 0.5 and $T=0.5$. In a second step, the quantum fidelity $F_{Q}=$ $\operatorname{Tr}\left[\left(\sqrt{\hat{\rho}_{1}} \cdot \hat{\rho}_{2} \cdot \sqrt{\hat{\rho}_{1}}\right)^{1 / 2}\right]$ of the final state has been computed with respect to the approximated transformations defined by (3.20) and (3.26). Results are presented in table 3.2.

|  | $\Delta=0$ | $\Delta=2.5$ |
| :---: | :---: | :---: |
| $\kappa=0$ | $F_{Q}^{1}=0.9768$ | $F_{Q}^{1}=0.9605$ |
|  | $F_{Q}^{2}=0.9953$ | $F_{Q}^{2}=0.9868$ |
| $\kappa=10$ | $F_{Q}^{1}=0.9882$ | $F_{Q}^{1}=0.9723$ |
|  | $F_{Q}^{2}=0.9729$ | $F_{Q}^{2}=0.9643$ |

Table 3.2 - Fidelity $F_{Q}^{1}$ and $F_{Q}^{2}$ between exact numerical integration and approximations defined respectively by (3.20) and (3.26).

An example of dynamics is plotted in figure 3.9. It shows that the field in the cavity is well described by a bump function and the final state is reached with a very good accuracy. The results are in very good agreement with the expected values.

### 3.4 Pulse design with numerical algorithms

In the last section, we have presented simple pulses which allow to manipulate spin states with a high fidelity. However, the approach works well only for short pulses and offsets near the resonance. In experiments, field inhomogeneity and non-negligible spin-field interaction reduce the pulse efficiency. Fortunately, robust controls can be designed to balance these dynamic effects. Robust pulse sequences are nowadays standard in magnetic resonance [67, 90, 91, 125] either for point to point transformations or universal rotations. This section is devoted to the adaptation of this latter pulse class. Two cases are distinguished:

- The good cavity (i.e. strong coupling) regime, where a full integration of the master equation is required in order to compute the pulse fidelity. In this case, the initial state is a density matrix $\hat{\rho}_{i n i}$, and the goal of the control field is to reach a target state $\hat{\rho}_{\text {target }}$. This is a point to point transformation and the pulse properties are not necessarily conserved if the initial state changes.
- The bad cavity regime (i.e. weak coupling regime). In this case, thanks to semi-classical equations (1.60), we can follow the method used with mollifiers (equation (3.18)), and universal rotations can be optimized.

In order to keep the interesting properties of bump pulses (like the cancellation of the field on the boundaries of the time interval), pulses are optimized with smooth parametrized functions. The efficiency of the approach has been demonstrated several times [157, 168]. In general, it is sufficient to optimize only a small number of parameters $(\lesssim 10)$.

### 3.4.1 Good cavity regime

These results are at a preliminary stage. They are presented as "a proof of principle" of optimization in the good cavity regime. Some important points are detailed, and others are left to next studies.

When the parameters $g, \kappa, \Omega$ and $T$ have similar values, it is generally necessary to use optimized pulses to take into account the inhomogenity, the spin correlations and the entanglement with the cavity. Since the pulse is specific to a parameter set, a new optimization is required if the setup changes ${ }^{44}$.

Several strategies can be used for optimization. Here we focus on pulses parametrized by the following analytic functions:

$$
\begin{equation*}
\binom{B_{X}(t)}{B_{Y}(t)}=\frac{\pi}{2} A(t) \sum_{m=0}^{M}\binom{a_{m} \cos \left(\frac{2 \pi m}{T} t\right)}{b_{m} \cos \left(\frac{2 \pi m}{T} t\right)} \tag{3.30}
\end{equation*}
$$

where $A(t)$ is a bump pulse (order 0 ) of parameter $p=10$. In order to reduce as much as possible the computation time, the dependence of $B_{X, Y}$ is chosen linear with the parameters. The second point to clarify is the choice of the cost function. As emphasized in the previous paragraph, we can perform only a state-to-state transfer, but we still have the liberty to choose the cost to minimize. Three different possibilities have been studied:

1. $C=\left\|\vec{O}_{\text {target }}-\vec{O}(T)\right\|$, where $\vec{O}=\left(\operatorname{Tr}\left[\hat{O}_{1} \hat{\rho}\right], \ldots, \operatorname{Tr}\left[\hat{O}_{k} \hat{\rho}\right]\right)$ is a vector of mean values of operators. In this case, the goal is to maximize the fidelity of some observables. In applications we choose $\vec{O}=\left(\left\langle\hat{S}_{x}\right\rangle,\left\langle\hat{S}_{y}\right\rangle,\left\langle\hat{S}_{z}\right\rangle,\langle\hat{X}\rangle,\langle\hat{Y}\rangle\right)$.
2. $C=\left\|\hat{\rho}_{S, \text { target }}-\operatorname{Tr}_{B}[\hat{\rho}(t)]\right\|$ is the distance between two subsystem density matrices. Such a density matrix is computed with the partial trace $\operatorname{Tr}_{B}$. A typical subsystem is a single spin at resonance. This cost is interesting in the context of non-Markovian dynamics.
3. $C=\left\|\hat{\rho}_{\text {target }}-\hat{\rho}(T)\right\|$. This is the most general case, where the target state is the density matrix of the full system.

The optimization task consists of determining the set of parameters $\left\{a_{m}, b_{m}\right\}_{m=0 . . M}$ which minimizes the cost $C$ at the end of the pulse. Here, a simple simulated annealing algorithm (section A.2.2) has been used ${ }^{45}$.

It should be emphasized that other cost functions can be chosen. For example, instead of the norm, we can use the distance square or the quantum fidelity. Notice that this latter option is

44 The robustness against parameter variations can be relatively small. The area of robustness must be determined case by case, since it depends on the cost function used for the optimization. Moreover, all the parameters do not have the same sensitivity to parameters variations.

45 Notice that if the number of parameters is small, an optimization "by hand", using contour plots, can be efficient, accurate, and faster than an optimization algorithm. Depending on the Hilbert space dimension, a numerical optimization algorithm can take several hours or several days to converge, while a good solution can be found in a few minutes/hours using plots of $C$.

|  | Pulse 1 |  | Pulse 2 |  |
| :---: | :---: | :---: | :---: | :---: |
| $m$ | $a_{m}$ | $b_{m}$ | $a_{m}$ | $b_{m}$ |
| 0 | -3.5 | 0 | -2.932 | 3.163 |
| 1 | 0.6 | 0 | 2.273 | -4.117 |
| 2 | -4 | 0 | 11.630 | 3.064 |
| 3 | -1.75 | 0 | 5.685 | -3.924 |
| 4 | 0.15 | 0 | 0 | 0 |

Table 3.3: List of parameters to generate a pulse that maximizes the magnetization vector on the $x$ coordinate (pulse 1), and another one that minimizes the distance with a density matrix given by an ideal rotation of angle $-\pi / 2$ around the $y$-axis (pulse 2).


Figure 3.10: Variations of $C$ around the point $\Omega=3, g=2.5, \kappa=5$.


Figure 3.11: The two optimized pulses. Notice the similarity between the pulses, which are determined using different models.
computationally more demanding. For a simulated annealing algorithm, using the norm or the square norm is not very different since the algorithm is gradient-free.

Optimizing a distance between mean values or reduced density matrices is generally easier than considering the full-density matrix. In both cases, the target state is rather an equivalent class of density matrix and different solutions are possible to approach the target state. For example, in the non-Markovian picture, it is not difficult to reach a fidelity higher than $90 \%$. However, cautions must be taken as the final bath state is not constrained. The solutions we have determined in this context seem irrelevant for practical uses. Hence, we focus on the two other cases.

Regarding the definitions 1 and 3 of the cost function, they are generally not equivalent, even if the final results are qualitatively similar. For example, an excitation pulse has been optimized for a system defined by $\rho_{0}=\{3,1,3\}$ (model 2 ), $g=2.5, \kappa=5$, and $T=2.5$. The target state is $\vec{O}_{\text {target }}=(1.5,0,0,0,0)$. The pulse is plotted in figure 3.11, and its parameters are given in table 3.3. The fidelity of this first pulse is quite good, since we have $\vec{O}(T)=(1.15,0,0.25,1,0)$, while a simple bump pulse gives the final state ( $0,0,-1.5,0.85,0$ ) (The pulse has a negligible effect, due to the relaxation). The quantum fidelity is respectively $F_{Q}=0.488$, and $F_{Q}=0.2$. The first value is very low compared to the good approximation of the target state. On the opposite, for a good quantum fidelity ( $\simeq 0.75$ ) does not mean that the magnetization is in the right state. Nevertheless, a very good fidelity ( $\gtrsim 0.9$ ) always agree with the expected mean values of observable. This point is made clearer with the second example.

In order to provide an idea of the pulse robustness against variations of the parameters $\Omega, g$, and $\kappa$, we computed variations of $C$ around the values chosen for the optimization. They are plotted in figure 3.10. We observe that the pulse is not robust according to $g$ and $\kappa$, but the robustness in $\Omega$ is quite good. Hence, this optimized pulse has similar properties as NMR broadband optimized pulses [90]. For a second case study, we considered a very simple system composed of two spins with $\Delta= \pm 3$ (model 1), $g=2.5, \kappa=5$ and $T=2.5$. The optimization is performed for a state-to-state transfer of the full-density matrix. We start from $\hat{\rho}=|\downarrow, \downarrow, 0\rangle\langle\downarrow, \downarrow, 0|$, and the goal is to reach the target state $\hat{\rho}=|-x,-x, 0\rangle\langle-x,-x, 0|$, where $|x\rangle$ symbolizes the state of a spin aligned along the $x$ direction. The pulse is plotted in figure 3.11, and its parameters are given in table 3.3.

In order to verify the pulse performance, the latter is compared to different pulses of reference (bump pulse of order 0, Gaussian pulse of order 4), and different systems (discretized ensemble, continuous ensemble). The quantum fidelity of each case is given in table 3.4.

As mentioned above, we observe a non-negligible disagreement between quantum-fidelity and observable mean values. This can be seen for the bump pulse which has a fidelity of $72 \%$ for a single spin, but a totally wrong magnetization vector. However a

| System | 1 spin <br> $(\Delta=0)$ | 2 spins <br> $(\Delta= \pm 3)$ | $\rho_{0}=\{2,1,1\}$ | $\rho_{0}=\{3,1,1\}$ |
| :---: | :---: | :---: | :---: | :---: |
| Color in Fig. 3.12 | Blue | Orange | Green | Red |
| Bump order o | $0.724^{*}$ | 0.453 | 0.229 | 0.315 |
| Gauss. order 4 | 0.526 | 0.457 | 0.216 | 0.190 |
| optimal pulse | 0.937 | 0.907 | 0.795 | 0.699 |

Table 3.4 - Quantum fidelity for a spin ensemble excitation performed by different pulses. The value with an * is quite good, however, contrary to other cases with a similar fidelity, the final magnetization vector is absolutely not the desired one (we have $\vec{S}=(-0.25,0,-0.96)$ instead of $(-1,0,0))$.
very high fidelity ( $>90 \%$ ) implies necessarily a good alignment of the magnetization. This fact is illustrated in figure 3.12, where the final magnetization vectors are plotted on the Bloch sphere. We observe that for all situations, the bump pulse fails to rotate contrary to the optimal pulse. Moreover, this result is in agreement with the robustness in $\Omega$ observed with the first pulse (see figure 3.10).

Gaussian and bump pulses are very robust in standard NMR, they are similar to sinc pulses or optimized pulses with the SRL algorithm [127]. However, they do not take into account the spinfield interaction, and their quantum fidelity is low. Only an optimally designed pulse can produce the desired transformation with a high fidelity.

With these two simple examples, we have demonstrated the importance of the optimization process in the strong coupling regime and we have shown that it is easily implemented in our algorithm using parametrized analytic functions. Several non equivalent approaches can be used, with a state defined by mean values of operators, or with a density matrix.

It should be emphasized that the fidelity after optimization is relatively low (around 0.9), compared to the value required for quantum computation tasks ( $>0.999$ ). Better solutions should be determined by increasing the number of parameters $\left(a_{m}, b_{m}\right)$, and by increasing the region of optimization. However, these two solutions increase considerably the computation time. Despite our efforts to integrate the dynamics of the many-body quantum system in the most efficient way, the integration is a challenging issue and it can take several minutes (in the best cases). This is a considerable limiting factor for the optimization point of view because hundred or thousands integrations are required to solve the optimization task. A next step could be to extend the GRAPE algorithm (section A.2.1) to the integration scheme in order to obtain a fast computation of the gradient. Another important issue could be to perform computations using a GPU, since it allows an important speed up [177].


Figure 3.12: Position of the spin ensemble magnetization vectors after the bump pulse and the optimal pulse. The color associated to each system is given in table 3.4. Only optimized pulses allow to reach a magnetization close to the target state $(-1,0,0)$. In each case, the magnetization is normalized to 1 . For the sake of clarity we do not show the points given by the Gaussian pulse. They are located near the points of the bump pulse.

| $p$ | 10 |  |
| :---: | :---: | :---: |
| $\mathcal{A}_{0}$ | 95.64329 |  |
| $n$ | $a_{n}$ | $b_{n}$ |
| 0 | 2.48502 | 0 |
| 1 | -0.61460 | 0.02222 |
| 2 | -0.14640 | -0.32631 |
| 3 | 0.24956 | 0.21203 |
| 4 | -0.38051 | -0.29431 |
| 5 | -0.85098 | 0.29200 |
| 6 | 0.00534 | -0.28452 |
| 7 | -0.44574 | -0.00924 |

Table 3.5: List of parameters for a $\Delta$ - robust $(\pi / 2)_{y}$ universal rotation.

| $p$ | 10 |  |
| :---: | :---: | :---: |
| $\mathcal{A}_{0}$ | 95.64329 |  |
| $n$ | $a_{n}$ | $b_{n}$ |
| 0 | 3.65529 | 0 |
| 1 | -0.18629 | 0.30164 |
| 2 | 0.15696 | 0.95174 |
| 3 | 0.88614 | -0.52373 |
| 4 | -0.39488 | 0.43953 |
| 5 | -0.36251 | -0.26185 |
| 6 | 0.17478 | 0.27852 |
| 7 | 0.03328 | 0.00976 |

Table 3.6: List of parameters for a $\Delta$ - robust $(\pi)_{y}$ universal rotation.

| $p$ | 2 |  |
| :---: | :---: | :---: |
| $\mathcal{A}_{0}$ | 35.37878 |  |
| $n$ | $a_{n}$ | $b_{n}$ |
| 0 | 1.45731 | 0 |
| 1 | -1.90458 | 0 |
| 2 | 0.47185 | 0 |
| 3 | -0.16459 | 0 |
| 4 | 0.69102 | 0 |

Table 3.7: List of parameters for $g$ robust $(\pi / 2)_{y}$ universal rotation.

### 3.4.2 Bad cavity regime

In chapter 2 , we have underlined the very good agreement between the quantum model and the semi-classical model. Therefore, we use the semi-classical approximation (1.60) for the design of robust pulses. Notice that the pulses are optimized under the assumption of a negligible relaxation. From (1.60), we deduce that the field to input in the cavity is determined by:

$$
\begin{align*}
& \omega_{X}=\frac{d}{d t}\langle\hat{X}\rangle+\frac{\kappa}{2}\langle\hat{X}\rangle+2 \sum_{j} g_{(j)}\left\langle\hat{S}_{y}^{(j)}\right\rangle  \tag{3.31}\\
& \omega_{Y}=\frac{d}{d t}\langle\hat{Y}\rangle+\frac{\kappa}{2}\langle\hat{Y}\rangle-2 \sum_{j} g_{(j)}\left\langle\hat{S}_{X}^{(j)}\right\rangle \tag{3.32}
\end{align*}
$$

Therefore, the protocol is the following:

1. Using a standard pulse optimization algorithm, optimize a universal rotation where the control fields are the variables $B_{X}=\langle\hat{X}\rangle$ and $B_{Y}=\langle\hat{Y}\rangle$. This field has to be derivable at any time.
2. Integrate the Bloch equations with the control $B_{X, Y}$ and compute $\sum_{j} g_{j}\left\langle\hat{S}_{x, y}^{(j)}\right\rangle$ (the cavity is not taken into account in this integration). This step can be neglected in the low cooperativity regime.
3. Compute the control $\omega_{X, Y}$ to input in the cavity with (3.32).

For the design of $B_{X, Y}$, we still use parametrized functions. The parameterization (3.30) can be used as well, but we rather consider a slightly different parameterization. Since we do not take into account the relaxation, we can restrict our search in a subspace close to the time-minimum solution that is known to be a regular pulse [167,90,91]. A regular pulse is a pulse of constant amplitude (ideally the highest amplitude allowed by the system) and a time-dependent phase. In order to adapt a regular pulse to a cavity system, the pulse must be smoothed at the boundaries of the time interval. More precisely, we use the following parametrization:

$$
\begin{align*}
B_{X}(t) & =\mathcal{A}_{0} A_{p}(t) \cos (\phi(t)) \\
B_{Y}(t) & =\mathcal{A}_{0} A_{p}(t) \sin (\phi(t)) \\
\phi(t) & =\frac{a_{0}}{2}+\sum_{n=1}^{N_{F}} a_{n} \cos \left(\frac{2 \pi n}{T} t\right)+b_{n} \sin \left(\frac{2 \pi n}{T} t\right), \tag{3.33}
\end{align*}
$$

where $\mathcal{A}_{0}$ is a normalization factor setting the pulse energy, $A_{p}$ is a bump function of parameter $p$, and $\left\{a_{n}, b_{n}\right\}_{n=0 . . N_{F}+1}$ is the set of $2\left(N_{F}+1\right)$ parameters to optimize. Optimizations are performed with a modified GRAPE algorithm (section A.2.1). The algorithm
uses $S U(2)$ evolution operators to maximize the following figure of merit:

$$
\begin{equation*}
\mathcal{F}=\frac{1}{2 N} \sum_{k=1}^{N} \Re\left(\operatorname{Tr}\left[U_{\text {target }}^{\dagger} U\left(T, \Delta_{k}\right)\right]\right) \tag{3.34}
\end{equation*}
$$

Numerical computations have been performed for two different situations. The first case consists of a uniform offset distribution ${ }^{46}$ in the interval $\Delta \in[-30,30]$ and a constant coupling strength $g=$ $g_{0}=1$. Normalized units are used at this stage of the process, and experimental values are taken into account in the next steps. This change of unit is straightforward if we set the time in second and the amplitude in Hz. Then reducing the pulse duration requires to multiply the pulse amplitude by the same factor. In the second case, the spins are assumed to be at the resonance but the coupling strength is distributed uniformly according to the relation $g=$ $g_{0}(1+\alpha), \alpha \in[-0.3,0.3]$. In the two cases, the control duration is set to $T=1$.

Different pulse shapes are plotted in figure 3.13. The values of the pulse parameters are presented in tables 3.5 to 3.8. A robust pulse against both offset and coupling strength inhomogeneities can also be designed along the same lines but at the price of a longer control time or a larger pulse energy.


Figure 3.13 - Two examples of optimized robust pulses.(Top), $\pi$ rotation robust with respect to $g$. (Bottom), rotations of $\pi / 2$ and robust in $\Delta$. (Left panels), $X, Y$ and $\left(X^{2}+Y^{2}\right)^{1 / 2}$ are displayed respectively in red, blue and black solid lines. (Right panels), plot of the corresponding control fields $\omega_{X}$ and $\omega_{Y}(\kappa=4)$.

Discussion about the second step of the protocol: The second step of the protocol can be neglected in the low cooperativity regime, but it is essential in the regime of strong-cooperativity and bad cavity limit (non-linear effects are not negligible but they are small enough for a semi-classical treatment). However, caution must be taken. First the Purcell effect must remain negligible.

| $p$ | 2 |  |
| :---: | :---: | :---: |
| $\mathcal{A}_{0}$ | 70.75757 |  |
| $n$ | $a_{n}$ | $b_{n}$ |
| 0 | 1.05923 | 0 |
| 1 | -1.06434 | 0 |
| 2 | 0.19778 | 0 |
| 3 | -0.98585 | 0 |
| 4 | -0.68062 | 0 |
| 5 | -0.68062 | 0 |

Table 3.8: List of parameters for $g$ robust $(\pi)_{y}$ universal rotation.
${ }^{46}$ It is not necessary to use the experimental distribution of offsets during the first protocol step.

Otherwise, canceling the field does not preserve the dynamics. Second, the spin distribution has to be known with a high precision. Otherwise, the pulse loses its robustness (an error of $10 \%$ on the offset distribution width leads to an error of $\sim 10 \%$ on the spin state and an error of $30 \%$ on the width induces an error of $\sim 50 \%$ on the final state).

Discussion about the very bad cavity limit: In this limit, radiation damping equations (1.61) provide a good description of the experiment. The optimal control of a spin ensemble under radiation damping has been studied and the optimal synthesis is known [184]. Standard results of NMR radiation damping can be used for the pulse design.

### 3.5 Applications

### 3.5.1 $T_{1}$ inversion recovery



Figure 3.14: Superposition of FID produced by several inversion recovery sequences. $\pi / 2$ pulses are produced at times $0,1,2,3,4$. Upper panel: Sequence of $\pi / 2$ pulses, middle panel: model 2, lower panel: model 3. Notice that in the graph, the pulse duration is chosen arbitrarily (They are in fact instantaneous).

As a first example of concrete application, we investigate the response of the system under an inversion recovery sequence. The sequence is given by a first $\pi$-pulse, in order to excite the spin ensemble. Then, a $\pi / 2$-pulse is applied after a time $\tau$. This pulse produces a measurable FID with an amplitude scaled by the $T_{1}$ relaxation. In this paragraph, we propose to revisit such pulse sequences in the strong coupling regime. For that purpose, we used the relation ( 3.20 ) to include the control in the numerical integration. Calculations have been performed using a continuous spin ensemble (model 2) defined by $\rho_{0}=\{1,1,1\}$. Other parameters are: $g=0.5, \kappa=1$ and $n_{\text {photon }}(t=0)=0.00001$. Figure 3.14 shows the superposition of FID produced after a $\pi / 2$ pulse for $\tau=0,1,2,3,4$. Calculations have also been performed with the semi-classical model. As expected, predictions are totally different. The quantum model takes into account Rabi-oscillations during the Purcell relaxation, contrary to the semi-classical model. Few minutes are required for the calculation of figure 3.14. We thus hope that the continuous ensembles are good for describing experimental results.

### 3.5.2 Spin echo in the bad cavity regime

As a second illustrative example, we consider a spin echo sequence performed on a system with a bad cavity. A spin echo is a revival of the (mean) magnetization. Such effects can be produced using an appropriate control sequence. The sequence generally consists of an excitation pulse (rotation of $\pi / 2$ ) followed by an inversion pulse (rotation of $\pi$ ) after a time $T_{e}$. The excitation pulse aligns the spins along the $x$ (or $y$ ) direction (depending on the control), and the inversion changes the precession sense of the spins. The $\pi$-pulse leads to a refocusing of the inhomogeneous ensemble after a second time lapse $T_{e}$. The reader interested in
more technical details about spin echo experiments could refer to [101, 35, 43].

Spin echoes produced by different pulses are studied in detail in the next chapter, devoted to SNR maximization. Here, a simple illustration is made by comparing $\Delta$-robust pulses and square pulses, in a regime where the spin back action is not negligible (cooperativity $C=27$ ). We chose $N=2917$ spins, distributed according to a distribution $\rho_{\text {Purcell }}$ (equation (1.72)) of width $\Omega_{p}=310 \mathrm{kHz}$. The coupling constant is $g=4240 \mathrm{~Hz}$, and the damping rate is given by $\kappa=157 \mathrm{kHz}$. As illustrated in figure 3.15, robust pulses allow an efficient control of the spin ensemble and the echo can be easily measured on the $X$ and $Y$ quadratures. On the other side, square pulses cannot prepare a spin echo correctly.


Figure 3.15: Numerical comparison between $\Delta$-robust (left) and the square pulses (right) for a spin echo experiment. The top panels display the control fields. We point out the very simple structure of the square pulses, while a correction field is applied between the $\pi / 2$ and the $\pi$ rotations in the first case. This correction originates from the back action of the spins onto the cavity. Panels in the middle show the evolution the electromagnetic field. On these curves we can see the spin echo that occurs around the time $t=10^{-4} \mathrm{~s}$. With robust pulses, the shape of the echo is well preserved and its maximum is very high, contrary to the other case, where the echo is deformed and has many small bumps. Lower panels present the evolution of the spin magnetization $\left(\sigma_{t}=\sqrt{\sigma_{x}^{2}+\sigma_{y}^{2}}\right.$ ). With these curves it is easy to see the relaxation mechanism which occurs when $\sigma$ is high and not corrected by the control field.

### 3.5.3 Experimental realization of bump pulses

Bump pulses have been applied experimentally at the Quantronics group (CEA of Saclay). Figure 3.16 shows the pulse produced by the experimental setup. The latter is not perfect, but it is accurate enough to improve state-of-the-art experiments. Figure also shows the FID produced by the pulse. This is the first time that a FID is recorded by this kind of experiment. As we can see, the decay of the FID is slower than the one predicted by the theory. For the moment, the origin of this small disagreement is not fully understood. Is it an inaccuracy of the model, of the pulse shaping, or something more fundamental? However, the agreement with spin-echo simulations is very good.


Figure 3.16 - Experimental implementation of a bump pulse. The left panel shows a $\pi / 2$ - pulse input by the inductor wire in the cavity. The middle and right panels show the experimental and theoretical FID induced by the pulse. The gray areas represent the pulse. Notice that the scale of the pulse and the FID is different, because the JP-Amplifier is switched on during the FID measurement.

Experimental results are going to be published in [133].

### 3.6 Conclusion

The evolution of the system has been written in a form which highlights the understanding of control mechanisms. The new form of $\hat{U}$ consists of a product of three operators $\hat{U}_{F}, \hat{U}_{S}, \hat{U}_{E}$. Each of them has a specific meaning. $\hat{U}_{E}$ is the evolution of the electromagnetic field without interaction with the spins, as presented in section 1.3.2. $\hat{U}_{S}$ is the evolution of the spin ensemble in the semi-classical model, with the electromagnetic field replaced by its mean value. Finally, $\hat{U}_{E}$ describes the entanglement between the spins and the cavity.

This new expression of $\hat{U}$ has allowed us to use non-linear generalized functions to derive simple approximated expressions, and to generalize square pulses. A particularly interesting pulse family is the one of bump pulses. They are smooth functions of compact support, and they realize approximated Dirac pulses. Bump pulses have been studied analytically, numerically and implemented experimentally at the Quantronics group. Contrary to square pulses, bump pulses take into account the cavity response and the spins are controlled efficiently.

Following the control strategies given by generalized functions, new broadband optimal pulses have been computed using numerical algorithms. As bump pulses, optimized pulses are smooth functions of compact support and they depend on a few parameters. Moreover, they can be designed in the bad or the good cavity regimes. Optimizations
in the good cavity regime can be considered as a proof of principle. A complete work of characterization is still missing (time/energy physical limits, control mechanisms...). These tasks are not easy to complete, because of the long computation time. On the other side, pulses constructed in the low coupling regime are well understood and standard $\pi, \pi / 2$ universal rotations robust against $g$, and $\Delta$ variations have been derived. These pulses are similar to the ones already derived in NMR, but they take into account cavity constraints.

Finally, two different applications have been proposed. The first one is the measurement of the FID. New pulses allow its measurement, while it is impossible with state-of-the-art pulses. Numerical simulations show that the result of a $T_{1}$-inversion recovery sequence could differ if it is calculated with a full-quantum model or the semi-classical model. Then, the control sequence can be useful to characterize an experiment in the good cavity regime. The second example of application is a spin-echo sequence in the high cooperaitivity regime, but with a bad cavity. In this case, we show that the new method allows us to prepare an echo, contrary to the state-of-the-art approach.

The spin echo sequence is the main building block of current experiments, and optimal control theory can push the process to its physical limit in terms of sensitivity. Next chapter focuses on this point through the maximization of the SNR.

## Chapter 4

## Maximization of the Signal to Noise Ratio

The previous chapters are devoted to general methods, and only a few examples are detailed. This chapter focuses on a very specific problem. A current experimental challenge in cavity QED is to maximize the Signal-to-Noise-Ratio (SNR) of spin echos [35, 162, 146, 98]. One of the original contributions of this work is to show under which conditions the SNR can be maximized. Additionally, a straightforward application of new pulses introduced in section 3 allows to reach the SNR physical limit. In this chapter, the SNR maximization problem is tackled analytically for spin-echo and CPMG sequences [35]. Simple analytic formulas are derived and maximization conditions are found in section 4.1. The results are more general than the one presented in [19]. In a second step, the problem is investigated numerically in order to test the efficiency of pulses. This is the purpose of section 4.2.

### 4.1 Analytic approach

Experiments are made in a bad cavity regime [21, 132], where the semi-classical model is valid. Therefore, in this chapter, we restrict our analysis to the semi-classical equations.

The theory presented in this chapter is constructed in successive steps, which are used at different stages. For example, maximization rules derived for CPMG sequences depend on spin echo maximization rules, which depend on the dynamics of the system. Each result can be considered independently but only a sequential development from equations of the dynamics allows a good understanding of the physics. Therefore, in order to make the structure of this chapter as clear as possible, we start with a summary:

1. A spin echo is entirely described by a real number $\mathcal{S}$. This number is simply the integral over time of the electromagnetic field. We show that this quantity is a solution of the transcendent equation: $\mathcal{S}=\mathcal{S}_{0} \cos ^{2}(g \mathcal{S})$ where $g$ is the coupling constant of the spins and $\mathcal{S}_{0}$ is a simple function of the system parameters. In the limit $g \rightarrow 0$ we obtain the relation : $\mathcal{S}=\mathcal{S}_{0}$.
2. The SNR of a spin echo is proportional to the quantity: $S N R_{1 \text { echo }} \propto \frac{\mathcal{S}^{2} \kappa^{2}}{16 \pi \rho_{0}^{2}(0)} \Lambda\left[\rho_{0}\right]$, where $\mathcal{K}$ is the damping rate of the cavity, $\rho_{0}$ is the offset distribution and $\Lambda$ is a measure that depends only on $\kappa$. From this relation, we show that the SNR is maximized when the spin ensemble is perfectly excited on the transverse plane. We also show the existence of a non-trivial maximum of the SNR according to the
parameters of the setup. Thus, the setup design has an important impact on the SNR and an improvement of several orders of magnitude is expected in some cases.
3. A CPMG sequence allows a great enhancement of the SNR, which can be expressed by: $S N R_{C P M G}=\left(S N R_{1 ~ e c h o}-\langle\delta S N R\rangle\right) /\left(e^{T_{r} / T_{2}}-1\right)$ where $\langle\delta S N R\rangle$ is the mean value of the (small) deviations of the SNR at each iteration, $T_{r}$ is the repetition time and $T_{2}$ is the transverse relaxation time. We show that reducing the ratio $T_{r} / T_{2}$ is always more advantageous than reducing $\langle\delta S N R\rangle$.

### 4.1.1 Main definitions

## The system

The system is governed by the semi-classical equation (1.6). Since spin-spin quantum correlations are negligible, we can express the spin ensemble with a continuous ensemble over $g$ and $\Delta$ via the probability distributions $\rho_{1}(g)$ and $\rho_{0}(\Delta)^{1}$ :

$$
\begin{equation*}
|\Psi(t)\rangle=\sqrt{\rho_{1}(g) \rho_{0}(\Delta)}|\psi(g, \Delta, t)\rangle \tag{4.1}
\end{equation*}
$$

Consequently, the mean value of $\hat{\sigma}_{\mu}=\sum_{n=1}^{N} \hat{\sigma}_{\mu}^{n}$ is given by:

$$
\begin{equation*}
\left\langle\hat{\sigma}_{\mu}\right\rangle=N \int d \Delta \cdot d g \cdot \rho_{1}(g) \cdot \rho_{0}(\Delta) \cdot\langle\psi(g, \Delta, t)| \hat{\sigma}_{\mu}|\psi(g, \Delta, t)\rangle . \tag{4.2}
\end{equation*}
$$

## Spin echo

In this section, we are mostly interested in the echo [101, 35, 43]. Therefore, we assume an excitation along $y$ and we assume that the time $T_{e}$ between the excitation and the inversion pulses is long enough so that it can be taken as infinity. The origin of the time axis is chosen at the center of the echo, i.e. when all spins are in phase. Under these conditions, the initial state of the spin ensemble is:

$$
\begin{equation*}
|\psi(g, \Delta,-T)\rangle=e^{i \Delta \cdot T \hat{\sigma}_{z} / 2} \cdot e^{-i \pi \hat{\sigma}_{x} / 2}|\uparrow\rangle \tag{4.3}
\end{equation*}
$$

where the limit $T \rightarrow \infty$ will be taken later. This equation is true only if the initial state is perfectly prepared. To study realistic situations, we prefer:

$$
\begin{equation*}
|\psi(g, \Delta,-T)\rangle=e^{i \Delta . T \hat{\sigma}_{z} / 2} \cdot e^{-i \phi(g, \Delta) \hat{\sigma}_{x} / 2}|\uparrow\rangle \tag{4.4}
\end{equation*}
$$

where $\phi(g, \Delta)$ is an angle that characterizes an imperfect excitation.
In experiments, measurements are possible only via the electromagnetic field. Therefore, we focus on the quadratures $X$ and $Y$ (in the weak coupling regime, field quadratures are entirely determined by their mean values and we drop the notation $\langle$.$\rangle for$ simplicity). Because of the initial state (4.3), $\left\langle\hat{\sigma}_{x}\right\rangle=0$ for any time $t$, and we consider only $X^{2}$. From (1.60), and using Green functions we determine:

$$
\begin{equation*}
X(t)=-\int_{-\infty}^{t} d t^{\prime} e^{-\kappa\left(t-t^{\prime}\right) / 2}\left\langle g \hat{\sigma}_{y}\right\rangle\left(t^{\prime}\right) \tag{4.5}
\end{equation*}
$$

[^1]However, for an SNR analysis, it is the integral of the echo, $\mathcal{S}$, which is interesting:

$$
\begin{equation*}
\mathcal{S}=\int X(t) d t \tag{4.6}
\end{equation*}
$$

This useful quantity characterizes the entire dynamics, and more specifically it gives the field back action to a spin during an echo.

## CPMG sequence

A CPMG (Carr-Purcell-Meiboom-Gill) experiment [43,35] starts exactly as a spin echo experiment but additional $\pi$-pulses are used in order to produce multiple spin refocusings. Concretely, a $\pi$-pulse is applied after each echo with a delay $T_{e}$. The resulting sequence is of the form: $\pi-T_{e}-e c h o-T_{e}-\pi-T_{e}-e c h o-T_{e}-\pi . .$. . Such a sequence takes the form of a product of evolution operators. In the case of $M$ echos, we have:

$$
\begin{equation*}
\hat{U}=\mathbb{T}\left[\prod_{k=0}^{M} \hat{U}_{e c h o, k} \cdot e^{-i \Delta T_{e} \hat{\sigma}_{z} / 2} \cdot \hat{U}_{\pi} \cdot e^{-i \Delta T_{e} \hat{\sigma}_{z} / 2}\right] \tag{4.7}
\end{equation*}
$$

where $\mathbb{T}$ denotes time ordering and $\hat{U}_{\text {echo,k }}$ is a possible evolution induced by the back action of the E.M. field during the echo. $\hat{U}_{\pi}$ is the evolution operator during a $\pi$ pulse. It has a duration $T_{c}$, and under the short pulse approximation, it is reduced to $\hat{U}_{\pi} \simeq e^{-i \pi \hat{\sigma}_{y} / 2}$. The expression of $\hat{U}_{e c h o, k}$ will be specified later. During a CPMG sequence, relaxation mechanisms are generally important and unitary transformations are not sufficient for a good description of experiments. In most of experiments, the $T_{1}$ relaxation is negligible during pulses. In this case, only the $T_{2}$ relaxation is measurable between two consecutive echoes, with a decrease of the Bloch vector amplitude by a factor $e^{-T_{r} / T_{2}}$. Therefore, $\left\langle\hat{\sigma}_{y}\right\rangle_{k+1} /\left\langle\hat{\sigma}_{y}\right\rangle_{k}=e^{-T_{r} / T_{2}}$. Notice the introduction of the repetition time $T_{r}$, which is the period between each sequence iteration. By definition, it is given by the sum of the control duration $T_{c}$ and twice the time which separates the echo and the pulses: $T_{r}=T_{c}+2 T_{e}$.

## Signal-to-noise-ratio

The signal to noise ratio is by definition the ratio between the signal power and the noise power [35, 162]. In the context of quantum measurements, the same definition is used, except that the noise has a lower bound given by quantum fluctuations:

$$
\begin{equation*}
S N R=\frac{\int X^{2}(t) d t}{(\Delta X)^{2}} \tag{4.8}
\end{equation*}
$$

Two definitions are used in the literature for the SNR: the ratio of powers, or the ratio signal/standard deviation. In this manuscript, the first definition is chosen to avoid square roots in calculations. Analytic expressions and numerical results can be converted to the other notation by calculating their square root. During a signalamplification process, the noise can be amplified as well, but this additional step is not considered in this paper. We assume that we work around the quantum noise limit $(\Delta X)^{2} \simeq 1 / 4$. This assumption remains realistic for experiments at ultra-low temperature $[19,60]$. For practical reasons, the following notation is introduced:

$$
\begin{equation*}
\mathcal{S}^{(2)}=\|X\|_{L^{2}}^{2}=\int X^{2}(t) d t \tag{4.9}
\end{equation*}
$$

The sensitivity can be further enhanced using CPMG sequences. Multiple refocusing increases the integration time but the noise remains constant. Thus, the accumulation of echoes increases the signal contribution. Assuming that echoes do not overlap leads to the following SNR:

$$
\begin{equation*}
S N R_{C P M G}=\sum_{k=0}^{M} S N R_{k} \tag{4.10}
\end{equation*}
$$

where $S N R_{k}$ is the signal to noise ratio of the echo number $k$. Notice that the SNR decreases as a function of $k$, due to the relaxation.

### 4.1.2 Dynamics during a spin echo

In this paragraph, we derive the time evolution of several physical quantities. We proceed in two steps. First, we focus on the easiest case: when the spin back action is negligible, and the results of [19] are recovered. This is also a good introduction for the second part, where a more general case is considered. The last paragraph shows a comparison between analytic formulas and realistic simulations of the full system.

## Echo in the linear regime

The linear regime is obtained when the field back action is negligible $(g \cdot X(t) \simeq 0)$. From the semi-classical equations and (4.3), we determine:

$$
\begin{equation*}
\left\langle g \hat{\sigma}_{y}\right\rangle(t)=g_{0} N \int d \Delta \rho_{0}(\Delta) \cos (\Delta t) \tag{4.11}
\end{equation*}
$$

where we introduce the mean value of $g: g_{0}=\int g \cdot \rho_{1}(g) \cdot d g$. It is then possible to compute the time evolution of the E.M. field. The core of the following computation setps are basic applications of the Fubini theorem [141] and the Fourier-transform. First we determine:

$$
\begin{equation*}
X(t)=-g_{0} N \int d \Delta \rho_{0}(\Delta)\left(\frac{e^{i \Delta t}}{\kappa-2 i \Delta}+\frac{e^{-i \Delta t}}{\kappa+2 i \Delta}\right) \tag{4.12}
\end{equation*}
$$

A second time integration is performed. After inserting (4.12) into (4.6) and using the definition of the Dirac distribution:

$$
\begin{equation*}
\delta_{0}(\Delta)=\frac{1}{2 \pi} \int e^{i \Delta t} d t \tag{4.13}
\end{equation*}
$$

we obtain:

$$
\begin{equation*}
\mathcal{S}=-2 \pi g_{0} N \int d \Delta \rho_{0}(\Delta)\left(\frac{\delta_{0}(\Delta)}{\kappa-2 i \Delta}+\frac{\delta_{0}(\Delta)}{\kappa+2 i \Delta}\right) \tag{4.14}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{0} \equiv-\frac{4 \pi g_{0} N}{\kappa} \rho_{0}(0) \tag{4.15}
\end{equation*}
$$

To proceed further, a spin distribution must be specified. Several cases are investigated.
$\rho_{0}$ is a Lorentzian distribution:

$$
\begin{equation*}
\rho_{0}(\Delta)=\frac{\Omega}{2 \pi} \frac{1}{\Delta^{2}+\Omega^{2} / 4} \tag{4.16}
\end{equation*}
$$

since $\rho_{0}(0)=2 / \pi \Omega$, we have:

$$
\begin{equation*}
\mathcal{S}_{\text {Lorentz }}=-\frac{8 g_{0} N}{\Omega \kappa} \tag{4.17}
\end{equation*}
$$

Notice the very simple result. Nevertheless, this result holds only in an ideal case. In practice, the spins are not perfectly excited. What happens in this latter case?

Imperfect excitation: An effective distribution of offsets and an effective number of spins are defined from equation (4.4):

$$
\begin{align*}
\rho_{e f f}(\Delta) & =\frac{\rho_{0}(\Delta) \sin \left(\phi\left(g_{0}, \Delta\right)\right.}{\int d \Delta \rho_{0} \sin \left(\phi\left(g_{0}, \Delta\right)\right.}  \tag{4.18}\\
N_{e f f} & =N \int d \Delta \rho_{0}(\Delta) \sin \left(\phi\left(g_{0}, \Delta\right)\right) \tag{4.19}
\end{align*}
$$

Here, for the sake of simplicity, we assume that all the spins have the same coupling constant $g_{0}$. The angle $\phi$ is generally close to $\pi / 2$, then, a first order expansion of the sine function is possible: $\sin \left(\phi\left(g_{0}, \Delta\right)=1-\epsilon(\Delta)\right.$. It follows that $N_{e f f}=N(1-\langle\rho \mid \epsilon\rangle)$ and the integrated echo is given by:

$$
\begin{equation*}
\mathcal{S}_{e f f}=\mathcal{S}_{0}(1-\epsilon(0)) \tag{4.20}
\end{equation*}
$$

This result confirms the intuition: imperfect excitations decrease the signal.

## Echo in the non-linear regime

The linear regime is very restrictive because when the spins emit photons to produce a measurable signal, they should relax to their ground state. Subsequently, we consider the field back action to the spin dynamics. The method is similar to the previous one, the first step is to provide the time evolution of the mean magnetization:

$$
\begin{equation*}
\left\langle g \hat{\sigma}_{y}\right\rangle(t)=N \int d g \cdot d \Delta \cdot \rho_{1}(g) \cdot \rho_{0}(\Delta) \cdot g \cdot \cos (\Delta t) \cdot f(g, \Delta, t) \tag{4.21}
\end{equation*}
$$

where the function $f$ will be specified later. Then, the integrated echo is given by:

$$
\begin{equation*}
\mathcal{S}=-N \int d g \cdot g \int d t_{1} \int_{-\infty}^{t_{1}} d t_{2} \cdot e^{-\kappa\left(t_{1}-t_{2}\right) / 2} \int d \Delta \cdot \rho_{1} \cdot \rho_{0} \cdot f \cdot \cos \left(\Delta t_{2}\right) \tag{4.22}
\end{equation*}
$$

The second step is to introduce the Fourier transform of $f$ and to permute integrals over $\Delta, \omega$ with the integral over time:

$$
\begin{aligned}
\mathcal{S} & =-2 \pi N \int d g \cdot d \Delta \cdot d \omega \cdot g \cdot \rho_{1} \cdot \rho_{0} \cdot \tilde{f}(g, \Delta, \omega) \times\left(\frac{\delta_{0}(\Delta-\omega)}{\kappa-2 i(\Delta-\omega)}+\frac{\delta_{0}((\Delta+\omega)}{\kappa+2 i(\Delta+\omega)}\right) \\
& =-\frac{2 \pi N}{\kappa} \int d g \cdot d \Delta \cdot g \cdot \rho_{1} \cdot \rho_{0}(\tilde{f}(g, \Delta, \Delta)+\tilde{f}(g, \Delta,-\Delta))
\end{aligned}
$$

This result is exact, nevertheless, $\tilde{f}$ is an unknown function and a numerical integration is required without new assumptions. In order to proceed further, we use the following approximated solution:

Proposition 4 (FT of $f(g, \Delta, t)$ ): If the transition between the initial and final values of $f$ is shorter than other characteristic times, the Fourier transform of $f(g, \Delta, t)$ is given by:

$$
\begin{equation*}
\tilde{f}(\omega)=\frac{1}{2}(1+\cos (g \mathcal{S})) \delta_{0}(\omega) \tag{4.23}
\end{equation*}
$$



Figure 4.1 - Example of function $f$ (blue curve) for $g=g_{0}=2664 \mathrm{rad} / \mathrm{s}, \kappa=774.7 \times 10^{3}$ $\mathrm{rad} / \mathrm{s} \Omega=10^{7} \mathrm{rad} / \mathrm{s}$. The orange horizontal line is the first term of (4.27) and the green horizontal line is the second. A transition is observed between the times $\tau_{1}$ and $\tau_{2}$ (represented by vertical dashed lines).

Proof. In order to determine $f$, we must determine $\langle\psi| \hat{\sigma}_{y}|\psi\rangle$. The simplest correction of the order zero (linear regime, i.e. no back-back action of the electromagnetic field) is a first order expansion of the Magnus operator[22] around $t=0$ :

$$
\begin{equation*}
\mathbb{T} e^{-i / 2 \int_{-T}^{t} d t^{\prime}\left(g X\left(t^{\prime}\right) \hat{\sigma}_{x}+\Delta \hat{\sigma}_{z}\right)} \simeq e^{-i / 2 \int_{-T}^{t} d t^{\prime} g X\left(t^{\prime}\right) \hat{\sigma}_{x}} e^{-i \Delta / 2(t+T) \hat{\sigma}_{z}} . \tag{4.24}
\end{equation*}
$$

Then, the use of the initial condition (4.3) allows us to write:

$$
\begin{equation*}
\langle\psi| \hat{\sigma}_{y}|\psi\rangle \simeq \cos (g \mathcal{S}(t)) \cos (\Delta t), \tag{4.25}
\end{equation*}
$$

where we introduce the partially integrated echo:

$$
\begin{equation*}
\mathcal{S}(t)=\int_{-T}^{t} X\left(t^{\prime}\right) d t^{\prime} \simeq \int_{-\infty}^{t} X\left(t^{\prime}\right) d t^{\prime} \tag{4.26}
\end{equation*}
$$

We can compute the FT of $f=\cos (g \mathcal{S}(t))$. For that purpose, we express the function with the following expansion:

$$
\begin{equation*}
f(g, \Delta, t)=1+\epsilon(g, \Delta) \mathbb{I}_{\left[\tau_{1}, \infty\right.}[t)+h(g, \Delta, t), \tag{4.27}
\end{equation*}
$$

where $\epsilon(g, \Delta)=f(g, \Delta, \infty)-1$ describes the steady state of $f$ and $h$ is a function with a (approximate) compact support on $\left[\tau_{1}, \tau_{2}\right]$. It describes the transition of $f$ during the echo. An example of curve is presented in figure 4.1. The FT of the first term is trivial and gives a Dirac distribution. One must proceed carefully for the two other terms.
Computation of $F T\left[\epsilon \mathbb{I}_{\left[\tau_{1}, \infty\right]}\right]$ : The Fourier transform of a constant can be computed with the following regularization:

$$
\begin{aligned}
F T\left[\mathbb{I}_{\left[\tau_{1}, \infty\right.}\right](\omega) & =\frac{1}{2 \pi} \int_{\tau_{1}}^{\infty} e^{-i \omega t} d t \\
& =\frac{1}{2 \pi} \lim _{\varepsilon \rightarrow 0} \int_{\tau_{1}}^{\infty} e^{-t(\varepsilon+i \omega)} d t ; \varepsilon>0,
\end{aligned}
$$

which is a complex valued distribution:

$$
\begin{equation*}
F T\left[\mathbb{I}_{\left[\tau_{1}, \infty[ \right.}\right](\omega)=\lim _{\varepsilon \rightarrow 0} \frac{e^{-\tau_{1}(\varepsilon+i \omega)}}{2 \pi} \frac{\varepsilon-i \omega}{\varepsilon^{2}+\omega^{2}} \tag{4.28}
\end{equation*}
$$

We recognize that the real part is a Lorentzian with an area of $1 / 2$, and in the limit $\varepsilon \rightarrow 0$ it gives a Dirac distribution of weight $1 / 2$. The imaginary part gives a principal value distribution:

$$
\begin{equation*}
F T\left[\mathbb{I}_{\left[\tau_{1}, \infty[ \right.}\right](\omega)=e^{-i \omega \tau_{1}}\left[\frac{1}{2} \delta_{0}(\omega)-\frac{i}{2 \pi} \mathfrak{p}\left(\frac{1}{\omega}\right)\right] . \tag{4.29}
\end{equation*}
$$

It is possible to compute the action of the principal value on a test function $\phi$ :

$$
\begin{aligned}
& \frac{-i}{2 \pi}\left\langle\phi(\omega) \mid e^{-i \omega \tau_{1}} \mathfrak{p}(1 / \omega)\right\rangle= \\
& \quad \frac{-i}{2 \pi} \lim _{\varepsilon \rightarrow 0}\left(\int_{-\infty}^{-\varepsilon} d \omega \frac{\phi(\omega)}{\omega} e^{-i \omega \tau_{1}}+\int_{\varepsilon}^{\infty} d \omega \frac{\phi(\omega)}{\omega} e^{-i \omega \tau_{1}}\right)
\end{aligned}
$$

The next step consists of splitting the test function into odd and even functions: $\phi=$ $\phi_{-}+\phi_{+}$. We start with the even one:

$$
\frac{-i}{2 \pi}\left\langle\phi_{+}(\omega) \mid e^{-i \omega \tau_{1}} \mathfrak{p}(1 / \omega)\right\rangle=\frac{2 \tau_{1}}{2 \pi} \int_{0}^{\infty} d \omega \phi_{+}(\omega) \frac{\sin \left(\omega \tau_{1}\right)}{\omega \tau_{1}}
$$

In general, $\tau_{1}$ is small (see figure 4.1), then we can take the limit $\tau_{1} \rightarrow 0$ and it cancels the integral. For the odd function, we have:

$$
\frac{-i}{2 \pi}\left\langle\phi_{-}(\omega) \mid e^{i \omega \tau_{1}} \mathfrak{p}(1 / \omega)\right\rangle=\frac{-2 i \tau_{1}}{2 \pi} \lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{\infty} d \omega \phi_{-}(\omega) \frac{\cos \left(\omega \tau_{1}\right)}{\omega \tau_{1}}
$$

The problem of the singularity is solved with integration by parts. By using the following identities:

$$
\begin{aligned}
\frac{d}{d \omega} \frac{(n-1) \cos \left(\omega \tau_{1}\right)}{\omega^{n} \tau_{1}} & =-n(n-1) \frac{\cos \left(\omega \tau_{1}\right)}{\omega^{n+1} \tau_{1}}-(n-1) \frac{\sin \left(\omega \tau_{1}\right)}{\omega^{n}} \\
\sum_{n=1}^{\infty} \frac{n-1}{\omega^{n}} & =\frac{1}{(\omega-1)^{2}} \\
\sum_{n=1}^{\infty} \frac{n(n-1)}{\omega^{n+1}} & =\frac{2}{(\omega-1)^{3}}
\end{aligned}
$$

we determine:

$$
\begin{aligned}
& \frac{-i}{2 \pi}\left\langle\phi_{-}(\omega) \mid e^{i \omega \tau_{1}} \mathfrak{p}(1 / \omega)\right\rangle \\
& \quad=\frac{-2 i \tau_{1}}{2 \pi}\left[\lim _{\varepsilon \rightarrow 0}-\Phi_{-}(\varepsilon) \frac{\cos \left(\varepsilon \tau_{1}\right)}{\tau_{1}}\left(\frac{2}{(\varepsilon-1)^{3}}+\frac{\varepsilon+1}{\varepsilon^{2}}\right)+\int_{0}^{\infty} d \omega \phi_{-}(\omega) \frac{\sin \left(\omega \tau_{1}\right)}{(\omega-1)^{2}}\right],
\end{aligned}
$$

where we introduce, $\Phi_{-}$, the integral of $\phi_{-}$. The integral involving the sine function can be evaluated with the residue theorem and it vanishes when $\tau_{1} \rightarrow 0$. Moreover,
the term with the cosine vanishes, due to $\Phi_{-}(\varepsilon)$. The latter converges toward 0 faster than $1 / \varepsilon^{2}$ diverges. To summarize:

$$
\begin{align*}
& \frac{-i}{2 \pi}\left\langle\phi_{-}(\omega) \mid e^{-i \omega \tau_{1}} \mathfrak{p}(1 / \omega)\right\rangle \\
& \quad=\frac{1}{\pi} \int_{0}^{\infty} d \omega \sin \left(\omega \tau_{1}\right)\left(\frac{\phi_{+}(\omega)}{\omega}-i \frac{\tau_{1} \phi_{-}(\omega)}{(\omega-1)^{2}}\right) \simeq 0 \text { when } \tau_{1} \rightarrow 0 \tag{4.30}
\end{align*}
$$

Computation of $F T[h](\omega)$ : Here we provide few arguments to justify the fact that this function is negligible. By using the Plancherel theorem we determine:

$$
\begin{equation*}
2 \pi\|h\|_{L^{2}}=\|\tilde{h}\|_{L^{2}} . \tag{4.31}
\end{equation*}
$$

Here, the norm is bounded by the norm of the rectangle, which includes $h$ (see figure 4.1):

$$
\begin{equation*}
\|h\|_{L^{2}} \leq|\epsilon| / \sqrt{\tau_{2}-\tau_{1}} . \tag{4.32}
\end{equation*}
$$

Then, with a simple geometric argument, we can relate the norm to the maximum value. The Fourier transform gives $\left(\tau_{2}-\tau_{1}\right) \rightarrow 1 /\left(\tau_{2}-\tau_{1}\right)$, then:

$$
\begin{equation*}
\max (|\tilde{h}|) \lesssim \frac{|\epsilon|}{2 \pi} \sqrt{\tau_{2}-\tau_{1}} \ll|\epsilon| . \tag{4.33}
\end{equation*}
$$

Approximate expression of $\tilde{f}$ : with equation (4.25) we deduce that at first order: $1+\varepsilon=\cos (g \mathcal{S})$. Moreover, in the case $\max (|\tilde{h}|) \rightarrow 0$ and $\tau_{1} \rightarrow 0$ we can write:

$$
\begin{equation*}
\tilde{f}(\omega)=\frac{1}{2}(1+\cos (g \mathcal{S})) \delta_{0}(\omega) \tag{4.34}
\end{equation*}
$$

As illustrated in figure 4.2, the approximations give us a simple mechanism of the relaxation process occurring in the non-linear regime.

It is now possible to write an approximated solution in the non-linear regime. In the case of a single value of $g=g_{0}$ :

$$
\begin{equation*}
\mathcal{S}_{g_{0}}=\mathcal{S}_{0} \cos ^{2}\left(g_{0} \mathcal{S}_{g_{0}} / 2\right) \tag{4.35}
\end{equation*}
$$

Notice that even if this equation looks simple, it is a transcendent equation, and no analytic solution exists.

In the rest of this section, we focus mostly on a negligible $g$ distribution. However, if $g$ is not negligible, then equation (4.35)can be modified accordingly by integrating over $\rho_{1}$ :

$$
\begin{equation*}
\mathcal{S}_{\langle g\rangle}=-\frac{4 \pi N}{\kappa} \rho_{0}(0) \int d g \rho_{1}(g) \cdot g \cdot \cos ^{2}\left(g \mathcal{S}_{\langle g\rangle} / 2\right) \tag{4.36}
\end{equation*}
$$



Figure 4.2 - Dynamics during a spin echo. 1) first, each spin is dephased and the average magnetization is zero. In absence of external driving, the electromagnetic field is in its ground state. 2) the spin ensemble starts to refocus. 3) Spins are closed to be in phase, and they start to emit photons, nevertheless, the field is not strong enough for having a visible effect on the dynamics. 4) At the maximum of the echo, the emission of photons is important and emitted photons can interact again with the spins. This produces a spin relaxation. 5) Spins dephase. At the end of the echo, they have rotated of an angle proportional to the area of the electromagnetic field produced during the echo.


Figure 4.3: Integrated echo as a function of the distribution bandwidth. Exact values from numerical simulations are given by blue dots. The zero and first order analytic expressions (equations (4.15) and (4.35)) are represented respectively by the orange and the blue solid lines.


Figure 4.4: Integrated echo as a function of the coupling constant. Exact values from numerical simulations are given by blue dots. The zero and first order analytic expressions (equations (4.15) and (4.35)) are represented respectively by the orange and the blue solid lines. At $g_{0} / 2664>401$, the approximation breaks down because $g_{0} S>\pi$, nevertheless, it occurs in a regime where the semi-classical approximation is not valid anymore.

## Numerical analysis

Formulas (4.15) and (4.35) have been checked numerically in several situations. First, the example of a spin ensemble with a Lorentzian distribution is studied. We choose $g=g_{0}=2664$ rads ${ }^{-1}$, and $\kappa=0.986 \times 10^{6} \mathrm{~s}^{-1}$, and $\mathcal{N}=13500$. The dynamics of the system are integrated numerically with equations (1.60) from the initial state $(4 \cdot 3)$. Notice that $\rho_{0}(0)$ is evaluated numerically, because of the discretization of the distribution. The comparison with "exact" values and the zero/first order analytic formulas is shown in figure 4.3. A similar analysis is made as a function of $g_{0}$. In this case, we have $\Omega=\kappa$. The related results are plotted in figure 4.4. The two figures show a very good agreement with the first order expansion, thus this approximation is accurate on the entire validity domain of the semi-classical model.

### 4.1.3 Maximizing the SNR

## SNR of a single echo

At this point, all the tools are gathered for the computation of (4.9). The main steps are the same as the ones followed during the computation of $\mathcal{S}$, but calculations are restricted to the zero and first order expansions. In the previous section, analytic expressions of $\tilde{f}$ are provided: $\tilde{f}(g, \omega)=\alpha(g) \cdot \delta_{0}(\omega)$ with:

$$
\alpha(g)= \begin{cases}1 & \text { for the order } 0  \tag{4.37}\\ \left.\cos ^{2}(g \mathcal{S} / 2)\right) & \text { for the order } 1\end{cases}
$$

The next steps of the calculations are the same as before. First, $X^{2}$ is determined by introducing $\tilde{f}$, and this allows us to simplify the expression, due to the presence of two Dirac distributions. The second step is to integrate again over time and to permute integrals. Finally, we arrive at the following expression:

$$
\begin{aligned}
\mathcal{S}^{(2)}=\pi N^{2} & \left(\int d g \rho_{1}(g) \cdot g \cdot \alpha(g)\right)^{2} \\
& \times \int \frac{d \Delta}{\kappa^{2} / 4+\Delta^{2}}\left(\rho_{0}(\Delta)^{2}+\rho_{0}(\Delta) \rho_{0}(-\Delta)\right) .
\end{aligned}
$$

The integral over $g$ can be replaced as soon as $\mathcal{S}$ is computed (see equation (4.36)). It follows:

$$
\begin{equation*}
\mathcal{S}^{(2)}=\frac{\mathcal{S}^{2} \kappa^{2}}{16 \pi \rho_{0}(0)^{2}} \int \frac{d \Delta}{\kappa^{2} / 4+\Delta^{2}}\left(\rho_{0}(\Delta)^{2}+\rho_{0}(\Delta) \rho_{0}(-\Delta)\right) . \tag{4.38}
\end{equation*}
$$

For the sake of conciseness, the measure $\Lambda$ and the even part of $\rho_{0}$ are introduced. They are respectively defined by: $d \Lambda=$ $d \Delta /\left(\kappa^{2} / 4+\Delta^{2}\right)$ and $\rho_{0}^{+}(\Delta)=(\rho(\Delta)+\rho(-\Delta)) / 2$. Finally,

$$
\begin{equation*}
\mathcal{S}^{(2)}=\frac{\mathcal{S}^{2} \kappa^{2}}{16 \pi \rho_{0}^{2}(0)} \Lambda\left(2 \rho_{0} \rho_{0}^{+}\right) \tag{4.39}
\end{equation*}
$$

This general result can be specified by choosing examples of offset distributions.

## Lorentzian distribution:

$$
\begin{equation*}
\rho_{0}(\Delta)=\frac{\Omega}{2 \pi} \frac{1}{\Delta^{2}+\Omega^{2} / 4}, \tag{4.40}
\end{equation*}
$$

gives:

$$
\begin{equation*}
\mathcal{S}_{\text {Lorentz }}^{(2)}=\frac{\mathcal{S}^{2} \kappa \Omega(\kappa+2 \Omega)}{\left.16 \pi^{( } \kappa+\Omega\right)^{2}} . \tag{4.41}
\end{equation*}
$$

Perturbation of the excitation profile: Here, the effective distribution (4.18) is applied and a single value of $g$ is assumed:

$$
\begin{equation*}
\mathcal{S}_{e f f}^{(2)}=\pi N^{2} g_{0}^{2} \Lambda\left(\left(\rho_{0}^{2}(1-\epsilon)^{2}\right) .\right. \tag{4.42}
\end{equation*}
$$

From equation (4.39), a gradient method allows to determine the maximum. Results are presented in table 4.1 The introduction of the first order expansion has significant consequences. For some offset distributions, the optimum can change and take non-trivial values. If one has a uniform distribution, this effect can be seen only with $g_{0}$, but it is extended to $\Omega$ and $\kappa$ with a Lorentzian distribution. A numerical calculation is required to evaluate the set of optimum parameters. For example, figure 4.5 highlights the different cases of $\left(g^{*}, \Omega^{*}\right)$ presented in table 4.1. A specific example is given in table 4.2.

What do we learn from these results? First of all, it is better to excite perfectly the ensemble of spins (i.e. with $\epsilon=0$ ). This statement is obvious in the linear regime but it is still true in the nonlinear one. This goal can be reached with robust optimal pulses (chapter 3). These pulses allow us to prepare the initial state correctly, and thus, they maximize $N_{\text {eff }}$ and minimize $\epsilon$. The second point is that the maximum is given by non-trivial values of $g, \Omega$ and $\kappa$. Depending on the experimental constraints, an optimal solution can be computed in few seconds with equation (4.39).

## SNR of CPMG sequences

The previous analysis of a single echo allows us to go further, and to explore the case of CPMG sequences. Here, we are interested in the SNR defined by equation (4.10). From section 4.1.3, it is known that echoes are correlated and this influences the SNR: this introduces fluctuations of the successive SNR. The relaxation effect due to the non-linear dynamics can be hidden into an effective distribution of spins, which changes after successive echos. Equation (4.42) shows that $\mathcal{S}^{(2)}$ can be split into an unperturbed and a perturbation parts. Then, for the echo number $k$ of the CPMG sequence we have:

$$
\begin{equation*}
\mathcal{S}_{k}^{(2)}=\mathcal{S}^{(2)}-\delta \mathcal{S}_{k}^{(2)} \tag{4.43}
\end{equation*}
$$

Another important point is the number of echoes that can be produced:

$$
\begin{equation*}
M_{r} \equiv 5 T_{2} \bmod T_{r} \approx 5 T_{2} / T_{r} . \tag{4.44}
\end{equation*}
$$

|  | maximum |
| :---: | :---: |
| $N$ | $\infty$ |
| $g_{0}$ | $\left\{\begin{array}{cc\|}\infty & \text { order o } \\ g^{*} & \text { order } 1\end{array}\right.$ |
| $\Omega$ | $\left\{\begin{array}{cc\|}0 & \text { order o } \\ \Omega^{*} & \text { order I }\end{array}\right.$ |
| $\kappa$ | $\left\{\begin{array}{cc}0 & \text { order O } \\ \kappa^{*} & \text { order } 1\end{array}\right.$ |
| $\epsilon(\Delta)$ | o |

Table 4.1: Position of the maximum of $\mathcal{S}^{(2)}$ for each parameter. All results are obtained by considering $\rho_{1}(g)=\delta_{g_{0}}(g)$.

| $N$ | 13500 |
| :---: | :---: |
| $g_{0}$ | $2664 \mathrm{rad}^{-1}$ |
| $\Omega^{*}$ | $0.197 \mathrm{Mrad}^{-1}$ |
| $\kappa$ | $0.974 \times 10^{6} s^{-1}$ |
| $\epsilon(\Delta)$ | 0 |

Table 4.2: Examples of values that give an optimum $\Omega^{*}$ in the case of a Lorentzian distribution.


Figure 4.5: $\mathcal{S}^{(2)}$ as a function of $g_{0}$ and $\Omega$ for a Lorentzian distribution. Numerical values necessary for their calculations are the same as the ones used since the beginning of this chapter (see section 3.5.2).

Therefore, after inserting (4.43), (4.44), (4.8) into (4.10), and under the assumption that variations of $\delta \mathcal{S}_{k}^{(2)}$ remains around their average $\left(\delta \mathcal{S}_{k}^{(2)} \simeq\left\langle\delta \mathcal{S}^{(2)}\right\rangle\right.$ ), we determine:

$$
\begin{equation*}
S N R_{C P M G} \simeq \frac{\mathcal{S}^{(2)}-\left\langle\delta \mathcal{S}^{(2)}\right\rangle}{(\Delta X)^{2}} \frac{1}{e^{T_{r} / T_{2}}-1} \tag{4.45}
\end{equation*}
$$

Notice that a necessary condition for $S N R_{\text {CPMG }}>S N R$ is that $T_{r} / T_{2}<\ln (2) / 2$. From this equation we see that two quantities play a role in the maximization: The repetition time $T_{r}$ and the average perturbation of the echo $\left\langle\delta \mathcal{S}^{(2)}\right\rangle$. They both have to be minimized and they both have positive lower bounds (given by the smallest echo duration and the perturbation induced by the relaxation during the echo). They are minimized by an appropriate choice of control sequence. The ideal case is the one with short robust pulses against $g$ and $\Delta$ inhomogeneities.

Given an experimental setup, numerical tests are required in order to find the best pulse (see the next section). However, we can go further in the analytic analysis and give a qualitative rule for the optimization: It is more advantageous to minimize the ratio $T_{r} / T_{2}$ than $\left\langle\delta \mathcal{S}^{(2)}\right\rangle$. In other words, it is better to use short pulses with quite a good robustness than a robust pulse, but with a long duration (and consequently a long $T_{r}$ ). For the analysis, we define $\alpha=$ $S N R_{C P M G} / \mathcal{S}^{(2)}, \beta=\left\langle\delta \mathcal{S}^{(2)}\right\rangle / \mathcal{S}^{(2)}$ and $\gamma=T_{r} / T_{2}$. From (4.45) a gradient in direction $\alpha$ can be computed. Here we are only interested in the ratio $(\partial \alpha / \partial \gamma) /(\partial \alpha / \partial \beta)$, and more particularly when the latter is larger than 1 . This gives:

$$
\begin{equation*}
(1-\beta) \frac{e^{\gamma}}{e^{\gamma}-1}>1 \tag{4.46}
\end{equation*}
$$

The parameters $\gamma$ and $\beta$ are generally extremely small, therefore:

$$
\begin{equation*}
\gamma-\ln (\gamma)>\beta \tag{4.47}
\end{equation*}
$$

Because $\gamma \ll 1$, we have $\gamma-\ln (\gamma) \gg 1$. Therefore, this inequality is always true for experimentally interesting values of $\beta$ and $\gamma$. With (4.47) we see easily that the gradient in $\gamma$ is always larger than the gradient in $\beta$. Then, a small decrease of $\gamma$ has a more important effect than an enhancement in $\beta$. To conclude, during a CPMG sequence, instead of trying to produce the most perfect control, it is better to choose a pulse less efficient, but with the smallest possible duration.

### 4.2 Numerical experiments

This section focuses on the numerical verification of the theory presented in the last section. We recover the main results using numerical examples and we compare the pulses presented in chapter 3.

We investigate an example in the low cooperativity regime reproducing recent experiments in ESR [21, 132]. In these experiments, the offset distribution is well described by $\rho_{\text {purcell }}$ (section 1.7). This distribution depends on the repetition rate of the experiment that we choose equal to 10 Hz . Additionally, we consider 940 spins in the distribution. Relaxation times are taken to be $T_{1}=3 \mathrm{~s}, T_{2}=1.7 \mathrm{~ms}$ and $T_{1}^{p} \simeq 100 \mathrm{~ms}$ for $\Delta=0$. We also set $g_{0}=2664 \mathrm{rad} / \mathrm{s}$ and $\kappa=9.8 \times 10^{5} \mathrm{~s}^{-1}$. Then, with such parameters, the effective spin distribution is approximately Lorentzian of full width at half maximum (FWHM) $\Omega_{p} / 2 \pi=1 \mathrm{MHz}$, and the cooperativity is $C=0.01$.

We first investigate the robustness of the excitation process against offset and coupling strength inhomogeneities for the bump, square and $g$-robust pulses. The g-robust control sequence is defined in section 3.4.2. The square pulses correspond to very short square pulses in $\omega_{X}$ and $\omega_{Y}$ (section 3.1). Note that the square pulses are highly deformed by the response function of the cavity. They are considered below as a reference of the control process. The spins are initially assumed to be along the z-axis with a polarization given by the Purcell effect and interacting with a cavity with zero photon. As could be expected, we observe in figure 4.6 that the efficiency of bump fields is preserved for a wide range of offset frequencies, while a very good fidelity against variation of the $g$ - parameter is achieved on resonance for the $g$ - robust pulse. Bump and $g$ - robust solutions lead to a more robust control protocol than the standard square pulses.

As a second point of comparison, we study the performance of $g$ - robust, bump and square pulses in the maximization of the SNR. For each control sequence, we consider two cases, one corresponding to a constant $g=g_{0}$ distribution and the second to inhomogeneities of the form $g=g_{0}(1+\alpha)$, with $\alpha \in[-0.3,0.3]$. We also simulate ideal rotations on the spin system in order to estimate the maximum echo signal that can be reached with the spin distribution. The numerical results are displayed in figure 4.7, which shows the echo signal observed with the different pulses. For sake of comparison, the duration of the bump pulses is the same as the one of $g$ - robust fields (better results could be obtained with shorter bump pulses). An echo with a higher amplitude and a shorter time is achieved with the optimal solutions. We observe that the area of the different echos in figure 4.7 is roughly the same for the different excitations. However, due to the shorter echo, the SNR is indeed increased with the optimal pulses.

As a second example, we consider a CPMG sequence with a period $T_{r}$ after the excitation process. We assume a perfect initial $\pi / 2$ - excitation of the spin ensemble and the different relaxation effects are accounted for. The time $T_{r}$ has been fixed to its minimum value for each pulse sequence (such that echos and $\pi$ pulses are not overlapping). Table 4.3 gives the normalized SNR for one echo and for the whole CPMG sequence. We observe in table 4.3 that $g$-robust pulses give a better SNR than the bump pulses. A noticeable enhancement is also obtained with respect to


Figure 4.6: Robustness of a $\pi / 2$ excitation process against coupling strength $g$ and offset $\Delta$ inhomogeneities of a bump pulse (top), a square pulse (middle) and a $g$ - robust pulse (bottom). The rectangle in dashed lines indicates the spins used in the optimization. In order to provide a fair comparison, we fix the maximum value of $X$ during the pulse. The pulse duration is set to satisfy this constraint: $t_{\text {square }}=1 \mu \mathrm{~s}, t_{\text {bump }}=2 t_{k}=3.9 \mu \mathrm{~s}$ and $t_{\mathrm{g} \text {-robust }}=19.5 \mu \mathrm{~s}$.


Figure 4.7: (Color online) Comparison of the echo signal in $X$ for square pulses (in blue), for bump pulses (in green) and for $g$ - robust pulses (in red). The physical limit with ideal spin rotations is displayed in black. The solid and dashed lines depict respectively the echo signal without and with $g$ - inhomogeneities. The pulse duration is set to $1 \mu \mathrm{~s}$.

| $\pi$ - pulse | $\min \left(t_{f}\right)(\mathrm{s})$ | $M_{r}$ | $\frac{\mathrm{SNR}_{1}}{\mathrm{SNR}_{1}^{\text {max }}}$ | $\frac{\mathrm{SNR}_{M_{r}}}{\mathrm{SNR}_{M r}^{m a x}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Phys. limit | $1.3 \times 10^{-5}$ | 321 | 1 | 1 |
| Bump | $3.69 \times 10^{-5}$ | 240 | 0.822 | 0.915 |
| $g$ - robust | $3.8 \times 10^{-5}$ | 231 | 0.935 | 0.943 |
| Square | $6.1 \times 10^{-5}$ | 160 | 0.568 | 0.164 |

Table 4.3 - Parameters of the different CPMG sequences. The physical limit corresponds to ideal $\pi$ - rotations for each spin of the ensemble. $M_{r}$ indicates the maximum number of echos which can be observed. The number of spins $N_{\min }$ for a SNR of 1 is computed for the first 100 echos of the sequence.
the square pulses. The results achieved with the two optimal solutions are in addition very close to the physical limit of an ideal spin echo sequence. The improvement is even more striking for a CPMG sequence. Due to its short duration, which allows a larger number of repetitions, the bump pulse gives in this case the best result.

These numerical tests for a realistic system are in good agreement with analytic formulas. Moreover, we recover the fact that short pulses produce a better SNR during a CPMG sequence. Notice that the system simulated here has a low cooperativity and it is well described by the linear approximation (negligible relaxation during the echo).

### 4.3 Conclusion

The SNR of a spin-echo has been studied in the semi-classical regime. Simple formulas have been derived in order to predict the value of the SNR, even when the collective effects are not negligible. The choice of the system parameters have an important impact and a non-trivial maximum exists. We have shown that the SNR is always maximized when the spin ensemble is perfectly excited. This goal can be reached with the pulses presented in the previous chapter. Optimized pulses have a better efficiency in a single spin echo experiment because they allow us to prepare the spins in a state close to the ideal state. Nevertheless, shorter, but less robust pulses are better in CPMG sequences because their lack of robustness is compensated by a higher number of repetitions, and thus, a larger signal.

Numerical experiments have been performed using relevant experimental values in ESR. This has demonstrated the superiority of the new pulses in terms of SNR and sensitivity with respect to the standard square pulses. Moreover, the numerical results have shown that a good compromise is provided by the
bump pulses, which combine simplicity, efficiency and robustness against offset inhomogeneities. Their short duration is also a key factor for the enhancement of the SNR by CPMG sequences.

The application of optimized pulses to the SNR maximization is another example of the efficiency of this approach. The new pulses have a broad area of applications, they can be used for quantum computations (as logic gates). They also push the sensitivity of the experimental setup to its physical limit.

## Part II

## Parameters measurement and selectivity in NMR

## Chapter 5

## Selective $S O$ (3) transformations by optimal control

### 5.1 Introduction

During the last decade, many different studies have been devoted to $S O(3)$ and $S U(2)$ transformations and to the design of robust transformations against offset parameters [101, 45, 26]. These transformations have applications extending from magnetic resonance to quantum information science $[67,32,8,50,45]$. This difficult problem is nowadays well understood, and various solutions can be found in the literature [91, 26, 27, 7, 104, 167]. On the other hand, performing efficient selective transformations (or more precisely: band-selective transformations) remains a challenge of practical and fundamental interest [35, 127, 174, 175, 109]. The selectivity problem has been studied for several years, but very few in the optimal control framework [169].

A selectivity problem can be seen as a robustness problem [91, 167], but with the additional constraint that offsets outside the interval of robustness are left unchanged. Among this class of problem we can underline the following one: What is the control field that generates in minimum time a given transformation $\hat{U} \in S O(3)$ for $\Delta=0$ and $\hat{\mathbb{I}}$ for $\Delta \neq$ 0 ? Simple arguments using Fourier-transforms suggest that the control field spectrum should approximate a Dirac distribution. Optimal control theory (OCT) [25, 88, 166, 125], and more particularly the Pontryagin Maximum Principle (PMP) has been applied to many quantum computing and spin dynamic problems [99, 98, 7, 61] to derive the global optimum of the control problem. The goal of this chapter is therefore to apply the PMP in order to derive optimal selective $\mathrm{SO}(3)$ transformations.

Ultra-selective transformations could have applications in ESR and cavity QED experiments (Part I of this manuscript). Such pulses could allow us to excite only the spin near the resonance, leading thus to an excitation close to the single spin limit. Considering a time constraint can ensure us to perform the maximum of repetitions per measurement cycle. Then, the time minimization is a guarantee of SNR maximization.

In this chapter, we consider this control problem with the study of simple time minimum selective pulses. We restrict the study to the usual NMR framework in order to ignore the cavity constraints. The use of geometric and numerical optimal-control theory allows us to derive simple control mechanisms and to emphasize the physical limit of the process. In particular, we show the central role of singular control fields in time minimum solutions. We find using both analytical and numerical arguments that in the ultra-selective case, the optimal solution is a singular constant pulse. We also present two cases of locally robust pulses on a given offset interval. Depending on the robustness interval, the optimal control is either a singular trajectory or a regular trajectory.

Additionally, several bounds of the process are derived in each case.
We restrict the study to the design of $S O(3)$ transformations (rotation matrices). The study of time optimal state-to-state transfers is addressed in another study [169].

This chapter is organized as follows: We first introduce some definitions about the control of $S O(3)$ transformations. Then, we review some basics of OCT applied to $S O$ (3)ensembles (section 5.3). In the first case under study, we consider the symmetric selective transformation around the resonance. The last section (5.5) is devoted to the study of two examples of locally robust selective pulses.

### 5.2 Notations

- $\mathcal{C}_{\Delta}$ : set of offsets considered in the discretized problem.
- $\Delta, \Delta_{n}$ : an offset parameter.
- $\Delta_{0}$ : smallest offset that produces the transformation identity for a constant pulse of amplitude $u_{0}$.
- $\Delta_{e}$ : smallest offset that produces the transformation identity for a constant pulse of amplitude $u_{e}$.
- $\hat{\epsilon}_{x}, \hat{\epsilon}_{y}, \hat{\epsilon}_{z}$ : generators of the $\mathfrak{s o}(3)$ algebra.
- $F$ : cost function to minimize, defined by the average distance to a set of target states.
- $H_{p}$ : Pontryagin's Hamiltonian.
- $l_{n}^{a}$ : component of a local Hamiltonian lift.
- $l^{a}=\sum_{n} l_{n}^{a}$ : component of the global Hamiltonian lift.
- $\vec{l}_{n}=\left(l_{n}^{x}, l_{n}^{y}, l_{n}^{z}\right):$ vector form of the local Hamiltonian lift.
- $\vec{l}=\left(l^{x}, l^{y}, l^{z}\right)$ : vector form of the Global Hamiltonian lift.
- $l^{0}$ : drift part of Pontryagin's Hamiltonian.
- $\vec{m}=\vec{l}_{1}-\vec{l}_{-1}$ : difference between the local Hamiltonian lifts of the offset $n=-1$ and $n=1$.
- $\hat{P}_{n},\left\langle\hat{P}_{n}\right|:$ Adjoint state of the system $n$.
- $\hat{U}_{n},\left|\hat{U}_{n}\right\rangle$ : state of the system $n$.
- $u$ : an arbitrary (constant) control amplitude.
- $u_{0}$ : maximum bound of the control amplitude.
- $u_{e}$ : amplitude of the energy-minimum pulse.
- $\omega_{x}(t), \omega_{y}(t)$ : control fields in directions $x$ and $y$.


### 5.3 SO(3) transformations and the PMP

### 5.3.1 Definitions and general properties

We consider $S O(3)$ transformations generated by the Bloch equations [101, 104]:

$$
\begin{align*}
\frac{d \hat{U}_{n}}{d t} & =\left(\begin{array}{ccc}
0 & \Delta_{n} & -\omega_{y}(t) \\
-\Delta_{n} & 0 & \omega_{x}(t) \\
\omega_{y}(t) & -\omega_{x}(t) & 0
\end{array}\right) \hat{U}_{n}  \tag{5.1}\\
& =\left(\omega_{x} \hat{\epsilon}_{x}+\omega_{y} \hat{\epsilon}_{y}+\Delta_{n} \hat{\epsilon}_{z}\right) \hat{U}_{n}
\end{align*}
$$

with the initial condition $\hat{U}_{n}(0)=\hat{\mathbb{I}}$. The parameter $\Delta_{n}$ is the offset and $\omega_{x}, \omega_{y}$ are two time-dependent controls. $\epsilon_{x}, \epsilon_{y}, \epsilon_{z}$ are generators of the $\mathfrak{s o}(3)$ algebra $[72,45]$. They verify the commutation relations $\left[\hat{\epsilon}_{x}, \hat{\epsilon}_{y}\right]=-\hat{\epsilon}_{z},\left[\hat{\epsilon}_{y}, \hat{\epsilon}_{z}\right]=-\hat{\epsilon}_{x}$, and $\left[\hat{\epsilon}_{z}, \hat{\epsilon}_{x}\right]=-\hat{\epsilon}_{y}$. They play the same role as Pauli matrices for the group $\operatorname{SU}(2)$. They are defined such that $\left(\hat{\epsilon}_{c}\right)_{a b}$ are the matrix elements of the Levi-civita symbol $\epsilon_{a b c}$. These matrices are related to the wedge product with the relation: $-\vec{A} \wedge \vec{B}=\left(\sum_{a} \vec{A}_{a} \hat{\epsilon}_{a}\right) \vec{B}$.

From the physical point of view, the coupling constant is set to $g=1 . B_{1}$ inhomogeneity is not taken into account in this problem.

In order to state the Maximum Principle (theorem 2, appendix A), it is necessary to choose only a finite number of systems. Hence, we fix $N$ offsets $\Delta_{n}$ and we consider the transformations generated over the set $\mathcal{C}_{\Delta}=\left\{\Delta_{n}\right\}_{n=1 \ldots N}$. Moreover, we define an inner product in the space of evolution operators:

Definition 2 (Frobenius inner product): $\langle a \mid b\rangle: \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$, such that:

$$
\begin{equation*}
\langle\hat{A} \mid \hat{B}\rangle=\operatorname{Tr}\left[\hat{A}^{T} \hat{B}\right] \tag{5.2}
\end{equation*}
$$

In particular, this defines an inner product on both $S O(3)$ and $\mathfrak{s o ( 3 )}$ [79].
This allows us to introduce the following cost function:

## Definition 3 (Cost function):

$$
\begin{equation*}
F[T, \omega]=\sum_{n=1}^{N} \frac{F_{n}}{N}=\sum_{n=1}^{N} \frac{1}{3 N}\left\|\hat{U}_{n}[T, \omega]-\hat{U}_{n, \text { target }}\right\|^{2} \tag{5.3}
\end{equation*}
$$

where the Frobenius norm $\|\hat{A}\|^{2}=\langle\hat{A} \mid \hat{A}\rangle$ is used.
This cost function gives the mean (square) difference between the transformations induced by a control and the desired target states $\left\{\hat{U}_{n, \text { target }}\right\}_{n=1 . . N}$. Notice that the target state can be different for each offset. The time-optimization task consists of determining $\min _{\omega, T}[F]$.

Definition 4 (Spectrum): By analogy with the usual Fourier Transform formalism, we call "spectrum" or "excitation profile" the distribution of transformations $\hat{U}(\Delta, T)$. The finite set $\left\{\hat{U}_{n}(T)\right\}_{n=1 . . N}$ is a discretization of the continuous spectrum.

### 5.3.2 The PMP applied to an inhomogeneous ensemble of uncoupled spins

In this section, we introduce Hamilton's formalism on the system [ 167,61 ]. This is a straightforward application of the PMP (theorem 2, appendix A):

Definition 5 (PMP of a spin ensemble): The PMP of an ensemble of uncoupled spins is given by:

$$
\begin{align*}
H_{p} & =\sum_{n=1}^{n}\left\langle\hat{P}_{n} \mid d_{t} \hat{U}_{n}\right\rangle+p^{0} f^{0}  \tag{5.4}\\
\frac{\delta H_{p}}{\delta \vec{\omega}(t)} & =0 \text { or }\|\vec{\omega}\|=u_{0} \tag{5.5}
\end{align*}
$$

where $p^{0} f^{0}$ describes additional degrees of freedom that encode the cost to minimize.
In this chapter, we consider a time minimization. Then, we use $p^{0} f^{0}=-1[25,166,88]$ This term describes a cost function that is different from $F$. The fidelity of the final state with the target state does not appear explicitly in the PMP . Additionally, the norm of the control field $\|\vec{\omega}\|$ is assumed to belong to the interval $\left[0, u_{0}\right]$. The introduction of this bound is motivated by physical constraints: we cannot produce a magnetic field of arbitrary high amplitude.

By inserting Bloch equation (5.1) into the Pontryagin Hamiltonian (5.4), and by applying the second constraint (5.5), specific equations can be derived for both singular $\left(\delta H_{P} / \delta \vec{\omega}(t)=0\right)$ and regular trajectories $\left(\|\vec{\omega}\|=u_{0}\right)$. For the sake of simplicity, it is convenient to introduce the local Hamiltonian lift $l_{n}^{a}=\left\langle\hat{P}_{n} \mid \hat{\epsilon}_{a} \hat{U}_{n}\right\rangle$ and the global Hamiltonian lift $l^{a}=\sum_{n} l_{n}^{a}$.

First, let us focus on the regular case. The maximization of Pontryagin's Hamiltonian leads to:

$$
\begin{align*}
& H_{p}=\omega_{x} l^{x}+\omega_{y} l^{y}+\sum_{n=1}^{N} \Delta_{n} l_{n}^{z} \\
& \omega_{a}=u_{0} \frac{l^{a}}{\sqrt{\left(l^{x}\right)^{2}+\left(l^{y}\right)^{2}}} . \tag{5.6}
\end{align*}
$$

Additionally, by using Hamilton's equations:

$$
\begin{equation*}
d_{t} \hat{U}_{n}(t)=\frac{\delta H_{p}}{\delta \hat{P}_{n}(t)} ; \quad d_{t} \hat{P}_{n}(t)=-\frac{\delta H_{p}}{\delta \hat{U}_{n}(t)}, \tag{5.7}
\end{equation*}
$$

it is possible to determine a differential equation for the time evolution of the Hamiltonian lift:

$$
\begin{align*}
\frac{d}{d t} \hat{P}_{n}(t) & =-\hat{P}_{n}(t)\left(\omega_{x} \hat{\epsilon}_{x}+\omega_{y} \hat{\epsilon}_{y}+\Delta_{n} \hat{\epsilon}_{z}\right)  \tag{5.8}\\
& \equiv-\hat{P}_{n}(t) \hat{H}(t)
\end{align*}
$$

where the Hamiltonian operator $\hat{H}$ is introduced by analogy with quantum mechanics.

Now, we compute $d_{t} l_{n}^{a}$ :

$$
\begin{aligned}
\frac{d l_{n}^{a}}{d t} & =\left\langle d_{t} \hat{P}_{n}\right| \hat{\epsilon}_{a}\left|\hat{U}_{n}\right\rangle+\left\langle\hat{P}_{n}\right| \hat{\epsilon}_{a}\left|d_{t} \hat{U}_{n}\right\rangle \\
& =-\left\langle\hat{P}_{n}\right| \hat{H} \hat{\epsilon}_{a}\left|\hat{U}_{n}\right\rangle+\left\langle\hat{P}_{n}\right| \hat{\epsilon}_{a} \hat{H}\left|\hat{U}_{n}\right\rangle \\
& =-\left\langle\hat{P}_{n}\right|\left[\hat{H}, \hat{\epsilon}_{a}\right]\left|\hat{U}_{n}\right\rangle \\
& =-\left(\omega_{x}\left\langle\hat{P}_{n}\right|\left[\hat{\epsilon}_{x}, \hat{\epsilon}_{a}\right]\left|\hat{U}_{n}\right\rangle+\omega_{y}\left\langle\hat{P}_{n}\right|\left[\hat{\epsilon}_{y}, \hat{\epsilon}_{a}\right]\left|\hat{U}_{n}\right\rangle+\Delta\left\langle\hat{P}_{n}\right|\left[\hat{\epsilon}_{z}, \hat{\epsilon}_{a}\right]\left|\hat{U}_{n}\right\rangle\right) .
\end{aligned}
$$

From the commutation relations of $\hat{\epsilon}$ matrices, we deduce:

$$
\begin{equation*}
\frac{d \vec{l}_{n}}{d t}=-\left(\omega_{x} \hat{\epsilon}_{x}+\omega_{y} \hat{\epsilon}_{y}+\Delta \hat{\epsilon}_{z}\right) \vec{l}_{n} \tag{5.9}
\end{equation*}
$$

with $\vec{l}_{n}=\left(l_{n}^{x}, y_{n}^{y}, l_{n}^{z}\right)$. If $l^{x}$ and $l^{y}$ are simultaneously different from zero on a time interval, the Hamiltonian lift belongs to this set, it is entirely determined by the 3 N initial conditions of (5.9). In practice, it would be sufficient to determine a smaller number of initial conditions, by determining additional constant of motions [167]. If the dimension is reduced to only one control (in the $x$ direction for example), regular controls are bang-bang, such that:

$$
\begin{equation*}
\omega_{x}=u_{0} \cdot \operatorname{sign}\left(l^{x}\right), \quad \omega_{y} \equiv 0 \tag{5.10}
\end{equation*}
$$

However, any regular control can be expressed as: $\omega_{x}=u_{0} \cos \theta(t)$ and $\omega_{y}=u_{0} \sin \theta(t)$, where $\theta$ is a function to determine. This parametrization is compatible with the single input case (bang-bang controls) if $\theta$ is restricted to the values 0 or $\pi$.

Singular trajectories occur when $l^{x}=l^{y}=0$ on a time interval. This corresponds to a singularity of equation (5.6). In this case, other computation methods are required to determine the optimal field. The procedure is different for one or two-dimensional control fields. The general method is described in section A.1.1. A direct application of the method allows us to determine the following equation for the single input case:

$$
\begin{equation*}
\omega_{x}=-\frac{\left\{\left\{l^{x}, l^{0}\right\}, l^{0}\right\}}{\left\{\left\{l^{x}, l^{0}\right\}, l^{x}\right\}}=\frac{\sum_{n}\left(\Delta_{n}\right)^{2} l_{n}^{x}}{\sum_{n} \Delta_{n} z_{n}^{x}}, \tag{5.11}
\end{equation*}
$$

where $\{A, B\}=\sum_{i=1}^{n} \frac{\delta A}{\delta q_{i}(t)} \frac{\delta B}{\delta p^{i}(t)}-\frac{\delta B}{\delta q_{i}(t)} \frac{\delta A}{\delta p^{i}(t)}$ is the Poisson bracket and $l^{0}=\sum_{n=1}^{N} \Delta_{n} l_{n}^{z}$. Furthermore, for two-dimensional controls, singular trajectories are given by:

$$
\begin{align*}
& \omega_{x}=-\frac{\left\{l^{y}, l^{0}\right\}}{\left\{l^{y}, l^{x}\right\}}=\frac{\sum_{n} \Delta_{n} l_{n}^{x}}{l^{z}} \\
& \omega_{y}=-\frac{\left\{l^{x}, l^{0}\right\}}{\left\{l^{x}, l^{y}\right\}}=\frac{\sum_{n} \Delta_{n} l_{n}^{y}}{l^{z}} \tag{5.12}
\end{align*}
$$

To summarize, the controls that are candidates for optimality belong to the following categories:

- Regular controls: they have a constant amplitude and a time-dependent phase
- Singular controls: they verify (5.11).
- Regular-Singular controls: The control switches between regular and singular arcs. A jump from a regular arc to a singular one can happen during a phase switching.
The optimization task consists of first determining in which category belongs the optimal solution, and in a second step to compute explicitly the structure of the field.


### 5.4 Ultra-selective pulse

### 5.4.1 Analytic approach

First, we consider an ensemble $\mathcal{C}_{\Delta}=\{-\Delta, 0, \Delta\}$, and the goal is to find the shortest corresponding selective pulse. More precisely, the aim is to find a control field that produces a rotation of angle $\phi$ at resonance, and the identity transformation for the shortest offset $|\Delta|$. The situation is summarized in the graph 5.1.

In order to derive analytic results, we restrict, in a first step, the control to the $x$-axis. More general situations are considered in a second step. This restriction has the advantage to produce symmetric transformations. Then, we consider only two offsets at


Figure 5.1: Spectrum of an ultraselective pulse.
frequencies 0 and $\Delta>0$.

## Structure of singular trajectories

We start the presentation with the analysis of singular trajectories.
Proposition 5 (time singular 1D-control): Let $\mathcal{C}_{\Delta}=\{0, \Delta\}$ be the offset ensemble. Assume $\omega_{y}=0 \forall t$. Then, singular controls are constants.

Proof. A direct calculation using equations (A.8), (A.9) and (A.10) gives us:

$$
\begin{align*}
& l^{x}=0 \\
& d_{t} l^{x}=0  \tag{5.13}\\
& l_{0}^{x}=-l_{1}^{x} \\
& d_{t}^{2} l^{x}=0
\end{align*} \Rightarrow \omega_{x}=\Delta \frac{l_{1}^{x}}{l_{1}^{z}} . ~ \$
$$

The Hamiltonian $H_{p}=\Delta l_{1}^{z}$ is a constant of motion, thus, $l_{1}^{z}$ is also a constant. It remains to compute $l_{0}^{x}(t)=\left\langle\hat{P}_{0}(t)\right| \hat{\epsilon}_{x}\left|\hat{U}_{0}(t)\right\rangle$. Since at resonance, the Bloch equation is reduced to $d_{t} \hat{U}_{0}=$ $\omega_{x}(t) \hat{\epsilon}_{x} \hat{U}_{0}$, the matrix $\hat{\epsilon}_{x}$ commutes with the evolution operator at any time, and therefore, $l_{0}^{x}(t)=\left\langle\hat{P}_{0}(t) \mid \hat{U}_{0}(t) \hat{\epsilon}_{x}\right\rangle=\left\langle\hat{P}_{0}(0) \mid \hat{\epsilon}_{x}\right\rangle$ is a constant of motion.

It is interesting to make a comment concerning the energy minimum solution. We can deduce from the PMP (by using an appropriate choice of $p_{0} f_{0}$ ) that singular trajectories of the energyminimum problem are also constant pulses. Then, the set of singular trajectories is the same for both time and energy minimum cases. This point can be deduced from the PMP, but it is even more straightforward to use the Cauchy-Schwartz inequality:

$$
\left|\int_{0}^{T_{e}} f(t) g(t) d t\right| \leq\left(\int_{0}^{T_{e}}|f(t)|^{2} d t\right)^{1 / 2}\left(\int_{0}^{T_{e}}|g(t)|^{2} d t\right)^{1 / 2}
$$

where $T_{e}$ is the time of the energy-minimum pulse, a fixed parameter. If we set $f=\omega_{x}$, and $g=1$. Then,

$$
\begin{equation*}
|\phi| \leq T_{e}\left(\int_{0}^{T_{e}}\left|\omega_{x}(t)\right|^{2} d t\right)^{1 / 2} \tag{5.14}
\end{equation*}
$$

with equality only if $\omega_{x}(t)$ is constant.
Now, we analyze the trajectories produced by these singular controls in order to relate the time, the offset constraint, and the control amplitude. We assume that the control is positive with amplitude $u_{e} \leq u_{0}$. For a constant control, the evolution operator is given by a simple matrix exponential:

$$
\begin{align*}
\hat{U}\left(T_{e}\right)= & e^{T_{e}\left(u_{e} \hat{\epsilon}_{x}+\Delta \hat{\epsilon}_{z}\right)} \\
= & e^{T_{e}} \sqrt{u_{e}^{2}+\Delta^{2}}\left(n_{x} \epsilon_{x}+n_{z} \hat{\epsilon}_{z}\right) \\
= & \cos \left(T_{e} \sqrt{u_{e}^{2}+\Delta^{2}}\right) \hat{\mathbb{I}}+\frac{\sin \left(T_{e} \sqrt{u_{e}^{2}+\Delta^{2}}\right)}{\sqrt{u_{e}^{2}+\Delta^{2}}}\left(u_{e} \hat{\epsilon}_{x}+\Delta \hat{\epsilon}_{z}\right) \\
& +\left(\cos \left(T_{e} \sqrt{u_{e}^{2}+\Delta^{2}}\right)-1\right) \frac{u_{e} \Delta}{u_{e}^{2}+\Delta^{2}} \hat{\epsilon}_{y} \tag{5.15}
\end{align*}
$$

where $\left(n_{x}, n_{z}\right)$ is a unitary vector (figure 5.2). The condition for producing a rotation of angle $\phi$ at resonance is the following:

$$
\begin{equation*}
T_{e} u_{e}=\phi \tag{5.16}
\end{equation*}
$$

By using the rotation angle of the transformation: $T_{e} \sqrt{u_{e}^{2}+\Delta^{2}}$, it is direct to calculate the smallest offset $\Delta=\Delta_{e}$ that produces a $2 \pi$-rotation:

$$
\begin{equation*}
\Delta_{e}=\frac{1}{T_{e}} \sqrt{4 \pi^{2}-\phi^{2}} \tag{5.17}
\end{equation*}
$$

If the control amplitude is such that $u_{e}=u_{0}$, we denote respectively by $T_{0}$ and $\Delta_{0}$ the associated control duration and the smallest offset. In this case, the singular control is also regular and it is time optimal for the offset $\Delta_{0}$.

Proposition 6 (optimal control for $\Delta_{0}$ ): Let $\mathcal{C}_{\Delta}=\left\{0, \Delta_{0}\right\}$ be the offset ensemble. Assume a rotation of angle $\phi$ around $x$ at resonance. Then, the time optimal control is a bang pulse of amplitude $u_{0}$ and duration $T_{0}$.

Proof. The control is time optimum at resonance, but, is it possible to find a control that produces the same final state in the same time $T_{0}$ for an offset $\Delta<\Delta_{0}$ ? Without assumptions on the control (regular, singular, one or two-dimensional), we have:

$$
\begin{equation*}
\int_{0}^{T_{0}} \omega_{x}(t) d t \leq u_{0} T_{0} \equiv \phi \tag{5.18}
\end{equation*}
$$



Figure 5.2: The rotation axis $\vec{n}$ and the rotation angle $\gamma=T_{e} \sqrt{u_{e}^{2}+\Delta^{2}}$ defined by equation (5.15).

The equivalent class is determined by the ensemble of control that produces the same spectrum. This point is described in the paragraph on 2D-controls.

Then, the constant pulse is the only control that produces the desired transformation at resonance, thus it is not possible to find an offset smaller than $\Delta_{0}$.

This proposition is trivial, but it helps understanding the underlying mechanisms.

We have highlighted a very simple situation, where the optimal trajectory is both singular and regular. However, we still have to determine the time-optimal solution for $\Delta<\Delta_{0}$. For that purpose we have to consider regular and singular-regular trajectories. The case $\Delta>\Delta_{0}$ is not investigated because it concerns only large values of offsets. They are interesting for the design of robust pulses but not for ultra-selective pulses. However, in this latter case, it is not difficult to see that the optimal trajectory contains necessary regular arcs.

## Structure of regular pulses

This section focuses on regular trajectories. The Hamiltonian lift is integrated in order to determine the switching times, and the structure of the pulse is determined by a recurrence formula. Additionally, we study the case of a switching to a singular arc. Using the Hamiltonian lift and its time derivative (5.9), we compute:

$$
\frac{d}{d t}\left(\begin{array}{c}
l^{x}  \tag{5.19}\\
l^{y} \\
l^{z}
\end{array}\right)=\left(\begin{array}{c}
-\Delta l_{1}^{y} \\
\Delta l_{1}^{x}-\omega_{x} l^{z} \\
\omega_{x} l^{y}
\end{array}\right)
$$

Therefore, a regular control depends only on $l_{1}^{x}(t), l_{1}^{y}(t)$, and $l_{1}^{z}(t)$ (we recall the definition: $\left.\omega_{x}=u_{0} \operatorname{sign}\left(l^{x}\right)=u_{0} l^{x} /\left|l^{x}\right|\right)$. We deduce that regular pulses of the sets $\mathcal{C}_{\Delta}=\{0, \Delta\}$ and $\{\Delta\}$ are the same, i.e. the ensemble of regular control for two offsets, with one at resonance is identical to the ensemble of a single offset. The time optimal synthesis of this problem is studied in detail in [26] using the Hopf fibration.

Here we propose a simple analysis based on the solution of (5.19). By using (5.9), it is straightforward to determine $l_{1}^{y}(t)$ between two switchings:

$$
\begin{equation*}
l_{1}^{y}\left(t_{s}^{i}+t\right)=l_{1}^{y}\left(t_{s}^{i}\right) \cos (\Omega t)+\frac{l_{1}^{x}\left(t_{s}^{i}\right) \Delta-l_{1}^{z}\left(t_{s}^{i}\right) u}{\Omega} \sin (\Omega t), \tag{5.20}
\end{equation*}
$$

where $t_{s}^{i}$ is the time of the switching number $i, u= \pm u_{0}$ and $\Omega=\sqrt{u_{0}^{2}+\Delta^{2}}$. Then, a second time integration allows us to determine $l^{x}(t)$ as a function of the state of $\vec{l}_{1}$, at the last switching:
$l^{x}\left(t_{s}^{i}+t\right)=-\frac{\Delta}{\Omega}\left[l_{1}^{y}\left(t_{s}^{i}\right) \sin (\Omega t)+\frac{l_{1}^{x}\left(t_{s}^{i}\right) \Delta-l_{1}^{z}\left(t_{s}^{i}\right) u}{\Omega}(1-\cos (\Omega t))\right]$.
In order to simplify equations, we introduce the constant:

$$
\begin{equation*}
A=\frac{l_{1}^{x}\left(t_{s}^{i}\right) \Delta-l_{1}^{z}\left(t_{s}^{i}\right) u}{l_{1}^{y}\left(t_{s}^{i}\right) \Omega}, \tag{5.21}
\end{equation*}
$$

and we deduce the general form of the control as a function of system states at the switching number $i$ :

$$
\omega_{x}\left(t_{s}^{i}+t\right)=u_{0} \operatorname{sign}\left(-\Delta l_{1}^{y}\left(t_{s}^{i}\right)[\sin (\Omega t)+A(1-\cos (\Omega t)])\right.
$$

An example of regular control is plotted in figure 5.3. It remains to determine the duration of the bang: $t_{i}=t_{s}^{i+1}-t_{s}^{i}$. This is achieved by solving $l^{x}\left(t_{s}^{i}+t\right)=0$. This last equation can be expanded into:

$$
\begin{equation*}
\sin (\Omega t)+A(1-\cos (\Omega t))=0, \quad l_{1}^{y}\left(t_{s}^{i}\right) \neq 0, A \neq 0 \tag{5.22}
\end{equation*}
$$

The cases $l_{1}^{y}\left(t_{s}^{i}\right)=0$ or $A=0$ correspond to singular trajectories, according to equation (5.13). Therefore, the duration of the bang is given by:

$$
\begin{equation*}
t_{i}=\min _{k>0, t>0}\left[t=\frac{2}{\Omega}\left(k \pi-\arctan \left(\frac{1}{A}\right)\right)\right] . \tag{5.23}
\end{equation*}
$$

The structure of the control as a function of $A, \Omega t$, and $\operatorname{sign}\left(\Delta l_{1}^{y}\left(t_{s}^{i}\right)\right)$ is plotted in figure 5.4.

We deduce that the control is entirely determined by $l^{x}(t=0)$, $l_{1}^{y}(t=0)$, and $A(t=0)$. We also have $t_{i} \in\left[0, T_{0}\right]$.

The sequence of $t_{i}$ can be determined easily with a numerical computation. Several examples of sequences are plotted in figure 5.5 . We can see that the sequence is periodic and alternates between two different values.
Proposition 7 (Switching regular-singular): Let $\mathcal{C}_{\Delta}=\{0, \Delta\}$ be the offset ensemble. Assume $\omega_{y}=0 \forall t$, and a bang-bang regular arc at the beginning of the dynamics. Then, the regular arc cannot switch to a singular arc.

Proof. The proof is made in two steps. First we determine the time $t$ such that $l_{1}^{y}\left(t_{s}^{i}+t\right)=0$. From equation (5.20), we deduce:

$$
\begin{equation*}
\cos (\Omega t)+A \sin (\Omega t)=0 \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
t=\frac{1}{\Omega}\left(k \pi-\arctan \left(\frac{1}{A}\right)\right) . \tag{5.25}
\end{equation*}
$$

Equations (5.23) (definition of $t_{i}$ ) and (5.25) do not have joint solutions, then $l_{1}^{y}$ and $l^{x}$ cannot be simultaneously equal to zero. Thus, the conditions to obtain a bang-singular arc cannot be fulfilled.

## Distinction between singular and regular trajectories

Now that the two classes of admissible controls are well characterized, the goal is to determine the optimal solution. Without computing exactly a regular pulse (by determining the sequence of times $t_{i}$ ), it is possible to analyze analytically the differences


Figure 5.4: Structure of a regular control. If $\operatorname{sign}\left(\Delta l_{1}^{y}\left(t_{s}^{i}\right)\right)>$ 0 , the blue area corresponds to $+u_{0}$ and the light yellow area corresponds to $-u_{0}$. Otherwise, if $\operatorname{sign}\left(\Delta l_{1}^{y}\left(t_{s}^{i}\right)\right)<0$, the sign of the control is switched. The black line of the equation: $2 k-$ $2 \arctan (1 / A) / \pi$ determines the switching area. The graph must be read as follows. At time $t_{s}^{i}$, the control admits a certain value $A(\Omega t=0)$ (for example $A_{1}$ ). Then, the system evolves in a straight vertical line as $\Omega t$ increases. When it crosses the intersection between the blue and the yellow area, it returns to the position $\Omega t=0$, with potentially new values of $A$ and $l_{1}^{y}$ (for example $A_{2}$ ).


Figure 5.5: Examples of sequence of $t_{i}$ for 3 different initial conditions chosen randomly (equation (5.19)).
between the two cases and to reduce considerably the number of solutions.
Proposition 8 (non-optimality): Let us consider $\mathcal{C}_{\Delta}=\{0, \Delta\}$, and a single control $\omega_{x}$ of duration $T_{e}>T_{0}$ to produce a rotation of angle $\phi$ around $x$ at resonance. Then,

1. If the control is bang-bang with one, two or three switchings, there is no offset $\Delta<\Delta_{e}$, which produces the identity.
2. In the limit of an infinite number of switchings, such that for all small intervals $\left[t_{1}, t_{2}\right], \int_{t_{1}}^{t_{2}} \omega_{x}(t) d t=\frac{\phi}{T}\left(t_{2}-t_{1}\right)+o\left(\left(t_{2}-\right.\right.$ $\left.t_{1}\right)^{2}$ ), regular controls have the same behavior as a constant pulse of amplitude $u_{e}$ and duration $T_{e}$.


Figure 5.6: The two possible rotation axes involved in a regular control.


Figure 5.7: Example of regular control with 3 switchings. Each bang is characterized by an angle $\gamma_{i}$ and a vector $\vec{n}_{i}$. The product of consecutive bangs gives effective angles $\gamma_{i+j+. .}$ and effective vectors $\vec{n}_{i+j+\ldots}$. In this example, $t_{+}=t_{1}+t_{3}$ and $t_{-}=t_{2}+t_{4}$.

Proof. The proof uses proposition 14 (see appendix C). We consider a bang-bang pulse of duration $T_{e}$ with one or more switchings. Each bang is associated to a rotation angle $\gamma_{i}=$ $t_{i} \sqrt{u_{0}^{2}+\Delta^{2}}$ around an axis $\vec{n}_{i}$ (see figure 5.6). We also introduce the notation $\gamma_{i+j+k+\ldots}$ and $\vec{n}_{i+j+k+\ldots .}$ to denote effective rotation angles and rotation axes produced by the composition of several pulses $i, j, k, \ldots$. We also need the cumulative duration of positive and negative pulses, denoted $t_{+}$and $t_{-}$(see figure 5.7). Due to the problem constraints, we have $t_{+}+t_{-}=T_{e}$ and $t_{+}-t_{-}=T_{0}$.

1) First, let us focus on the case with one switching. Here, we do not take into account the control sign during the first bang. Following the proposition 14 , we deduce that a $\gamma_{1+2}=2 m \pi$ only if $\frac{\gamma_{1}-\gamma_{2}}{2}=k \pi$ and $\frac{\gamma_{1}+\gamma_{2}}{2}=n \pi$. This result uses the fact that an identity operator is parametrized by a unit quaternion of scalar part $\pm 1$. This condition can also be found by computing explicitly the solutions of $\operatorname{Tr}\left[\hat{U}_{2} \hat{U}_{1}\right]=3$ (figure 5.8). These are the only solutions because $\vec{n}_{1}$ and $\vec{n}_{2}$ are not collinear (see figure 5.6). Therefore:

$$
\begin{align*}
& \left(t_{1}-t_{2}\right) \sqrt{u_{0}^{2}+\Delta^{2}}=2 k \pi, k \geq 1  \tag{5.26}\\
& \left(t_{1}+t_{2}\right) \sqrt{u_{0}^{2}+\Delta^{2}}=2 n \pi, n \geq 1 \tag{5.27}
\end{align*}
$$

Additionally, we have the constraint: $t_{1}-t_{2}=T_{0}$. Then, inserting this equation into (5.26) gives:

$$
\begin{equation*}
T_{0} \sqrt{u_{0}^{2}+\Delta^{2}}=2 k \pi \tag{5.28}
\end{equation*}
$$

The smallest offset that verifies this condition is $\Delta_{0}$ (by definition). Consequently, there is no offset $\Delta<\Delta_{e}<\Delta_{0}$ that produces the identity with a bang-bang pulse (1 switching) of duration $T_{e}$.
2) The case with two switchings is more involved. Indeed the first two bang pulses can produce a rotation about an axis
collinear to the last rotation axis. More precisely, we have to consider the following solutions:

$$
\begin{align*}
& \vec{n}_{1+2} \neq \pm \vec{n}_{3}  \tag{5.29}\\
& \vec{n}_{1+2}= \pm \vec{n}_{3} . \tag{5.30}
\end{align*}
$$

In the first case, we must have:

$$
\left\{\begin{array} { l } 
{ \gamma _ { 1 + 2 } + \gamma _ { 3 } = 2 k \pi }  \tag{5.31}\\
{ \gamma _ { 1 + 2 } - \gamma _ { 3 } = 2 n \pi }
\end{array} \Rightarrow \left\{\begin{array}{c}
\gamma_{1+2}=2 k^{\prime} \pi \\
\gamma_{3}=2 n^{\prime} \pi
\end{array}\right.\right.
$$

The condition $\gamma_{1+2}=2 k \pi$ is similar to the case with one switching. Then we can sum (5.26) and $\gamma_{3}=2 n^{\prime} \pi$ in order to obtain:

$$
\begin{align*}
\left(t_{1}-t_{2}+t_{3}\right) \sqrt{u_{0}^{2}+\Delta^{2}} & =2\left(k^{\prime}+n^{\prime}\right) \pi  \tag{5.32}\\
\Rightarrow T_{0} \sqrt{u_{0}^{2}+\Delta^{2}} & =2 l \pi
\end{align*}
$$

The smallest offset is obtained for $l=1$, and it is $\Delta_{0}$. It remains the case with collinear rotation axes. An explicit computation of the product of evolution operators gives:

$$
\begin{aligned}
\operatorname{Tr}\left[\hat{U}_{1+2+3}\right]= & \frac{1}{4}\left(8 \cos (2 \theta) \sin ^{2}\left(\frac{\gamma_{2}}{2}\right) \sin ^{2}\left(\frac{\gamma_{1}+\gamma_{3}}{2}\right)\right. \\
& -8 \cos (\theta) \sin \left(\gamma_{2}\right) \sin \left(\gamma_{1}+\gamma_{3}\right) \\
& +3 \cos \left(\gamma_{1}-\gamma_{2}+\gamma_{3}\right)+3 \cos \left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) \\
& \left.+2 \cos \left(\gamma_{1}+\gamma_{3}\right)+2 \cos \left(\gamma_{2}\right)+2\right)
\end{aligned}
$$

A necessary condition to obtain $\operatorname{Tr}\left[\hat{U}_{1+2+3}\right]=3$ is: $\gamma_{2}=2 k \pi$. The same result can be deduced as well by computing the real part of the product of 3 unit quaternions:

$$
\begin{aligned}
\operatorname{Re}\left[\mathbf{q}_{1+2+3}\right]= & \cos \left(\gamma_{1}\right)\left(\cos \left(\gamma_{2}\right) \cos \left(\gamma_{3}\right)-\sin \left(\frac{\gamma_{2}}{2}\right) \sin \left(\frac{\gamma_{3}}{2}\right) \cos (\theta)\right) \\
& -\sin \left(\frac{\gamma_{1}}{2}\right)\left(\sin \left(\frac{\gamma_{2}}{2}\right) \cos \left(\gamma_{3}\right) \cos (\theta)+\cos \left(\gamma_{2}\right) \sin \left(\frac{\gamma_{3}}{2}\right)\right)
\end{aligned}
$$

The composition rules of the two other angles give: $\gamma_{1}+\gamma_{3}=$ $2 n \pi$. We can now use $T_{0}=t_{+}-t_{-}$to determine:

$$
\begin{align*}
& \left(t_{ \pm}-t_{\mp}\right) \sqrt{u_{0}^{2}+\Delta^{2}}= \pm 2(l-m) \pi \\
& \quad \Rightarrow T_{0} \sqrt{u_{0}^{2}+\Delta^{2}}=2 n \pi  \tag{5.33}\\
& \quad \Rightarrow \min \Delta=\Delta_{0}
\end{align*}
$$

3) With three switchings, the control is decomposed into 4 parts. However, it is more interesting to split it in two, and to study rotations $1+2$ and $3+4$ as single blocks. The conditions to produce the identity are:

$$
\vec{n}_{1+2} \neq \pm \vec{n}_{3+4} \Rightarrow\left\{\begin{array}{l}
\gamma_{1+2}=2 k \pi  \tag{5.34}\\
\gamma_{3+4}=2 n \pi
\end{array}\right.
$$

47 For that purpose, we consider a pulse of duration $T_{e}$, made of a regular arc of duration $t_{1}$ and a singular arc of duration $t_{2}$. The constraint at resonance gives: $u_{0} t_{1}+u_{e} t_{2}=\phi=T_{e} u_{e}$ $\Rightarrow T_{e}=t_{2}+t_{1} u_{0} / u_{1}$. For $\left|u_{e}\right|<u_{0}$, rotations axes $\vec{n}_{1}$ and $\vec{n}_{2}$ are different, and a necessary condition to produce a $2 \pi$ rotation is $\gamma_{1}+\gamma_{2}=2 \pi$. We define $\Omega(\Delta)=\sqrt{u_{e}^{2}+\Delta^{2}}$ and we deduce:
$\gamma_{1}=t_{1} \Omega(\Delta) \sqrt{\frac{u_{0}^{2}+\Delta^{2}}{u_{e}^{2}+\Delta^{2}}}=$ $t_{1} \Omega(\Delta) f$, and $\gamma_{2}=t_{2} \Omega(\Delta)$. By definition, we have $T_{e} \Omega\left(\Delta_{e}\right)=$ $2 \pi$, which is equal to $\gamma_{1}+\gamma_{2}=\Omega\left(\Delta_{e}\right)\left(t_{2}+t_{1} u_{0} / u_{e}\right)$. We compare $f$ and $u_{0} / u_{e}$ by computing their ratio:
$\sqrt{\frac{u_{0}^{2}}{u_{e}^{2}} \frac{u_{e}^{2}+\Delta^{2}}{u_{0}^{2}+\Delta^{2}}}=\sqrt{\frac{1+u_{0}^{2} X}{1+u_{e}^{2} X}}>1$, with $X=\Delta /\left(u_{0}^{2} u_{e}^{2}\right)$. Therefore, $\frac{\Omega(\Delta)}{\Omega\left(\Delta_{e}\right)}=\frac{T_{e}}{t_{2}+t_{1} f}>1 \Rightarrow \Delta>\Delta_{e}$. The smallest offset that can produce an identity transformation with a regular-singular pulse is larger than $\Delta_{e}$. Thus, these pulses are not optimal.

$$
\begin{equation*}
\vec{n}_{1+2}= \pm \vec{n}_{3+4} \Rightarrow \gamma_{1+2}+\gamma_{3+4}=2 m \pi \tag{5.35}
\end{equation*}
$$

For the first case, we proceed as in equation (5.32), and we prove that it is not possible. Therefore, as for 2 switchings, only the case with collinear axis is not trivial. From proposition 14, we deduce that two products of (two) rotations produce an effective rotation around the same axis, only if the angles are respectively equal (modulo $2 k \pi$ and a sign, but here, all angles are defined positive). Therefore:

$$
\begin{gather*}
\gamma_{1}=\gamma_{3} ; \gamma_{2}=\gamma_{4}  \tag{5.36}\\
\Rightarrow \gamma_{1+2}=\gamma_{3+4}=\pi \tag{5.37}
\end{gather*}
$$

This is possible only if:

$$
\begin{align*}
& \gamma_{1}+\gamma_{2}=(2 k+1) \pi  \tag{5.38}\\
& \gamma_{1}-\gamma_{2}=(2 n+1) \pi, \tag{5.39}
\end{align*}
$$

and we deduce that:

$$
\begin{equation*}
\left(t_{+}-t_{-}\right) \sqrt{u_{0}^{2}+\Delta^{2}}=2 m \pi \tag{5.40}
\end{equation*}
$$

And we recover the same result as the other cases.
4) Finally, we consider the second claim. This is a basic result of average Hamiltonian theory. We assume $M$ subdivisions of $\left[0, T_{e}\right]$. Because of our hypothesis, we have $\mathbb{T} e^{\int_{\sigma_{i}} d t\left(\omega_{x}(t) \hat{\epsilon}_{x}+\Delta \hat{\epsilon}_{z}\right.}=$ $e^{T_{e} \omega_{x} \hat{\epsilon}_{x} / M+o\left(T_{e}^{2} / M^{2}\right)} e^{T_{e} \Delta \hat{\epsilon}_{z} / M+o\left(T_{e}^{2} / M^{2}\right)}$. In the limit $M \rightarrow \infty$ we can use the Trotter formula (theorem 12, appendix C), which gives: $\hat{U}\left(T_{e}\right)=e^{T_{e}\left(u_{e} \hat{\epsilon}_{x}+\Delta \hat{\epsilon}_{z}\right)}$.

We could continue the calculations presented in the proof for $4,5,6, \ldots$ switchings, but the number of possibilities diverges. However, we conjecture that we always obtain the condition: $\left(t_{+}-t_{-}\right) \sqrt{u_{0}^{2}+\Delta^{2}}=2 n \pi$, which is not optimal. However, if the product of two "small" rotations about respectively $\vec{n}_{1}$ and $\vec{n}_{2}$ gives " a small rotation" about the vector defined by $\Delta_{e}$ and $u_{e}$, we can approximate a singular pulse by a regular one.

Following the same computation steps as above, we can show that singular-bang trajectories (or inversely) cannot be optimal. ${ }^{47}$.

Before the statement of a general conjecture, we investigate analytically the case of a 2-dimensional control field.

### 5.4.2 The two input case

For the moment, the study has been restricted to the single input case, but in this section, the results are extended to a system controlled by $\left(\omega_{x}, \omega_{y}\right)$.

The goal of the following paragraphs is to connect 1D and 2D
control fields, and to extend some of the previous results to the two input case. First, the scaling property of Fourier Transforms is extended to time-ordered exponentials and we use this property to connect 2D-regular controls to 1D singular controls.

First of all, let us rewrite the evolution operator of a regular control, defined by its amplitude $u$ and its phase generator $\theta$.

$$
\begin{align*}
\hat{U}\left(u_{0}, \theta, T, \Delta\right) & =\mathbb{T} \exp \left(\int_{0}^{T} u_{0}\left(\cos (\theta(t)) \hat{\epsilon}_{x}+\sin (\theta(t)) \hat{\epsilon}_{y}\right)+\Delta \hat{\epsilon}_{z} d t\right) \\
& =\mathbb{T} \exp \left(\int_{0}^{T} u_{0} e^{-\theta(t) \hat{\epsilon}_{z}} \hat{\epsilon}_{x} e^{\theta(t) \hat{\epsilon}_{z}}+\Delta \hat{\epsilon}_{z} d t\right) \\
& =e^{-\theta(T) \hat{\epsilon}_{z}} \mathbb{T} \exp \left(\int_{0}^{T} u_{0} \hat{\epsilon}_{x}+\left(\Delta+d_{t} \theta(t)\right) \hat{\epsilon}_{z} d t\right), \tag{5.41}
\end{align*}
$$

where the last equation is determined from theorem 13 (appendix C). Then, a 2 D regular control can be seen as a constant pulse, with a time-dependent offset. We recover the single input case with a change of frame. In the new frame, the offset is given by $u_{0}$ and the control is $\Delta+d_{t} \theta$. However, the "new control variable" is unbounded ${ }^{48}$. By using the same arguments as the ones in the proof of proposition 8 , we can assume that the constant pulse is optimal in the two input case. This intuition is reinforced by the next results. With equation (5.41), it is clear that the transformation can be rescaled in time and amplitude in order to produce the same transformation for a different offset, like usual constant pulses:

$$
\begin{gather*}
\hat{U}\left(u_{0}, \theta, T, \Delta\right)=\hat{U}\left(u_{e}, \theta^{\prime}, T^{\prime}, \Delta / a\right) \Rightarrow \\
e^{-\theta(T) \hat{\epsilon}_{z}} \mathbb{T} \exp \left(\int_{0}^{T} u_{0} \hat{\epsilon}_{x}+\left(\Delta+d_{t} \theta(t)\right) \hat{\epsilon}_{z} d t\right) \\
=e^{-\theta^{\prime}\left(T^{\prime}\right) \hat{\epsilon}_{z}} \mathbb{T} \exp \left(\int_{0}^{T^{\prime}} u_{e} \hat{\epsilon}_{x}+\left(\Delta / a+d_{t} \theta^{\prime}(t)\right) \hat{\epsilon}_{z} d t\right), \tag{5.42}
\end{gather*}
$$

with the change of variable $v=t / a$, we obtain:

$$
\begin{equation*}
e^{-\theta^{\prime}\left(T^{\prime}\right) \hat{\epsilon}_{z}} \mathbb{T} \exp \left(\int_{0}^{T^{\prime} / a} a u_{e} \hat{\epsilon}_{x}+\left(\Delta+d_{v} \theta^{\prime}(a v)\right) \hat{\epsilon}_{z} d v\right) . \tag{5.43}
\end{equation*}
$$

Thus, we naturally relate: $u_{0}=a u_{e}, T=T^{\prime} / a$, and $\theta^{\prime}(a t)=\theta(t)$. A completely symmetric transformation is obtained if $d_{t} \theta$ is a negligible function or a function equal to zero almost everywhere. [37, 141, 152]

Fast oscillating functions are good approximations of zero functions if their oscillations are in average close to zero for any sufficiently large integration domains [33]. Hence, we generalize proposition 8,2 ) for the two input case.

Furthermore, we can compute the singular controls in the twoinput case:
${ }^{48}$ Notice that a new Pontryagin Hamiltonian can be written using the Hamiltonian in the rotated frame $\hat{H}_{n}=$ $u_{0} \hat{\epsilon}_{x}+\left(\Delta_{n}+\phi(t)\right) \hat{\epsilon}_{z}$, where $\phi(t)=d_{t} \theta(t)$ is a new control variable. Since this control is unbounded, the optimal trajectory is a singular control of this new problem. Straightforward computations give: $l^{z}=0$, $l^{y}=0$ and $\phi=-\frac{\sum_{n} \Delta_{n} l_{n}^{x}}{l^{x}}$. This is another parametrization for regular trajectories of $\left(\omega_{x}, \omega_{y}\right)$.

Proposition 9 (time singular control $\mathbf{n}^{\circ}{ }^{2}$ ): Let $\mathcal{C}_{\Delta}=\{0, \Delta\}$ or $\mathcal{C}_{\Delta}=\{-\Delta, \Delta\}$ be the ensemble of offsets. Singular controls of the two-input case are given by the following parametrization:

$$
\begin{align*}
& \omega_{x}(t)=u \cos \left(\phi_{0} t+\phi_{1}\right)  \tag{5.44}\\
& \omega_{y}(t)=u \sin \left(\phi_{0} t+\phi_{1}\right), \tag{5.45}
\end{align*}
$$

where $u, \phi_{0}$, and $\phi_{1}$ are real constants.

Proof. Case $\mathcal{C}_{\Delta}=\{0, \Delta\}$ : From condition (5.12) and equation (5.9), we can determine:

$$
\begin{align*}
\omega_{x} & =\Delta \frac{l_{1}^{x}}{l^{z}}=\Delta \frac{l_{0}^{x}}{l^{z}}  \tag{5.46}\\
\omega_{y} & =\Delta \frac{l_{1}^{y}}{l^{z}}=\Delta \frac{l_{0}^{y}}{l^{z}}  \tag{5.47}\\
l^{z} & =\text { Cst. } \tag{5.48}
\end{align*}
$$

Then, by calculating explicitly $d_{t} \vec{l}_{0}$ we can compute the general form of $\omega_{x}$ and $\omega_{y}$.
Case $\mathcal{C}_{\Delta}=\{-\Delta, \Delta\}$ : The proof is similar. Using (5.9), we can compute $d_{t} \vec{l}$ and $d_{t} \vec{m}=d_{t}\left(\vec{l}_{1}-\vec{l}_{-1}\right)$. Then we show that $\omega_{x} \propto$ $m_{x}, \omega_{y} \propto m_{y}$, and we can determine them using sine and cosine functions.

From equation (5.41), it is straightforward to show that $\phi_{0}=$ $\phi_{1}=0$ and $u=u_{e}$ in order to produce a symmetric transformation. Therefore, we can expect that the constant pulse is also time optimal in these conditions. However, we do not have a proof of this statement, a proof can be established only by solving the complete problem, defined with $\mathcal{C}=\{-\Delta, 0, \Delta\}$. This is far more difficult. As a matter of fact, singular controls associated with the full problem are solutions of:

$$
\begin{align*}
\omega_{x} & =\frac{\Delta}{l_{z}} m_{x}  \tag{5.49}\\
\omega_{y} & =\frac{\Delta}{l_{z}} m_{y}  \tag{5.50}\\
\frac{d}{d t}\left(\begin{array}{c}
m_{x} \\
m_{y} \\
m_{z}
\end{array}\right) & =-\left(\begin{array}{c}
\Delta l_{0}^{y}-\omega_{y} m_{z} \\
\Delta l_{0}^{x}+\omega_{x} m_{z} \\
0
\end{array}\right)  \tag{5.51}\\
\frac{d}{d t}\left(\begin{array}{c}
l_{0}^{x} \\
l_{0}^{y} \\
l_{0}^{z}
\end{array}\right) & =-\left(\begin{array}{c}
-\omega_{y} l_{0}^{z} \\
\omega_{x} z_{0}^{z} \\
\omega_{x} l_{0}^{y}-\omega_{y} l_{0}^{x}
\end{array}\right) . \tag{5.52}
\end{align*}
$$

We do not have a general solution of this system, however, we can verify that constant pulses are solutions of the system.

## Summary and conjecture

Single input case:

1. Regular controls with a small number of switchings cannot be optimal.
2. In the continuum limit, they can reproduce the behavior of a singular (constant) pulse.
3. A regular arc cannot switch to a singular arc.

Two-input case:

1. A 2 D-regular pulse can be expressed with a single input system. A symmetric solution of the new problem is given by constant pulses.
2. 2D-singular pulses of $\mathcal{C}_{\Delta}=\{0, \Delta\}$ or $\mathcal{C}_{\Delta}=\{-\Delta, \Delta\}$ with symmetric spectrum are given by constant pulses.

Therefore, we conjecture that the time optimal solution is a constant pulse.

### 5.4.3 Numerical Analysis

In order to verify the conjecture, numerical investigations are performed. The goal is to solve the problem by "brute force" optimizations. We do not present numerical simulations for all the different cases investigated so far, but we focus on the most general problem defined with two controls $\left(\omega_{x}, \omega_{y}\right)$, and $\mathcal{C}=\{-\Delta, 0, \Delta\}$.

Two algorithms have been used, a shooting algorithm, based on the integration of (5.9) (section A.2.3), and the well-known GRAPE algorithm (section A.2.1). We restricted the shooting algorithm to regular controls, but the GRAPE can design both regular and singular extremals.

As a concrete example we choose $\Delta=\pi / 4$ and $u=1$ to produce a rotation of $\pi$ around the axis $x$. In this case, the pulse duration is a free parameter to determine. The control given by the shooting algorithm is plotted in figure 5.9, and the comparison with the best singular control is given in table 5.1.

The fast oscillating control phase (observed in figure 5.9) is in average constant. This is in agreement with the formula (5.41) and the proposition 8.

In order to understand the relation between the pulse duration and the offset selectivity, several optimizations at fixed final time have been performed for different offset values. Results are presented in figures 5.10 a and 5.10 b . We see that the curve of equation $T(\Delta)=\frac{1}{\Delta} \sqrt{4 \pi^{2}-\phi^{2}}$ defines the global minimum of $F$, and that the selectivity cannot be pushed below this curve. In order to verify the generality of these results, we proceed to several optimizations for different rotation angles and different pulse durations (offsets are fixed). These results are plotted in figure 5.11.


Figure 5.9: Control field determined by the shooting algorithm. $\omega_{x}$ : blue, $\omega_{y}$ : orange.

(a) Shooting Algorithm

(b) GRAPE

Figure 5.10: Optimal control landscape of $F$ as a function of the pulse duration $T$ and the offset $\Delta$, for selective $\pi$-rotation around $x$. The blue curve has the equation: $T(\Delta)=\frac{1}{\Delta} \sqrt{4 \pi^{2}-\phi^{2}}$. In the two figures, the cost is normalized and the contrast is adjusted to help the reading.

|  | Optimized pulse | Square pulse |
| :---: | :---: | :---: |
| $F$ | 0.035 | 0 |
| $T$ | 6.9097 | 6.9282 |
| $u$ | 1 | 0.4534 |
| $\int_{0}^{T} \omega_{x}(t) d t$ | 3.1934 | $\pi$ |
| $\frac{1}{T} \int_{0}^{T} \omega_{x}(t) d t$ | 0.4622 | 0.4534 |
| $\int_{0}^{T} \omega_{y}(t) d t$ | -0.0926 | 0 |

Table 5.1 - Main features of an optimized pulse and a square pulse for the offset $\Delta=\pi / 4$.


Figure 5.11: Optimal control landscape of $F$ as a function of the pulse duration $T$ and the angle of rotation $\phi$. We set $u_{0}=1$ and $\Delta_{0}=\sqrt{3}$. The blue solid line has for equation $T=\frac{1}{\sqrt{3}} \sqrt{4 \pi^{2}-\phi^{2}}$.


Figure 5.12: Spectrum of a locally robust selective pulse.

All these results are in agreement with the previous analytical results, and they confirm our conjecture.

### 5.5 Selective pulse with local robustness

In this section, two other situations are presented. In each case, a small area of robustness is considered. This area is defined by two neighborhood offsets with the same transformation. Since the problem complexity increases quickly with $N$, we focus on numerical calculations.

### 5.5.1 Case 1

In this section, we are interested in a standard situation, with a pulse robust on a small interval. In order to keep tractable computations, we choose the following ensemble of offsets:

$$
\mathcal{C}_{\Delta}=\left\{-\Delta_{2},-\Delta_{1}, \Delta_{1}, \Delta_{2}\right\} .
$$

An example of spectrum is plotted in figure 5.12. As in the previous section, the goal is to produce a rotation of $\phi$ for the first offset and the identity for the second. Using [26], we know that for $\Delta_{1}<\pi / 2$, the time optimal control to achieve a rotation is given by a regular control, with eventually several switchings. A maximum bound for the number of switchings has been calculated and the structure of the control depends on three numbers to determine (see [26] for more details). The optimal control is one-dimensional, then, for symmetry reasons, we consider only positive offsets. In this chapter, we assume that the optimal pulse has at most one switching. Hence, the control is determined by two numbers: $t_{1}$, the time before the switching, and $t_{2}$, the time after the switching. We also define $T=t_{1}+t_{2}$. The phase of the control is chosen positive at the origin. The proposition 14 gives
the following conditions to produce the identity.

$$
\begin{align*}
& \left(t_{1}-t_{2}\right) \sqrt{u_{0}^{2}+\Delta_{2}^{2}}=2 k \pi  \tag{5.53}\\
& \left(t_{1}+t_{2}\right) \sqrt{u_{0}^{2}+\Delta_{2}^{2}}=2 n \pi \tag{5.54}
\end{align*}
$$

Choosing $\Delta_{1}$ gives $t_{1}$ and $t_{2}$, and the ratio $k / n$ and $\Delta_{2}$. For the same reasons that constant pulses are optimal ultra-selective pulses, these bang-bang pulses should be optimal in this new situation.

The behavior of these locally robust controls have been investigated numerically. A similar graph as the one of figure 5.10b is produced. For that purpose, we used $\Delta_{1}=0.5, u_{0}=1$ and $\phi=\pi($ rotation around $x)$. The second offset $\Delta_{2}=\Delta$ and the pulse duration $T$ vary and the best control is determined in each situation. The result is shown in figure 5.13. The minimum time to generate the $\phi$ rotation is $T^{*}=5.9$, and we see that no field is found under this limit. Therefore, the case $n=1$ is not possible and only interesting solutions are found for $n>1$.

### 5.5.2 Case 2

The second example consists of a selective pulse robust for the identity. For that purpose, we consider an ensemble

$$
\mathcal{C}_{\Delta}=\left\{-\Delta_{2},-\Delta_{1}, 0, \Delta_{1}, \Delta_{2}\right\}
$$

and we consider a rotation of angle $\phi$ around $x$ at resonance. The other offsets correspond to the identity (figure 5.14). There is a trivial solution for $\Delta=\sqrt{(2 k \pi)^{2}-\phi^{2}} / T$, so we impose that $T\left|\Delta_{2}\right| \in\left[\sqrt{(2 \pi)^{2}-\phi^{2}}, \sqrt{(4 \pi)^{2}-\phi^{2}}\right]$. The time optimal pulse solution of the case 1 is not trivial, then we directly use a numerical approach. We chose a maximum control bound $u_{0}=1$, and we set $\Delta_{1}=\sqrt{3}$, and $\phi=\pi$. Then, we performed several optimizations with GRAPE for different pulse durations $T$ and different offsets $\Delta_{2}$. The minimum of Fidelity as a function of these two parameters is plotted in figure 5.15. We see that above the curve of equation:

$$
\begin{equation*}
T=\phi\left(1+\frac{\Delta_{1}}{\Delta_{2}-\Delta_{1}}\right), \tag{5.55}
\end{equation*}
$$

the algorithm always finds a very good solution. Therefore, we can consider that equation (5.55) defines a time optimal upper bound. We derived it with a heuristic approach from equation (5.41). As a matter of fact, the pulse duration must be scaled inversely to the offset scale. In this case, the offset of reference is $\Delta_{1}$ and we consider a second offset $\Delta_{2}$, which is free to move on the offset axis according to the scaling factor $\frac{\Delta_{2}-\Delta_{1}}{\Delta_{1}}$. Hence, we deduce that the time to perform the full transformation is approximately the minimum time to transform $\Delta_{1}$ plus the time induced by the scaling.


Figure 5.13: Optimal control landscape of $F$ as a function of the pulse duration $T$ and the offset of fidelity $\Delta$, for a locally-broadband selective rotation of $\pi$ around $x$. Blue curves are given by equation (5.54) for different values of $k$.


Figure 5.14: Spectrum of a locally robust selective pulse.


Figure 5.15: Optimal control landscape of $F$ as a function of the pulse duration $T$ and the offset $\Delta_{2}$, for a locally-broadband selective rotation of $\pi$ around $x$. Blue dashed curves are given by equation (5.54) for different values of $k$. Green dashed curves are given by equation (5.57). The gray curve is given by equation (5.55).


Figure 5.16: Optimal control field computed for $\Delta_{2}=1.13 \sqrt{3}$ and $T=5.34 \pi$. The blue solid line is $\omega_{x}$, the orange solid line is $\omega_{y}$. For this control, $F=5 \times 10^{-13}$.


Figure 5.17: Optimal control field computed for $\Delta_{2}=1.23 \sqrt{3}$ and $T=5.34 \pi$. The blue solid line is $\omega_{x}$, the orange solid line is $\omega_{y}$ and the black dashed line is the norm. For this control $F=9.9 \times 10^{-4}$.

However, good solutions can be found below the curve of equation ( 5.55 ). The landscape has a complex structure with areas of extremely small costs $\left(<10^{-13}\right)$ surrounded by areas of extremely large costs (around 1 , the maximum of $F$ ). Additionally, the transition between such areas is generally not smooth. Areas of good and bad fidelity can be described qualitatively by two functions. The first one is the usual law of square pulses:

$$
\begin{equation*}
T=\frac{1}{\Delta_{2}} \sqrt{4 k^{2} \pi^{2}-\phi^{2}} \tag{5.56}
\end{equation*}
$$

The second one is given by the function that defines the control phase switching in the optimal control of a single offset (see proposition 6 in [61]):

$$
\begin{equation*}
T=-\frac{(4 n \pm 1) \pi}{\Delta_{2}} \tag{5.57}
\end{equation*}
$$

These two equations give respectively low and high values of $F$ near $\Delta_{2} \simeq \Delta_{1}$, and near ( 5.55 ). However, we observe a switching around half the distance of these two extremities.

This switching is not fully understood yet, but we can conjecture that this latter is related to a switching between singular and regular solutions. Two examples of control (of same duration $T=5.34 \pi$ ), taken on both sides of the "bad cost area", are plotted in figures 5.16 and 5.17. The optimal trajectory seems to be singular in 5.16, and regular in 5.17 . The difference between the curves shows the variety of the solutions.

### 5.6 Discussion \& conclusion

In this chapter, we studied several cases of selective pulses with geometrical and numerical tools of OCT.

For the first case, we have computed singular and regular trajectories for the time minimization problem. Singular arcs correspond to constant pulses. A study based on analytical and numerical computations has shown that regular pulses cannot produce a more selective transformation than a constant pulse. This point can be understood heuristically with a simple geometric argument: a rotation produced by a $S O(3)$-transformation can be seen as a trajectory on a sphere, where each rotation produces a small arc $[96,18,44]$. The product of two rotations defines a spherical triangle on this sphere. Therefore, due to the triangle inequality, the effective rotation angle must be equal or smaller than the sum of the two rotation angles $(\gamma \leq \alpha+\beta$, see figure 5.18). In the selectivity problem, the goal is to produce the identity, or equivalently, a $2 \pi$-rotation, as quickly as possible. Regular controls produce exactly the opposite effect, because, the successive product of rotations is an effective rotation, with an angle smaller than the sum of the primitive angles. Thus they cannot be time-optimal.

These results must be compared with another recent study of optimal selective state-to-state transfer in magnetic resonance [169]. The system used in this study is slightly different: Two spins are assumed to be initially at the north pole of the Bloch sphere, and the goal is to steer a spin of offset $-\Delta$ towards the equator (or the south pole), while bringing back the other spin, with offset $+\Delta$, to the initial state. For this system, the optimal solution is a concatenation of two regular arcs, separated by a singular arc. Moreover, with this system, singular controls are zero. This drastic change of structure is explained by the smaller number of variables required to parametrize a vector than a rotation matrix. The system is less constrained, and there exist faster trajectories than the constant pulse solution.

The second part of this work is devoted to two other selectivity problems with additional robustness constraints. This constraint is introduced with additional offsets in $\mathcal{C}_{\Delta}$, which must produce either a rotation of $\phi$ or the identity. The introduction of a local robustness leads to a new control strategy. As a matter of fact, one needs to cancel the phase accumulation at the new offset frequencies. Thus, regular controls are particularly efficient for that purpose. Numerical calculations, and analytic results, show that regular controls are the optimal solutions in several situations. Nevertheless, we have also found cases where the optimal solution seems singular. The simultaneous presence of regular and singular solutions for the same system (but with different parameters) is a point to explore in future works.

Nevertheless, we found similar structures in the landscape of optimal solutions (figures 5.10b, 5.13, 5.15). The minimum time solution can be predicted with simple equations.

This study opens the way to a series of control problems. An interesting issue is to extend this analysis to a case with relaxation effects. In experiments, these effects can be neglected when the control duration is very short, but if one uses very long pulses (in order to produce a very selective excitation), the relaxation could not be negligible. The simultaneous control of two spins with relaxation has been studied recently [24] and singular trajectories have been analyzed in detail for the contrast problem. The selectivity problem can be viewed as a slightly modified contrast problem, and new non-trivial solutions could exist. The selectivity problem can also be tackled from the fingerprinting point of view. This is the topic of the next chapter.


Figure 5.18: Spherical triangle produced by two rotations about $\vec{n}_{1}$ and $\vec{n}_{2}$, with respective angles $\alpha$ and $\beta . \gamma$ is the effective angle of rotation.

## Chapter 6

## Optimal database design for Fingerprinting experiments

### 6.1 Introduction

The fingerprinting method is a well-known technique generally used for determining the identity of a person. The basic concept is illustrated in Fig. 6.1. The overall process can be decomposed into three different steps: (i) a fingerprint recording of an ensemble of subjects, (ii) the creation of a database (also called dictionary) where fingerprint images are associated with person identities, and (iii) a recognition process where a numerical search algorithm finds the closest database element to the fingerprint of an unknown subject. Assuming that fingerprints are different for each person, a mapping between fingerprints and persons can be defined, making possible the identification protocol. This idea can be generalized to any system, which has unique properties that can be revealed by a measurement process. This approach can be applied in a static setting, but also in a dynamical one where the system is subjected to an external control field. In this latter case, each element of the database corresponds to the time evolution of some observables under the action of the field, thus increasing the complexity of the fingerprints and the precision of the estimation. This idea has been recently adapted to Magnetic Resonance Imaging (MRI) for the identification of tissue parameters [110]. This initial investigation led to an impressive number of studies in this domain (see e.g. [130, 12] to cite a few). A crucial issue in this fingerprinting process is the design of the excitation field. A simple approach using a time-dependent random field was proposed in [110] in order to limit the correlations between the different fingerprints. However, this approach does not incorporate information about the system dynamics and the recognition process and is therefore not expected to reach its precision limit. To overcome this fundamental difficulty, we propose in this paper to combine a standard fingerprinting process with recently developed optimal control techniques in quantum control [63, 67, 87]. This Optimal Fingerprinting Process (OFP) allows us to maximize the efficiency of the identification and to minimize the errors made in the pa-


Figure 6.1: The fingerprinting principle: A physical system is identified by using a pattern recognition between a fingerprint measurement and the elements of a database.
rameter estimation. As an illustrative example, this method will be used to identify the relaxation parameters of a spin- $1 / 2$ particle. In this case, the estimation is made from a series of freeinduction decay signals induced by impulsive excitations of different intensities. Note also that the measurements we consider are classical as they result from a continuous measurement of a large number of quantum systems. Nevertheless, the same type of processes [107, 183] could be carried out with quantum measurements in quantum metrology [66,65]. Closely related but different concepts using external fields to estimate the parameters of quantum systems have also been developed in the past few years [ $63,64,149,150,149,103,102]$. The combination of optimization and fingerprinting techniques has been explored in recent works in MRI [12, 113].

The chapter is organized as follows. Section 6.3 describes the theoretical framework of the method. The technique is studied numerically in Sec. 6.4.1 to estimate its efficiency on spin system. The stability of the estimation in presence of noise is discussed and analyzed. Finally, the optimal fingerprinting process is demonstrated experimentally in Sec. 6.5 on a spin $1 / 2$ particle by using techniques of Nuclear Magnetic Resonance.

### 6.2 Notations

- Dictionary and Database are two synonyms words in this document. They refer to a collection of entities (functions, images, words..) associated to distinct physical systems. In the context of OFP, dictionary has a specific meaning : it is a set of $N$ possible measurements.
- $\mathcal{S}=\left\{S_{n}\right\}$ is the set of system physical parameters.
- $\mathcal{L}^{2}$ is a space of real square Lebesgue integrable functions.
- $\sigma_{n}$ is the partition number $n$ of $\mathcal{L}^{2}$.
- $\left\{f_{n}\right\}_{n=1 . . N} \subset \mathcal{L}^{2}$ is the dictionary.
- $N$ : size of the dictionary.
- $f_{n}$ is a function (an element) of the dictionary.
- $D[f, g]$ is the square distance between normalized functions $f$ and $g$.
- $(\cdot, \cdot)$ is the scalar product on $\mathcal{L}^{2}$.
- $\langle\cdot \mid \cdot\rangle$ denotes other scalar products, generally in Hilbert spaces.
- $\alpha_{n}[g] \in \mathbb{R}$ is the scaling factor of $g$ relatively to $f_{n}$.
- $g \sim_{n} \tilde{g}: g$ and $\tilde{g}$ belong to the same equivalent class.
- $\mathcal{C}_{n}^{\alpha}$ : an equivalent class $\alpha$ for $D$.
- g a function of $\mathcal{C}_{n}^{\alpha}$ such that $(\mathrm{g}, \mathrm{g})=1$.
- $C$ : Figure of merit.
- $A_{n}$ is the connection of the dynamical manifold associated to the system $n$.
- $u, \omega$ are the control fields ( $\omega$ is used in the Bloch equation).
- $\hat{U}_{n}(0, t)$ : evolution operator from 0 to $t$ for the system $n$.
- $\hat{U}_{n}^{k}$ : evolution operator from the pulse $k-1$ to the pulse $k$ for the system number $n$.


### 6.3 Theoretical framework

The optimization problem related to a fingerprinting experiment is not standard. Instead of bringing an initial state to a final one in minimum time or energy, we aim at generating a database (dictionary) that maximizes the efficiency of the recognition process. Therefore, the target is not an element of a vector space, but rather an unknown set of vectors, connected by dynamical properties ${ }^{49}$. This optimization is not trivial at all, and the figure of merit to maximize depends strongly of the measurement protocol. In order to obtain a well-defined problem, it is necessary to define rigorously the recognition process. Then, optimization procedures are investigated.

### 6.3.1 The recognition process

We consider three different sets:

- a space of real square integrable functions $g$, with $g:[0, T] \mapsto$ $\mathbb{R}^{d}$. This space is the set of all the possible measurements and $d$ is the number of components of $g$.
- a set $\mathcal{S}$ of $N$ elements $\vec{S}_{n}$. Each $S_{n}$ is a $p$-tuple of values of the $p$ physical parameters to estimate, $S_{n}=\left(S_{1}(n), \cdots, S_{p}(n)\right)$.
- a set of $N$ time-dependent functions $f_{n}:\left\{f_{n}\right\}_{n=1, \cdots, N}, f_{n}:$ $[0, T] \mapsto \mathbb{R}^{d}$. This set is the dictionary used in a fingerprinting process.

The space of possible measurements is partitioned into $N$ different subsets, $\left\{\sigma_{n}\right\}_{n=1, \cdots, N}$. A function $f_{n}$ of the dictionary is associated with each element $\sigma_{n}$ (figure 6.2). Ideally, the partitioning satisfies the constraints:

1) $f_{n} \in \sigma_{n}$ and $\forall k \neq n, f_{n} \notin \sigma_{k}$,
2) $\forall g \in \sigma_{n}, D\left[f_{n}, g\right]<D\left[f_{k}, g\right]$. If $D\left[f_{n}, g\right]=D\left[f_{k}, g\right]$, then $g$ belongs to the joined boundary between $\sigma_{n}$ and $\sigma_{k}$.

The functional $D$ is defined by:

49 As explained below, initial and final states are not fixed, they are free to move in the entire space. The relevant quantity is the distance between the vectors.

$$
\begin{equation*}
D\left[f_{n}, g\right]=\left\|\frac{f_{n}}{\left\|f_{n}\right\|}-\frac{g}{\|g\|}\right\|^{2} \tag{6.1}
\end{equation*}
$$

$D$ is the square of the distance between two normalized functions. The first function, $f_{n}$, belongs to the dictionary, and $g$, is the result of a measurement. $\|f\|$ refers to the norm of $f$, defined by $\|f\|=$ $\sqrt{(f, f)},(\cdot, \cdot)$ being the scalar product. In the continuous case, the scalar product of two functions $f(t)$ and $g(t)$ can be defined as $(f(t), g(t))=\int_{0}^{T} f(t) g(t) d t$.

Definition 6 (recognition process): The recognition process consists of associating a function $g$ to an element $\sigma_{n}$ of the partition. To each $\sigma_{n}$ is attached a set of values of the physical parameters $S_{n}$. A bijection can thus be defined between a partition and a specific physical system.

The recognition process can be mathematically defined as follows:

$$
\begin{equation*}
f_{m}=\arg \left[\min _{n=1, \cdots, N}\left(D\left[f_{n}, g\right]\right)\right] \tag{6.2}
\end{equation*}
$$

Equation (6.2) means that the function $f_{m}$ associated with $g$ is the one minimizing $D\left[f_{n}, g\right]$ over all the possible functions $f_{n}$. Note that the functional $D$ can also be written as:

$$
\begin{equation*}
D\left[f_{n}, g\right]=2\left(1-\frac{\left(f_{n}, g\right)}{\left\|f_{n}\right\| \cdot\|g\|}\right) \tag{6.3}
\end{equation*}
$$

### 6.3.2 Figure of merit

## Definitions and theorems

It is worth noting that normalized functions are used in the definition of the functional $D$. This point is due to the fact that the measurement process is defined up to a scaling factor. The amplitude of the signal depends on many unknown parameters, such as the number of spins or the spectrometer sensitivity. The comparison theory/experiment is always performed in normalized units. From a mathematical point of view, this means that we do not consider a function but a class of functions. This paragraph is aimed at giving a rigorous framework to this issue. The main result is the simplification of the figure of merit from a functional to a real function of one real variable. This geometric description gives also an upper bound on the values of the figure of merit. We first define the equivalence classes of the functional $D$.

Definition 7 (Equivalence class): Two functions $g$ and $g^{\prime}$ are said to be equivalent and denoted $g \sim_{n} g^{\prime}$ if and only if $D\left[f_{n}, g\right]=$ $D\left[f_{n}, g^{\prime}\right]$. The equivalence class is given by $\mathcal{C}_{n}^{\alpha}=\left\{g, D\left[f_{n}, g\right]=\right.$ $\left.2\left(1-\cos \alpha_{n}\right)\right\}$, where $\alpha_{n}$ is the angle between $g$ and $f_{n}$, with $\left(g, f_{n}\right)=\|g\|\left\|f_{n}\right\| \cos \alpha_{n}$ (see Eq. (6.3)).

Note that the use of equivalence classes transforms the functional $D\left[f_{n}, g\right]$ defined over an infinite dimensional space into a simple function $D\left(\alpha_{n}\right)$ over $\mathbb{R}$ and the only relevant parameter is the angle $\alpha_{n}$. The use of equivalence classes allows us to rewrite $D$ as a simple function of $\alpha_{n}$ :

$$
\begin{equation*}
D\left[f_{n}, g\right]=2\left(1-\cos \left(\alpha_{n}\right)\right) \tag{6.4}
\end{equation*}
$$

The main difficulty from the optimization point of view is to define the concept of a good dictionary. In particular, the size of the dictionary is arbitrary and depends on the discretization used for the physical parameters. Since the parameters take their values in a continuous set, it is possible to consider a dictionary of arbitrarily large size. Furthermore, the dictionary must be independent on experimental imperfections because it is computed before the measurement process. We solve this problem with the following proposition: The best dictionary is the one that optimizes the recognition process. We introduce the following figure of merit $C_{N}$ to measure the quality of the dictionary.

Definition 8 (figure of merit OFP): The figure of merit $C_{N}$ for a dictionary of $N$ elements is given by the mean value of all the possible square distances between the functions $f_{n}$ and $f_{k}$ :

$$
\begin{equation*}
C_{N}=\frac{1}{2 N^{2}} \sum_{n, k=1}^{N} D\left[f_{n}, f_{k}\right] . \tag{6.5}
\end{equation*}
$$

As shown below, the normalization factor $2 N^{2}$ is chosen so that the upper bound of $C_{N}$ is 1 . Some properties of $C_{N}$ can be established. Equivalent classes allow us to formulate the problem into a simple geometric picture. The normalized functions $\overrightarrow{\mathrm{f}}_{n}=$ $f_{n} /\left\|f_{n}\right\|$ can be viewed as points belonging to a $(N-1)$ - sphere $S^{N-1}$ of radius 1 , and consequently the dictionary is a $(N-1)$ simplex. The distance between two vertices $\vec{f}_{n}$ and $\vec{f}_{k}$ is given by $\sqrt{D\left[\overrightarrow{\mathrm{f}}_{n}, \overrightarrow{\mathrm{f}}_{k}\right]}$. We are interested in the shape of the simplex that maximizes $C_{N}$ (i.e which maximizes the sum of the lengths of the edges). Examples of optimal solutions are plotted in figure 6.3. For $N=2$, it is obvious that the maximum is reached when $\overrightarrow{\mathrm{f}}_{1}=-\overrightarrow{\mathrm{f}}_{2}$. For the case $N=3$, it can be shown that the highest value of $C_{3}$ is obtained for an equilateral triangle where each angle $\alpha_{n k}$, with $\left(\vec{f}_{n}, \vec{f}_{k}\right)=\cos \left(\alpha_{n k}\right)$, is equal to $2 \pi / 3, \forall n, k$. For higher values of $N$, we get a regular simplex ${ }^{50}$ :

Theorem 1 (Optimal simplex): The optimal simplex is given by the set of functions $\left\{\vec{f}_{n}\right\}_{n=1, \cdots, N}$ corresponding to a $(N-1)$ - regular simplex of radius 1. The upper bound of $C_{N}$ is equal to 1 .


Figure 6.3: Geometric representation of the optimal solution for $N=2$ and $N=3$.

50 Theorem 1 does not take into account dynamical constraints imposed by the physical system. In practice, this optimal configuration might not be reached.

[^2]point of the hypersphere of radius 1 . We have:
$$
\sum_{n, k=1}^{N}\left\|\overrightarrow{\mathrm{f}}_{n}-\overrightarrow{\mathrm{f}}_{k}\right\|^{2}=2 N^{2}-2 \sum_{n, k=1}^{N}\left(\overrightarrow{\mathrm{f}}_{n}, \overrightarrow{\mathrm{f}}_{k}\right)
$$

Since

$$
\left\|\sum_{n=1}^{N} \overrightarrow{\mathrm{f}}_{n}\right\|^{2}=\sum_{n, k=1}^{N}\left(\overrightarrow{\mathrm{f}}_{n}, \overrightarrow{\mathrm{f}}_{k}\right)
$$

we deduce that

$$
\sum_{n, k=1}^{N}\left\|\overrightarrow{\mathrm{f}}_{n}-\overrightarrow{\mathrm{f}}_{k}\right\|^{2}=2 N^{2}-2\left\|\sum_{n=1}^{N} \overrightarrow{\mathrm{f}}_{n}\right\|^{2}
$$

This expression shows that the maximum value of $\sum_{n, k} \| \vec{f}_{n}-$ $\vec{f}_{k} \|^{2}$ is $2 N^{2}$, i.e. the inverse of the normalization factor of $C_{N}$. We obtain that $C_{N} \leq 1$. The maximum value is reached for $\sum_{n=1}^{N} \vec{f}_{n}=0$. This is the equation of the simplex barycenter, which is equal to zero for a regular simplex [77].
It is possible to generalize the figure of merit to optimize by adding weighting coefficients $\mu_{n k}$ such as:

$$
\begin{equation*}
C_{N}=\frac{1}{2 N^{2}} \sum_{n, k=1}^{N} \mu_{n k} D\left[f_{n}, f_{k}\right] \tag{6.6}
\end{equation*}
$$

But in this case, the optimal simplex is not regular anymore and edge lengths are determined by the coefficients.

## Discussion about the figure of merit

The definition of the functionals $D$ and $C$ are quite subjective, and other definitions are possible. Many different possibilities have been investigated. In this section, we come back to the different criteria and the different definitions of $D$ and $C$ we investigated. Comparisons are presented in table 6.1.

Figures of merit can be classified according to the two following criteria:

- The figures of merit, which take into account the experimental scaling factor, and the ones which do not.
- The ones based on the distance between functions, and the ones based on their scalar product ${ }^{51}$.

In order to explain the choice made in this work, we summarize the investigations:

- The introduction of a scaling factor during the optimization is a crucial point. When the latter is considered, the gradient $\delta C / \delta u$ is very complicated, and it is almost impossible to derive analytic expressions. Despite this rise of complexity, the scaling factor is necessary. Otherwise, the choice
of the normalization becomes arbitrary and a control field could appear extremely good with a specific choice of normalization and absolutely disastrous with another choice. Indeed, saying that "a dictionary is good" is very "vague", since many different configurations can satisfy the optimal conditions. Fixing the scaling factor reduces the number of possibilities and allows us to perform well-defined optimizations.
- A curve recognition could be used with two different procedures : (1) by minimizing a distance, or (2) by maximizing the scalar product. Due to the well-known relation : $|a-b|^{2}=|a|^{2}+|b|^{2}-2\langle a, b\rangle$, the two approaches are similar, but the distance contains more information. We have noticed that in general, the scalar product leads to noninteresting solution. For example, suppose that the functions are not normalized during the optimization. Then, we can show that the simplest solution for the algorithm is to put the norm of the functions to zero. This solution is then trivial.... and useless. Now, if functions are normalized, the amplitude cannot go to zero, but we observe that the algorithm becomes unstable and depends strongly on the initial condition. The control landscape looks also more complex, and in practice it has been almost impossible to compute optimized fields with a real advantage over random fields.


### 6.3.3 Continuum limit

A better accuracy of the fingerprinting process can be obtained by increasing the size of the dictionary. However, this procedure has a limit in terms of computational time, in particular to find the global optimum of the problem since the complexity of the control landscape increases rapidly with $N{ }^{52}$. These numerical difficulties inherent to OFP can be avoided by using curve fitting in the post-measurement lookup stage. The fit is made with a minimization of $D[f, g]$ based on a descent gradient algorithm with respect to the physical parameters to identify. In this case, the control field is fixed and a discrete derivative is used to compute the gradient $\left\{\partial_{\lambda_{k}} D\left[f\left(\left\{\lambda_{k}\right\}\right), g\right]\right\}_{k=1 . . p}$. Numerical simulations reveal that this approach converges after 50 or 100 iterations. Note that this concept is close to the Levenberg-Marquardt Method [116], which is included in most of curve fitting codes.

An experimental example is displayed in Fig. 6.4, where we observe the fluctuations of the signal around a mean value. The experimental setup is modeled by considering a simulated noise added to the response of the system:

$$
\begin{equation*}
g(t)=\bar{g}+\epsilon \mathcal{N}(t), \tag{6.7}
\end{equation*}
$$

where $\bar{g}$ is the mean value of $g$ over many measurements, $\epsilon$ the standard deviation and $\mathcal{N}$, a Gaussian noise centered in 0 with a variance of 1 .


Figure 6.4: Time evolution of the experimental signal during a sequence of $350 \delta$-pulses. The signal is expressed in arbitrary units. The insert is a zoom showing the fluctuations of the signal. The parameter $k$ refers to the number of the pulse in the control process.
$5^{2}$ For example, if a precision of 1 ms (or 1 Hz ) in the measurement is needed, around $10^{8}$ dictionary elements must be computed in order to cover a sufficiently large parameter area. For sequences of 500 pulses, this represents more than 10 Tb of memory, and 1400 hours of CPU computation time.

|  | $\sum\left\\|f_{n}-f_{k}\right\\|^{2}$ | $\sum\left(\mathrm{f}_{n}, \mathrm{f}_{k}\right)$ | $\sum\left\\|f_{n}-\frac{\left(f_{n}, f_{k}\right)}{\left\\|f_{n}\right\\| \cdot\left\\|f_{k}\right\\|} f_{k}\right\\|^{2}$ | $\sum D\left[f_{n}, f_{k}\right]$ |
| :--- | :--- | :--- | :--- | :--- |
| + | intuitive, allows <br> analytic solution of <br> the control field | intuitive definition | take into account the <br> scaling factor | take into account <br> the scaling factor, <br> easy to work with |
| - | sensitive to the <br> choice of scaling <br> factor | defines a bad dic- <br> tionary from the <br> experimental point <br> of view | same problem as the <br> scalar product, too sen- <br> sitive to the initial field <br> during the numerical <br> optimization |  |
| $\sum\left\\|f_{n}-f_{k}\right\\|^{2}$ | - | - |  |  |
| $\sum\left(\mathrm{f}_{n}, \mathrm{f}_{k}\right)$ |  | Equivalent systems | - | Equivalent systems |
| $\sum\left\\|f_{n}-\frac{\left(f_{n}, f_{k}\right)}{\left\\|f_{n}\right\\| \cdot\left\\|f_{k}\right\\|} f_{k}\right\\|^{2}$ |  |  | Same symmetry group <br> and classes of equiva- <br> group and classes <br> of equivalence |  |
| $\sum D\left[f_{n}, f_{k}\right]$ | lence |  |  |  |

Table 6.1: List of advantages/drawbacks and the connections to the different definitions of $C$.

Note that performing an optimization on a dictionary of small size, and using the continuum limit does not preserve the optimality of the control field. However, in practice, only a local extremum of $C$ is reached by the numerical algorithm. The only important point is to improve in average the result of the recognition process.

### 6.3.4 Measurable functions for linear systems

Functions $f_{n}$ can be any time-dependent function that characterizes the output signal. They have the following properties:

$$
\begin{array}{cllc}
\mathcal{S} \times \mathcal{L}^{2}\left(\mathbb{R}^{k}, d t\right) & \longrightarrow\left\{f_{n}\right\}_{n=1 . . N} & \longrightarrow \mathbb{R} \\
S_{n} \times u & \longrightarrow & f_{n}[u] & \longrightarrow C[u]
\end{array}
$$

In this manuscript, we focus on systems whose dynamics are defined by a linear differential equation, like the Bloch or the Schrödinger equation. More precisely, the evolution is assumed to be of the form:

$$
\begin{equation*}
\frac{d \hat{U}_{n}(t)}{d t}=\left(A_{n}^{0}+u(t) A^{1}\right) \hat{U}_{n}(t) ; A^{0}, A^{1} \in \mathfrak{g} \tag{6.8}
\end{equation*}
$$

where $\mathfrak{g}$ is a Lie-algebra to specify. In order to use a gradient ascent algorithm (section A.2.1), functions $f_{n}$ are defined as dif-
ferentiable maps of $\hat{U}_{n}(t)$ into $\mathbb{R}^{d}$. An example is given by:

$$
f_{n}(t)=\left(\begin{array}{c}
\operatorname{Tr}\left[\hat{P}_{1} \hat{U}_{n}(0, t)\right]  \tag{6.9}\\
\operatorname{Tr}\left[\hat{P}_{2} \hat{U}_{n}(0, t)\right] \\
\cdots \\
\operatorname{Tr}\left[\hat{P}_{i} \hat{U}_{n}(0, t)\right] \\
\cdots \\
\operatorname{Tr}\left[\hat{P}_{d} \hat{U}_{n}(0, t)\right]
\end{array}\right)=\sum_{i=1}^{d} \operatorname{Tr}\left[\hat{P}_{i} \hat{U}_{n}(0, t)\right]\left|P_{i}\right\rangle
$$

where $\hat{P}_{i}$ is a projector, which specifies dynamical boundary conditions. More complicated maps could be considered. For example, if we measure the mean value of an observable, we can define:

$$
\begin{equation*}
f_{n}(t)=\sum_{i=1}^{d}\left(\int_{\{m\}} \operatorname{Tr}\left[\hat{P}_{i} \hat{U}_{n, m}(0, t)\right] d \rho(m)\right)\left|P_{i}\right\rangle \tag{6.10}
\end{equation*}
$$

where the label $m$ refers to a subsystem belonging to the global system $n: S_{n}=\cup_{m} S_{m}$ and $\rho$ is a probability measure. For example, in NMR, measurements are expressed as a mean value of the magnetization produced by several spins with different offsets. Concrete examples are given in section 6.4.

### 6.3.5 Summary of the optimization procedure

Optimization and measurement processes are summarized graphically in figure 6.6.


Figure 6.5: The OFP is composed of two different loops. The first loop (yellow arrows) is the standard fingerprinting process. A control field $u(t)$ is designed at the starting point of the loop. This field is applied to a physical system, which returns a specific response $g(t)$. On the other side, the response is computed numerically for an ensemble of physical systems with different values of the parameters. These simulations define a dictionary of functions $f_{n}(t)$. The recognition process allows us to find the best match between elements of the dictionary $f_{n}$ and the result of the measurement $g$. The second loop (orange arrows) describes the dictionary optimization. The optimization is performed for an ensemble of $N$ systems with different values of the parameters. An optimal control algorithm is used to maximize numerically the figure of merit.


Figure 6.6: The dictionary is composed of 4 elements regularly distributed in the interval $T_{1} \in$ [0.1, 0.5 ] s. Giving an optimal (d) and a random (h) control fields (the black and the red (dark gray) lines represent respectively $\omega_{x}$ and $\left.\omega_{y}\right)$, we can compute the associate square modulus of dictionary functions (c) and (g). The dictionary functions are dimensionless. The efficiency can be checked with the recognition maps $\left(T_{1}(m), T_{1}(n)\right) \mapsto D\left[f_{m}, f_{n}\right]$ in (b) and (f). The panels (a) and (e) show the distance between the elements of the dictionary and the system to identify ( $T_{1}=0.3 \mathrm{~s}$ ). The parameter $k$ refers to the number of pulses in the control process.

### 6.4 Application to spin systems

In order to apply OFP on spin systems for NMR experiments, we consider the Bloch equation with relaxation (1.54). The ensemble of parameters to determine is given by $\left(T_{1}, T_{2}, \Delta \omega, \bar{\omega}\right)$ where $\Delta \omega$ is the full width at half maximum (FWHM) of the $B_{0}$ offset distribution and $\bar{\omega}$ is the center of the distribution. We assume that the effect of the $B_{1}$ distribution is negligible (the coupling constant is set to $g=1$ for each spin and its dimension is absorbed in the definition of the control.). Functions of the dictionary are chosen to be the transverse magnetization:

$$
\begin{equation*}
f_{n}(t)=\binom{\bar{M}_{x}(t)}{\bar{M}_{y}(t)}=\binom{\int \rho\left(\Delta, \Delta \omega_{n}, \bar{\omega}_{n}\right)\langle x| U_{n}(\Delta, t)|z\rangle d \Delta}{\int \rho\left(\Delta, \Delta \omega_{n}, \bar{\omega}_{n}\right)\langle y| U_{n}(\Delta, t)|z\rangle d \Delta} \tag{6.11}
\end{equation*}
$$

At $t=0$, each spin is assumed to be in the state $|z\rangle$ (north pole of the Bloch sphere).

The control field is a sequence of Dirac pulses (with respect to $T_{1}$ and $T_{2}$ ):

$$
\begin{equation*}
\omega_{\mu}(t)=\sum_{k=1}^{N_{p}} \omega_{\mu, k} \delta(t-k T), \quad \quad \mu=x, y \tag{6.12}
\end{equation*}
$$

where $\omega_{\mu, k}$ is the amplitude of the $k$-th pulse, $N_{p}$ the number of pulses and $T$ the time between each pulse. This approximation leads to a straightforward time discretization of the system dynamics. The measured signal corresponds to the average magnetization just after each $\delta$ - pulse, $\left(\bar{M}_{x}^{(n)}(t=k T), \bar{M}_{y}^{(n)}(k T)\right)$ with $k=1, \cdots, N_{p}$. Under these assumptions, an analytic expression of the gradient is determined. Using its expression in GRAPE (section A.2.1) provides an important speed up of the overall process.

By inserting equation (6.11) into the figure of merit (definition 8) and using functional derivatives (theorem 15), The gradient is expressed as follows:

$$
\begin{equation*}
\frac{\delta\langle\mu| \hat{U}_{n}|z\rangle}{\delta \omega_{\mu, i}}=-\frac{2}{N^{2}} \sum_{n=1}^{N} \sum_{l>i} \mathbf{A}_{n} \cdot \frac{\delta f_{n}^{l}}{\delta \omega_{\mu, i}} \cdot f_{n}^{l}+\left(\sum_{k=1}^{N} \mathbf{B}_{n k} f_{k}^{l}\right) \frac{\delta f_{n}^{l}}{\delta \omega_{\mu, i}} \tag{6.13}
\end{equation*}
$$

with

$$
\mathbf{A}_{n}=\sum_{k=1}^{N} \frac{\left(f_{n}, f_{k}\right)}{\left\|f_{k}\right\| \cdot\left\|f_{n}\right\|^{3}} ; \quad \mathbf{B}_{n k}=\frac{1}{\left\|f_{k}\right\| \cdot\left\|f_{n}\right\|}
$$

and

$$
\frac{\delta f_{n}^{l}}{\delta \omega_{\mu, i}}=\langle\mu|\left(\prod_{k=i+1}^{l} \hat{U}^{k}\right) A^{\mu}\left(\prod_{k=1}^{i} \hat{U}^{k}\right)|z\rangle
$$

### 6.4.1 Numerical example

We first analyze the ideal situation of a homogeneous ensemble of spin- $1 / 2$ particles irradiated on resonance. For this first example the distribution of offset is assumed to be negligible. We
assume that $T_{2}=0.2 \mathrm{~s}$ is perfectly known, the goal being to estimate the value of $T_{1}=0.3 \mathrm{~s}$. To simplify the presentation of the results, we consider a simple database associated with four values of $T_{1}: 0.1,0.233,0.366$ and 0.5 s . Following the general procedure of OFP, we compute the optimal field for this dictionary in the case where all the coefficients $\mu_{m n}$ are set to 1 . The time $T$ is set to 10 ms . The efficiency of the optimal solution is benchmarked against a time-dependant random field as shown in Fig. 6.6, which displays the recognition map $\left(T_{1}(m), T_{1}(n)\right) \mapsto D\left[f_{m}, f_{n}\right]$ for the two databases and the time evolution of the different elements of the dictionary. The contrast of Fig. 6.6 gives a first quantitative measure of the precision of the recognition process. In this example, $C_{N}$ is equal to 0.06 for the optimal fields and 0.03 under the random fields. The minimum values of the recognition maps are respectively 0.019 and 0.001.

A first estimation of the value of $T_{1}$ can be made directly with the colorbars of Fig. 6.6 and leads to $T_{1} \simeq 0.366$ s. Better accuracy of the fingerprinting process can be obtained using the continuum limit (section 6.3.3). In the continuum limit, the minimization in the set $\left\{D\left[f_{n}, g\right]\right\}$ is replaced by a gradient descent algorithm that minimizes the distance $D\left[f\left(T_{1}\right), g\right]$. The gradient $\partial D\left[f\left(T_{1}\right), g\right] / \partial T_{1}$ is estimated numerically using finite differences. For the ideal system, we obtain $T_{1}=0.3 \mathrm{~s}$ both for the optimal and the random fields.

In order to verify the robustness of the method against the experimental noise, recognition process in the continuum limit has been made on a theoretical signal with an additive noise of amplitude $\epsilon$. Since the radius of the Bloch ball is normalized to $1, \epsilon$ can be interpreted as a percent deviation. Using optimal and random fields of Fig. 6.6, we optimize the parameter $T_{1}$ for different responses $g(t)$. The algorithm converges towards different values of $T_{1}$ for each response of the system. Figure 6.7 displays the mean value and the width of the $T_{1}$ - distribution (denoted by $\Delta T_{1}^{\text {OPT }}$ and $\Delta T_{1}^{\text {RAND }}$ for the optimal and random fields respectively) as a function of $\epsilon$. For each value of $\epsilon$, we consider 30 measurements $g(t)$ and the widths are determined by assuming a Gaussian distribution. This width can be interpreted as the accuracy of the corresponding estimation process. We observe in Fig. 6.7 that the gain can be very large with the optimization procedure, a factor of the order of 100 for $\epsilon=0.001$ is obtained. The random field fails to predict $T_{1}$ accurately, even for low noise amplitude. In a standard experiment, the amplitude of the noise is generally of the order of $1 \%$ of the maximum of the signal. This corresponds here to $\varepsilon=0.01$.

We also study the efficiency of OFP with respect to the Inversion Recovery approach (IR), which is a standard way to estimate the relaxation time $T_{1}$ [101]. IR is based on the successive application of a $\pi$ - pulse followed by a series of $\pi / 2$ - pulses at different times to measure the transverse magnetization. A fair comparison between the two estimation techniques is difficult and heavily depends on the features of the experimental set-up. For the IR, we


Figure 6.7: (top) Width of the distribution of the estimated $T_{1}$ values by the fingerprinting process (blue - optimal,red - random) as a function of the noise amplitude $\epsilon$, which is dimensionless. The dashed lines depict the mean values of the two distributions. The horizontal solid line is the value of the $T_{1}$ parameter. (bottom) Plot of the ratio $\Delta T_{1}^{\mathrm{RAND}} / \Delta T_{1}^{\mathrm{OPT}}$ of the width of the two distributions as a function of $\epsilon$.


Figure 6.8: Width of the distribution of the estimated $T_{1}$ values by OFP (dark gray or blue) and IR (light gray or red) as a function of the noise amplitude $\epsilon$, which is dimensionless. The dashed lines depict the mean values of the two distributions. The horizontal solid line is the value of the $T_{1}$ parameter.
consider a single-shot measurement process during a relaxation towards the thermal equilibrium state in which the longitudinal relaxation can be measured in an arbitrary short time with a noise added to the response of the system. Note that the waiting time between each acquisition is not included in this ideal approach, which overestimates the efficiency of a realistic IR. The response of the system is described as follows:

$$
g\left(t_{m}\right)=M_{z}\left(t_{m}\right)+\varepsilon \mathcal{N}\left(t_{m}\right)
$$

The time evolution of the longitudinal magnetization is given by a perfect inversion dynamics $M_{z}(t)=1-2 \exp \left[-t / T_{1}\right]$ with 120 times $t_{m}$ separated by 10 ms . The same noise and the same number of measurement points are therefore used for OFP and IR, which ensures a fair comparison. The results are displayed in Fig. 6.8 and show that OFP has a better accuracy than IR. For a $T_{1}$ value of 300 ms and a noise amplitude $\varepsilon=0.05$, OFP achieves a precision of the order of $\pm 0.05 \mathrm{~ms}$, whereas the precision of IR is larger than 2 ms . A gain of a factor of 4 in estimating $T_{1}$ is obtained. Since there is no steady state in OFP, this factor is expected to increase for longer pulse sequences.

### 6.4.2 "The microscope"



Figure 6.9: The figure shows the "microscope" property of the optimization. Each square and rectangle (■■■) symbolizes a different set of spin relaxation times $T_{1}, T_{2}$. An optimal control field $u=\left(u_{x}, u_{y}\right)$ is computed for each case in order to maximize the average distance between dictionary functions. In order to emphasize the superiority of the optimization, the recognition map $D\left[f_{n}, f_{k}\right]$ is plotted for each field and for a reference random field (the shape of this random field is not shown). The higher the contrast in a recognition map plot, the higher is the field efficiency. For each set, the optimal case provides higher contrast, showing the usefulness of the optimization.

Several optimizations over several dictionaries can be made in order to increase the efficiency of the fingerprinting process. It is possible to start the measurement protocol by using a dictionary
of a few elements spread in a large area of the parameter space. After the evaluation of the parameters, a new optimization can be performed with a new dictionary centered on the last measured values. This process can be iterated until a given accuracy threshold. The microscope property is illustrated in figure 6.9.

### 6.5 Experimental Results

As a proof of principle, the simultaneous estimation of the relaxation time $T_{2}$ and the distribution parameters of the offset inhomogeneities have been studied experimentally. We investigate this situation rather than the measurement of $T_{1}$ because it leads to non-trivial results. The offset distribution $\rho(\omega)$ is assumed to be Lorentzian:

$$
\begin{equation*}
\rho(\Delta) \propto\left(1+\frac{4(\Delta-\bar{\omega})^{2}}{\Delta \omega^{2}}\right)^{-1} \tag{6.14}
\end{equation*}
$$

where $\Delta \omega$ is the full width at half maximum (FWHM) and $\bar{\omega}$ the center of the distribution. The parameter $T_{1}$ was previously estimated to be 87 ms by inversion recovery [101]. The estimation of the parameter $T_{2}$ is a challenging issue because $T_{2}$ and $\Delta \omega$ are both responsible for the decay of the measured transverse magnetization. An effective transverse relaxation time $T_{2}^{*}$ defined by the relation

$$
\begin{equation*}
\frac{1}{T_{2}^{*}}=\frac{1}{T_{2}}+\frac{\Delta \omega}{2} \tag{6.15}
\end{equation*}
$$

is usually introduced in magnetic resonance to account for the two physical effects [101]: the transverse relaxation and the spin dephasing.

A specific optimal pulse sequence sensitive to $T_{2}$ for a spin ensemble with an average value of $\Delta \omega=20$ rad. ${ }^{-1}$ was designed. Note that only one control field along the $x$-direction is used to improve the convergence of the algorithm. Experiments were performed at room temperature on a Bruker Avance 600 MHz spectrometer. We have used the ${ }^{1} \mathrm{H}$ spins of $\mathrm{H}_{2} \mathrm{O}$ with $\mathrm{D}_{2} \mathrm{O}(99.9 \%)$ as a solvent in a Shigemi tube. $\mathrm{CuSO}_{4}$ is added as a $T_{1}$-shortening agent. The control field is a sequence of $N_{p}=500 \delta$-pulses separated by a time $T=10 \mathrm{~ms}$. The control field and the time evolution of the transverse magnetization are plotted in figures 6.10 and 6.11.

A reasonable match is found between the theoretical and the experimental results, which can be compared with the experimental error made in the measurement of the Bloch vector, as shown in Fig 6.11. Independent measurement based on a spin echo sequence leads to $T_{2}=60.5 \pm 0.5 \mathrm{~ms}$ and $\Delta \omega=28.5 \mathrm{rad} . \mathrm{s}^{-1}$. If we assume that the value of $\Delta \omega$ is known then OFP gives $T_{2}=60.4 \pm 3.6 \mathrm{~ms}$ and $\bar{\omega}=0.1 \pm 0.6 \mathrm{rad} . \mathrm{s}^{-1}$. In the general case, due to the correlations between $\Delta \omega$ and $T_{2}$, it was not possible to estimate the two parameters precisely.


Figure 6.10: Optimized control field along the $x$-direction $\left(\omega_{y}=\right.$ 0 ) to estimate the parameter $T_{2}$.


Figure 6.11: Time evolution of the simulated trajectories $M_{x}(t)$ and $M_{y}(t)$. The experimental data correspond to the gray areas around the numerical solutions, which give an estimation of the accuracy of the measurement.


Figure 6.12 - (Top) Minimum distance $D$ (defined in Eq. (6.3), $D$ is dimensionless) between the simulated and the experimental curves as a function of $\Delta \omega$. The dashed rectangle indicates the interval where $D$ is minimum. (Middle) Evolution of $T_{2}$ and $\bar{\omega}$ as a function of $\Delta \omega$. In the different panels, the blue and the red/yellow curves represent respectively the mean value of the signal and the upper/lower bounds of uncertainty. (Bottom) Plot of $1 / T_{2}$ as a function of $\Delta \omega$. In the interval $[20,38]$ rad. ${ }^{-1}$, the parameter $T_{2}^{*}$ is constant as shown by the dotted line.

As displayed in figure 6.12, we observe that the figure of merit $D$ is almost the same for $\Delta \omega \in[20,38]$ rad. $\mathrm{s}^{-1}$. On this interval, the value of $T_{2}^{*}$ is constant and in agreement with the experiment. Additional information would be required to estimate $T_{2}$ independently of $\Delta \omega$. From a computational point of view, it seems difficult to include different values of the bandwidth in the definition of the dictionary for improving the accuracy of the estimation. The same analysis was performed with several random sequences and we were not able to recover the right values of $T_{2}$ or $T_{2}^{*}$, showing thus the efficiency of OFP.

### 6.6 Conclusion

We have introduced in this work the principles of OFP with an application to spin dynamics. The optimization procedure provides a method to approach the physical limits of the protocol in terms of sensitivity. FP has several advantages over the conventional methods. It allows a quantitative estimation of multiple parameters at the same time (e.g. the times $T_{1}$ and $T_{2}$ ), while only information about a single parameter is traditionally achieved. This advantage must be tempered if several parameters are correlated. This aspect has been illustrated in Sec. 6.5 with the offset terms and the $T_{2}$ relaxation time. The repeated acquisitions of data for the standard techniques are replaced by a single-shot measurement process in FP, which can drastically reduce the overall time of the experiment [110]. Finally, FP is expected to be less sensitive to experimental imperfections and to the presence of noise. All these aspects are improved by the optimization procedure proposed in this chapter. As shown in Sec. 6.4.1, the better stability of OFP against noise perturbation is illustrated in a model example.

This analysis paves the way for further investigations in MRI and realistic in vivo experiments [16, 40, 99] in which the standard version of the fingerprinting process with random pulses has been applied with success [110]. The concept of OFP could also be transferred to other domains such as quantum optics and atomic and molecular physics. An example is given by the control of molecular alignment and orientation in which pulse shaping techniques have been applied with success [158]. The measure of the alignment could be used to estimate molecular parameters such as, e.g., the collisional relaxation rates [136, 172, 171]. Another aspect could be to explore the applicability of this approach in a dynamical feedback framework where the control field would be adjusted in real time according to the results of the measurements. Finally, it seems promising to combine this technique with other methods of data analysis such as Bayesian estimation [151] or Fisher information [12].

## Chapter 7

## Conclusion

This manuscript is organized as follows: The first part focuses on the optimal control of an inhomogeneous spin ensemble coupled to a cavity, while the second part is dedicated to two selectivity problems, the design of selective transformations in minimum time, and the optimal database design for fingerprinting experiments.

Part 1 In the first chapter, the theory of a spin ensemble coupled to a cavity has been introduced. In order to describe the similarities and the differences between cavity-QED and NMR, different models have been derived from non-relativistic Dirac equation. We have emphasized that in the two cases, equations of dynamics obey the same structure and they can be represented in terms of a Bloch equation. Then, collective effects and relaxation processes have been highlighted. Finally, the bad cavity limit has allowed us to derive semi-classical equations in terms of operator mean values. With the semiclassical model, an analogy is established between the NMR radiation damping and the super-radiance effect.

The second chapter is devoted to the numerical integration of quantum systems. Such a problem is challenging to solve, because the spin ensemble is composed of a large number of spins. Several numerical strategies have been proposed using specific numerical algorithms (split-Euler scheme or a low rank approximation) and an appropriate representation of the quantum system: Either a discretized ensemble or a continuous ensemble. To derive the representation of the spin ensemble, two approximations are made. In the first case, the spin distribution is discretized with the smallest possible sampling, and in the second case, we assume that the correlation between spins with different offsets is negligible such that we can represent the ensemble with a continuum. The main advantage of these approaches is to describe accurately the Purcell relaxation and collective effects by using quantum mechanics. Models are studied numerically with two physical examples: a Purcell relaxation and a FID. Additionally, we have demonstrated numerically that the discretized and the continuous model converge toward the semi-classical model in the weak-coupling regime, and in the large $J$-limit.

The third chapter focuses on the control of a spin ensemble coupled to a cavity. The first part of this chapter shows how the evolution operator can be rewritten in order to provide an intuitive understanding of the dynamics, and how the semi-classical regime can be derived. Based on this analysis, we have derived a systematic procedure for the design of control fields. With this approach, most of NMR state-of-the-art control sequences can be directly implemented in a cavity-QED setup. As a first application, non-linear generalized functions are used to derive simple and approximated control protocols. This idea allows us to generalize standard square pulses by a smooth function of compact support. In a second step, numerical algorithms are used to optimize pulses in the strong or the weak coupling (bad/good cavity) regimes. These optimal pulses are
required if the pulse duration is of the same order of magnitude as other characteristic times of the system. Few examples of applications are given such as a $T_{1}$-inversion recovery in the strong coupling regime, and a spin echo. Additionally, the theory is illustrated by an experimental measurement of the FID, using the new bump pulse.

Chapter 4 focuses on a very specific application: The maximization of the SNR during spin echo/CPMG experiments. Such experiments are performed in the weak coupling regime, so that the bad cavity limit can be used. In this limit, the dynamics are integrated analytically, and simple formulas for the SNR are derived. Then, we have demonstrated the existence of a non-trivial maximum according to the system parameters, and that robust optimal pulses allow us to maximize the SNR of a single spin echo. We also show that, short pulses (such as bump pulses) are the most efficient pulses for CPMG sequences.

Perspectives of this work are both experimental and theoretical. For the moment, only bump pulses have been implemented experimentally, and it is still a challenge to implement optimal pulses with a sufficient efficiency. Optimal pulses require a fine modulation of the intra-cavity field, at the limit of setup capacity. Moreover, some questions are still opened, such as the origin of the small disagreement observed between the theory and FID records. From the theoretical point of view, the bad cavity regime is well understood but the opposite regime remains to be explored. Optimal control in this regime is still at its beginning. To proceed further in this direction, it is necessary to work on a specific experiment. This could help us to choose a specific model (should we use a continuous distribution? What is the best quantum representation?), and a specific cost function for the optimization. This opens the door to the control of non-Markovian quantum systems, with a relatively simple and realistic system.

Part 2 Chapter 5 presents the problem of optimal selective transformations with time or energy constraints. The idea is to determine the pulse which produces offset-selective transformations in minimum time or minimum energy. For that purpose, the PMP is applied to an ensemble composed of two or three offsets. Two different classes of trajectories (control fields) are distinguished in optimal control theory: Regular and singular trajectories. In the case of two offsets ( 0 and $\Delta$ ), we have shown that singular pulses are constant and that regular controls with fewer than four bangs cannot be optimal. We have also demonstrated that regular controls converge toward a singular control in a specific limit. Then we have conjectured that regular control fields cannot be optimal, and this point is in agreement with the numerical calculations. Other cases are also investigated, with more offsets and more complicate excitation profiles (including local areas of robustness). In these other cases, the optimal trajectory is not singular anymore, and new structures occur in the control landscape. For instance, if one considers a control with a fixed duration, "jumps", i.e. transitions between different control strategies can appear as a function of offset parameters. This is due to periodicity conditions of the evolution operator.

Perspectives of this work are mostly turned toward more complicated systems (more complicated excitation profiles, higher number of offsets,...). Additionally, an interesting link between the selectivity problem and the robustness problem might exist. It will also be interesting to establish a connection between optimal trajectories found in the time-optimal selective state to state transfers [169], and time optimal selective universal rotation.

Finally, in chapter six, another selectivity problem is studied by considering fingerprinting experiments. A rigorous mathematical description of the recognition and the optimization processes is made. For an ensemble of different spins (each of them has different parameters, e.g. $T_{1}$ or $T_{2}$ relaxation times) and a specific control field, a database
composed of magnetization trajectories can be generated numerically, in order to analyze in a second step, a spin system. With a specific optimization procedure, we are able to find a control field which maximizes the distance between the trajectories, and thus, minimizes the error of the recognition process in presence of noise. The advantages of optimal database design over random control sequences and other standard measurement methods are demonstrated numerically and experimentally. Additionally, an experiment allows us to highlight the physical limit of the recognition process with correlated parameters (such as the $T_{2}$ relaxation time and the $B_{0}$ distribution).

Several directions can be taken in further works. The most important might be to implement Bayesian-optimization tools in the recognition process. It is also interesting to extend the method to systems with radiation damping. Indeed, the non-linear effects can reduce considerably the measurement accuracy. Another problem of interest is to generalize the method to interacting systems or with several $T_{1}, T_{2}$ parameters (per sample).

As a general perspective, we can mention the work that can be continued at the experimental level. Many results derived in this thesis are theoretical, and they are all closely related to experiments. Few experiments have already been done: experimental realizations of bump pulses and the proof of principle of fingerprinting optimizations, but many other experiments can be performed, like the control of spins in the good cavity regime or other fingerprinting experiments combined with NMR spectrum analysis.

## Part III

## Appendices

## Appendix A

## Optimal control theory

## A. 1 Geometric approach

Optimal control theory was officially born during the cold war, between the United States and the URSS. At that time, the motivation of both sides was to determine how aircrafts and rockets could reach a target in minimum time and energy consumption. These challenges were new and difficult because new fast planes were subjected to many non-linear effects. At the beginning, mathematicians of both sides were working in secret on these topics and they both introduced, from their own side, similar ideas. Then, it is difficult to say who is the "true father" of the theory, but something is sure, an important step forward was made when their works were gathered together. [129]. However the background of this theory is far older since it uses principles of variational calculus proposed by Lagrange, Euler, Bernoulli and Hamilton $[68,73,74]$. Optimal control theory can be seen as a sophisticated theory to determine the extremum of a function. Generally, a simple gradient analysis is sufficient to determine such extrema, but in the case of a system driven by a time-dependent function, the analysis is more involved and advanced mathematical tools are required.

The problems encountered in optimal control are similar to the ones of classical mechanics. For example, one could search for trajectories, which minimize the action. The solutions of this problem satisfy the well-known Euler-Lagrange equation. Another example is the one of the fastest trajectory, which connects two points in a homogeneous gravitational field. The solution was proposed by Newton, Leibniz, L'Hospital and the two Bernoulli brothers [15] and solutions are brachistochrone functions (figure A.1). Another issue is to determine constrained trajectories which minimize (or maximize) a function. Depending on the context (minimization or maximization), we call this function the cost or the figure of merit. In standard mechanical problems, constraints are given by the environment (for example, it is given by the gravitational field), but in more elaborate situations, constraints can be modified and chosen in order to reach the goal more efficiently (usually, we use the electromagnetic field).


Figure A.1: Extract of Bernoulli's book (1696), which shows different brachistochrone curves. In order to solve this problem, physicists and mathematicians had to elaborate the foundation of the current optimal control theory. These curves are the solution of the following problem formulated by Bernoulli: "Given two points $A$ and $B$ in a vertical plane, what is the curve traced out by a point acted on only by gravity, which starts at $A$ and reaches $B$ in the shortest time."

53 The system can be nonlinear

Then, it is not surprising that optimal control theory follows the path traced by physicists with the variational calculus. As in usual mechanics, different (and equivalent) formalisms can be adopted. Each of them provides a different point of view and sometimes, it can be interesting to switch from one formalism to another to solve a specific case study. In modern optimal control theory, we generally distinguish two approaches. The first one is based on Pontryagin principle. This approach can be seen as a classical Hamiltonian formulation of the control problem. As in classical mechanics, this formalism is based on constants of motion. Then, low dimensional problems can be solved by using simple geometric tools [25]. The second approach is based on Hamilton-Jacobi equation [166]. In that case, the cost function is the solution of an equation similar to the Schrödinger equation and its analysis is closer to the formalism of Quantum mechanics. This second approach is particularly interesting for control in noisy environment, and for that purpose, path integrals are powerful tools [182, 165].

Generally, an optimal control problem is defined by the following data:

- A system to control. The latter is defined by a state $x(t)$, an element of a vector space, and the state is the solution of a first order differential equation 53 of the form:

$$
\begin{equation*}
\frac{d}{d t} x(t)=f(x(t), u(t), t) \tag{A.1}
\end{equation*}
$$

where $u$ is the control and $f$ is a function which characterizes the dynamics. Of course, an initial state $x(0)$ must be specified to define a solution of this equation.

- A cost function (figure of merit) to minimize (maximize) $F$. The cost can be any function, which depends on the dynamics, but generally we use a cost of the form:

$$
\begin{equation*}
F=h\left(x\left(t_{f}\right), t_{f}\right)+\int_{0}^{t_{f}} f_{0}(x(t), u(t), t) d t \tag{A.2}
\end{equation*}
$$

The function $h$ is called the terminal cost. The second part of the cost function depends on the trajectory followed to reach the target state. In physical applications, $h$ defines the target state and $f_{0}$ is generally the time of the process or the energy of the control field.
For example, in most of quantum mechanics applications, we use $h=\left\langle\psi_{f} \mid \psi_{0}\right\rangle$, or $h=\left\|\psi_{f}-\psi_{0}\right\|$, or any function that allows us to describe a notion of distance between two vectors of the Hilbert space. This part of the cost function is maybe the most important one in the numerical approach, and it is crucial to control a spin ensemble because we are not sure we can reach the target state exactly. On another side, we usually use $f_{0}=1$ for a time minimization, because $\int_{0}^{t_{f}} 1 . d t=t_{f}$ is the simplest cost function that
describes the control duration. For an energy minimization, we use $f_{0} \propto\|u\|^{2}$.

## A.1.1 Hamiltonian formalism

In order to solve the optimal control problem, we follow the path of other generalizations of Hamilton formalism. For example, when Einstein introduced the notion of space-time, we had to generalize Hamilton formalism to 4-dimensional physical problems [142, 143]. In relativity, the time becomes a generalized coordinate and a momentum is assigned to this latter. In optimal control theory, we proceed in the same spirit: the control and the cost function are introduced as new generalized coordinates ${ }^{54}$. Then, we consider a vector of the configuration space $q=\left\{x, u, f^{0}\right\}$ and its associated momentum $p$ (we also use the name adjoint vector)[41]. In order to solve the dynamics, we introduce a function of $q$ and $p$, called Pontryagin's Hamiltonian:

$$
\begin{equation*}
H_{p}=\left\langle p \mid d_{t} q\right\rangle-L\left(q, d_{t} q\right) \tag{A.3}
\end{equation*}
$$

where $\langle. \mid$.$\rangle is the scalar product defined on the extended vector$ space of generalized coordinates. The Pontryagin's Hamiltonian lives in a phase space with a symplectic structure given by Hamilton's equations:

$$
\begin{align*}
\frac{\delta H_{p}}{\delta q_{a}(t)} & =-\frac{d}{d t} p^{a}(t)  \tag{A.4}\\
\frac{\delta H_{p}}{\delta p^{a}(t)} & =\frac{d}{d t} q_{a}(t)
\end{align*}
$$

where $a$ is the dimension indice in the configuration space, and covariant/contravariant tensor notations are used [170, 143]. However, as most of Hamiltonian systems, additional constrains are required. Frequently, there is no constraint on the derivative of the control (there is no constraint of the form $d_{t} u=\ldots$ ), then, we introduce the first class constraint 55 :

$$
\begin{align*}
p_{u}^{a} & =\frac{\delta L}{\delta d_{t} u_{a}(t)}=0 \forall t  \tag{A.5}\\
& \Rightarrow \frac{\delta H_{p}}{\delta u_{a}(t)}=0 \tag{A.6}
\end{align*}
$$

Imposing $p_{u}^{a}=0$ ensures that no artificial constraint is created on the control. Then, we talk about the weak Pontryagin Principle. By weak, we mean that no constraint is taken into account by the control, it is free to take any arbitrary real value (only the cost function and the dynamics of the system constrain the control in the optimization procedure). However, in many applications, the control field might be bounded such as $\|u\| \leq u_{0}$. Therefore, it is clear that the minimum of the cost function might not be a

54 The time is not necessarily introduced explicitly as a new generalized coordinate since the cost takes into account this degree of freedom. For example, if $F=\int_{0}^{t} d t$, then it is exactly the time coordinate.

55 Here, we introduce heuristically this constraint, which is nothing else than Pontryagin principle, and we see that it comes naturally with our definition, using simple arguments. However, a rigorous mathematics proof can be established [25]
${ }^{56}$ For example, the function $F=-u^{2}$ such as $u \in[-1,1]$ has a minimum on the interval boundaries and not in $d_{u} F=0$
57 This is the usual presentation of the PMP, as can be found in [166]. The presentation is a little bit different than the one presented so far. More precisely, there is no mention of an adjoint vector for the control.
smooth extremum, it is rather determined by the boundary of the control set ${ }^{56}$. In this new situation, the first class constraint must be extended and we talk about the Pontryagin Maximum Principle (PMP). The PMP was introduced heuristically by Pontryagin in the $50^{\prime}$. Nowadays, it has been proved with several approaches (see for example [49]) ${ }^{57}$ :

Theorem 2 (Pontryagin Maximum Principle): Let us consider the system

$$
d_{t} x=f(x(t), u(t), t),
$$

where $f: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is a continuous function and the control $u$ is a measurable bounded mapping $u:\left[0, t_{f}\right] \rightarrow U \subset \mathbb{R}^{m}$. $U$ is the ensemble of admissible controls, which connect an initial point $x(0)$ to a target state $x\left(t_{f}\right)$. The cost associated to a control $u$ on $[0, t]$ is defined by:

$$
F(u, t)=h(x(t), t)+\int_{0}^{t} f_{0}\left(x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}
$$

where $f^{0}: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ and $h: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ are continuous functions and $x($.$) is the trajectory of the system associated to the$ control u.
The optimal control problem is to find $u^{*}$ such as $F\left(u^{*}, t_{f}\right)=$ $\min _{u} F\left(u, t_{f}\right)$ and $x$ starts from an initial state $x(0)$ and goes to a desired target state $x\left(t_{f}\right)$. The final time $t_{f}$ can be fixed or not.

- if $u$ is optimal on $\left[0, t_{f}\right]$; then there exists a map $p:\left[0, t_{f}\right] \rightarrow \mathbb{R}^{n}$ absolutely continuous called adjoint vector, and a real constant $p^{0} \leq$ 0 , and a function:

$$
H_{p}\left(x, p, p^{0}, u, t\right)=\langle p(t), f(x(t), u(t), t) \mid+\rangle p^{0} f_{0}(x(t), u(t), t),
$$

which verifies Hamilton's equations (A.4). Moreover, we have the following maximization condition almost everywhere on $\left[0, t_{f}\right]$ :

$$
H_{p}\left(x, p, p^{0}, u^{*}, t\right)=\max _{u} H_{p}\left(x, p, p^{0}, u, t\right) .
$$

- If the final time is not fixed, we have the condition:

$$
\max _{u} H_{p}\left(x\left(t_{f}\right), p\left(t_{f}\right), p^{0}, u, t_{f}\right)=-p^{0} \frac{\partial h}{\partial t}\left(x\left(t_{f}\right), t_{f}\right)
$$

- If the initial and target states are two manifolds $M(t)$ of $\mathbb{R}^{n}$ with tangent spaces in $x(0)$ and $x\left(t_{f}\right)$, then the adjoint vector can be constructed in order to verify the transversality conditions (or just one of the two):

$$
p(0) \perp T_{x(0)} M(0),
$$

and

$$
p\left(t_{f}\right)=p^{0} \frac{\partial h}{\partial t} \perp T_{x\left(t_{f}\right)} M\left(t_{f}\right) .
$$

## Definition 9 (regular, singular, abnormal):

- if the control verifies $\frac{\delta H_{p}}{\delta u_{a}(t)}=0$ on an interval $I \in\left[0, t_{f}\right]$, the control and its associated trajectory are called singular.
- if the control verifies $\|u\|=u_{0}$ on an interval $I \in\left[0, t_{f}\right]$, the control and its associated trajectory are called regular.
- if $p^{0}=0$ the system is abnormal, otherwise, it is normal.

If the system is abnormal, the Pontryagin Hamiltonian does not depend on the cost function $f_{0}$. Then, the optimal trajectory is intrinsic to the system. For time optimal trajectories, abnormal and normal trajectories are the same.

As we can see, the PMP gives necessary conditions on the control to be optimal. These conditions also exist in the original formulation of the problem, but here, the Hamiltonian structure allows us to classify the trajectories and it gives us powerful tools to search which trajectory(ies) is(are) optimal.

For example, if we are interested in time optimality of an autonomous system, the Hamiltonian is a constant of motion, and one can choose the transversality condition such as:

$$
\begin{equation*}
\forall t \in\left[0, t_{f}\right], \max _{u} H_{p}\left(x(t), p(t), p^{0}, u\right)=0 \tag{A.7}
\end{equation*}
$$

Moreover, if the system is linear, we can compute regular controls. In this case, the Hamiltonian can be written in the form: $H_{p}=$ $\sum_{a} u_{i} \cdot l^{i}+l^{0}$, where $l^{i}$ and $l^{0}$ are functions that depend explicitly on the system state and its adjoint state, but they do not depend explicitly on the control. Equations for 1D or 2D control fields are different. We start with the single input case ( $H_{p}=u . l^{1}+l^{0}$ ). We can use the fact that $l^{1}$ and all its derivatives are equal to zero on an interval. The computation of the derivatives can be done with the Poisson Brackets ${ }^{58}$ :

$$
\begin{align*}
& 0=l^{1}  \tag{A.8}\\
& 0=d_{t} l^{1}=\left\{l^{1}, l^{0}\right\}  \tag{A.9}\\
& 0=d_{t}^{2} l^{1}=\left\{\left\{l^{1}, l^{0}\right\}, l^{0}\right\}+u\left\{\left\{l^{1}, l^{0}\right\}, l^{1}\right\} . \tag{A.10}
\end{align*}
$$

Generally, an explicit computation of the Poisson Bracket allows us to determine easily the set of singular trajectories. Notice that these results can be generalized for arbitrary even dimension [25].

For the two-dimensional input case (or odd dimension), we use the fact that $l^{0}=0$ (because $d \delta H_{P} / \delta u(t)=0$ ) and the Poisson brackets to determine:

$$
\begin{equation*}
\left\{l^{j}, l^{0}\right\}+\sum_{i=0}^{n-1}\left\{l^{j}, l^{i}\right\} u_{i}=0 \tag{A.11}
\end{equation*}
$$

By using the conditions listed above, we can compute regular, singular or regular-singular trajectories and then, we can evaluate the ones which are optimal. This task is generally very difficult and numerical algorithms are generally used.
${ }^{58}\{A, B\}=\sum_{i=1}^{n} \frac{\delta A}{\delta q_{i}(t)} \frac{\delta B}{\delta p^{i}(t)}-$
$\frac{\delta B}{\delta q_{i}(t)} \frac{\delta A}{\delta p^{i}(t)}$

## A.1. 2 Hamilton-Jacobi formalism

This section is devoted to a short presentation of the HamiltonJacobi formalism. Since this formalism has not been used to solve concrete problems in my thesis, I do not enter into the details, but I would like to say a few words about this formalism because there is a nice interpretation in terms of a quantum mechanical system. More precisely, solving an optimal control problem with this formalism can be seen as solving a quantum mechanical problem in the first quantization framework [41]. First of all, in the Hamilton-Jacobi formalism, it is necessary to define the Hamilton function[144]:

$$
S\left(x(t), u(t), t, x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right)=\int_{t}^{t^{\prime}} f_{0}\left(x(s), u(s), d_{s} x(s), d_{s} u(s), s\right) d s .
$$

This quantity is very similar to the action $S[x]$. However, they are different in the sense that the action is a function of the full trajectory $x$ and the Hamilton function is a function of generalized coordinates at the boundaries of the time interval. By using Hamilton or Euler-Lagrange equations, we can show that the dynamics can be rewritten into the form:

$$
\begin{equation*}
\frac{\partial S}{\partial t}+H_{p}\left(t, x, u, \frac{\partial S}{\partial t}\right)=0 \tag{A.12}
\end{equation*}
$$

This equation is called the Hamilton-Jacobi equation. When the Hamilton function describes a wave packet, $S$ is the wave function of a quantum system and the function $H_{p}$ is rewritten into the form of a linear differential operator. Therefore, the Hamilton function of the extended system $\{x, u, t\}$ can be considered as the "quantum state of the control problem". A powerful method to solve such problems is to use path integrals. Such integrals, and more precisely the numerical algorithms used for their computation have been used for control problems in a noisy environment and robotics [182, 165].

As an example of Hamilton-Jacobi equation, the case of a classical free particle is considered. The action is 59 :

$$
\begin{equation*}
S[x]=\int d t \frac{1}{2} m\left(d_{t} x\right)^{2} \tag{A.13}
\end{equation*}
$$

Equations of motions are trivially integrated in this case and we determine:

$$
\begin{equation*}
d_{t} x=\frac{x^{\prime}-x}{t^{\prime}-t} . \tag{A.14}
\end{equation*}
$$

Then, the Hamilton function is given by:

$$
\begin{equation*}
S\left(x, t, x^{\prime}, t^{\prime}\right)=\int_{t}^{t^{\prime}} \frac{1}{2} m\left(\frac{x^{\prime}-x}{t^{\prime}-t}\right) d s=\frac{m\left(x^{\prime}-x\right)^{2}}{2\left(t^{\prime}-t\right)} \tag{A.15}
\end{equation*}
$$

An advantage of the Hamilton-Jacobi formalism is the following: if the minimization problem is solved locally on a small time interval, it is a necessary condition for optimality.

## A. 2 Numerical approach

Optimal control problems are generally very difficult to solve and numerical computations are required most of the time. We can distinguish two main categories of algorithm [166]: direct and indirect methods. Indirect methods are called "shooting methods" and they are based on the evaluation of the dynamics for the state and the adjoint state of the system for an ensemble of initial values of the adjoint state. Direct methods are minimization algorithms for non-linear functions. Scientific computation programs such as Matlab or Mathematica have different native solvers: gradient algorithm, simplex algorithm, genetic algorithm or simulatedannealing algorithms.

Indirect methods are extremely precise and current algorithm allows us to reach the global extremum in many cases [23], but the method is generally very slow and an important preliminary work is required. On the other side, direct methods are faster in terms of code writing and computation time. However, with such algorithms, the control field must be discretized as a piecewise constant function or as a parametrized functions (Fourier series, Legendre polynomials...).

From these "main" families, we can also distinguish several variants, with their specific behaviors. For example, in quantum control a well-known algorithm is GRAPE, which is a specific gradient-based algorithm [145, 112, 46]. This section contains few elements about the numerical algorithms used in this thesis.

## A.2.1 Gradient Ascent algorithm

Gradient algorithms are powerful algorithms to determine the local extremum of a function. They are based on a simple iterative procedure, which brings an initial guessed solution to its nearest maximum (or minimum). The structure of the algorithm is simple:

## Definition 10 (Gradient algorithm):

1. Choose an arbitrary control field $u$ (or at least a 'quite good' guess).
2. Compute the figure of merit $F[u]$ to maximize
3. Compute the gradient $\frac{\delta F[u]}{\delta u(\tau)}$.
4. Increment the control field with the gradient : $u(\tau) \leftarrow u(\tau)+$ $\epsilon \frac{\delta F[u]}{\delta u(\tau)}$, where $\epsilon$ is an arbitrary small real positive number.
5. Iterate steps 2,3,4 until $F$ reaches a stationary value

If the figure of merit (or the cost) must be minimized, $\epsilon$ is chosen negative. The step 2) is not necessary if the number of iterations is fixed.


Figure A.2: An example of trajectory followed by a gradient ascent algorithm. Orange lines are isolines of the figure of merit $F$ in the control landscape of the control. Here, for the sake of simplicity, we assume that the control depends on two parameters ( $a$ and b). The goal is to determine the two parameters, which maximize F. First, the user chooses an initial ensemble of values for the control. This gives a figure of merit $F_{0}$. Then, by evaluating successively the gradient of $F$, the algorithm changes successively the control parameters until it reaches the values, which maximize $F$. These iterations ( $F_{0}, F_{1}, F_{2}, \ldots$ ) give a trajectory in the landscape of $F$.
${ }^{60}$ Here, the scalar product is assumed to be real. This is the case if $x$ is the magnetization vector or a matrix in $S O(3)$. But if it is a $S U(2)$ element, one must use the real part or the absolute value of the scalar product.
${ }^{61}$ See theorem 15 (appendix C) for further details
${ }^{62}$ See propositions 15 and 16 (appendix C) for further details

Here, the algorithm is presented in a continuous form (the gradient is a function defined at any time), but in practice, it is discretized. A simple illustration of the algorithm is presented in figure A.2.

In this algorithm, the evaluation of the gradient is generally very demanding. If it is evaluated in finite difference ( $d F=$ $F[u+\Delta u]-F[u]$ ), it requires two integrations of the dynamics. However, in specific examples, this computation can be made more efficiently. This is the goal of the GRAPE algorithm. The latter is designed for systems of the form:

$$
\frac{d x}{d t}=A(u, t) \cdot x
$$

where $A \in G L(\mathbb{C})$ and $x$ can be a vector or a Lie group matrix. The goal is to generate in time $t_{f}$ the transformation $x_{i} \rightarrow x_{f}$ with the control field $u$. The figure of merit ${ }^{60}$ is defined with $F=$ $\left\langle x_{f} \mid x\left(t_{f}\right)\right\rangle$. The computation of the gradient is straightforward using the derivative of a time ordered exponential ${ }^{61}$ :

$$
\begin{equation*}
\frac{\delta F[u]}{\delta u(\tau)}=\underbrace{\left\langle x_{f}\right| \mathbb{T} e^{\int_{\tau}^{t_{f}} A d t}}_{\langle p(\tau)|} \frac{\delta A}{\delta u(\tau)} \underbrace{\mathbb{T} \int_{0}^{\tau} A d t\left|x_{0}\right\rangle}_{|x(\tau)\rangle} . \tag{A.16}
\end{equation*}
$$

By using a split operator algorithm, time ordered exponential at different times can be computed with a very good approximation (or exactly in some cases). Then it is possible to evaluate $|x(\tau)\rangle$ and $\langle p(\tau)|$ after a single time propagation, and the gradient can be computed without introducing addition errors than the one induced by the time propagation. In practice, the way we code the gradient depends strongly on the system. Generally, we parametrize the pulse with a finite unknown variables to determine (amplitude of the small piece-wise constant pulse or parameters of analytic functions). Then, we do not consider the gradient with respect to $u(t)$ but the gradient with respect to the different parameters. For that purpose, we use the relation ${ }^{62}$ :

$$
\begin{equation*}
\frac{\partial F}{\partial \lambda}=\left\langle x_{f}\right| \int_{0}^{t_{f}} \frac{\delta\left|x\left(t_{f}\right)\right\rangle}{\delta u(\tau)} \frac{\delta u(\tau)}{\delta \lambda} d \tau \tag{A.17}
\end{equation*}
$$

The term $\frac{\delta u(\tau)}{\delta \lambda}$ can be computed analytically and an explicit relation can be used in numerical codes. On another side, the integral over time is computed numerically. Since the quantity $\left\langle x_{f}\right| \frac{\delta}{\delta u(\tau)}\left|x\left(t_{f}\right)\right\rangle$ is known, the integral is evaluated with a trapezoidal method (with low numerical cost).

If the operator $A$ is such that $A=A_{0}+u A_{1}$, and the control is piece-wise constant, of amplitudes $u_{k}$ on the interval $k$, the gradient can be simplified as follows:

$$
\begin{equation*}
\frac{\partial F}{\partial u_{k}}=\Delta t_{k}\left\langle p\left(t_{k}\right)\right| A_{1}\left|x\left(t_{k}\right)\right\rangle . \tag{A.18}
\end{equation*}
$$

This expression for the gradient is the one used in most of the GRAPE algorithms [145].

## A.2.2 Simulated-Annealing algorithm

Gradient ascent algorithms are efficient only for a smooth variation of the figure of merit. Sometimes, it is not the case and one has to consider other algorithms. Among every optimization algorithm, which are gradient independent, the one I used the most is based on the simulated-annealing method [5]. This algorithm is generally the fastest for global optimization on bounded domains, and for a small number of parameters, the convergence is better than gradient algorithms ${ }^{63}$.

The name comes from a formal analogy between a minimization problem and the physical process of driving metal to its minimal energy state by successive heating and cooling cycles (annealing). Technically, the program uses a Markov chain to determine a local minimum (or maximum) of a function. Then the code is similar to the metropolis algorithm or a path integral algorithm for computing the ground state of a quantum system [140].

## Definition 11 (Simulated-Annealing algorithm):

1. First choose a guessed field $u_{0}$
2. Choose an initial value for the temperature parameter $T$ (this parameter is here for the convergence of the algorithm. This step can be assimilated to the heating of the metal in metallurgy).
3. While, $T$ is large enough:

- While, the number of accepted transition is below a threshold level:
- Apply a random perturbation $u_{n+1}=u_{n}+\delta u$.
- If $F\left[u_{n+1}\right]<F\left[u_{n}\right]$, keep the new state, or accept it with a probability $P \propto e^{f\left(F\left[u_{n+1}\right]-F\left[u_{n}\right], T\right)}$
- Set $T=T-\delta T$.
$f$ is a function to specify. Generally we use: $f=-\frac{F\left[u_{n+1}\right]-F\left[u_{n}\right]}{T}$.

The ability of the algorithm to converge toward the global minimum depends on the initial values of $u$ and $T$. The function $f$ also plays an important role. However, generally, preselected parameters are sufficient and they do not have to be changed.

In order to illustrate the algorithm and its ability to explore the control landscape, the function $F(u)=2+u \sin (u+1) / 2$ has been maximized numerically on the interval $u \in[0,8]$. On this interval, $F$ has two maxima, in 1.25 and 7 . The global maximum is $F(7)=5.45$. The initial value of $u$ is chosen to 1 , then the algorithm must find a maximum which is not the nearest one from the initial position. The evolution of $u$ and $F$ as a function of the iteration number is plotted in figures A. 3 and A.4.

63 the option "simualted annealing" of Mathematica's Nminize function is particularly well optimized and easy to use. In many applications, it was better and faster than other similar algorithms in Matlab.


Figure A.3: Evolution of the parameter $u$ as a function of the iteration number $n$ for the maximization of $F(u)=2+u \sin (u+1) / 2$ on the interval $[0,8]$.


Figure A.4: Evolution of Figure of merit $F$ as a function of the iteration number $n$ for the maximization of $F(u)=2+u \sin (u+1) / 2$ on the interval $[0,8]$.
${ }^{64}$ See the chapter 5 for more information.

## A.2.3 Shooting algorithms

There exist many variants of shooting algorithms, then only a brief presentation is made. First of all, it must be emphasized that very good codes exist: COTCOT [1] and Hampath [2]. They are not explained here. Instead, a simple code is presented, which can be used to determine optimal regular controls in spin dynamics.

For ensembles of $N$ spins, the Pontryagin Hamiltonian ${ }^{64}$ can be written in the form $H_{p}=u_{x} l^{x}+u_{y} l^{y}+l^{0}$, where $\left(l^{x}, l^{y}, l^{0}\right)$ is the Hamiltonian lift. We have $l^{x, y}=\sum_{n=1}^{N} l_{n}^{x, y}=\sum_{n=1}^{N}\left\langle P_{n}(t)\right| \epsilon_{x, y}\left|M_{n}(t)\right\rangle$ and $l^{0}=\sum_{n=1}^{N} \Delta_{n} l_{n}^{z}=\sum_{n=1}^{N} \Delta_{n}\left\langle P_{n}(t)\right| \epsilon_{z}\left|M_{n}(t)\right\rangle$. By using Hamilton's equation, we determine that the Bloch equation (with a negative sign) governs the dynamics of $\left(l_{n}^{x}, l_{n}^{y}, l_{n}^{z}\right)$ :

$$
\frac{d \vec{l}_{n}}{d t}=\vec{l}_{n} \wedge \vec{u}+\Delta_{n} \vec{l}_{n} \wedge \vec{e}_{z}
$$

In this case, the maximization condition gives the following regular controls:

$$
u_{a}=u_{0} \frac{l^{a}}{\sqrt{\sum_{b=1}^{2} \sum_{n}\left(l_{n}^{b}\right)^{2}}}
$$

Then, regular controls are entirely parametrized by $3 N$ parameters ${ }^{65}\left\{\left(l_{n}^{x}(0), l_{n}^{y}(0), l_{n}^{z}(0)\right)\right\}$. It is possible to determine regular control which minimizes $F$ with the following algorithm ${ }^{66}$ :
Definition 12 (Shooting algorithm): With a simulated annealing algorithm, minimize the function $F\left[\left\{\left(l_{n}^{x}(0), l_{n}^{y}(0), l_{n}^{z}(0)\right)\right\}\right]$. The function $F$ is computed as follows:

1. Integrate the Hamiltonian lifts $\vec{l}_{n}$ with the Bloch equation from $t=t_{0}$ to a time $t=t_{\max }$ large enough.
2. Compute the control $u(t)$ with the Hamiltonian lift.
3. Determine $M(t)$ with the Bloch equation.
4. Compute $F=\min _{t}\left(\left\langle M_{\text {target }} \mid M(t)\right\rangle\right)$.

Here, a simulated annealing algorithm is preferred for the last step, because the control landscape is generally not continuous (especially around extrema), or some areas are flat. Therefore, gradient algorithms are not well suited for solving the problem.

## Appendix B

## Product of Dirac distributions and non-linear generalized functions

A full chapter is devoted to the theory of generalized functions [70, 38, 39], which is an extension of the well-known Schwartz's theory of distributions. Compared to optimal control theory, generalized functions are less important in this manuscript, however, they are used several times and they play a central role in the integration of differential equations.

Despite the popularity of distributions, generalized functions are rather unknown in physics. This is quite surprising because it allows well defined algebraic computations with distributions, and it proves rigorously many different calculations made in Quantum Field Theory. In this framework, products of distributions are well defined and it is not anymore "the ugly and heretic things written by physicists".

First, the subject is introduced with some basics of distribution theory. Then, the problem is tackled with the integration of the Dirac distribution over a simplex. These first calculations are performed within the simple measure theory and the resulting theorem allows a well-defined computation of time ordered exponential when the connection is a Dirac distribution. The second part of this chapter extends the results by introducing the Colombeau algebra. Finally, interesting examples in physics are studied.

## B. 1 Preliminaries

The following materials are extracted from Laurent Schwartz original book [152].
Definition 13 (test functions of compact support):

- $\left(D_{K}\right)$ is the sub-space of test function $(D)$ with a support included in the compact $K$ of $\mathbb{R}^{n}$.
- $\left(C_{K}\right)$ is the vector space of continuous functions on $\mathbb{R}^{n}$, equal to zero except on the ensemble $K$ of $\mathbb{R}^{n}$.

Theorem 3 (Distribution defined by a measure): If a distribution $T$ is defined by a measure $\mu$, it is necessary and sufficient that it it is continuous on each $\left(D_{K}\right)$ equipped with the topology induced by $\left(C_{K}\right)$. Then, $\mu$ is well defined and unique.

Theorem 4 (Positive distribution): A distribution $\geq 0$ is a measure $\geq 0$.

Theorem 5 (Theorem of approximation ( $\mathbf{p} 75$ )): The vector space $(D)$ of test function considered as subspace of the vector space ( $D^{\prime}$ ) of distributions is dense in $\left(D^{\prime}\right)$.

A direct consequence of this theorem is the following: any distribution is a limit of infinitely derivable functions with compact support.

Definition 14 (vague convergence): We say that $\mu_{n}$ converges vaguely toward $\mu$ iffor every function $f \in\left(C_{K}\right), \int f d \mu_{n} \rightarrow \int f d \mu$.

According to Schwartz, the product of distribution is not always well-defined because the product of two summable functions is not always finite. Then, Schwartz provided the product of distribution as follows:

Theorem 6 (product of distributions): Let $T \in\left(D^{\prime}\right)$ and $\Psi \in(D)$. Then:

$$
\langle\Psi T \mid \phi\rangle=\langle T \mid \Psi \phi\rangle,
$$

and $\Psi T \in\left(D^{\prime}\right)$.
Problems come with the product of singular distributions such as $\delta^{2}$. The main goal of generalized functions is to extend product rule to any distribution.

We start our discussion by an example. We usually define the Dirac distribution acting on a function $f \in(D)$ by:

$$
\delta_{a}\left(f \cdot \mathbb{I}_{A}\right)=\left\{\begin{array}{l}
f(a) \text { if } a \in A  \tag{B.1}\\
0 \text { otherwise }
\end{array}\right.
$$

with $a \in \mathbb{R}$ and $A$ an ensemble in $\mathcal{B}$. Now, we consider the product measure $\delta_{a}\left(f . \mathbb{I}_{A}\right) \otimes$ $\delta_{a}\left(f \cdot \mathbb{I}_{B}\right)$ defined on the $\sigma$-algebra $\mathcal{B} \times \mathcal{B}$. Due to Fubini's theorem, we have:

$$
\begin{align*}
\delta_{a}\left(f \cdot \mathbb{I}_{A}\right) \otimes \delta_{a}\left(f \cdot \mathbb{I}_{B}\right) & =\int_{A}\left(\int_{B} f(y) d \delta_{a}(y)\right) f(y) d \delta_{a}(x) \\
& =\left\{\begin{array}{ll}
f(a)^{2} & \text { if } B=[0, x] \subset A \\
0 & \text { if } B=[0, x[\subset A, a \in A
\end{array} .\right. \tag{B.2}
\end{align*}
$$

Then, we understand that the boundary of integration is crucial. This "pathological" example is encountered in various fields, such as PDE or quantum field theories. In physical systems, the Dirac distribution generally comes as a limit of a very localized subsystem, like a single particle in classical electrodynamics. In quantum mechanics, saying that a particle is on the boundary of a volume means that the particle can be found inside or outside the volume with specific probabilities.

Therefore, as it is illustrated in figures B.I and B. 2 we are motivated to include behaviors on the boundary in the definition:

$$
\delta_{a}\left(f \cdot \mathbb{I}_{A}\right)=\left\{\begin{array}{ll}
f(a) & \text { if } a \in A / \partial A  \tag{B.3}\\
\frac{f(a)}{2} & \text { if } a \in \partial A \\
0 & \text { otherwise }
\end{array} .\right.
$$

This definition seems to solve the problem of the boundary, but this result holds only in dimension one. Caution must be taken with higher dimensions. How can we generalize this definition to the product of Dirac distributions and its integration on hypervolumes? The next section is aimed at providing a precise answer to this question for integration over a $n$-simplex.

## B. 2 A first approach: limit of a product of functions

Schwartz's theorem for products of distribution works only with few cases, but according to theorems 3 and 4 one can define a distribution, which is the limit of a product of measure. The result is always well-defined as soon as integrals are converging. The purpose of this section is to introduce a new definition of the Dirac distribution as a limit of functions. This solves the problem highlighted in the last paragraph.

Definition 15 ( $n$-product of Dirac distributions): Let us consider a sequence of function $\phi_{a}^{k} \in\left(C_{K}\right)$ such as:

- $\phi_{k}^{i}: B \rightarrow \mathbb{R}^{+}$such as $B=\left[a_{i}-k, a_{i}+k\right]$. Moreover, the function is symmetric around $a_{i}$.
- $\int \phi_{k}^{i}\left(x_{i}\right) d x_{i}=1$.

A n-product of Dirac distributions is the measure:

$$
\begin{aligned}
\delta_{a_{1}}\left(x_{1}\right) \cdot \delta_{a_{2}}\left(x_{2}\right) \cdot \ldots \cdot \delta_{a_{n}}\left(x_{n}\right)[f] & =\lim _{\left\{k_{n}\right\} \rightarrow 0}\left\langle\prod_{i=1}^{n} \phi_{a_{n}}^{k_{n}} \mid f\right\rangle \\
& \equiv \delta_{a}^{n}(f)
\end{aligned}
$$

where $a=\left\{a_{1}, a 2, \ldots, a_{n}\right\} \in \mathbb{R}^{n}$.
Notice that the limit is kept outside the integral. Indeed, the sequence of function $\phi_{k}$ being unbounded, the dominated convergence theorem does not hold and the integral does not commute with the limit.

Theorem 7 (result of a $n$-product of Dirac distributions): Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a test function in $(D)$, and $\Delta^{n}$ a $n$-simplex, then:

$$
\delta_{a}^{n}\left(f \mathbb{I}_{\Delta^{n}}\right)=f(a) \delta_{a}^{n}\left(\mathbb{I}_{\Delta^{n}}\right),
$$

with $\delta_{a}^{n}\left(\mathbb{I}_{\Delta^{n}}\right)=1 /\left(2^{m} d!\right)$, $m$ being the dimension of the face and $d$ is the dimension of the wedge in which belongs the point $a$.

Proof of theorem 7: We consider a point $a=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \in \mathbb{R}^{n}$ and a hypercube $A^{n}=[0, \alpha]^{n}$ such as $a \in A^{n}$. We also define the integration domain $\Delta^{n}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mid x_{1}<x_{2}<\ldots<x_{n}<\alpha\right\}$.


Figure B.1: Example of a function $\phi_{n}$ (blue) centered in o such as $\lim _{n \rightarrow \infty} \phi_{n}=\delta_{0}$, which acts on an indicator function. In this case we have the integral: $\int \phi_{n} \mathbb{I}_{A} d x=1 / 2$


Figure B.2: Inverse point of view of B.1: an indicator function is approximated by a smooth function. Additionally, $\int \phi_{n} d \delta_{0}=1 / 2$


Figure B.3: Part of the volume that defines the integration domain $\Delta^{n}$

## Lemma:

$$
\begin{equation*}
\int_{\Delta^{n}} d \lambda^{n}=\frac{\alpha^{n}}{n!} \tag{B.4}
\end{equation*}
$$

Proof. We use Fubini and the fact that $\int_{0}^{x}\left(y^{k} / k\right) d y=$ $x^{k+1} /(k(k+1))$, and by recursion from $k=0$ to $k=n$ we compute the integral.

Now let us consider the integral:

$$
\begin{align*}
& \int_{\Delta \sigma} \phi_{k}(x) d \lambda^{n}(x)= \\
& \quad \int_{0}^{\alpha} \phi_{k}^{n}\left(x_{\sigma(n)}\right) \int_{0}^{x_{\sigma(n)}} \phi_{k}^{n-1}\left(x_{\sigma(n-1)}\right) \ldots \int_{0}^{x_{\sigma(2)}} \phi_{k}^{1}\left(x_{\sigma(1)}\right) d \lambda^{n}(x)^{\prime} \tag{B.5}
\end{align*}
$$

with $\sigma:\{i\}_{i=1 . . n} \rightarrow\{i\}_{i=1 . . n}$ a switching of indices, and $\Delta \sigma$ the domain after switching. Because all functions $\phi_{k}^{i}$ are identical, the theorem of Fubini allows to switch integrals, then the result of the integral is invariant under permutations of $x_{i}$. For the sake of simplicity, we use the notation $\phi_{k}=\prod_{i} \phi_{k}^{i}$ during the rest of this proof.

Because we are interested in the limit when the support converges toward a single point, only few cases are necessary to be distinguished in order to give a proof:

1) $B \subset \Delta$

$$
\begin{equation*}
\int_{\Delta} \phi_{k} d \lambda^{n}=\int_{\mathbb{R}^{n}} \phi_{k} d \lambda^{n}=1 \tag{B.6}
\end{equation*}
$$

2) $B \nsubseteq \Delta$

$$
\begin{equation*}
\int_{\Delta} \phi_{k} d \lambda^{n}=\int_{\mathbb{R}^{n}} 0 . \phi_{k} d \lambda^{n}=0 \tag{B.7}
\end{equation*}
$$

3) $a \in \partial \Delta$ and $B \subset A^{n}$ In that case, we can separate the integral into two parts. A first one with the domain of $\phi_{k}^{i}$ included inside the boundary, and a second one transverse to the surface. Let us assume that there exists $d<n$ functions $\phi_{k}^{i}$ for which the support crosses $\partial \Delta$. By permutation invariance we have:

$$
\begin{equation*}
\int_{\Delta \sigma} \phi_{k} d \lambda^{n}=\int_{\delta / \delta \Delta} \phi_{k}\left[\int_{\Delta} \phi_{k} d \lambda^{n-d}\right] d \lambda^{d}=\int_{\delta / \partial \Delta \sigma} \phi_{k} d \lambda^{d} \forall \sigma . \tag{B.8}
\end{equation*}
$$

Again, by using the permutation invariance property, we can calculate the rest of the integral. For that purpose, it is necessary to note that a switching $\sigma$, changes the integration support $\left(\Delta^{n} \rightarrow\right.$ $\Delta_{\sigma}^{n}$ ). Its volume is still the same, but its position in $A^{d}$ is different. Consequently, we have the equality:

$$
\begin{equation*}
\sum_{\sigma} \int_{\Delta_{\sigma}^{\eta}} \phi_{k} d \lambda^{d}=\int_{A^{d}} \phi_{k} d \lambda^{d}=1 \tag{B.9}
\end{equation*}
$$

By using the Lemma on the volume of the simplex, we deduce that the number of permutations corresponds to the ratio between the volume of the cube and the volume of the simplex. Finally, we deduce :

$$
\begin{equation*}
\int_{\Delta^{n}} \phi_{k} d \lambda^{n}=\frac{1}{d!} \tag{B.10}
\end{equation*}
$$

## 4) $a \in \partial \Delta$ et $a \in \partial A^{n}$

Like previously, with reasoning on volumes, one can determine the value of the integral when a part of $B$ is not integrated. For that purpose, we look at the ratio between the full volume of $B$ and the volume of the integrated part. Of course, this reasoning is possible only because $\phi_{k}^{i}$ are symmetric functions around $a$. Under these conditions we obtain:

$$
\begin{equation*}
\int_{\Delta^{n}} \phi_{k} d \lambda^{n}=\frac{1}{2^{m}}, \quad m<n . \tag{B.11}
\end{equation*}
$$

Now we can define a measure $\mu_{k}$ associated to the density $\phi_{k} \mathbb{I}_{\Delta^{n}}$ such as:

$$
\forall C \in \mathcal{B}\left(\mathbb{R}^{n}\right) \quad \mu_{k}(C)=\int \mathbb{I}_{C} \cdot \mathbb{I}_{\Delta^{n}} \phi_{k} d \lambda^{n}
$$

Theorem 8 (weak convergence): Let $\mu_{n} \in \mathcal{M}_{b}$ such as $A=$ $\sup _{n} \mu_{n}(1)<+\infty$. Then, there exists a sub-sequence $\left(\mu_{n_{k}}\right)$ and $\mu_{n} \in \mathcal{M}_{b}$ such as $\left(\mu_{n_{k}}\right)$ converges weakly toward $\mu$.
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Proposition 10 (values of $\mu$ ): $\forall a \in \mathbb{R}^{n}, \exists k_{0} \mid \forall k<k_{0}, \mu_{k}(C)$ takes the values $0 ; 1 ; 1 /\left(d!2^{m}\right)$. This proposition derives directly of $\phi_{k}$ properties when $k \rightarrow 0, B \rightarrow\{a\}$.

Because $\mu_{k}(1) \leq 1$, there exists a sequence of measure $\mu_{k}$, which converges toward a measure noted $\delta_{a}^{n}$. This measure at the limit takes the values computed previously when it acts on a set $\mathcal{B}\left(\mathbb{R}^{n}\right)$. Then, we have $\forall f \in C_{K}, \mu_{k}$ that converges vaguely toward $\delta_{a}^{n}$.

Proposition 11 (distribution $\delta_{a}^{n}$ ): et $\forall f \in C_{K}$, then

$$
\delta_{a}^{n}(f)=f(a) \cdot \delta_{a}^{n}(1)
$$

Proof.

$$
\forall \varepsilon>0, \exists k_{0}|\forall x \in B(a, k),|f(x)-f(a)|<\varepsilon
$$

${ }^{67}$ We note $\mathcal{M}_{b}$ the ensemble of bounded measure on $\mathcal{B}\left(\mathbb{R}^{n}\right)$

## B.3. COLOMBEAU ALGEBRA AND NON-LINEAR GENERALIZED FUNCTIONS

Now, we consider the limit when $k \rightarrow 0$

$$
\begin{aligned}
\left|\mu_{k}(f)-f(a) \cdot \mu_{k}(1)\right| & =\left|\int_{\Delta} f \cdot d \mu_{k}-\int_{\Delta} f(a) d \mu_{k}\right| \\
& \leq \int_{\Delta}|f-f(a)| d \mu_{k} \\
& \leq \int_{\Delta} \varepsilon d \mu_{k} .
\end{aligned}
$$

because the measure $\mu_{k}(S)$ is bounded, we have the equality :

$$
\left|\mu_{k}(f)-f(a) \cdot \mu_{k}(1)\right| \leq \varepsilon
$$

This finishes the proof for the first part of theorem 7 .

Conclusion Product of Dirac distributions as presented here is well defined by a limit of measure. The resulting distribution is generally different from the measure product of 1-dimensional Dirac distribution. However, this theory is limited to a product defined with a tensor product, and we cannot define rigorously product of the kind $\delta_{a}(x) \cdot \delta_{b}(x)$, where the integration is performed on the same variable for the two distributions. When we apply this product on a test function, we see easily that properties of distributions are not conserved. Hence, we need to consider more general objects than distributions. These objects are called "generalized functions"

## B. 3 Colombeau Algebra and non-linear generalized functions

## B.3.1 Definitions and basic theorems

In order to introduce generalized function, let us start with a small calculation of $\left\langle\delta_{a}^{2} \mid f\right\rangle$. If we define Dirac distributions as a limit of positive function $\phi_{k}^{i}$, we can apply the mean value theorem ${ }^{68}$ :
$\lim _{k \rightarrow 0} \int_{B(a, k)} d x \cdot \phi_{k}^{1}(x) \phi_{k}^{2}(x) f(x)=\lim _{k \rightarrow 0} f\left(c_{k} \in B\right) \int_{B(a, k)} d x \cdot \phi_{k}^{1}(x) \phi_{k}^{2}(x)$.
In the limit $k \rightarrow 0, f\left(c_{k}\right) \rightarrow f(a)$ but obviously, the integral on the right-hand side diverges. Moreover, it looks like a sequence of functions which defines a Dirac distribution. Then, this integral might not be a number, but rather a distribution.

The product $\left\langle\delta_{a}^{2} \mid f\right\rangle$ can be adjusted to become a convolution, and convolutions have a well-defined algebra. Then, it is the starting point for defining a well-defined algebraic structure on the space of generalized functions. The second point is to introduce some regularizations of singular distributions, which are recov-

## B.3. COLOMBEAU ALGEBRA AND NON-LINEAR GENERALIZED <br> FUNCTIONS

ered in a limit. For that purpose, we introduce functions called mollifier:

Definition 16 (mollifier): $A$ mollifier $\eta$ is an element of a set $\mathcal{A}_{\infty}$ of real functions such that $\eta \in(S)$ or $(D)$ and $F T[\eta]=1$ in a neighborhood of 0 .

## Theorem 9 (moments of a mollifier):

$$
\begin{gathered}
\int \eta(x) d x=1 \\
\int x^{n} \eta(x) d x=0
\end{gathered}
$$

Sometimes, it is not necessary to impose zero momentum at any order, it is enough to impose null momentum up to an order $q$. We will come back to this point latter. An example of mollifier and its Fourier transform are plotted in figures B. 6 and B.7.

Proof. This is a straightforward calculation. From the definition we obtain:

$$
\begin{equation*}
\int x^{n} \eta(x) d x=\frac{1}{2 \pi} \int x^{n} \tilde{\eta}(\omega) e^{i \omega x} d \omega d x \tag{B.13}
\end{equation*}
$$

if $n=1$, we see the introduction of the Fourier representation of a Dirac distribution. Then we have:

$$
\begin{equation*}
\int x^{n} \eta(x) d x=\tilde{\eta}(0) \equiv 1 \tag{B.14}
\end{equation*}
$$

otherwise, we use the identity that involves the $n$-th derivative of $\delta: F T^{-1}\left(x^{n}\right)=i^{n} \delta_{0}^{(n)}$.

$$
\begin{align*}
\int x^{n} \eta(x) d x & =i^{n} \int x^{n \tilde{r}} \eta(\omega) \delta_{0}^{(n)}(\omega) \omega=i^{n} \int \tilde{\eta}(\omega)^{(n)} \delta(\omega) d \omega \\
& =i \tilde{\eta}^{(n)}(0)=0 \tag{B.15}
\end{align*}
$$

Because $\tilde{\eta}$ is equal to 1 on a neighborhood of 0 .

Now, we consider the ensemble:

$$
\begin{equation*}
\mathcal{E}=\left\{f_{\varepsilon} \left\lvert\, f_{\varepsilon}(x)=\frac{1}{\varepsilon} \eta\left(\frac{-x}{\varepsilon}\right) * f(x)\right., f \in(D)\right\} . \tag{B.16}
\end{equation*}
$$

Functions in $\mathcal{E}$ can be expanded in Taylor series as follows:


Figure B.6: An example of Fourier transform of a mollifier, which is a function of compact support locally constant to 1 .


Figure B.7: The mollifier, after inverse Fourier transform.

$$
\begin{align*}
f_{\varepsilon}(x) & =\int d y \frac{1}{\varepsilon} \eta\left(\frac{y-x}{\varepsilon}\right) f(y)=\int d z \cdot \eta(z) f(x+\varepsilon z) \\
& =f(x) \int \eta(z)+\sum_{n=1}^{\infty} \frac{\varepsilon^{n} f^{(n)}(x)}{n!} \int d z \cdot z^{n} \eta(z) \tag{B.17}
\end{align*} .
$$

And from theorem 9 we deduce:

$$
\begin{equation*}
f_{\varepsilon}(x)=f(x) \tag{B.18}
\end{equation*}
$$

If the definition of mollifers is weakened such that every moment vanishes up to an order $q$ (finite) we have the relation:

$$
\begin{equation*}
f_{\varepsilon}(x)=f(x)+o\left(\epsilon^{q+1}\right) \tag{B.19}
\end{equation*}
$$

Equations (B.18) and (B.19) show that a mollifier behaves like a Dirac distribution according to the convolution product. More precisely, $f_{\varepsilon}(x)=f(x)+$ a negligible function of order $q$. The in-

69 Here, equivalent classes are defined with a function modulo other negligible functions of order $q$
teresting point is that every algebraic operation allowed with the convolutions algebra and the multiplications of equivalent classes ${ }^{69}$ stay equivalent up to an order $q$. Let us call $\mathcal{N}$ the ensemble of negligible functions. It is possible to prove that $\mathcal{E}$ and $\mathcal{N}$ are differentiable algebras, and we define:

## Definition 17 (Colombeau algebra):

$$
(\mathcal{G})=\frac{\mathcal{E}}{\mathcal{N}}
$$

Elements $g \in(\mathcal{G})$ is an equivalence class $D\left(g_{\varepsilon}\right)$ of function $g_{\varepsilon}$ modulo a negligible function. Functions $g_{\varepsilon}$ are called representatives of $g$. The multiplication of $g$ and $h$ in $(\mathcal{G})$, denoted by $g \odot h$ is defined by: $g \odot h=D\left[g_{\varepsilon} \cdot h_{\epsilon}\right]\left(" \cdot{ }^{\prime \prime}\right.$ is the point-wise product).
Elements of $(\mathcal{G})$ are called: generalized functions.
Notice that it results the following inclusion relation:

$$
\begin{equation*}
\left(C_{K}\right) \subset\left(D^{\prime}\right) \subset(\mathcal{G}) \tag{B.20}
\end{equation*}
$$

The Colombeau algebra is bigger than the space of Distribution so we might find examples of generalized functions, which are not distributions of Schwartz's theory. More precisely, the connection with distribution is made as follows:

Definition 18 (association of generalized functions): Two generalized functions $g$ and $h$ in $(\mathcal{G})$ of respective representative $g_{\varepsilon}$ and $h_{\varepsilon}$ are said to be associated, and one write $g \sim h$ if and only if:

$$
\lim _{\varepsilon \rightarrow 0} \int d x\left(g_{\varepsilon}(x)-h_{\varepsilon}(x)\right) \phi(x)=0, \forall \phi(x) \in(D)
$$

## B.3. COLOMBEAU ALGEBRA AND NON-LINEAR GENERALIZED <br> FUNCTIONS

Theorem 10 (Colombeau local structure theorem): Any distribution is locally a moderate (i.e. multipliable) generalized function

It is important to notice the following relations:

$$
\begin{align*}
g \sim h & \Rightarrow D\left(g_{\varepsilon}\right) \sim D\left(h_{\varepsilon}\right)  \tag{B.21}\\
\forall d_{1}, d_{2} \in\left(D^{\prime}\right) & \Rightarrow D\left[d_{1}\right] \odot D\left[d_{2}\right] \notin\left(D^{\prime}\right), \text { (generally). } \tag{B.22}
\end{align*}
$$

It is obvious that $n$-product of Dirac distributions, as introduced in the previous section (definition 15), makes sense in Colombeau's framework. The advantage of this framework is the regularization properties, based on convolution and equivalence classes. Notice that the notion of equivalence class generalized functions is weaker than in distribution theory (which are defined modulo functions null almost everywhere for Lebesgue measure).

More precisely, the connection between notations is the following:

| $n$-product of $\delta$ | Colombeau formalism |
| :---: | :---: |
| $\delta_{a}(f)$ | $\lim _{\varepsilon \rightarrow 0}\left[\eta_{\epsilon} * f\right](a)=\lim _{\varepsilon \rightarrow 0} \int \frac{d y}{\varepsilon} \eta\left(\frac{y-a}{\varepsilon}\right) f(y)$ |
| $\delta_{a_{1}} \cdot \ldots \cdot \delta_{a_{n}}[f]$ | $\lim _{\varepsilon \rightarrow 0} \int \frac{d y^{n}}{\varepsilon} \prod_{k=1}^{n} \eta\left(\frac{y_{k}-a_{k}}{\varepsilon}\right) f(y)$ |

## B.3.2 Construction of mollifiers

We propose here an iterative procedure to compute mollifiers of order $q$. For each order, an analytic formula is derived. The latter is a polynomial that depends on a "mother" function (an input of the procedure), and its derivatives. Coefficients might be evaluated numerically but it is generally very fast (few milliseconds). The procedure is nothing else that the proof of the existence of such functions. It is a standard result in non-linear generalized function theory. More details can be found in [37].

Definition 19 (Space of mollifier): The space of mollifier $\mathcal{A}_{q}$ of order $q$ is a subset of the space of $C^{\infty}$ function of compact support $\left(D_{K}\right)$ on $K$ such as:

$$
\begin{align*}
\mathcal{A}_{q}= & \left\{\eta \in\left(D_{K}\right) \mid \int \eta(x) d x=1\right.  \tag{B.23}\\
& \left.\quad \text { and } \int x^{n} \eta(x) d x=0 \forall 1 \leq n \leq q\right\}
\end{align*}
$$

Proposition 12 (Non-void set): The set $\mathcal{A}_{q}$ is non-void for $q=$ 1,2...

Proof. Let us choose a function $\eta_{0} \in\left(D_{K}\right)$ such as $\int \eta(x) d x=1$. Since there exists functions that satisfy this property, it proves


Figure B.8: Family of mollifier defined by $\eta_{0}(x)=$ $e^{\left(x^{2}-1\right)^{-1}} \mathbb{I}_{]-1,1[ }(x) . \quad$ Blue solid line: order o, Orange dashed line: order 2 and the green dotted line: order 4. Blue and orange curves have been multiplied by 100.


Figure B.9: Family of mollifier generated by $\eta_{0}(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}(\sigma=$ 1). for orders $0,2,4,6,8$.
the proposition for $q=0$. Now let us construct a function with $\eta_{1}=\eta_{0}+\alpha_{1} \partial_{x} \eta_{0}$. The goal is to find $\alpha_{1}$ so that $\eta_{1} \in \mathcal{A}_{1}$.

$$
\int x \partial_{x} \eta(x) d x=-\int \eta(x) d x=-1
$$

Therefore, it suffices that

$$
\alpha_{1}=\int x \eta_{0}(x) d x
$$

At order two, we define $\eta_{2}=\eta_{1}+\alpha_{2} \partial_{x}^{2} \eta(x)$. And we compute:

$$
\begin{aligned}
\int x^{2} \eta(x) d x & =\int x^{2} \eta_{1}(x) d x+\alpha_{2} \int x^{2} \partial_{x}^{2} \eta_{0}(x) d x \\
& =\int x^{2} \eta_{1}(x) d x+2 \alpha_{2}
\end{aligned}
$$

therefore, we choose:

$$
\alpha_{1}=-\frac{1}{2} \int x^{2} \eta_{1}(x) d x
$$

It is straightforward to show that $\int \eta_{2}(x) d x=1$ and $\int x \eta_{2}(x) d x=0$. So we have $\eta_{2} \in \mathcal{A}_{2}$. By induction, we construct mollifiers of higher degree with the relation:

$$
\begin{align*}
& \eta_{q}=\eta_{q-1}+\alpha_{q} \partial_{x}^{q} \eta_{0}  \tag{B.24}\\
& \alpha_{q}=-\frac{1}{n!} \int x^{q} \eta_{q-1}(x) d x \tag{B.25}
\end{align*}
$$

and we have $\eta_{q} \in \mathcal{A}_{q}$.

Definition 20 (family of mollifiers): A family of mollifiers is the ensemble of mollifiers $\eta_{q}$ generated from the mother function $\eta_{0}$ and its derivatives.

Two examples of family are presented in figures B. 8 and B.9.

## B. 4 Applications

B.4.1 proof of the "operator splitting" in ordered exponentials

We would like to prove that the solution of the Schrödinger equation:

$$
\begin{equation*}
\frac{d \hat{U}(t)}{d t}=-i\left(\hat{H}_{0}+\hat{\delta}(t-T) H_{1}\right) \hat{U}(t) \tag{B.26}
\end{equation*}
$$

can be expressed in the form

$$
\begin{equation*}
\hat{U}(t)=e^{-i \hat{H}_{1}} e^{-i \hat{H}_{0} T} \tag{B.27}
\end{equation*}
$$

When $t \in[0, T[$, the Hamiltonian does not depend on time, $\hat{U}$ is simply given by:

$$
\begin{equation*}
\hat{U}\left(t \in \left[0, T[)=e^{-i \hat{H}_{0} t}\right.\right. \tag{B.28}
\end{equation*}
$$

For the computation at time $T$ we use the intermediate representation theorem.

$$
\begin{equation*}
\hat{U}(T)=\lim _{\epsilon \rightarrow 0} \hat{U}_{1}(T+\epsilon) \times \mathbb{T} e^{-i \int_{0}^{T+\epsilon} \hat{U}_{1}^{-1}(t) \hat{H}_{0} \hat{U}_{1}(t) d t, ~} \tag{B.29}
\end{equation*}
$$

where we used the notation:

$$
\begin{equation*}
\hat{U}_{1}(t)=\mathbb{T} e^{-i \int_{0}^{t} \hat{H}_{1} \delta\left(t^{\prime}-T\right) d t^{\prime}} \tag{B.30}
\end{equation*}
$$

Knowing that $\forall K(t)$ :

$$
\begin{align*}
\mathbb{T} e^{\int_{0}^{a} K(t) \delta(t-T) d t}= & \mathbb{I}_{H}+\sum_{n=1}^{+\infty}(-i)^{n} \int_{0}^{a} K\left(t_{n}\right) \int_{0}^{t_{n}} K\left(t_{n-1}\right) \ldots \int_{0}^{t_{1}} K\left(t_{1}\right) \\
& \times \delta\left(t_{1}-T\right) d t_{1} . . \delta\left(t_{n-1}-T\right) d t_{n_{1}} \delta\left(t_{n}-T\right) d t_{n} \tag{B.31}
\end{align*}
$$

with theorem 7 , we deduce: $7^{0}$

$$
\mathbb{T} \int^{\int_{0}^{a} K(t) \delta(t-T) d t}=\mathbb{I}_{H}+\sum_{n=1}^{+\infty} \frac{(-i K(T))^{n}}{n!}=e^{-i K(T)}
$$

Then, it is easy to see that :

$$
\begin{equation*}
\hat{U}_{1}(t)=e^{-i \hat{H}_{1} \mathbb{I}_{[T,+\infty}(t)} \tag{B.32}
\end{equation*}
$$

Inserting (B.32) into (B.29) gives:

$$
\begin{align*}
\hat{U}(T) & =\lim _{\epsilon \rightarrow 0} e^{-i \hat{H}_{1}} e^{-i e^{i H_{1}} \hat{H}_{0} e^{-i H_{1}}} e^{-i \hat{H}_{0} T}  \tag{B.33}\\
& =e^{-i \hat{H}_{1}} e^{-i \hat{H}_{0} T}
\end{align*}
$$

## B.4.2 Elimination of fast damping quantities in differential equations

We consider a system of the form:

$$
\begin{align*}
\frac{d X(t)}{d t} & =-\kappa X(t)+A(t)  \tag{B.34}\\
\frac{d Y(t)}{d t} & =f(X, Y, t) \tag{B.35}
\end{align*}
$$

The use of green functions allows us to write an expression of $X$ in integral from:

$$
\begin{equation*}
X(t)=\int_{-\infty}^{t} e^{-\kappa\left(t-t^{\prime}\right)} A\left(t^{\prime}\right) d t^{\prime} \tag{B.36}
\end{equation*}
$$

Now, if $\kappa$ is very large with respect to all other characteristic times of the system, one could approximate the exponential by half of a Dirac distribution. Indeed:

$$
\begin{equation*}
\lim _{\kappa \rightarrow \infty} \frac{2}{\kappa} e^{-\kappa|t|}=\delta_{0}(t) \tag{B.37}
\end{equation*}
$$

Thus, the integration over the half of the time domain gives:

$$
\begin{equation*}
X(t)=\frac{1}{\kappa} A(t), \tag{B.38}
\end{equation*}
$$

and the dynamics of $Y$ is given by the differential equation:

$$
\begin{equation*}
\frac{d Y(t)}{d t}=f(X, A(t) / \kappa, t) \tag{B.39}
\end{equation*}
$$

## B.4.3 Scalar product of two Dirac distributions

An equality which is commonly used in quantum field theory is the following:

$$
\begin{equation*}
\left\langle\delta_{x} \mid \delta_{x^{\prime}}\right\rangle=\delta_{0}\left(x-x^{\prime}\right) \tag{B.40}
\end{equation*}
$$

which is a nonsense from the point of view of Schwartz's theory. Nevertheless, despite the ugly notation, this equality makes sense with generalized functions. The proof is a simple calculation, which involves two representatives of a Dirac distribution:

$$
\begin{align*}
\left\langle\delta_{x} \mid \delta_{x^{\prime}}\right\rangle & =\int d y \frac{1}{\varepsilon \varepsilon^{\prime}} \eta\left(\frac{y-x}{\varepsilon}\right) \eta\left(\frac{y-x^{\prime}}{\varepsilon^{\prime}}\right)  \tag{B.41}\\
& =\int d z \frac{1}{\varepsilon^{\prime}} \eta(z) \eta\left(\frac{\varepsilon z+x-x^{\prime}}{\varepsilon^{\prime}}\right),
\end{align*}
$$

$\eta$ functions are smooth functions, which can be expanded in Taylor series:

$$
\begin{align*}
\left\langle\delta_{x} \mid \delta_{x^{\prime}}\right\rangle & =\frac{1}{\varepsilon^{\prime}} \eta\left(\frac{x-x^{\prime}}{\varepsilon^{\prime}}\right) \int \eta(z) d z+\sum_{n=1}^{\infty} \frac{\left(\varepsilon / \varepsilon^{\prime}\right)^{n}}{n!} \eta^{(n)}\left(\frac{x-x^{\prime}}{\varepsilon^{\prime}}\right) \int d z \cdot z^{n} \eta(z) . \\
& =\frac{1}{\varepsilon^{\prime}} \eta\left(\frac{x-x^{\prime}}{\varepsilon^{\prime}}\right)+o\left(\left(\varepsilon / \varepsilon^{\prime}\right)^{q}\right) \tag{B.42}
\end{align*}
$$

So it is immediate that $\left\langle\delta_{x} \mid \delta_{x^{\prime}}\right\rangle$ is a function of $x$ and $x^{\prime}$, and that it is a representative of $\delta$ in $(\mathcal{G})$.

## Appendix C

## Lie groups and geometry

The theory of fiber bundle, differential geometry and Lie-groups is essential in quantum control. These theories allow us to formulate control problems with beautiful geometric objects, and it helps us to have an intuition of system properties. In this manuscript, many tools and theorems from these theories are used, but it would be too long to give a detailed description of them. Therefore, this chapter is only devoted to some interesting and useful results [89, 139, 45, 143, 96, 18, 44].

## C. 1 Matrix and vector representations

Theorem 11 (Vector representation of density matrices): Let $\rho$ be a $N \times N$ density matrix and $A, B$ two operators. Then :

$$
A \rho B \sim\left(A \otimes B^{T}\right) \tilde{\rho}
$$

where $B^{T}$ is the transpose of $B$ and $\tilde{\rho}$ is the vector representation of $\rho$ :

$$
\rho=\left(\begin{array}{ll}
\rho_{11} & \rho_{12} \\
\rho_{21} & \rho_{22}
\end{array}\right) \rightarrow \tilde{\rho}=\left(\rho_{11}, \rho_{12}, \rho_{21}, \rho_{22}\right)^{T} .
$$

Proof. By using the Einstein tensor notation:

$$
(A \rho B)_{\mu}^{\vartheta}=A_{\mu}^{v} \rho_{v}^{\sigma} B_{\sigma}^{\vartheta}=A_{\mu}^{\nu} B_{\sigma}{ }^{\vartheta} \rho_{v}^{\sigma} .
$$

We would like to write it in the form : $C_{\mu}{ }^{\tau} \tilde{\rho}_{\tau}$ with $\tilde{\rho}_{(v-1) N+\sigma}=\rho_{v}{ }^{\sigma}$.
Note that $(A \otimes B)_{\mu}^{\nu}{ }_{\sigma}^{\vartheta}=A_{\mu}{ }^{\nu} B_{\sigma}{ }^{\vartheta}$, and it follows:

$$
\left(A \otimes B^{T}\right)_{\mu}^{\tau} \tilde{\rho}_{\tau}=\sum_{v, \sigma, \vartheta} A_{\mu}{ }^{v} B_{\sigma}^{\vartheta} \tilde{\rho}_{(v-1) N+\sigma}=A_{\mu}{ }^{v} B_{\sigma}{ }^{\vartheta} \rho_{v}{ }^{\sigma} \delta_{\vartheta \vartheta} .
$$

## C. 2 Lie Groups

## Definition 21 (Lie Groupe \& Algebra homomorphism):

1) Let two Lie groups $\mathcal{G}, \mathcal{H}$ and a map $\phi: \mathcal{G} \rightarrow \mathcal{H}$. $\phi$ is a Lie homomorphism if it is a $\mathcal{C}^{\infty}$ map of manifolds and a group homomorphism.
2) Let $\mathfrak{g}$ and $\mathfrak{h}$ the respective Lie Algebra of $\mathcal{G}$ and $\mathcal{H}$. A map $\phi: \mathfrak{g} \rightarrow \mathfrak{h}$ is said to be a Lie Algebra homomorphism if :

- $d \phi$ is linear.
- $d \phi([X, Y])=[d \phi(X), d \phi(Y)]$ for all $X, Y \in \mathfrak{g}$.

Proposition 13 (Commutative diagram): We have the following Commutative diagram :

| $\mathcal{G}$ | $\xrightarrow{\phi}$ | $\mathcal{H}$ |
| ---: | :--- | :--- |
| $\exp \uparrow$ |  | $\uparrow \exp$. |
| $\mathfrak{g}$ | $\xrightarrow[d \phi]{\longrightarrow}$ | $\mathfrak{h}$ |
|  |  |  |

Proof. 1) $g=e^{X . t}$ with $t$ a scalar and $\phi(g)=e^{d \phi(X) t}$.
for $t \rightarrow 0$ we have $g=\mathbb{I}_{\mathcal{G}}$ and $\phi(G)=I d_{\mathcal{H}}$.
2) Because of the Baker-Campbell-Hausdorff formula: $e^{X} e^{Y}=e^{X+Y+[X, Y] / 2+\ldots}$ we have:

$$
\phi\left(e^{X}\right) \phi\left(e^{Y}\right)=e^{d \phi(x)} e^{d \phi(Y)}=e^{d \phi(X+Y+[X, Y] / 2+\ldots)}=\phi\left(e^{X} e^{Y}\right)
$$

Proposition 14 (Product of rotations): Let $\alpha$ and $\beta$ two rotation angles around the respective axes $\vec{n}_{1}$ and $\vec{n}_{2}$. The composition of the two rotations gives an effective angle of rotation $\gamma$ around an axis $\vec{n}_{3}$. They are given by:

$$
\begin{gather*}
\cos \left(\frac{\gamma}{2}\right)=\cos \left(\frac{\alpha-\beta}{2}\right) \sin ^{2}\left(\frac{\theta}{2}\right)+\cos \left(\frac{\alpha+\beta}{2}\right) \cos ^{2}\left(\frac{\theta}{2}\right)  \tag{C.1}\\
\vec{n}_{3}=\frac{\left(\cos (\alpha / 2) \sin (\beta / 2) \vec{n}_{2}+\cos (\beta / 2) \sin (\alpha / 2) \vec{n}_{1}-\sin (\alpha / 2) \sin (\beta / 2) \vec{n}_{1} \wedge \vec{n}_{2}\right)}{\sin (\gamma / 2)} \tag{C.2}
\end{gather*}
$$

where $\vec{n}_{1} \cdot \vec{n}_{2}=\cos (\theta)$
Proof. We give a detailed proof only for the computation of the rotation angle. The proof for the rotation axis follows the same idea [96, 18, 44]. For the sake of simplicity, we use the quaternion representation of rotations. A rotation of angle $\alpha$ around an axis $\vec{n}$ is described by the quaternion $\mathbf{q}=\cos (\alpha / 2)-\sin (\alpha / 2)\left(n_{x} \mathbf{i}+n_{y} \mathbf{j}+n_{z} \mathbf{z}\right)$. It is enough to focus on the real part of the quaternion for determining the angle of rotation. A straightforward computation gives:

$$
\operatorname{Re}\left[\mathbf{q}_{1} \mathbf{q}_{2}\right]=\cos \left(\frac{\alpha}{2}\right) \cos \left(\frac{\beta}{2}\right)-\sin \left(\frac{\alpha}{2}\right) \sin \left(\frac{\beta}{2}\right) \vec{n}_{1} \cdot \vec{n}_{2} .
$$

## C.3. PATH ORDERED EXPONENTIAL, GAUGE CHANGE AND DERIVATIONS

Since $\vec{n}_{1}$ and $\vec{n}_{2}$ are two unit vectors, we can introduce the angle between the two vectors. Moreover, after introducing $\operatorname{Re}\left[\mathbf{q}_{1} \mathbf{q}_{2}\right]=\cos (\gamma / 2)$, we obtain:

$$
\cos \left(\frac{\gamma}{2}\right)=\cos \left(\frac{\alpha}{2}\right) \cos \left(\frac{\beta}{2}\right)-\sin \left(\frac{\alpha}{2}\right) \sin \left(\frac{\beta}{2}\right) \cos (\theta)
$$

and after few trigonometric computations we arrive at:

$$
\cos \left(\frac{\gamma}{2}\right)=\cos \left(\frac{\alpha-\beta}{2}\right) \sin ^{2}\left(\frac{\theta}{2}\right)+\cos \left(\frac{\alpha+\beta}{2}\right) \cos ^{2}\left(\frac{\theta}{2}\right)
$$

## C. 3 Path ordered exponential, gauge change and derivations

Theorem 12 (Trotter Formula): For any operator $\hat{A}_{j}$ in a Banach space:

$$
\exp \left(\sum_{j} \hat{A}_{j}\right)=\lim _{N \rightarrow \infty}\left(\prod_{j} \exp \left(\hat{A}_{j} / N\right)\right)^{N} .
$$

Proof. see [161].

Theorem 13 (intermediate representation): Let $A(t)$ and $B(t)$ two inversible elements of a Lie algebra. Then:

$$
\mathbb{T} e^{\int_{0}^{t}\left(\hat{A}\left(t^{\prime}\right)+\hat{B}\left(t^{\prime}\right)\right) d t^{\prime}}=\mathbb{T} e^{\int_{0}^{t} \hat{A}\left(t^{\prime}\right) d t^{\prime}} \cdot \mathbb{T} e^{\int_{0}^{t}\left[\mathbb{T}^{-\int_{0}^{t^{\prime}} \hat{A}\left(t^{\prime \prime}\right) d t^{\prime \prime}} \cdot \hat{B}\left(t^{\prime}\right) \cdot \mathbb{T} e_{0}^{\int_{t^{\prime}} \hat{A}\left(t^{\prime \prime}\right) d t^{\prime \prime}}\right] d t^{\prime}} .
$$

Proof. Let us denote $\hat{U}[\hat{A}]=\mathbb{T} \int_{0}^{t} \hat{A}\left(t^{\prime}\right) d t^{\prime}$. By definition, we have:

$$
\begin{aligned}
d_{t} \hat{U}[\hat{A}+\hat{B}] & =(\hat{A}+\hat{B}) \cdot \hat{U}[\hat{A}+\hat{B}] \\
d_{t} \hat{U}[\hat{A}] & =(\hat{A}) \cdot \hat{U}[\hat{A}]
\end{aligned}
$$

but,

$$
d_{t} \hat{U}[\hat{A}]^{-1}=-\left(d_{t} \hat{U}[\hat{A}]\right) \hat{U}[\hat{A}]^{-2}=-\hat{A} \hat{U}[\hat{A}]^{-1}
$$

so

$$
\hat{A}=-\left(d_{t} \hat{U}[\hat{A}]\right) \cdot \hat{U}[\hat{A}]=-\hat{U}[\hat{A}] d_{t} \hat{U}[\hat{A}]^{-1}
$$

then

$$
\begin{aligned}
d_{t} \hat{U}[\hat{A}+\hat{B}] & =\left(-\hat{U}[\hat{A}] d_{t} \hat{U}[\hat{A}]^{-1}+\hat{B}\right) \hat{U}[\hat{A}+\hat{B}] \\
\hat{U}[\hat{A}]^{-1} d_{t} \hat{U}[\hat{A}+\hat{B}] & =\left(d_{t} \hat{U}[\hat{A}]^{-1}+\hat{U}[\hat{A}]^{-1} \hat{B}\right) \hat{U}[\hat{A}+\hat{B}] \\
\hat{U}[\hat{A}]^{-1} d_{t} \hat{U}[\hat{A}+\hat{B}]+\left(d_{t} \hat{U}[\hat{A}]\right) \hat{U}[\hat{A}+\hat{B}] & =\hat{U}[\hat{A}]^{-1} \hat{B} \hat{U}[\hat{A}+\hat{B}] \\
d_{t}\left(\hat{U}[\hat{A}]^{-1} \hat{U}[\hat{A}+\hat{B}]\right) & =\left(\hat{U}[\hat{A}]^{-1} \hat{B} \hat{U}[\hat{A}]\right)\left(\hat{U}[\hat{A}]^{-1} \hat{U}[\hat{A}+\hat{B}]\right),
\end{aligned}
$$

with gives by definition:

$$
\hat{U}[\hat{A}]^{-1} \hat{U}[\hat{A}+\hat{B}]=\hat{U}\left[\hat{U}[\hat{A}]^{-1} \hat{B} \hat{U}[\hat{A}]\right] .
$$

Theorem 14 (Gauge transformation): Let $g: \mathbb{R} \rightarrow \mathcal{G}$ be a smooth function over time in value of a Lie group $\mathcal{G}$. And $A: \mathbb{R} \rightarrow \mathfrak{g}$ a function of the Lie Algebra $\mathfrak{g}=\operatorname{Lie}(\mathcal{G})$. Then,

$$
\mathbb{T} e^{\int_{0}^{t} d t^{\prime} g^{-1}\left(t^{\prime}\right) A\left(t^{\prime}\right) g\left(t^{\prime}\right)-g^{-1}\left(t^{\prime}\right) d_{t} g\left(t^{\prime}\right)}=g^{-1}(t) \mathbb{T} e^{\int_{0}^{t} d t^{\prime} A\left(t^{\prime}\right)} g(0)
$$

Proof. See [89]. It can also be seen as a variant of the intermediate representation theorem (13).

Theorem 15 (Functional derivative of a path ordered exponential): Let $A=$ $A_{a}^{i}(x) \tau_{i} d x^{a}$ be a connection one form in a group $\mathcal{G}$ on a manifold ( $\left\{\tau_{i}\right\}$ are generators of the Lie algebra and $x^{a}$ are coordinates in the manifold), and $\gamma$ be a path in the manifold. Let $\hat{U}[\gamma]=\mathbb{P} e^{\int_{\gamma} A}$ be the path ordered exponential along $\gamma$. Then,

$$
\frac{\delta}{\delta A_{a}^{i}(x)} \hat{U}[\gamma]=\int_{\gamma} d s \delta(x-\gamma(s)) \frac{d \gamma^{a}}{d t} \hat{U}\left[\gamma_{2}\right] \tau_{i} \hat{U}\left[\gamma_{1}\right],
$$

with $\gamma=\gamma_{2} \circ \gamma_{1}$, with a cut at the point s. If the system is restricted to a path, the exponential can be rewritten in terms of a time ordered exponential $\hat{U}(0, t)$. In that case, the integral over $\gamma$ is canceled by the Dirac distribution and we have:

$$
\frac{\delta}{\delta A_{a}^{i}(\tau)} \hat{U}(0, t)=\frac{d \gamma^{a}(\tau)}{d \tau} \hat{U}(\tau, t) \tau_{i} \hat{U}(0, \tau)
$$

Proof. This is a long, but straightforward calculation. Note: It is important to use functional derivatives and not usual derivatives, otherwise, the proof does not work.

Proposition 15 (Partial derivative of a time ordered exponential): Suppose that the connection $A$ is a differentiable function of a parameter $\lambda$. Then

$$
\begin{gather*}
\frac{\partial \hat{U}}{\partial \lambda}=\lim _{\varepsilon \rightarrow 0} \frac{\hat{U}(\lambda+\varepsilon)-\hat{U}(\lambda)}{\varepsilon}  \tag{C.3}\\
\frac{\partial \hat{U}}{\partial \lambda}=\sum_{m=0}^{\infty} \int_{\Delta^{m}} \sum_{l=1}^{m}\left(\prod_{k=l+1}^{m} A\left(t_{k}\right) d t_{k}\right) \frac{\partial A\left(t_{l}\right)}{\partial \lambda} d t_{l}\left(\prod_{k=0}^{l-1} A\left(t_{k}\right) d t_{k}\right) . \tag{C.4}
\end{gather*}
$$

This expression could be simplified by introducing the Magnus expression : $\hat{U}=e^{\Omega(t, \lambda)}$ where $\Omega$ is the Magnus operator[22]. It follows :

$$
\begin{equation*}
\frac{\partial \hat{U}}{\partial \lambda}=\int_{0}^{1} e^{(1-x) \cdot \Omega(t, \lambda)} \frac{\partial \Omega(t, \lambda)}{\partial \lambda} e^{x \cdot \Omega(t, \lambda)} d x \tag{C.5}
\end{equation*}
$$

## C.3. PATH ORDERED EXPONENTIAL, GAUGE CHANGE AND DERIVATIONS

Proof.

$$
\frac{\partial \hat{U}}{\partial \lambda}=\frac{\partial}{\partial \lambda} e^{\Omega}=\sum_{m=0}^{\infty} \frac{1}{(m+1)!} \sum_{k=0}^{m} \Omega^{k} \frac{\partial \Omega}{\partial \lambda} \Omega^{m-k}
$$

By using the identity [22]:

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n} f_{n, k}=\sum_{k=0}^{\infty} \sum_{n=k}^{\infty} f_{n, k}=\sum_{k=0}^{\infty} \sum_{n=0}^{\infty} f_{n+k, k}
$$

the partial derivative becomes

$$
\begin{equation*}
\frac{\partial \hat{U}}{\partial \lambda}=\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{(m+k+1)!} \Omega^{k} \frac{\partial \Omega}{\partial \lambda} \Omega^{m} \tag{C.6}
\end{equation*}
$$

Now the equation is multiplied and divided by $m!k!$ and with the use of the Beta function:

$$
B(m+1, k+1)=\frac{m!k!}{(m+k+1)!}=\int_{0}^{1} x^{n}(1-x)^{k} d x
$$

an integral is introduced in equation (C.6):

$$
\frac{\partial \hat{U}}{\partial \lambda}=\int_{0}^{t} \sum_{m, k} \frac{1}{m!k!} \Omega^{k}(1-x)^{k} \frac{\partial \Omega}{\partial \lambda} \Omega^{m} x^{m} \cdot d x
$$

Sums are arranged into exponential and it finishes the proof.
If the parameter used to differentiate a time ordered exponential is constant over time, we can connect partial and functional derivatives:

Proposition 16 (From functional to partial derivatives): Suppose that $\hat{U}=$ $e^{\left(A_{n}^{0}+u_{i} \cdot A^{1}\right)\left(t_{1}-t_{0}\right)}$ where $u(t)=u_{i}$ on $\left[t_{0}, t_{1}\right]$. Then:

$$
\frac{\partial \hat{U}}{\partial u_{i}}=\frac{1}{t_{1}-t_{0}} \int_{t_{0}}^{t_{1}} \frac{\delta \hat{U}}{\delta u(\tau)} d \tau
$$
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Résumé : L'objectif de cette thèse est d'appliquer la théorie du contrôle optimal à la dynamique d'ensembles inhomogènes de spins. La première partie est dévouée au contrôle d'un ensemble de spins couplé à une cavité. La théorie est introduite en détail, et une méthode générale pour contrôler efficacement les spins est présentée. Plusieurs pulses sont déterminés dans les régimes de bonne et de mauvaise cavité. De même, les fonctions non linéaires généralisées sont utilisées afin de déterminer des approximations simples. Dans un second temps, le problème de la maximisation du Signal-sur-Bruit d'un écho de spin est abordé, et des conditions d'optimisations sont établies. Il est montré que les nouveaux pulses sont supérieurs à ceux de l'état de l'art, en termes de fidélité et d'augmentation du Signal-sur-Bruit. Par ailleurs, ils permettent d'explorer de nouvelles situations (e.g. mesure de FID (Free Induction Decay) en CQED avec un taux de
perte de cavité plus long que $\mathrm{T}_{2}{ }^{*}$ ). La seconde partie est dévouée à des problèmes de RMN/IRM standard. Deux situations de "sélectivité" sont étudiées. La première consiste à déterminer le pulse le plus court qui produit la transformation la plus sélective par rapport aux offsets. Dans le cas ultra-sélectif, la solution optimale est un arc singulier d'amplitude constante. Cependant, si des contraintes de robustesse sont ajoutées, la solution optimale peut-être un arc régulier. La seconde est celle de l'optimisation de base de données pour des expériences de MR-fingerprinting. Dans ce cas, un champ de contrôle est conçu pour générer une base de données "d'empreinte digitale" qui maximise le processus de reconnaissance entre spins de paramètres différents. De plus, des annexes présentent différents outils mathématiques, comme la théorie du contrôle optimal ou les fonctions non linéaires généralisées.
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#### Abstract

The goal of this thesis is to apply optimal control theory to the dynamics of inhomogeneous spin ensembles. The first part focuses on the control of a spin ensemble coupled to a cavity. The theory is introduced in detail, and a general method to efficiently control spins is presented. Several pulses are derived in the bad/good cavity regimes using numerical optimal control techniques. Additionally, non-linear generalized functions are used in order to derive simple approximated solutions. In a second step, the problem of spin echo Signal to Noise Ratio maximization is investigated, and maximization conditions are derived. It is shown that new pulses are superior to state-of-the-art square pulses in terms of fidelity and SNR maximization. Moreover, they allow us to explore new situations (e.g. Free Induction Decay measurements in cavity-QED


with a cavity damping longer than $\mathrm{T}_{2}{ }^{*}$ ). The second part focuses on standard NMR/MRI problems. Two distinct situations of selectivity are investigated. The first one consists of determining the time minimum pulse which produces the most offset-selective transformation. In the ultra-selectivity case, the optimal solution is a singular arc of constant amplitude. However, if additional robustness constraints are taken into account, the optimal solution can be a regular arc. The second situation is the optimization of databases for MR-fingerprinting experiments. In this case, a control field is designed so that it generates a fingerprint database which maximizes the recognition process between several spins with different parameters. Additionally, optimal control theory and non-linear generalized function theory are introduced.


[^0]:    ${ }^{24}$ compared to $\operatorname{rank}(\rho)$.

[^1]:    ${ }^{1}$ The formalism is the same as the one presented in section 2.4.1. However, we do not use quantized field here, because the electromagnetic field is a classical quantity.
    ${ }^{2}$ This fact is due to the symmetry of the system. the magnetization of negative offsets cancels the magnetization of positive offsets on the $x$ axis.

[^2]:    Proof. We consider $\vec{f}_{n}$ as a vector going from the center $O$ to a

