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Introduction

The Standard Model (SM) of particle physics is the theoretical framework that de-
scribes the fundamental particles and interactions. It has successfully described and pre-
dicted most of the phenomena observed so far. The Higgs boson discovery by ATLAS and
CMS collaborations at the Large Hadron Collider (LHC) is one of the main milestones
in modern experimental physics, providing the last missing particle in the SM spectrum
and a crucial consistency test of the SM electroweak symmetry breaking mechanism.

However, the SM does not successfully explain all the observed phenomena. One of the
most pressing open question of the SM is to elucidate the particle nature of the dominant
matter component in the Universe, called dark matter. Multiple strands of evidence have
shown that not only dark matter exists and have gravitational effects, but also that it
represents more than five times of the visible matter content in the Universe. From large
scale gravitational and cosmological evidences, it is inferred that this unknown form of
matter is non-baryonic, non-luminous, weakly interacting, electrically neutral, massive,
not relativistic and stable. The SM does not provide a viable candidate that meets the
above properties, posing one of the biggest yet open questions in present-day physics.

Despite the abundance of direct and indirect evidence, the particle nature of the dark
matter and its connection to the SM remains a mystery. A compelling hypothesis that
accommodates the observed relic abundance of dark matter in the Universe is the existence
of an electrically neutral, stable particle, which could interacts very weakly with other SM
particles and with a mass between few GeV to several TeV. These hypothetical dark matter
candidates are predicted in many beyond the SM theories, are called WIMPs, and are
thermally created dark matter particles with production cross-section at the electroweak
scale.

If the dark matter is made of WIMPs, it could be produced and probed at the LHC
energies. Discovering or excluding dark matter production at collider would provide new
insights about the particle nature of the overarching composition of the Universe, as well
as the connection between physics at very high and small scales. However, the detection
of dark matter particles at colliders is challenging since the WIMP is electrically neutral,
stable, and interacts very weakly, therefore it escapes the detector once produced without
leaving any signal. Because of this, the conservation of momentum is used as a handle to
detect dark matter particles: since the total momentum of the collision products in the
transverse plane, in the initial state of p-p collisions, is zero, an imbalance in the visible
transverse momentum, called missing transverse momentum E%ﬂss, can be an indication
of the presence of dark matter particles.

A robust reconstruction and understanding of the missing transverse momentum ob-
servable is critical in the search for dark matter at colliders. In ATLAS collaboration, this
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variable uses the combined inputs from all the reconstructed physics objects exploiting
all the different sub-detector signals. An imbalance in the total transverse momentum,
E%iss # 0, may be the effect of real missing transverse momentum coming from weakly
interacting particles as dark matter or neutrinos. But it may also be fake E%liss arising
from mis-reconstructed and mis-identified objects (hadronic jets, leptons, tracks...) or
from detector dead regions. In this thesis, an object-based E%iss significance variable
is proposed in order to improve the discrimination of events in which the total E%liss is
consistent with a fake reconstruction from momentum resolutions, against vents with real
reconstruction from weakly interacting particles as WIMPs. The performance of the newly
designed Eﬁ?iss significance discriminant is studied in Z — ee and ZZ — eevrv simulation
samples and checked with data collected in proton—proton collisions at a centre-of-mass
energy of 13 TeV during 2015 and 2016, corresponding to an integrated luminosity of 36
fb.

Most collider-based searches for WIMPs focus on signatures characterized by one or
more high-momentum and well defined SM particles, named “X”, recoiling against large
amounts of missing transverse momentum, associated with the dark matter production.
This signature is denoted as mono-“X” or “X”+E®. Such mono-“X” signatures have
been explored by the LHC experiments for the cases where “X” is an hadronic jet, a heavy
flavour quark, a photon, or a vector boson (W/Z).

The Higgs boson discovery in 2012 opened a unique probe method for searching for
searching dark matter at LHC in the mono-h topology. In most of the previously men-
tioned mono-“X” searches, the SM particle “X” is originated from initial state radiation.
In contrast, the initial state radiation of a Higgs boson is Yukawa suppressed, making
the h in the final state closely connected to the dark matter pair production mechanism,
providing a direct probe of the coupling between the dark matter and the SM particles.

This thesis presents the search for dark matter produced in association with a Higgs
boson, mono-h, with 13 TeV proton-proton collision at the LHC recorded by ATLAS
experiment. In particular, this search focuses on the Higgs boson decaying to two bottom
quarks (h — bb) which corresponds to its dominant decay mode. The h — bb decay mode
was recently observed by ATLAS to be consistent with SM expectations.

To first order, the transverse momentum of the Higgs boson has the same magnitude
and opposite direction with respect to the Elfﬂss. For dark matter signals producing low
E%iss, the angular separation of the jets initiated by the b-quarks is large and can be
reconstructed as two standard radius jets in the ATLAS calorimeter. While for signals
with high Eﬁﬂniss, the Higgs boson tends to have a high Lorentz boost and it is often
reconstructed as a single jet with large radius. This search employs both reconstruction
techniques to efficiently cover large kinematic range.

A first mono-h analysis is presented using data recorded by ATLAS during 2015 and
2016 corresponding to an integrated luminosity of 36.1 fb™1. An improved mono-h anal-
ysis is then presented, using data recorded by ATLAS during 2015, 2016 and 2017 cor-
responding to an integrated luminosity of 79.8 fb~!. The improved mono-h(bb) search
substantially increases its sensitivity compared with the previous result. In addition to
the approximate doubling the dataset size, the sensitivity of this search is enhanced with
the inclusion of new object reconstruction techniques. One is the implementation of the
object-based E%liss variable in order to reject more effectively background events main-
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taining a high signal significance. The other is the variable radius track jets technique to
reconstruct and b-tag jets in boosted topologies with higher efficiency.

The thesis is organized as follows. The general theoretical and experimental context
of the SM Higgs boson and dark matter paradigm is introduced in Chapter 1. A gen-
eral overview of the dark matter searches at LHC is presented in Chapter 2. The LHC
and the ATLAS detector are described in Chapter 3. The reconstruction of the physics
objects is described in Chapter 4. In Chapter 5 the new object-based ERiS significance
variable is defined and its performance studies are detailed. The general description of
the mono-h search strategy, selection and backgrounds is described in Chapter 6. The
results of the mono-h search from the analysis of data recorded during 2015 and 2016 is
presented in Chapter 7. Finally, the improved analysis using data recorded during 2015-
2017 is presented in Chapter 8 making special emphasis in the new object reconstruction
techniques.

Personal contributions

Since I am part of a large high energy physics collaboration since October 2015, my
research activity relies on the results obtained by a large number of researchers and
analysis groups. In the analyses and results presented in this thesis, I contributed as part
of the analysis team and I am author of the public and internal documentation.

I initiated my participation in the mono-h search with data collected during 2015,
corresponding to 3.2fb™! [1]. T contributed with dark matter simplified model study
and validation with acceptance studies, modelling with data-MC comparisons, analysis
of the cross sections with respect to the new particle masses, and kinematic distributions
studies for different model parameters. The simplified models were the baryonic vector
mediator, the scalar mediator and the Z' —2H DM [2]. T also did a multivariate analysis
optimization for the scalar mediator simplified model with boosted decision trees in the
merge regime presented in spring 2016.

I was more involved in the mono-h analysis with data collected during 2015 and
2016, which corresponds to 36.5fb ™! [3]. I studied the simplified model exclusion contour
extrapolation scaling with respect to luminosity and sensitivity gain in order to predict the
parameter space that will be excluded with the new data collected during 2016 and after
full Run 2. I also studied the mass-mass plane grid for simplified models, and performed
signal cross-section and truth acceptance studies. All these results were closely related
to the dark matter signal model validation and generation in MadGraph, task that I was
in charge of. I also participated in the ATLAS dark matter summary paper that will
be soon published which contains the results shown in Chapter 2 with MadGraph signal
generator.

In the last years I played the leading role in the definition and algorithm development
of the new object-based E%iss significance variable. I worked from the beginning of the
variable proposal to its performance. I also studied different potential improvements on
the algorithm for a future publication. I was the note editor and contact of the object-
based EsS significance conference note [4].

I was fully involved in the mono-h search with data collected during 2015-2017, corre-
sponding to 78.8fb ™! [5]. I initially studied the 1-lepton (1x-CR) channel with cut-flow
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validation, code maintenance and new offline reconstruction release validation. I partici-
pated also in the Signal Region and 1-lepton Control Region data-Monte Carlo compar-
isons and validation. My main contribution to the analysis was the implementation of a
new requirement on the object-based E%nss significance in the Signal Region in order to
reject multijet background. In order to achieve this, I was involved in the commissioning,
validation and modelling studies in all channels of this new variable. I did performance
studies and signal significance optimization studies for different object-based E%liss sig-
nificance definitions. After this, I successfully tested the impact of the object-based
ERss gignificance in rejecting multijet background while keeping a high signal signifi-
cance. Also, I participated in several data-driven multijet background estimations with
and without the object-based E¥ significance requirement.

From the detector operation side, during my PhD. I participated as Online Run Control
Shifter in the ATLAS control room.



Chapter 1

The quest for Dark Matter

A plethora of new experimental data accumulated in the past decade has confirmed the
Standard Model (SM) to an impressively high precision. However, a deep relation between
particle physics and cosmology is being revealed, and new questions emerge. What is the
quantum nature of dark matter is currently one of the most relevant. This Chapter
generally presents the SM and the Higgs boson mechanism and phenomenology at LHC
in Section 1.1, and the outstanding questions and limitations of the SM in Section 1.2.
Finally, the most important dark matter evidences, candidates and detection strategies
are presented in Section 1.3.

1.1 The Standard Model and Higgs boson

The SM of particle physics [6] together with general relativity [7] is the most detailed
and successful description of nature so far. The former one, SM, is a gauge field theory
of the elementary particles and their interactions, which is based on the symmetry group
SUB)c®@SU(2)L®@U(1)y. This is the group of transformations of the fundamental fields
of the theory under which the equations of motion are left invariant.

The strong interactions reflect invariance under the local SU(3) gauge group with its
colour charge C' [8, 9, 10]. The electromagnetic and weak interactions are described by
the invariance under local weak isospin and hypercharge gauge transformations described
by the SU(2)®@U(1) Lie group [11, 12, 13, 14].

The SM symmetry group, SU(3) ® SU(2)®U(1), has 8+ 3 +1 = 12 generators. In
gauge theory, each generator has a vector boson associated, and if the symmetry is unbro-
ken, this gauge boson is massless. In the SM, these massless gauge bosons mediates the
fundamental interactions: eight gluon gauge fields G# for the strong interactions, three
gauge fields W/ for the the SU(2) symmetry based on chirality L, and the gauge field B
for the hypercharge symmetry.

While the massless gluons can be directly identified with the strong interaction, the
massless W' cannot be identified with the massive mediators of the weak force, W+ and
Z9. The masses associated to these mentioned vector boson are dynamically originated
via spontaneous symmetry breaking, through the Brout-Englert-Higgs mechanism [15,
16, 17].
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The SU(2) ® U(1) symmetry is broken by the vacuum expectation value (vev) v of
a scalar field ¢, the Higgs field, which is added to the theory ({¢) = vg). In this case,
the currents and charges are as dictated by the symmetry but the fundamental state of
minimun energy, the vacuum v, is not unique and there is a continuum of degenerate states
that together respect the symmetry. The symmetry is broken due to the system is found
in one particular vacuum state, vg, and this choice makes the symmetry spontaneously
violated in the spectrum of states.

The Higgs field is dynamically coupled to gauge bosons though gauge interactions.
The gauge bosons masses, as well as the values of the gauge couplings, are determined by
the vg of the Higgs field. The gauge bosons acquire mass by incorporating the Goldstone
degrees of freedom such that no physical Goldstone remains [18], however there is one
massive scalar degree of freedom: the Higgs boson.

As a consequence of the Brout-Englert-Higgs mechanism, the SU(2) @ U(1) is broken
to U(1)gm. This procedure leads to a massless gauge boson A* that is identified with the
photon. A massive gauge boson Z° identified with the mediator of the neutral currents
of the weak force, and two charged massive vector bosons W*. In addition, the fermions
masses are also generated dynamically thought the Higgs field by including new Yukawa
interactions which obeys SU(2) @ U(1).

The Lagrangian that is invariant under local weak isospin and hypercharge gauge
transformations, described under the SU(2) @ U(1) group, can be written as [19]:

1

L= — FLE (1.1)
+ith P +h.c (1.2)
+iyijj¢+h.c (1.3)
+|Due?| - V(9). (1.4)

The first line, Equation 1.1, contains the kinetic terms for the gauge sector of the
theory, where a is running over all the gauge fields. A coupling g; is associated to each of
the gauge groups. The second line, Equation 1.2, describes the interactions between the
matter fields (fermions) ¢ and the gauge fields. The third line, Equation 1.3, corresponds
to the Yukawa interactions and describes the interactions between the fermions ¢ and the
Higgs field ¢, which is a scalar SU(2) doublet responsible for giving mass to the fermions
when the electroweak symmetry breaking occurs. Finally, the fourth line, Equation 1.4,
describes the scalar sector which corresponds to the Higgs kinetic term and its potential.
The latter takes the following form in the SM:

V(g)=—u®o]> + Ao (1.5)

The Higgs boson sector is characterized by the “new” parameters p and A. Since

vo = j1/v/A can be measured from the mass of the charged weak boson W* and the Fermi
coupling G, only one degree of freedom is left and it can be identified with the Higgs
boson mass, which can be written as my, = uv/2 = v2\ .

6



1.1 The Standard Model and Higgs boson

1.1.1 Higgs boson phenomenology at LHC

On July 4th, 2012, the ATLAS and CMS collaborations of the Large Hadron Col-
lider (LHC) at CERN announced the observation of a new neutral heavy scalar particle
consistent with the Higgs boson [20, 21], thus making a big step towards completing the
experimental verification of the SM.

The new particle was discovered decaying to pair of photons, Z (ZZ () 40) or W
(WW — evur) bosons, based on about 10fb™! data collected by both ATLAS and CMS
at /s =7 TeV in 2011 and at /s =8 TeV in 2012 (Run 1). Figure 1.1(a) shows the
observed and expected local py values from the combination of these three decay channels
as a function of the new particle mass. The largest local significance for the combination
of the 7 and 8 TeV data is found for a SM Higgs boson mass hypothesis of mj = 126.5
GeV, where it reaches 6.0c0 for the ATLAS experiment. Combined measurements from
both experiments, ATLAS and CMS, with the v+ and 4¢ decay channels, based on 25 b1
of the full Run 1 data, show that the mass of the new scalar particle is my = 125.09 +
0.24 GeV [22]. Figure 1.1(b) presents a summary of Higgs boson mass measurements from
the individual analyses of ATLAS and CMS and from the combined result.

The Higgs boson acts as a mediator of new interactions, in which, at the tree level, it
couples in proportion to the masses of the fermions and to the mass square of the bosons.
Figure 1.2 shows a parameterization of the (square root of the) coupling to fermions
(bosons) as a function of their mass, from a combined measurement based on Run 2
ATLAS data. The parameterization is chosen so that the behaviour expected in the SM
is linear with the same slope for fermions and bosons. It is shown in Figure 1.2 that the
combined measurements is in a good agreement with the SM predictions.

In pp collisions, the largest coupling for Higgs boson production is via the top quark,
as can be seen in Figure 1.2. The top content of the proton is effectively zero, however
the top quark Yukawa coupling can be accessed through a gluon initiated loop or via
tt pair production, as shown in Figures 1.3 a) and d). The gluon-initiated top loop, called
gluon-gluon fusion or ggF, is the Higgs boson production mode with highest cross section.

Alternatively, the Higgs boson can be produced via its couplings with the massive
weak vector bosons. In this case, the dominant production process is the vector boson
fusion (VBF), in which the Higgs boson is produced from a ¢-channel exchange of W
and Z between the two quarks, in association with two final-state quarks. The Feynman
diagram of the VBF process is shown in Figure 1.3 b). Also, the Higgs boson can be
produced via radiation from a s-channel W or Z boson. This is referred to as associated
production or Higgs-strahlung, and the diagram is shown in Figure 1.3 ¢).

The Higgs boson production cross section is shown in Figure 1.4 as a function of the
LHC centre of mass energy. For a Higgs boson mass of mj = 125 GeV, the inclusive
production cross section is shown in Table 1.1 for pp collisions at /s = 13 TeV.

Since the Higgs boson couplings grow with the masses of the gauge bosons and
fermions, it will tend to decay into the pair of particles with highest mass that are kine-
matically allowed.

Regarding fermions, the decays to tt are kinematically forbidden due to the large mass
of the top and the off-shell process is heavily suppressed. Thus, the most common decay
of the Higgs boson is to bottom quarks. For a Higgs mass of mj, = 125.09 GeV, the h — bb

7
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Figure 1.1 — Higgs boson mass measurement in Run 1. 1.1(a) shows the observed and
expected local pg values from the combination of channels in ATLAS as a function of the
new particle invariant mass my, [20]. 1.1(b) shows the combined Higgs boson mass mea-
surements from the individual analyses of ATLAS and CMS. The systematic (narrower,
magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error
bars) uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded
column indicate the central value and the total uncertainty of the combined measurement,
respectively [22].
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Figure 1.3 — Leading order diagrams for the main Higgs boson production mechanisms at
the LHC. a) gluon-gluon fusion, b) vector boson fusion, ¢) W/Z associated production,
and d) ¢t associated production
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Figure 1.4 — The SM Higgs boson production cross sections, as a function of the LHC
centre of mass energy [23].

Production process | Cross section o; [pb] 7 [%]

ggF 48587522 87.2

VBF 3.78£0.08 6.8
0.04

ZH 0.881003 1.6

WH 1.374+0.03 2.5
0.03

ttH 0.5170 02 0.9

bbH 0.4979-49 0.9

Table 1.1 — Inclusive SM cross sections, o;, for production of a 125 GeV Higgs boson at
Vs =13 TeV pp collisions [23].

has a branching ratio of 58%. Despite being the dominant decay mode, the large QCD
background with two jets in the final state strongly reduces the Higgs boson observation
power in this channel. It was not until 2018 that the Higgs boson was observed decaying
to bottom quarks [24, 25]. This was done by combining the results from other searches
in Run 1 and in Run 2 for the A — bb decay mode, which yields an observed (expected)
significance of 5.4 (5.5) standard deviations for ATLAS, and similar for CMS.

Regarding the bosons, decays to a pair of weak vector bosons (WTW ™ and ZZ) are
possible and have a large coupling, however at least one of the vectors is off-shell. Even
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though the Higgs boson does not have direct couplings to photons or gluons, decay to
these particles can occur through fermion or vector boson diagram mediated loops.

The SM branching ratios for the dominant decay modes are shown in Figure 1.5 as a
function of the Higgs boson mass, and in Table 1.2 for a Higgs boson mass of 125 GeV.
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Figure 1.5 — Higgs boson branching ratios and their uncertainties for the mass range
around 125 GeV [23].

| Decay mode | Branching ratio [%] Relative Uncertainty [%] |

bb 58.09 +1.24
WHw-— 21.52 +1.53
qg 8.18 +5.14
7 6.26 +1.65
e 2.88 o5
A 2.64 +1.53
vy 0.23 +2.09
A 0.15 +5.81

Table 1.2 — Inclusive SM branching ratios for the main decay modes of a 125.09 GeV
Higgs boson [23].
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1.2 Standard Model open questions

The SM is the greatest and complete theory of the fundamental constituents and
interactions of Nature conceived so far. It is one of the cornerstones of all science and one
of the great triumphs of the past century. It has been carefully experimentally verified
from many different angles, especially during the past 30 years.

Whereas the gauge sector and its interactions with fermions described in the first
two lines of the SM Lagrangian, Equations 1.1 and 1.2, have been confirmed in different
experiments, before the start of the LHC, there was no experimental evidence of the Higgs
field sector and its Yukawa interactions of Equations 1.3 and 1.4, which are responsible
for particles masses and electroweak symmetry breaking. One of the main objectives of
the LHC is to study and verify this part of the SM. However, after the SM-like Higgs
boson discovery, there are still some open questions.

The intrinsic questions of the SM can be divided in three categories, the problem of
unification, flavour and mass, which are directly related to the understanding of the SM
parameters, 19 in total [19].

The SM gauge sector is characterized by three gauge couplings and a charge-parity
(CP)-violating phase in the strong interactions. The simplification of this sector can be
referred to as the unification problem. The questions that it raises are: Is it possible to
unify the fundamental forces? Can the gravity be included as a quantum field theory?

The Yukawa interactions on Equation 1.3 is characterized by a total of 13 parameters:
the masses of six quarks and three charged-leptons, three Cabibbo-Kobayashi-Maskawa
angles and a CP-violating phase. The understanding of this sector can be referred to as
the the flavour problem. The questions that it raises are: Why there are different types
of matter particles organized in families? What is the origin of the difference between
matter and antimatter, and is it related to the origin of the matter in the Universe? Why
are quark mixing angles very small, while lepton mixing angles are not? How neutrinos
masses can be generated?

Finally, the minimal Higgs boson sector shown in Equation 1.4 and 1.5 has just two
parameters associated to the quadratic and quartic term in the Higgs potential. The
understanding of this sector can be referred to as the the mass problem. The questions
that it raises are: Is the origin of particle masses related to a single elementary Higgs
boson? How the Higgs boson acquires its vev, and as a byproduct also its mass? Is it
possible to dynamically generate the Higgs potential in order to not add it in ad-hoc way
to the SM? How could one stabilize a theory against quantum corrections with a my =125
GeV Higgs boson? Why is the Higgs mass so much smaller than the Planck mass?

Even though the SM successfully describes the data from precision experiments of
all sorts, it also causes many theoretical challenges, as described above. These problems
are mainly of theoretical nature and may be ignored as long as the SM is interpreted
as an effective theory or as a low energy realization of a more complete model. An
indication that the SM is a effective theory from a more complete one, is that the strong
interactions, described by the SU(3) group, is completely independent of the electroweak
force, described by the SU(2) @ U(1) group.

Popular examples of complete models that addresses one or various of the unification,
flavour and mass theoretical problems of the SM are: Grand Unified Theories (GUT) [26,

12



1.2 Standard Model open questions

27, 28], Supersymmetry [29, 30, 31], Supergravity [32], Large extra dimensions [33, 34],
kaluza-Klein theories [35], and Superstring [36].

Most of the previously mentioned open questions within the SM are related to the
fine-tuning of the theory [37]. The crucial problems are the ones related to experimental
evidences which can not be explained in the light of the SM framework and are connected
to observations of cosmological /astrophysical nature, strongly related to the composition
and history of the Universe. In this sense, the most pressing questions for particle physics
definitely include: gravity, inflation, baryon asymmetry, dark energy and dark matter,
due to their great relevance for the completeness of the theoretical framework of particle
physics and cosmology.

Gravity

The general relativity has not been translated into a quantum field theory and gravity
is not explained as a fundamental interaction within the SM. At the electroweak scale
the effect of gravity can be neglected, however it is expected to play a role at much high
energy scale, the Planck scale.

Inflation

The correct theoretical description of inflation is a unsolved problem in cosmology. The
exponential expansion of the early Universe that led to the remarkable spatial flatness
observed today may require physics beyond the SM.

Baryon asymmetry

The amount of CP violation predicted in the SM by the mechanism of Kobayashi and
Maskawa via a single comples phase in the Cabibbo-Kobayashi-Maskawa quark-mixing
matrix is insufficient to generate the amount of matter over antimatter in the Universe
today. This requires new physics beyond the SM, such as supersymmetry or extensions
with a “baryogenesis” mechanism.

Dark matter and dark energy

Maybe the most pressing problem for the SM plus the general relativity is related to the
composition of the Universe. These two theories together should fundamentally describe
all know physics, however at scales larger than the Solar System, they fail. Only about 5%
of the mass-energy that affects the galaxies dynamics consist of SM matter. The rest is
called “dark matter” and its origin and composition is of unknown nature. Furthermore,
the Universe appears to be accelerating and this can be explained by postulating the “dark
energy”. The latter should provide approximately the 70% of the mass-energy density of
the Universe.
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1.3 The dark matter paradigm

Several astrophysical and cosmological observations have shown that the vast majority
of matter in the Universe is non-luminous. Precise measurements, such as the cosmic
microwave background (CMB) radiation by WMAP [38], the distance redshift relation of
the Type Ia supernovae [39, 40] and the large scale structure (LSS) survey from SDSS [41,
42], show that on large scales, the average dark matter density is about 6 times the baryon
density [43, 44].

All these observations are of astrophysical nature, however there is yet no evidence
for non-gravitational interactions between dark matter and SM particles. Therefore, to
unveil the mystery of the dark matter nature and composition is a fundamental problem
of modern cosmology and physics.

1.3.1 Evidence of Dark Matter

Currently, there has not been any evidence of the sub-atomic or quantum nature of a
dark matter particle from experiments. However, there is a great evidence which points
towards the existence of this type of matter [45]. It is inferred from a wide number
of different astrophysical observations which span a large range of scales and redshifts,
pointing towards the existence of a non luminous matter component which, with common
notation, goes under the name of “dark matter”.

The first hint of dark matter was provided by Fritz Zwicky [46] in the 1930’s. By
using the virial theorem in the Coma cluster, he inferred the dynamical mass of the
system and found that it was two orders of magnitude larger than the mass inferred from
the luminosity of the cluster. This result could not be explained unless the vast majority
of the mass of the Coma cluster was for some reason “missing” or non-luminous.

The most direct way that indicates the existence of dark matter is the study of rotation
curve of galaxies [47, 48]. Roughly 40 years after Zwicky, Vera Rubin and collaborators
performed an extensive study of the rotation curves of 60 isolated spiral galaxies. A
rotation curve shows the rotation velocity of an object around the galaxy center as a

function of the radius r, which scales as /M (r)/r with M (r) the mass within the orbit

r. The rotation curve should decrease as 1/4/r if r is beyond most of the visible part of
the galaxy. However, they observed that the rotation curves of galaxies become flat for
large distances from the galactic centre. The collected data for NGC 3198 is depicted
in Figure 1.6, showing that the rotation curves at a certain distance are flat, meaning
that the velocities of stars continue to increase with distance from the galactic center [49].
Baryonic matter (gas, dust, stars) could not explain alone the galaxy rotation curves.
Because of this, it was concluded that galaxies have a halo of dark matter distributed at
large radii.

The observation of X-ray emission of hot gas in the clusters can give a precise mea-
surement of the gravitational potential felt by the gas to keep it in hydrostatic equilib-
rium [50, 51]. In addition to this, the measurements of weak lensing can give indication
of the dark matter components [52, 53]. Maybe the most spectacular dark matter evi-
dence is the analysis of the galaxies in the Bullet Cluster, which consists of two colliding
galaxy clusters. The mass reconstruction from gravitational lensing shows two massive
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Figure 1.6 — Measured rotational velocities of HI regions in NGC 3198 compared to an

idealized Keplerian behavior.

substructures that are in offset with respect to the baryon distribution observed in X-
rays by Chandra, as shown in Figure 1.6. In this scenario, the gas is decelerated due
to the viscosity, while the dark matter component can pass through each other without
collision. This imply that dark matter is collisionless and constraints on the dark mat-
ter self-interaction can be derived. Also, other galaxies collisions have been studied, for
example in Reference [51]
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Figure 1.7 — X-ray image of the Bullet Cluster obtained with Chandra. The contours over-
laid show the gravitational map reconstructed by the lensing analysis. Both images show

the offsets between the distribution of baryons and that of the reconstructed gravitational
fields.

The existence of dark matter in the cosmological scale is inferred by a global fit to the
Cosmic Microwave Background (CMB), supernovae and LSS data. Fluctuations in the
CMB are indications of the initial density perturbations that allowed for the formation of
early gravitational wells, as well as dynamics of the photon-baryon fluid. Because of this,
the temperature fluctuations of the CMB are dependent on the total amount of baryons
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in the Universe at the time of recombination. However, temperature anisotropies in the
CMB (only bout 30 £5uK) can not account for the formation of large structures in the
Universe [54]. From WMAP precise measurements of the power spectrum of the CMB
radiation, the total and baryonic matter densities can be computed:

Qrotath?® = 0.1334 £ 0.0056 , Pparyonich? = 0.02260 +0.0053, (1.6)

where Q27ta1h? is the total matter density and Qbaryonich2 is the baryonic matter
density, and h is the Hubble parameter in the unit of 100 km s~! Mpc~t. Thus, baryonic
matter is not the only form of matter in the universe and, in fact, dark matter density is
around 83% of the total mass density.

Also, the nowadays dark matter density, i.e. relic density, is well established. The
measurement reported by PLANCK satellite [55] is

Qqark matterh” = 0.1199 4 0.0027 (1.7)

This corresponds to what remains of the production production process that happened
in the early Universe.

1.3.2 Dark Matter candidates

Up to know, the evidence for dark matter is purely of gravitational origin. This
implies that what is called “dark matter” could be either a manifestation of the incomplete
understanding of gravity on scales larger than the solar system, or to a new fundamental
component of Nature, i.e. a new elementary particle, not yet discovered and not present
in the SM. If the latter is the correct solution, it implies that the SM needs to be extended
and new physics is required in terms of new particles and interactions.

All the dark matter evidences point towards a particle that is non-baryonic, mas-
sive, electrically neutral (dark), stable at the cosmological scales, collisionless (weakly
interacting) and cold (non-relativistic during structure formation).

Dark matter candidates are generically considered to as WIMPs (Weakly Interacting
Massive Particles), meaning that they are massive particles that are electrically neutral
which do not interact very strongly with other matter [45].

In the WIMP scenario, the dark matter particles can reach thermal equilibrium in
the early Universe and decouple from the thermal bath when the temperature decreases,
this mechanism is called “freeze-out” The relic density of WIMPs can be calculated by
Boltzmann equation, and a good approximate solution gives

3 x 10~ 2"cm3s2
-Qdarkmatteth ~ <UU> ) (18)

where (ov) is the thermal averaged dark matter annihilation cross section times ve-
locity, often called as annihilation cross section. It represents the interaction strength
between the WIMPS and the SM particles. The value often considered as benchmark for
dark matter annihilation cross section is (ov) = 3 x 10726cm3s?. It is found that a WIMP
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with a mass and interaction strength at the weak scale can easily give the correct relic
density. This is referred as to the “WIMP miracle”.

Many such dark matter particles have been proposed in the literature, with the pro-
totypical example being the lightest supersymmetric particle (LSP). However, there are
other possibilities: the basic requirement is some conserved quantum number to guaran-
tee the stability of the dark matter particle. In the supersymmetric case, the R-parity is
conserved, which is a combination of baryon number, lepton number and spin.

One of the simplest and therefore one of the most studied model for dark matter is
known as the Inert Doublet Model (IDM) [56]. E. Ma and G. Deshpande showed that by
adding an SU(2)r, scalar doublet to the SM and imposing a Zs symmetry, it is possible
to obtain a viable cold dark matter candidate, which is the lightest particle carrying Zs
charge. This new set of scalars are called inert because of their lack of direct coupling to
the SM fermions, of which the lightest is a dark matter candidate. More details on this
model are given in Appendix A.

There are other non-WIMP dark matter candidates that can also account for the
observed properties, like the axion [57] or the Lightest Kaluza-Klein particle [58]. Unfor-
tunately, the search for these or any other possible candidate has not been conclusive and
all the theoretical possibilities are still valid.

1.3.3 Dark Matter searches

In order to determine the nature of the dark matter particles, the interaction between
the dark matter and the SM needs to be probed. There are three different directions to
study this interaction: Search for the scattering between dark matter and SM particles,
detect the annihilation or decay products of dark particles, or search for the dark matter
production process. The three ways of dark matter detection are called direct, indirect and
collider detection, respectively. Figure 1.8 illustrates these three dark matter detection
squemes, which are not independent, but complementary to each other.

Indirect detection
—
DM>O<SI\/I
DM SM
C———

Production at colliders

Direct detection

Figure 1.8 — Dark matter detection approaches related to each other by changing the time
axis in the search for dark matter particles.
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Direct detection

Since the Earth while rotating around the sun is moving through a dark matter halo,
it is constantly traversed by dark matter particles. A setup of a very sensitive detector
with a large amount of a characteristic element which can detect very small motions
and interactions of the atoms, can occasionally sense an energy deposit coming from a
dark matter particle scattered against the target nuclei in underground detectors. For
dark matter masses of ~ O(10?) GeV (in the electroweak scale) and velocity of ~ 10 3¢,
the typical energy scale of the recoiling signal is O(10) keV. The interaction between
dark matter and nuclei can be divided into two classes in the non-relativistic limit: the
spin-independent and spin-dependent. The spin independent interaction couples to the
mass of the detector nuclei, while the spin dependent couples to the spin of the nuclei.
Different experiment material and techniques are sensitive to search for different dark
matter interactions with nucleus, some of the most important experiments are LUX [59]

and XENON [60].

Indirect detection

The dark matter particles may decay or annihilate with each other and the final
products can be detected. These products include ~v-rays, neutrinos and charged anti-
particles such as positrons and anti-protons. The search for such signals is performed at
the directions where the dark matter density is expected to be high. Some of the most
important experiments are Fermi-LAT [61], IceCube [62], Super-Kamiokande [63], AMS
[64], PAMELA [65] and HESS [66].

Production in colliders

Since the dark matter mass is usually assumed to be < O(10%2) GeV in the WIMP
scenario, the dark matter particles are expected to be generated at high energy colliders.
The particles created in the accelerator may decay or annihilate to the dark matter parti-
cle, which escapes the detector and therefore their production can be inferred as missing
energy. The most important experiments are ATLAS [67] and CMS [68]. Details on dark
matter searches at colliders are given in Chapter 2.
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Chapter 2

Dark Matter searches at colliders

Dark matter searches in colliders are complementary to direct and indirect searches,
described in Section 1.3.3. As shown in Figure 1.8, the three different detection methods
exploit the production, scattering, and annihilation processes for dark matter with respect
to SM particles. Direct and indirect detection suffer from large uncertainties in the initial
state, mainly of astrophysical nature. On the other hand, in colliders the dark matter is
produced and studied in a controlled environment. Also, colliders do not have a lower
limit on their sensitivity on dark matter masses (few GeV), a region inaccessible to current
direct detection experiments. However, the masses of the dark matter candidate and of
other particles that mediate the interaction of dark sector with the SM particles have to
be within the energy scale accessible to the experiment.

Searches for dark matter have been accomplished at several high-energy colliders, such
as the Tevatron at Fermilab or the Large Electron Positron collider at CERN [69, 70, 71].
It is now the data from the Large Hadron Collider at CERN which provide the greatest
sensitivity to new exotic processes and give access to the highest energy scales for new
physics involving dark matter.

If the dark matter particle is assumed to be a weakly interacting massive particle,
with mass at the weak scale, as for massive SM particles, and coupling strengths to SM
particles similar to that of the electroweak interactions, the relic abundance of dark matter
particles is correctly predicted [72], see discussion in 1.3.2. Even though the WIMP is
not the only viable dark matter candidate, it is a compelling scenario, and testing it is
a necessary milestone in the understanding of the dark matter puzzle. This electroweak
energy scale is powerfully probed by the LHC and thus its data can help to explore a wide
region of the WIMP mass-coupling parameter space.

The freeze-out mechanism in the early Universe is based on the assumption that dark
matter particles interact strongly enough with ordinary matter that they enter into ther-
mal equilibrium with the SM bath at high temperatures [73, 45]. The critical temperature
is reached when the dark matter annihilation rate drops below the expansion rate of the
Universe, and therefore the dark matter interactions become insufficient in order to main-
tain thermal equilibrium. Since the interactions between the SM and dark matter particles
have to be sizable for the freeze-out process, the expectation would be that the inverse
process also has a sizable cross section. Then, collider experiments can be used to invert
the annihilation process that frequently happened in the early Universe, see Figure 1.8.
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Furthermore, many beyond the SM (BSM) theories require new stable particles at the
electroweak scale which are either a viable dark matter candidate or might couple to a dark
matter particle. This is the case for supersymmetric models which not only fix many know
SM problems, like the gauge hierarchy problem, but also provide a viable dark matter
candidate in the form of the lightest supersymmetric particle [74]. Many searches for
these well-motivated extensions of the SM are therefore ultimately also searches for dark
matter. Nevertheless, in these complete models, the dark matter is typically produced
with additional exotic particles, implying that there is no direct connection between the
annihilation and production process, see Figure 1.8. Also, most of the constraints on
these models are unrelated to the actual dark matter properties, and the dark matter
particle is therefore a tool in the search rather than the actual object of interest. Because
of this, a more narrow definition of dark matter searches is adopted in this work, and it is
focused on a search with direct pair-production of dark matter. This is described in the
following Section 2.2 regarding the theoretical interpretation and Section 2.3 regarding
the experimental signature.

2.1 Overview of dark matter theoretical framework

In order to interpret dark matter signatures at LHC with their respective cross section
limits, and finally compare these bound to the constraints derived from direct or indirect
detection, a dark matter model is needed.

Given that not only the quantum nature of the dark matter particle is unknown, but
also which is the connection or portal between the dark sector and the SM, it is important
to explore all possibilities that the dark matter “theory space” can offer. This theory space
is populated by a large number of all possible realizations of physics beyond the SM with
a viable dark matter WIMP candidate. Figure 2.1 illustrate some representative dark
matter models.

complete

Less complete
Dipole
Interactions
Sketches of models’ More
I

Dark Matter
Effective Field Theories

Contact
Interactions,

Minimal
Supersymmetric
Standard Model,

Complete
Dark Matter
Models

Little
Higgs

Figure 2.1 — Artistic view of the DM theory space [75]

Universal
Extra
Dimensions,

The models filling this theory space fall into three distinct classes [75] with increasing
level of completeness and complexity:
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o Effective Field Theory

The Effective Field Theory (EFT) approach allows to describe the interactions be-
tween the SM and the dark matter sector mediated by contact/effective operators
with higher dimension, > 4, providing a universal description of the dark matter-
SM connection. In order to obtain the right dimensionality for the new term(s)
in the Lagrangian, a suppression energy scale A must be introduced. Since it is
a non-renormalizable field theory, A is the break down energy scale that represent
the masses of those particles which have been integrated out'. In this minimal
approach, A and the dark matter mass are the only free parameters of the model.

The derived limits are independent of the theory behind the dark matter, yet it
has been assumed that other hypothetical particles are too heavy to be produced
directly in pp collisions. Some of the possible operators are listed in Table 2.1, for
which the dark matter candidate is assumed to be a Dirac fermion [76].

] Dimension Mediator type Operator ‘
1 Scalar % XXqq
) Vector % XY Xqvuq
8 Axial-vector % X0 XquYHq
9 Tensor % XM Xqo g
11 Scalar %YX Qs (wa)z

Table 2.1 — Effective interaction operators of WIMP pair production considered in the
mono-“X” analyses described in Section 2.3.1, following the formalism of Reference [76].

EFT was basically the principal dark matter model interpretation for Run 1 data
analysis [77, 76, 78, 79, 80]. This approach has proven to be very useful to derive
stringent constraints on physics beyond the SM at the scale A, however it has an
intrinsic limitation: EFT is only valid if the momentum transfer in the process under
study is lower than the cut-off scale A [81, 82, 83].

« Simplified models

The validity of the EFT approach is questionable at LHC energies where the mo-
mentum transfer involved is comparable to the scale of the non-renormalizable op-
erators considered. At such high energies, the degrees-of-freedom (often called me-
diators) that were assumed to generate these operators are important and should
be “integrated-in” [84]. The simplified model approach incorporate the effect of
these particles in the modeling while considering a simple and inclusive theoretical
framework.

The simplified models can be seen as a step beyond the EFT, for which the level
of detail can be expanded by including in a minimal model the extra particles and
interactions needed to reproduce the non-renormalizable operators. Including the

I In the EFT framework, the mediating particles are experimentally inaccessible and can be
“integrated-out”.
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mediator’s propagator allows not only to avoid the energy limitation of the EFT,
but also to describe the full kinematics of dark matter production at LHC with an
ultra-violet complete model, at the price of an increased number of parameters. The
suppression mass scale /A is traded in for at least the parameters related to the mass
of the mediator particle and the respective coupling strengths.

Also, simplified models allow exploiting the complementarity with other searches not
related directly to dark matter production such as resonances in the di-jet channel,
see Section 2.3.2 for details. This is because the new mediators included in the
model can be produced on-shell and contribute significantly to other processes not
considered in the EFT.

More details on dark matter simplified models realisations are given in Section 2.2.

« Complete models

At the end of the model spectrum of Figure 2.1, there are the complete BSM theories
which include a viable dark matter candidate. This is the case of the theories
inspired by the hierarchy or strong CP problems, the grand unification of forces,
or neutrino masses. The classical example is the Minimal Supersymmetric SM
(MSSM) for which the neutralino is a weakly interacting massive particle that serves
as a dark matter candidate [74, 85]. There are other well-motivated extensions of
the SM, such as the Large Extra Dimensions (LED) [34], little Higgs models with
T-parity [86], etc., all of them predicting dark matter candidates leading to large
missing transverse energy at LHC.

These models may account for all phenomena up to a very high energy scale, typ-
ically much higher than the one testable in current colliders. Also, a complete
theory framework with full predictive power has a large number of parameters and
degrees-of-freedom. This may lead to different dark matter candidates and new
interactions, thus it is typically difficult to decorrelate effects and constrain dark
matter properties alone.

All the above described theoretical scenarios are interesting, well motivated, and in
some cases complementary. They must be considered as potential sources of new physics
regarding the dark matter problem. In the following, the attention will be concentrated in
the simplified model interpretation which is the focus for the ATLAS Run 2 data analysis
regarding dark matter signatures.

2.2 Dark matter simplified model interpretations

In the past years, a lot of progress has been made in testing and understanding the EF'T
dark matter models at LHC. It was until early Run 2 data taking that simplified models
of dark matter started to be in the spotlight of the analysis interpretations, serving as a
bridge between the two ends of the spectrum in the theory space illustrated in Figure 2.1.

The simplified models of dark matter aim to provide a realistic and complete scenario
within the energy reach of the LHC, restricting as much as possible the number of possible
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free parameters. The main characteristics of the simplified models are that they must
contain a viable dark matter candidate and a mediator that couple the SM and dark
sector, other additional states, if any, should be decoupled. All the renormalizable terms
consistent with the SM gauge symmetry and Lorentz invariance should be included in the
Lagrangian. Finally, in order to focus on the dark matter constraints, lepton and baryon
number conservation is assumed, together with minimal flavour violation (MFV) [87, 75].

One main motivation for simplified models is that they allow the possibility of produc-
ing missing transverse energy without other exotic objects, as it is the case for complete
models. For example, in LED scenarios particles escape to extra dimensions, or in MSSM
a pair of lightest supersymmetric particle can be produced, and both signatures leads to
missing transverse energy.

In any case, most simplified models can be understood as the limit of a more general or
complete beyond the SM scenario, where the majority of the new particles are integrated
out and decoupled from the energy scale reachable at the LHC or because they have no
role in dark matter interactions with the SM. Similarly, in the limit where the mass of
the mediator is very large, the EF'T may be recovered by integrating out the mediator.

2.2.1 Simplified models with vector or axial-vector mediators

The majority of simplified models considered in dark matter searches at LHC are s-
channel production, as illustrated in Figure 2.2. The mediator sector between SM and
dark matter particles is composed by a single particle, named Z{/ /A in Figure 2.2. This
mediator is usually assumed to be a boson, describing a vector or axial-vector interaction
in case of spin-1 particle [88, 89]. It can be also considered a scalar or pseudo-scalar
interaction for spin-0, however they are not gauge invariant [84].

One of the simplest ways to add a new mediator to the SM is by extending its gauge
symmetry by a new U(1)’, which is spontaneously broken such that the mediator obtains
mass [90]. The Dark Matter candidate has charges only under this new group. It is assume
that some SM particles has also charges under this group, therefore the new boson can
mediate interactions between the SM and the dark matter sectors.

If the dark matter particle x is assumed to be a fermion (either Dirac or Majorana),
and assuming CP-conservation, the Lagragian of the models with a vector or axial-vector
couplings between the spin-1 mediator Z’ is:

1 _ _
Evector ) imQZ/Z//LZIM - gq Z Z;qryﬂq - QXZLXWHX (21)
q=u,d,s,c,b,t
1
»Caxial—vector D) §mQZ’ ZLZ/M —Yq Z ZL@’Y“’%(] - QXZLY'Y'“’}%X (2'2)
q=u,d,s,c,b,t

The mediator couplings to quarks was chosen to be diagonal, since the existence of
off-diagonal couplings is tightly constrained by various flavour changing neutral current
processes [91]. As a further simplification, the couplings are fixed to be flavour blind, gfl =
gl = gq for i =1,2,3. Therefore, the mediators are assumed to couple to all quarks with
equal strength, consistent with the hypothesis of minimal flavor violation [92]. Typical
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values of the couplings to quarks chosen are g, = 0.1, 0.25, and the vertex between the
dark matter particle and mediator is always taken to be g, = 1.0 [89].

This model can be expanded to contain charged lepton couplings of the mediator,
equal for all lepton flavors, with a typical value of g, = 0.01 as described in Reference [93].
Each of these simplified models is fully characterized by five parameters: the masses of
the two particles m, and my/, the flavour universal coupling to quarks g4, the coupling
to all lepton flavours g,, and the coupling to the dark matter g, .

q g/v/V X
4

/
V/A

q X

Figure 2.2 — Leading order Feynman diagram of the dominant dark matter production
mode for the vector and vector-axial models.

2.2.2 Two-Higgs-Doublet model with a vector mediator 7’

In this model, a resonant production of a new Z’ gauge boson is considered, as in the
vector model described in Section 2.2.1. This Z’ then decays to a Higgs boson plus an
intermediate state which decays to a dark matter pair, as depicted in Figure 2.3. Since
the decay of a SM particle to dark matter is highly constrained, a heavy pseudoscalar A°
from a two-Higgs doublet extension to the SM is considered, and this pseudoscalar has
a large branching ratio to dark matter [94]. Thus, the phenomenology of this model is

extended with respect to the simplified case due to the presence of a new decay mode
7' — hAY,

]
>

Figure 2.3 — Leading order Feynman diagram of the dominant dark matter production
mode for the Z’-2HDM model.
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The gauge symmetry of the SM is extended by a U(1)’ associated to a new Z' gauge
boson. This Z’ is massive thanks to an additional scalar singlet ¢ that leads to spontaneous
symmetry breaking at a scale above the electroweak symmetry breaking.

For simplicity, it is assumed generation-independent charges under U(1)’ for the fermions
and that only quarks are charged. In this case, the Z’ can be produced at LHC, and also
stringent constraints from di-lepton resonances searches are avoided, since leptons are
neutral under U(1)".

Regarding the scalar sector, a 2HDM Type 2 is considered, which comprises two scalar
doublets: @,, couples to the up-type quarks and @, couples to the down-type quarks and
leptons [95]:

LD 9y QDT + yg QPyd + ye L e+ h.c. (2.3)

After electroweak symmetry breaking, the Higgs doublets obtain vacuum expectation
values (vev), v, and vg. In unitary gauge, the doubles are parametrized as:

_ 1 —sin3H™

b= \/§< vg —sinah+cosa H —i sin 3 A° ) ’ (2.4)
_ 1 cosBH™

Pu= V2 ( vy —cosah+sina H —i cos 3 A° ) ’ (2.5)

where h, H are neutral CP-even scalars, HT is a charged scalar, and A is a neutral
CP-odd scalar. Furthermore, the mixing angles that diagonalizes the h — H mass matrix
are tan 3 = v, /vg and .

The scalar h is taken to be the observed Higgs boson with mj ~ 125 GeV. The Type-
2 2HDM is tightly constrained around the alignment limit where § — a+7/2 and o €
(—m/2,0). In this limit, h has SM-like couplings to fermions and gauge bosons [96].
Furthermore, pertubativity of the top yukawa coupling implies tan 3 > 0.3 [94]. Because
of this, the parameter space is chosen to have § — a+7/2 and tan 3 > 0.3.

The vev of the Higgs lead to Z — Z' mass mixing with the consequence of a modification
to the Z mass, which is dependent to a small mixing parameter €. The decay width of
7" — hA® can be expressed to leading order in ¢ as [94]:

Ly, 40 = (g- sin Bcos 8)° ol P (2.6)
- 247 MZ/
where the center of mass momentum for the decay products is
_ 1 2 2 2 2
1= g\ (M3 = mnmp0)?) (M3, = (= m.0)2). 2.7

The model is described by five parameters: the pseudoescalar mass m 40, the dark
matter mass m,, the new boson mass my/, tan = v, /vy and its coupling strength g
The benchmark values used in this model are gz = 0.8, tan 8 =1 and m, =100 GeV [89].
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2.3 Dark matter searches at LHC

Weakly interacting massive particles are electromagnetically neutral, their interaction
with the SM particles is very weak, and have a stability of the order of the lifetime of the
Universe. Because of this, when produced in a pp collision, dark matter particles does
not interact with the detector and live enough to escape undetected. Thus, they traverse
the various detector layers without leaving a trace, just like neutrinos.

However, by using the hermeticity of the detector, the presence of dark matter particles
can be inferred via an apparent imbalance in the total momentum. In hadron colliders,
since the longitudinal momenta of the colliding partons are unknown, only the transverse
momentum can be used in dark matter searches. From the momentum conservation, the
net momentum in the transverse plane is zero before and after the collision. An imbalance
in this plane, obtained as the negative vector sum of the transverse momenta of all detected
particles, is called “missing transverse momentum”, or EITniSS, and it could be a hint of dark
matter recoiling against SM particles. Its magnitude EITrliss is called “missing transverse
energy”, Section 4.6 details the missing transverse energy reconstruction and performance
in ATLAS.

Even though WIMP particles can not be directly observed, its search at the LHC
is a thriving research field due to the experimental feasibility of the searches. The SM
backgrounds and their respective distributions are now sufficiently understood with very
good accuracy that small distortions in their corresponding observables, mainly in the
missing transverse energy spectrum (particularly on its high momentum tail), may be
observed and used to constraint dark matter models.

Collider searches can be broadly distinguished into two categories: Searches for the
dark matter particle in final states, described in Section 2.3.1, and searches for the dark
matter-SM sector mediator in final states without dark matter particles, described in
Section 2.3.2.

2.3.1 Searches for invisible final states: “Mono-X” searches

The basic diagram of dark matter pair production is shown in Figure 2.4(a), where the
incoming partons, or their decay products, witness new exotic interactions and produce a
pair of dark matter particles in the final state. Once produced, these particles escape the
detector without any energy deposit, as discussed before. If the pair of dark matter parti-
cles is the decay product of a heavy mediator produced at rest, momentum conservation
implies that the final state would be a pair of back-to-back dark matter particles, with
balancing transverse momentum and E%liss = (. Such empty event will not be detectable,
as depicted in Figure 2.4(b).

Missing transverse energy /momentum is not enough for an event to be recorded by the
detector. Then, in order to trigger dark matter events, at least one recoiling SM particle
Is necessary.

The leading generic diagrams responsible for dark matter production at LHC involve
the pair production of WIMPs plus a SM particle, named “X” as shown in Figure 2.4(c).
If the dark matter is produced in association with a SM particle “X”, the final state is
expected to present a well defined “X” signal recoiling against large amount of missing
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transverse momentum, E4", corresponding to the dark matter pair production, as shown

in Figure 2.4(d).

The “X” particle can be radiated by the initial- or final-state, and is necessary to
balance the two WIMP’s momentum, so that they are not produced back-to-back as in
Figure 2.4(b) resulting in negligible EX5, These SM recoiling objects can be photons [97],
electroweak bosons [98], heavy flavour quarks [99, 100], hadronic jets [101] or even a Higgs
boson [5].

q.8 =3
q,8
a.8
q,8
() (d)
Figure 2.4 — Basic dark matter production diagram 2.4(a) and transverse plane

scheme 2.4(b), and generic mono-"X” diagram 2.4(c) and transverse plane scheme 2.4(d).

Mono-“X" analyses are characterized by selecting the “X” signal with high quality
criteria and vetoing any other SM activity in the detector, and requiring large Elfliss. Also,
requirements in the topology are considered, such as the azimuthal separation between
the produced SM “X” and the Er‘fliss, from the dark matter pair production, which should
be large since these two objects are expected to be recoiling against each other in the
transverse plane, i.e. A(E¥SS X) ~ 7. For a mono-“X" analyses with an hadronic final
state, the dominant background sources are Z(— vv) + jets and W (fv) + jets where the
lepton fails the reconstruction, given that both process are characterized by real ErTniSS

coming from the SM neutrinos.

In the following, a general overview of the principal mono-“X” searches will be given:

27



Dark Matter searches at colliders

Mono-jet

This search is the canonical mono-X analysis. Dark matter is produced in association
with one or more QCD jets from initial state radiation. This search selects events with
at least one energetic jet (pr >250 GeV and || < 2.4) that fulfils high jet-reconstruction
quality criteria, and impose a strict veto on events containing leptons. Large hadronic
activity is expected coming from this high pr jet and from up to four other jets (with pr
> 30 GeV and |n|< 2.8) recoiling against large amount of missing transverse energy (1SS
>250 GeV), see Figure 2.5 for a representative mono-jet topology event display. Back-
to-back dijet events are suppressed by requiring that the E%iss vector does not point
into the azimuthal direction of the leading jets. This requirement also suppresses jet
mismeasurement, that leads to an imbalance in the transverse momentum from multijet
background.

ATLAS

EXPERIMENT

Run: 302393
Event: 738941529
M 2016-06-20 07:26:47 CEST

Figure 2.5 — Mono-jet event display recorded on 2016 with a energetic jet with pp = 1707
GeV and a invisible recoil of EF"® = 1735 GeV [101].

Figure 2.6 shows the E¥ distribution of selected mono-jet events in 36 fb~!, where
the stacked histograms of background processes is overlaid on various signal models de-
picted as thick lines [101]. It is notable that the signal model for an axial-vector mediator
of 1 TeV mass , (mpn, Mmeq) = (400,1000) GeV, is flatter than the backgrounds, thus the
original signal-to-background ratio increases with Effliss. Dark matter signals are expected
to appear as an excess in the tail of the E%‘iss distribution. Exclusion limits on mono-jet
production are derived from the Eﬁ}“iss distribution that lead to the currently strongest
constraints on dark matter from collider searches.
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Figure 2.6 — Measured distribution of the E%liss compared to SM predictions. The latter
are normalized with normalization factors as determined by a global fit that considers
exclusive EF"* regions [101].

Mono-V

Mono-V searches for dark matter production in association with a vector boson V,
V =W, Z. Three different analysis can be considered depending on the vector boson
decay mode: full hadronic, leptonic and semi-leptonic.

Mono-V(had) searches hadronic final states + E5 with no reconstructed lepton.
In this case, jets in the final state comes from the hadronic decay of a vector boson.
Even though the production cross section is significantly smaller than for QCD radiation,
the process is much cleaner and thus can be searched for with higher sensitivity. At
the energies provided by the LHC, their decay products may be boosted, collimating the
daughter particles in a large radius jet with an internal substructure due to the two quarks
from V' — qq, see Section 4.2.2.2 for more details on this reconstruction technique.

Also, leptonically decaying Z bosons can be considered, having a very clean sig-
nal [102]. It is know as mono-Z analysis. In this case, it is required that the transverse
momentum of the di-lepton system has opposite azimuthal direction with respect to Elfniss,
and that the di-lepton invariant mass is in a narrow window around the Z boson mass.

Another analysis related to vector bosons, consists in a search for dark matter with
a W boson that decays leptonically, the produced neutrino is considered in the missing
transverse momentum and, therefore, this is called a mono-lepton event [103].

Mono-photon

Mono-vy searches were the first dedicated dark matter searches at colliders. These
searches require typically only the presence of a high pr photon and reject isolated lep-
tons [104] or a second jet. Because of the relative strength on the electromagnetic coupling
apy compared to the strong coupling constant, the sensitivity of mono-vy searches is re-
duced in comparison to hadronic searches. However, background levels are generally very
low making this topology a particularly clean channel to study dark matter.
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Mono-Higgs

The discovery of Higgs boson at the LHC [20, 105] opens the opportunity of searching
the dark matter pair production in association to a Higgs boson. The observed final state

miss

are Y plus the Higgs decay products with an invariant mass of my, ~ 125 GeV.

There is an important difference between mono-Higgs and other mono-“X” searches.
In pp collisions a jet, photon or vector boson can be emitted directly from initial state
radiation through the usual gauge interactions. In contrast, the initial state radiation of a
Higgs boson is highly suppressed due to the small yukawa coupling of the Higgs boson to
the quarks. In that sense, a positive mono-Higgs signal would be more closely connected
to the dark matter pair production, providing a direct probe of the SM-dark matter sector
coupling.

There are two promising Higgs boson decay channels to search for dark matter: h — bb
and h — 7. The bb channel is the dominant decay mode of a Higgs boson with a mass
of my, ~ 125 GeV, corresponding to the largest branching ratio Br(h — bb) ~ 0.577 [106],
and gives the best statistics for the signal. While the diphoton branching ratio is only
Br(h — ) ~2.28 x 1073, but is a very clean channel [107].

This work is focused in the mono-Higgs search for dark matter with the Higgs boson
decaying to a pair of bottom quarks. The strategy, analysis and results are presented in
Chapters 6, 7 and 8.

2.3.2 Searches for visible final states: “Di-X” resonance searches

In the mono-“X” topology, described in Section 2.3.1, the mass of the dark matter
is small compared with respect to the mediator, see Section 2.2 for an overview on sim-
plified models. As a result, the dark matter production cross section receives a resonant
enhancement and also the produced WIMP pair is boosted opposite to the direction of the
visible SM particle(s), “X”. In the case of dark matter particles heavier than the media-
tor, this mediator becomes off-shell resulting in weaker constraints due to a kinematically
suppressed production cross section. The latter case are searches for the mediator, which
look for a narrow peak in the invariant mass of two SM particles. Multiple searches for
narrow resonances, for example di-jet or di-lepton resonances, can be interpreted in terms
of dark matter models.

The di-jet resonance searches are based on the reconstruction of two high-energy jets
in the final state, and were usually used in the search for new Z’-like resonances and for
new contact interactions at high energy scale [108]. New physics signals can be visible as
a resonant peak in the di-jet invariant mass spectrum over a smoothly falling background
from QCD jet production.

These analysis are also interesting to study the coupling of the dark matter mediator
with SM particles. In this sense, a new s-channel produced particle, that serves as a
mediator to the dark matter sector, can be observed as a resonance in the invariant dijet
mass at about the new particle’s mass [109]. Instead of a dark matter pair production in
the final state via the exotic mediator as depicted in Figure 2.7(a), visible decays of the
mediator are searched for, as shown in Figure 2.7(b).
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Figure 2.7

In the light of simplified models, “di-jet” signals are interpreted as a mediator decaying
back to SM particles. In the EFT approach, dark matter particles can interact with quarks
via an effective operator of the form %cﬁ“qiwx and one would also expect an analogous

operator involving only quarks of the form % qy"qq,q, with similar energy suppression
scales, A~ A’

There are different di-jet analysis strategies. The classic di-jet resonance search is
based on a fit on the di-jet invariant mass spectrumin the data using an analytical function
in sliding windows [110]. For each event it is required that the highest unprescaled single-
jet trigger is fired. This trigger has an efficiency greater than 99.5% for plfad > 428 GeV,
thus the leading jet is required to have pt > 440 GeV. In addition to that, it is required
that the subleading jet has pt > 60 GeV, in order to obtain almost pile-up insensitive
distributions.

Searches for dijet resonances with sub-TeV masses are statistically-limited by the band-
width available to inclusive single-jet triggers. Due to large SM multijet backgrounds,
these triggers must be prescaled in order to record full events at a manageable rate. How-
ever, one can avoid this limitation and record much higher event rates by recording only
partial events, containing just the small subset of the full event that is needed for the
search. We call this technique Trigger-Level Analysis (TLA). The “di-jet TLA” analysis
search for new physics in the di-jet final state using the TLA strategy targets low-mass
dijet resonances between 470 GeV and 1.5 TeV [111].

Sensitivity to light resonances is reduced by immense background rates that would
saturate the trigger and data acquisition systems. An alternative strategy to search for
low mass di-jet resonances is to select events with jets recoiling against a photon or
an additional jet from initial state radiation (ISR). In this case, the trigger threshold
limitations are reduced by examining data where the light resonance is boosted in the
transverse direction via recoil from high-pt ISR of a photon or jet. This analysis is called
“di-jet+ISR” [112]. If the associated photon or jet has large transverse momentum, the
di-jet resonance candidate can be reconstructed as a large-R jet, see details on this objects
on Section 4.2.2.2.

31



Dark Matter searches at colliders

Finally, resonant high-mass phenomena in “di-lepton” final states can be consid-
ered [113]. The pair of same-flavour leptons with highest pp are chosen as the reso-
nance candidate. This experimental signature benefits from a fully reconstructed final
state, high signal selection efficiencies and relatively small, well-understood backgrounds,
representing a powerful test for a wide range of theories beyond the SM.

Other dark matter searches with visible final states are: “di-bjet” [114] and “tt reso-
nance” [115].

2.3.3 Complementarity and combination of signatures

The complementarity of the various searches is studied in the plane of the mediator
mass vs the dark matter candidate mass for fixed couplings for the vector and axial-vector
simplified models.

Mono-X and Di-X searches have different different sensitivity reach depending on the
simplified model and on the coupling strength choice. For example, Figure 2.8 shows
the exclusion regions of the various experimental signatures for the vector mediator (up-
per plots) and the axial-vector mediator (bottom plots) simplified models. The sensi-
tivity of the searches is highly dependent on the coupling choice mainly for resonance
searches. Therefore, in order to highlight the complementarity of the dedicated dark mat-
ter searches, different coupling scenarios are considered in the presentation of the results:
gpMm = 1, g4 = 0.25, g; = 0 for a leptophobic mediator; gpy =1, g4 = 0.1, g; = 0.01 for a
leptophilic vector mediator; and gpy = 1, g4 = 0.1, g = 0.1 for a leptophilic axial-vector
mediator.

Collider experiments represent a complementary model-dependent approach to dark
matter searches with respect to direct and indirect detection experiments [118]. It is
therefore interesting and informative to compare the models with vector or axial-vector
model limits with the results from other dark matter searches. Figure 2.9 show the
translation of the vector (left) and axial-vector (right) model limits into limits on the
spin-dependent y-proton and spin-independent y-nucleon scattering cross-section as a
function of the dark matter mass, following the procedure on Reference [93]. As can be
seen from Figure 2.9(a) for vector and Figure 2.9(b) for axial-vector mediator models, the
LHC searches allow to complement these limits in the low dark matter mass range where
the direct dark matter search experiments have less sensitivity due to the very low-energy
recoils that such low-mass particles would induce.
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Figure 2.8 — Regions in a dark matter mass-mediator mass plane excluded at 95% CL by
di-jet, di-lepton and mono-X searches, for vector (top) or axial-vector (bottom) mediator
simplified models. The exclusions are computed for a dark matter coupling gpn (also
gx), quark coupling g,, universal to all flavors, and lepton coupling gl as indicated in
each case. Dashed curves labeled “Thermal Relic” indicate combinations of dark matter
and mediator mass that are consistent with a dark matter density of 2o = 0.12h2 and
a standard thermal history, as computed in MadDM [116]. Between the two curves,
annihilation processes described by the simplified model deplete 2¢ below 0.12h%. A
dotted curve indicates the kinematic threshold where the mediator can decay on-shell
into dark matter. Excluded regions that are in tension with the perturbative unitary
considerations of [117] are indicated by shading in the upper left
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Figure 2.9 — Comparison of the inferred limits to the constraints from direct detection
experiments on the spin-dependent WIMP-neutron scattering cross section for the 2.9(a)
vector mediator and the 2.9(b) axial-vector mediator. LHC limits are shown at 95% CL
and direct detection limits at 90% CL. The comparison is valid solely in the context
of these models with the shown specific couplings. LHC searches and direct detection
experiments exclude the shaded areas.
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Chapter 3

The Large Hadron Collider and the
ATLAS experiment

The analyses presented in this work use proton-proton collisionat a center of mass
energy of 13 TeV collected with ATLAS (A Toroidal LHC Apparatus) detector at the LHC
(Large Hadron Collider) during 2015, 2016 and 2017. This chapter introduces the LHC
accelerator in Section 3.1 and the ATLAS detector with its sub-detectors in Section 3.2.

3.1 The Large Hadron Collider

The Large Hadron Collider [119] is a circular proton-proton particle accelerator and
collider of the European Organization for Nuclear Research (CERN) [120], located near
Geneva at the French-Swiss border.

The LHC is a proton-proton (pp) and also Pb-Pb and p-Pb collider with a circumfer-
ence of 27 km and is installed at an average depth of 100 m in the tunnel of the Large
Electron-Positron collider (LEP) [121] that was operational until 2000.

The accelerator complex at CERN is a succession of machines that accelerate particles
to increasingly higher energies. Each machine boosts the energy of a beam of particles,
before injecting the beam into the next machine in the sequence. In the LHC - the last
element in this chain - particle beams are accelerated up to the record energy of 6.5 TeV
per beam. The LHC and the pre-accelerator chain are shown in Figure 3.1. Protons are
obtained from hydrogen atoms and are formed into bunches consisting of ~ 10! protons
with a nominal bunch spacing of 25 ns. These bunches are accelerated in the LINAC2 up
to an energy of 50 MeV, then in the Proton Synchroton Booster (PBS) to 1.4 GeV. The
Proton Synchrotron (PS) accelerates the protons up to 25 GeV before being injected into
the Super Proton Synchrotron (SPS) which accelerates them to 450 GeV.

Protons in the LHC circulate in two counter-rotating beams bent by large magnetic
fields acquiring energy at each round, until they are finally brought to collision. The
energy in the centre-of-mass of the pp collision was /s =7 TeV in 2011, reaching 8 TeV
in 2012. The first LHC period of collisions, called Run 1, ended at the beginning of 2013.
It was followed by a long shutdown (LS1) for planned upgrades. The second LHC period
of collisions, Run 2, started in June 2015 with an energy in the centre-of-mass of 13 TeV
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and will end by November 2018. It will be followed by a new shutdown (L.S2) until early
2021 when LHC will restart operations [122].
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Figure 3.1 — The accelerator complex at CERN [123].

The proton beams intersect each other at four interaction points, where the main
particle detectors are located: ALICE [124], ATLAS [125], CMS [126] and LHCb [127].
ATLAS and CMS are multi-purpose devices, optimised for proton-proton interactions in
order to perform precision measurements of the SM and to search for new physics BSM.
ALICE is optimised for the study of interactions between heavy ions, whereas LHCD is
aimed for the particular study of the decays of the b-quarks. Furthermore, two smaller
experiments are in operation that are focusing on diffractive physics, namely LHCf [128]
and TOTEM [129].

The instantaneous luminosity is the quantity to maximize in order to increase the
probability to detect a given process. The luminosity £ depends on the beam parameters
and can be written as,

Nynp [~y

T g 0, (3.1)

where Ny, is the number of particles per bunch, n;, the number of bunches per beams, f
the revolution frequency, v the relativistic Lorentz factor, €, the normalised transverse
beam emittance, §* a function which give the amplitude of oscillations of the protons at
the collision point and F'(6.) a geometric luminosity factor due to the crossing angle at

L=
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F(b,) = (1+ (920;”)2) 1/2, (3.2)

where 6. is the crossing angle of the beams, o, and o, are the RMS of the longitudinal
and transversal bunch length.
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Figure 3.2 — Instantaneous (left) and integrated (right) luminosity for ATLAS Run 2 data
taking [130].

Figure 3.2 (left) shows the instantaneous peak luminosity delivered to ATLAS during
pp collisions at /s = 13 TeV in 2017. The instantaneous luminosity integrated over a
specific period of time is referred to as the integrated luminosity and it allows to quantify
the amount of data delivered by the LHC,

/ Ldt = Nevents 0, (3.3)

where o is the process cross section. Figure 3.2 (right) shows the time evolution of the
integrated luminosity delivered by the LHC (green), recorded by ATLAS (yellow) and the
certified runs with good-quality data (blue) during pp collisions in Run 2 until the end of
2017.

The probability to have multiple inelastic pp collisions increases linearly with the
luminosity. Other pp collisions, in addition to the collision of interest, are collectively
referred as “pile-up” (PU). It presents a serious challenge to physics analyses at the LHC
since the reconstructed physics object are affected from additional energy contributions.
In-time pile-up corresponds to the multiple pp collisions within the same bunch crossing.
The out-of-time PU corresponds to pp interactions occurred in a previous bunch crossing.
It is the result of long electronic integration times, becoming significant when the spacing
decreases between the bunch crossing. The amount of pileup activity can be estimated in
terms of the mean number of interactions per bunch crossing, < >, which is an average
over a given block of events measured by dedicated ultra-fast detectors, and in terms of
the number of reconstructed primary vertices Npy-, measured in the tracking detectors on
an event-by-event basis. Figure 3.3 shows the mean number of interactions per crossing
for the 2015, 2016 and 2017 pp collision data at 13 TeV centre-of-mass energy.
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Figure 3.3 — Number of Interactions per Crossing: Luminosity-weighted distribution of
the mean number of interactions per crossing for the 2015, 2016 and 2017 pp collision
data at 13 TeV centre-of-mass energy. All data recorded by ATLAS during stable beams
are shown. The mean number of interactions per crossing corresponds to the mean of the
Poisson distribution of the number of interactions per crossing calculated for each bunch.

3.2 The ATLAS detector

The ATLAS detector [125] is a multi purpose detector located at Point 1 on the LHC
ring near the main CERN site. It is 44 m long, has a diameter of 25 m and weights around
7,000 tons. It has a typical onion-shell-like structure and covers almost the full 47 solid
angle. Figure 3.4 shows a general layout of the ATLAS detector.

The origin of the ATLAS coordinate system lies in the interaction point. ATLAS uses
a right-handed system in which the z-component points towards the centre of the LHC
ring, the y-component points upwards and the z-component points into the direction
of the beampipe. The polar angle 6 is defined in the yz-plane and is measured from
the z-axis. The azimuthal angle ¢ is defined in the zy-plane. The pseudorapidity is
defined using the polar angle 6 as n = —Intan (g) The difference in pseudorapidity of
two objects, An, is invariant under Lorentz-transformations. For massive objects such as

jets, the difference in rapidity Ay is used, where y = %ln (gfgi) The distance AR in the

pseudorapidity-azimuthal angle space is defined as AR = / An2 + A¢p2.

ATLAS provides discriminant detection power and identification between electrons,
photons, muons and products from hadronic processes leaving wide signals called jets.
Combined signals from various subdetectors allow an identification of the various particles
together with an estimation of their energy and direction. The tracks of the charged
particles are measured by the Inner Detector (ID). It is installed close to the beam pipe and
is encompassed in a solenoidal magnetic field of 2 T. The trajectories of charged particles
are bent by the magnetic field which allows the determination of the sign of their charge
and their transverse momentum. Furthermore, the highly segmented structure provides a
good spatial resolution to reconstruct primary and secondary vertices. After the particles
traverse the ID, they may induce electromagnetic and hadronic showers in the calorimeter
system. Electrons, photons and jets are fully absorbed by the calorimeters. The outer
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Figure 3.4 — Longitudinal cut-away view of the ATLAS detector, showing the different
layers around the LHC beam axis. The collisions occur in the centre of detector. The
main detector components are indicated.

part of the detector consists of the Muon Spectrometer (MS), which is embedded in huge
toroidal magnets that define the name and the characteristic look of the ATLAS detector.
Muons traverse all detector components, while depositing only a small fraction of their
energy. Their tracks and momenta are measured in the ID and again in the MS. Figure 3.5
shows an overview of the interactions of the physics objects with the ATLAS detector in
the transverse plane.

3.2.1 The magnet system

The ATLAS superconducting magnet system is an arrangement of a central solenoid
providing the inner tracking with magnetic field, surrounded by a system of three large
air-core toroids generating the magnetic field for the muon spectrometer. The overall
dimensions of the magnet system are 26 m in length and 20 m in diameter. The two
end-cap toroids are inserted in the barrel toroid at each end and line up with the central
one. They have a length of 5 m, an outer diameter of 10.7 m and an inner bore of 1.65 m.
The central solenoid provides a central field of 2 T and is responsible for bending charged
particle tracks near the interaction point to measure their momentum. The peak magnetic
fields on the toroids are about 4 T, bending muons in a different plane than the solenoid
field does to improve their momentum measurement.
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Figure 3.5 — Schematic illustration of the interactions of the physics objects with ATLAS
detector in the transverse plane.
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3.2.2 The inner detector

The Inner Detector (ID) is installed at a distance of a few cm from the beam pipe
and consists of the Pixel Detector, the Semiconductor Tracker (SCT) and the Transition
Radiation Tracker (TRT), which have barrel and endcap components as shown in Fig-
ure 3.6. The ID has full acceptance in ¢, and pseudorapidity coverage up to || =2.5. Its
total length is about 6.2 m and its diameter is about 2.1 m.

The charged particles that traverse the ID ionise the detector material, allowing the
reconstruction of the particle track as well as primary and secondary vertices, for example
from b- or 7-decays products. The momentum resolution of the ID is measured to be
Opp /T = (4.8340.16) x 10~* GeV ™! x pr [131].
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Figure 3.6 — The Inner Detector composed of the Pixel Detector, the Semiconductor
Tracker and the Transition Radiation tracker. Left: The barrel and endcap components
of the ID. Right: Radial distance of the ID component from the beam pipe.

The Pixel and Semiconductor Tracker detectors

The pixel detector system is composed of four concentric layers of silicon pixels, provid-
ing multiple high-resolution hits for charged particles traveling through. The closest layer
to the beampipe is the IBL and was added during L.S1 before the start of Run 2 operations.
At only 3.3 cm away from the beamline, this additional tracking layer greatly improved
the efficacy of tracking algorithms by an additional hit for tracks passing through mul-
tiple layers, and allowing for better resolution of secondary decay vertices, such as those
originating from b-quarks. It provides a resolution of 8 ym in the barrel and 40 ym in the
end-caps.
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The pixels sensors are semiconductors made of silicon and have a cell size of 50 x
400 pm? (50 x 250 pum? for IBL). The sensors between the FE chips are longer (50 x
600 pm?). Bump-bonding is used for the connection to the read-out electronics. 80.4
million read-out channels (~ 100 million for ATLAS in total) are installed for the pixel
detector alone. Since the track density that close to the beam pipe is high, good spatial
resolution (10 ym in R—¢ and 115 pum in R) is neccessary to distinguish the different
tracks. Three space-points (four with IBL) are provided for the measurement of each
track, which enable a precise reconstruction of the vertices and the determination of the
impact parameters.

The semiconductor tracker (SCT) consists of four double layers of silicon strips in the
barrel (2,112 modules) and nine disks for each endcap (988 modules each). Each strip
is 12 ¢m long and made of two sensors that are connected back-to-back to an other pair
of sensors (double-layer). These two layers are rotated by a 40 mrad stereo angle. The
strips have a pitch of 80 um and has 6.3 million read-out channels. It covers a region of
up to |n| < 2.5. The resolution in the barrel is 17 um in R — ¢ direction and 580 pm in
z-direction (endcap: 17 pym in R — ¢ direction and 580 pum in R-direction).

Transition Radiation Tracker

The transition radiation tracker (TRT) is the outermost ID subsystem, it is installed
at a distance between 55— 110 cm from the beam pipe and covers a region of |n| < 2.0.
The barrel section is divided into two parts that meet at n = 0. In each part, straws of
a length of 0.7 m are used. The straws have a diameter of 4 mm and contain a tungsten
wire in the middle. The tungsten wire serves as anode while the outer part of the tube
serves as cathode. The straws are proportional chambers that are filled with a mixture
of 70% xenon, 27% carbon dioxide and 3% oxigen. The barrel contains 52,544 straws,
while each endcap (consisting of 18 wheels) contains 122,880, this leads to a total of
351,000 read-out channels. The TRT provides on average 36 hits per track, significantly
contributing to the momentum measurement, with the lower spacial “hit” precision being
compensated by the large number of space-points and longer track length. It is also used
to distinguish electrons from pions based on the different amount of transition radiation
that they emit when traversing material with different dielectric constants, due to the
presence of propylene fibers and foils interleaved with the straws tubes. The resolution
amounts to 130 ym in R — ¢ direction.

3.2.3 Calorimeters

The calorimeters are designed to measure the energy of traversing particles and the
position of the resulting showers within a region of |n| < 4.9. They measure particles that
mainly interact electromagnetically, producing electromagnetic showers, such as electrons
and photons, hadrons which produce hadronic showers, with larger coverage compared to
the ID, an important feature for an optimal reconstruction of the missing transverse en-
ergy defined in Section 4.6. An overview of the calorimeter system is given in Figure 3.7.
ATLAS uses sampling calorimeters for the electromagnetic and the hadronic calorimeters.
A sampling calorimeter consists of alternating layers of active and passive detector ma-
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terial. The particles interact with the passive material such as lead and induce a shower
of secondary particles. The active material is ionised by the created particle shower and
used for the signal read-out.

Tile barrel Tile extended barrel

LAr hadronic
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LAr electromagnetic B
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Figure 3.7 — The calorimeter system with central and forward calorimeters.

A good spatial resolution is achieved by segmenting the calorimeter in small cells,
whose deposits of energy can be individually read out. The energy resolution of a calorime-

ter can be parameterised as: )

(o a

F_E@E@C’ (3.4)
where a is the stochastic term, b the noise term and ¢ a constant term that accounts for
non-uniformities and miscalibrations. The expected energy resolution and 7n coverage of
the ATLAS calorimeters are summarized in Table 3.1.

The innermost subsystem is the electromagnetic calorimeter (Liquid Argon Calorime-
ter), optimised to measure electromagnetic showers. The outermost calorimeter is the
hadronic calorimeter (Tile Calorimeter), optimised to measure hadronic showers.

The depth is an important design parameter since the calorimeters must provide good
containment for both electromagnetic and hadronic showers and limit punch through to
the muon detectors. For the electromagnetic calorimeter, it is measured in terms of the
radiation length Xy which is defined as the average distance after which the energy of a
traversing particle is reduced by a factor of 1/e due to interactions with the detector. For
the hadronic calorimeter, it is measured in terms of the hadronic interaction length Ay,
defined as the average distance which the energy of a traversing particle is reduced by a
1/e factor due to electromagnetic and strong interactions with the detector material.

Another important characteristic of the ATLAS hadronic calorimeter is that it is
non-compensating, meaning that it has a lower response to hadronic energy deposition
compared to the electromagnetic one. This mainly happens due to the fact that hadronic
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interaction with the calorimeter may result in invisible energy which is not detected (such
as slow nuclear fragments).

3.2.3.1 The electromagnetic calorimeter

The electromagnetic (EM) calorimeter is a sampling calorimeter using liquid argon
(LAr) as active medium and lead as passive material. Is has an accordeon-shape structure
with Kapton electrodes that provide full coverage in ¢. A presampling calorimeter is
installed between the electromagnetic calorimeter and the ID up to |n| < 1.8 to estimate
energy loss in front of the EM calorimeter due to interaction with the solenoid and the
support structure of the detector, but also with the beampipe and the ID.

The barrel part is divided into two parts with a gap of 4 mm between them. Each
part has a length of 3.2 m and covers the range of |n| < 1.475.

It has a minimal depth of 22 X at n =0 and a maximum depth of 33 X for larger 7.
The two endcaps cover the region of 1.385 < |n| < 3.2 (with a minimum depth of 24 X
at 7 = 1.475 and a maximum of 38 Xy at = 2.5) and consist of an inner and an outer
wheel. The calorimeter has a high granularity with An x A¢ = 0.025 in the barrel part
and a bit coarser granularity in the endcaps. This leads to a total amount of 226,176
read-out channels for the barrel and the two endcaps.

The design energy resolution of the electromagnetic calorimeter is Z& = % ®0.7% [125].

3.2.3.2 The hadronic calorimeter

The hadronic calorimeter consists of three parts: the tile calorimeter, the liquid-argon
hadronic end-cap calorimeter (HEC) and the liquid-argon forward calorimeter (FCal).

Hadronic jets originate from quarks and gluons, and their energy is measured both
by the electromagnetic and the hadronic calorimeter, while they leave the largest part of
their energy in the latter.

The hadronic calorimeter consists of a tile calorimeter in the barrel (|n| < 1.0) and
two extended barrels (0.8 < || < 1.7) as well as LAr calorimeters in the endcap and
forward calorimeters. The tile calorimeter is a sampling calorimeter using steel as the
absorber and scintillating tiles as the active material, located outside the EM calorimeter
envelope with a central barrel and two extended barrels, in the region of |n| < 1.7. It is
segmented in depth in three layers, approximately 1.5, 4.1, and 1.8 interaction lengths
(A7) thick for the central barrel and 1.5, 2.6, and 3.3 A; for the extended barrel. The total
detector thickness at the outer edge of the tile-instrumented region is 9.7 Ay at n =0. Two
sides of the scintillating tiles are read out by wavelength shifting fibers into two separate
photomultiplier tubes. The hadronic calorimeter has lower granularity compared with
respect to the electromagnetic calorimeter, it is of Anx A¢ = 0.1 for the Tile calorimeter
and the LAr end-cap for 1.5 < |n| < 2.5. The design energy resolution of the tile calorimeter
is % = 592 © 3% [125].

The hadronic endcap (HEC, 1.5 < |n| < 3.2) and the forward calorimeter (FCal, 3.1 <
In| < 4.9) are overlapping. The HEC is a sampling calorimeter using copper as passive
and LAr as active material. Since the forward calorimeter has to cope with a high particle
flux, a radiation-hard construction consisting of one layer with copper/LAr and two layers
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of tungsten/LAr has been chosen. The FCals have a thickness of about 10 A; and the
design energy resolution is %% = L\/OEL% ®10% [125].

3.2.4 The muon spectrometer

At the LHC energies, the muons are effectively minimum ionising particles, therefore
they cross the ID and calorimeters without being stopped and losing a relatively small
amount of energy. This allows to identify muons by reconstructing them in a tracking
outside the calorimeters, the muon spectrometer (MS), located in the outermost part of
ATLAS.

The MS is the largest subsystem of the ATLAS detector, designed to measure the muon
momentum based on the magnetic deflection of muon tracks in the large superconducting
air-core toroid magnets, and cover the muon measurement up to |n| =2.7. It consists of
three concentric layers at a radius of 5 m, 7.5 m and 10 m. For each endcap, four wheels
are installed at |z| =7.4 m, 10.8 m, 14 m and 21.5 m and cover a region of 1.0 < |n| < 2.7.
The MS does not cover the full solid angle due to a gap at |n| < 0.05 for support material.
The detector is embedded in a magnetic field created by the toroid magnets in the barrel
(In] < 1.0) and the two endcap magnets (1.4 < |n| < 2.7). It is instrumented with separate
trigger and high-precision tracking chambers. Monitoring Drift Tubes (MDT) in the
barrel and MDTs and Cathode Strip Chambers (CSCs) in the forward region allow for a
precise measurement of muons. To be able to distinguish between muons from different
bunch crossings, Resistive Plate Chambers (barrel) and Thin Gap Chambers (endcap)
provide fast trigger information.

Thin-gap chambers (T&C)

Cathode strip chambers (C5C)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Menitored drift tubes (MDT)

Figure 3.8 — Illustration of the ATLAS Muons subsystem [132].
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Monitoring drift tubes (MDTS) provide the precision measurement of the track co-
ordinates in the principal bending direction of the magnetic field. In the barrel region
(In] < 1.3), the MDTs are positioned in three concentric layers around the beam axis, at an
approximate radius of 5, 8 and 10 m. To avoid holes in the acceptance, the chambers are
partly overlapping. In the end-cap region (1.0 < |n| < 2.7), MDT chambers are assembled
onto three wheels, inner, middle and outer layers positioned at z= 7.5, 14 and 22.5 m
respectively.

The resistive plate chambers (RPCs) have a good timing resolution and are therefore
used for triggering in the barrel part (|n| < 1.05) of the MS. Like the MDT chambers,
the RPCs are positioned in three concentric layers around the beam axis. The two inner
chambers are assembled together with the middle MDT chambers, and the outer layer is
assembled on the outer MDT chambers. Due to the large lever arm between inner and
outer RPCs, the trigger is able to select high momentum muons with thresholds ranging
from 9 to 35 GeV. The inner RPCs deliver the low momentum trigger with thresholds
from 6 to 9 GeV.

Cathode strip chambers (CSCs) are multi-wire proportional chambers that are only
installed in the first wheel of the muon spectrometer which is installed at |z] =7 m
in the very forward region (2.0 < |n| < 2.7). Being placed in the forward region of the
spectrometer, the detector has to be radiation hard and is filled with Ar/CO3 (80/20%).
To provide a good coverage in the forward region, each disk is made of eight large and
eight small modules that overlap.

Thin gap chambers (TGCs) provide two functions in the end-cap MS (1.05 < || < 2.4,
with trigger coverage |n| < 2.7): the muon trigger capability (with good time resolution
and high rate) and the determination of the second, azimuthal coordinate to complement
the measurement of the MDT’s in the bending (radial) direction.

The design muon momentum resolution of the MS is I% =10% at pr =1 TeV.

3.2.5 Resolution requirements

Requirements for the ATLAS detector system have been defined using a set of processes
covering much of the new phenomena which one can hope to observe at the TeV scale [125].
These benchmark physics goals can be turned into a set of general requirements for the
detector which are summarized in Table 3.1.

Detector component Required resolution 7 coverage
Measurement Trigger
Tracking opp /P = 0.05% X pr & 1% +2.5
EM calorimetry op/E =10%/VE®30%/E®0.7% +3.2 +25
Hadronic calorimetry (jets)

barrel and end-cap op/E =50%/VE ®3% +3.2 +3.2
forward op/E=100%/vVE ®10% 3.1<|n <49 31<|n <49

Muon spectrometer opp/pr =10% at pr =1 TeV +2.7 +2.4

Table 3.1 — General performance goals of the ATLAS detector [125]. Energies and mo-
menta are given in GeV.
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3.3 Trigger, acquisition and data taking

3.3.1 Trigger system

The ATLAS trigger system is responsible for deciding whether a given beam crossing
is recorded or not. The selection at the trigger level must provide enough rejection to
reduce the event recording rate according to the offline computing power and storage
capacity, recording only “interesting events” coming from the 40 MHz rate LHC collisions.
Figure 3.9 shows a diagram that illustrates the components of the Trigger and Data
acquisition system (TDAQ).
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Figure 3.9 — The ATLAS TDAQ system in Run 2. FTK is being commissioned and is not
used for the results of this work.

ATLAS uses a two-level trigger system, consisting of the hardware-based Level 1 trig-
ger (L1), reducing the accepted rate to a maximum of 100 kHz, followed by a software-
based High Level Trigger (HLT), which reduces the rate of events recorded to 1 kHz.

The Level-1 trigger performs a hardware-based online event selection using information
of reduced granularity from all the calorimeters and the muon trigger system (RPCs and
TGCs), to select events with high-Ep particles (electrons, taus, jets, muons) as well as
high Effniss at trigger level. So-called Regions of Interest (Rols) are defined in the detector,
then the central trigger processor (CPT) takes a decision within about 2.5 us. and passed
to the next trigger stage. Since events with large missing transverse energy (defined in
Section 4.6) are interesting for the analyses presented in this work, this is an important
trigger object that defines an Rol for the L1 trigger.

The event satisfying the Rol multiplicity requirements and/or the Ep thresholds are
passed to the HLT trigger. The HLT trigger takes decisions based on complex algorithms,
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using the full granularity and precision of the ATLAS detector (in association with the
Rol defined at the Level-1 trigger). The trigger selections are optimized to minimize
differences between the HLT and the offline analysis selections.

The chain of algorithms used to define a trigger selection is called “trigger chain”, and
its name follows this convention order:

[LEVEL] [N]_[TYPE(S)] [THRESHOLD] [ISOLATION] [QUALITY]

where “LEVEL” corresponds to the trigger level used (L1 or HLT), “N TYPE(S)” in-
dicates the type and multiplicity of object candidates, “THRESHOLD” corresponds to
the transverse momentum threshold for a trigger selection, “ISOLATION” indicates the
isolation working point implemented and “QUALITY” indicates the rigour of requirement
in the algorithms.

For example, HLT e60_medium trigger chain selects events with a single electron
of medium quality and py > 60 GeV using the HLT algorithm, without any isolation
requirement.

In the case of the EIT]rliSS trigger chains, the HLT xel10_mht LI1XE50 trigger for
example, selects events with a seed requirement of Ef5S >50 GeV in the Level 1 trigger.
“mht” refers to the algorithm that reconstructs an offline-like EIS using trigger jets as
input rather than calorimeter cells or topoclusters, and it is reconstructed as the transverse
momentum vectorial sum of all jets reconstructed from calorimeter topological clusters at
the HLT with pr > 7 GeV, an then a threshold of this mht E%liss >50 GeV is required.
Figure 3.10 shows the trigger efficiency turn-on for this particular E%liss trigger chain,
which starts to be fully efficient after ER55 >200 GeV.

3.3.2 Data quality

With about 100 million electronic channels and an event rate of 10° Hz it is essential to
monitor the status of the ATLAS hardware and determine the quality of the data being
taken in an efficient manner. In the online environment, this information can flag the
shifter to take action to prevent taking faulty data. In the offline environment, one can
perform more complex checks of the data to determine the quality of the data for various
physics groups. Data quality (DQ) status flags are determined by the DQ representatives
from each sub-detector system, which are used by the combined performance and trigger
groups to declare the data as good/flawed/bad for the different physics objects. These
flags are set for each luminosity block (approximately 2 minutes long fraction of runs),
where the most low-level flags are based on detector control conditions, flagging possible
hardware and data-taking problems such as nominal voltages, temperature, humidity, etc.
Finally, a “Good Run List” (GRL) are built using all the luminosity blocks for which the
sub-detectors useful for a given analysis were operational.

As an example, the relative fraction of luminosity associated to data of good quality
delivered by the various sub-detector of ATLAS during the 2017 data-taking is shown in
Figure 3.11. The total fraction of luminosity which is good for physics analysis correspond
to 93.6% of the total luminosity delivered by the LHC.
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of the corresponding L1 trigger (L1_XE50) are shown as a function of the reconstructed
EMiss (modified to count muons as invisible). The events shown are taken from data with
a W — uv selection to provide a sample enriched in real E%HSS. The HLT E%liss of the
“pufit” algorithm is calculated as the negative of the transverse momentum vector sum of
all calorimeter topological clusters corrected for pileup. The pileup correction is done by
grouping the clusters into coarser “towers” which are then marked as pileup if their E_ T
falls below a pileup-dependent threshold. A simultaneous fit to both classes of towers is
performed, taking into account resolutions, making the assumption that the contribution
of the pileup to E%liss is zero. The fitted pileup Et density is used to correct the above-
threshold towers. The HLT E%liss of the “mht” algorithm is calculated as the negative of
the transverse momentum vector sum of all jets reconstructed by the anti-k; jet finding
algorithm from calorimeter topological clusters. These jets have pileup subtraction and
JES calibration applied.

Inner Tracker Calorimeters Muon Spectrometer Magnets
Pixel SCT TRT LAr Tile MDT RPC csc TGC Solenoid Toroid
100 999 993 995 99.4 999 978 999 100 100 99.2

Good for physics: 93.6% (43.8 fb%)

Luminosity weighted relative detector uptime and good data quality efficiencies (in %) during stable beam
in pp collisions with 25ns bunch spacing at Vs=13 TeV between June 5 — November 10 2017, corresponding
to a delivered integrated luminosity of 50.4 fb™ and a recorded integrated luminosity of 46.8 fb. The
toroid magnet was off for some runs, leading to a loss of 0.5 fb'l. Analyses that don’t require the toroid
magnet can use these data.

Figure 3.11 — Performance of the ATLAS detector for the 2017 data-taking. Runs with
a bunch spacing of 25 ns are taken between June and October 2017, corresponding to a
recorded integrated luminosity of 43.8 fb~! [133].
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Chapter 4

Compound physics objects

3

In pp collisions, ATLAS sub-detectors record information of each event in terms of
energy deposits in calorimeter cells and hits in the trackers. In order to convert this
information into physics observables, advanced algorithms are used to reconstruct particle
candidates in the event.

These physics objects are used by the physics analyses in order to select events with a
given experimental signature. The mono-h(bb) analysis described in Chapter 6 primarily
uses jets, missing transverse momentum, and tracking for b-jet tagging. The performance
analysis regarding the EsS and ER Significance in Chapter 5 use the combined per-
formance from all the objects but for photons and 7-leptons.

An overview for the reconstruction and identification of these physics objects is given in
the following. Section 4.1 introduces the fundamental objects for the physics observables
reconstruction: charged tracks, vertices and clusters of energy deposits in the detector;
Section 4.2 describes the hadronic jets; the succeeding Sections 4.3, 4.4, 4.5 describe
the reconstruction of electrons, photons, muons, and tau-leptons, respectively. Finally,
Section 4.6 focus on the missing transverse momentum, which plays an important role in
the analysis described on Chapters 5 and 6.

4.1 Basic objects: charged tracks, vertices and en-
ergy deposits

Charged tracks

Tracks are reconstructed in the ID with a sequence of algorithms [134]. Track recon-
struction starts with three hits in the silicon detectors and adds hits by moving away the
interaction point using a combinatorial Kalman filtering algorithm [135]. Then, ambi-
guities in the tracks are resolved and the remaining tracks candidates are extrapolated
into the TRT. Primary charged particles are reconstructed with this procedure, while the
secondaries are reconstructed with a back-tracking method [134]. Tracks are required to
satisfy the following quality criteria for identification [136]: they must have at least 7 hits
in the SCT and pixel detectors, no more than one hit shared by multiple tracks in the
pixel detector, no more than one missing hit in the pixel detector and no more than two
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missing hits in the SCT detector. Tracks are also required to have pp > 0.4 GeV and
In| < 2.5 due to the ID coverage, see Section 3.2.2.

Interaction Vertices

An interaction vertex is the reconstructed location of an individual particle collision or
decay, and is reconstructed from tracks using an iterative vertex finding algorithm [134].
Vertices are required to contain at least two tracks, and the primary vertex (PV) is selected
as the one with the largest sum of squared transverse momenta of the tracks associated
to it [137].

Clustering of calorimeter energy deposits

Incoming particles usually deposit energy in different calorimeter cells and these cells
are grouped into clusters in order to provide inputs for particle reconstruction and identi-
fication. The total energies deposited within each cluster are then calibrated to different
scales depending on the physics object type: the electromagnetic scale (EM) ! [138] or the
local cell weighting (LCW) [138]. Two types of clustering algorithms are used: one is the
“sliding-window”, which clusters calorimeter cells within a fixed-size rectangular window,
positioned so that its contained transverse energy is a local maximum [139]. The fact
that the cluster size is fixed allows for a very precise cluster energy calibration. It is used
for reconstructing electron, photon, and tau lepton. The other one is the “topological”
algorithm [138], which clusters together neighboring cells, as long as the signal in the cells
is significant compared to noise. It is efficient at suppressing noise in clusters with large
amount of cells, and it is used to reconstruct jets and the missing transverse momentum.

4.2 Hadronic Jets

Quarks and gluons can not be directly observed in a physics experiment due to the
properties of the strong interaction: quarks and gluons fragment and hadronise quickly af-
ter production. Therefore, the observable, which is called jet [140], is a spray of collimated
hadrons with their momenta aligned in the direction of the initial parton.

A jet is defined with an algorithm that groups its constituents into jets and computes
the momentum of the resulting object. The constituents of the jets can be clusters of
topologically connected calorimeter cell signals, “topo-clusters”, or tracks in the ID. Var-
ious jet collections can be formed targeting different topologies and kinematics. In this
work, jets are built using the anti-k; algorithm [141], briefly summarized in Section 4.2.1,
and the main differences among them are the radius parameter and the inputs of the
algorithm: topo-clusters, ID tracks or Monte Carlo (MC) generator-level (truth-level)
jets.

I This scale reconstructs the energy deposited by electrons and photons correctly but does not include
any corrections for the loss of signal for hadrons due to the non-compensating character of the ATLAS
calorimeters.
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4.2 Hadronic Jets

This section presents and describes the calorimeter jets which are reconstructed from
noise-suppressed topological clusters in the calorimeter [142] in Section 4.2.2. Jets recon-
structed from tracks are described in Section 4.2.4.

4.2.1 Jet reconstruction: the anti-k; algorithm

The anti-k¢ algorithm is the standard jet algorithm used in ATLAS. It has the advan-
tage of being collinear- and infrared-safe, meaning that the structure of the output jet is
independent of soft radiation and collinear splitting [141].

It is a sequential clustering algorithm which use the distance d;; between entities 4
and j, and d;p between entity ¢ and the beam (B), defined as follows:

1 1\ AR
di; =min | —, —— J and 4.1
” (p?ri pgfj) R )
d L (4.2)
iB = s .
) pQTi

where AR% = (n; —n;)? + (¢i — ¢;)? and the radius parameter R controls the size of the
cone for the resulting jet, which turns out to be circular in the (n— ¢) plane.

First, the algorithm evaluates all the distance values for the input particles. If d;; <
d;p, the objects ¢ and j are combined and removed from the inputs and the combined
object is added as a new input. If instead d;; > d;p, the object i is selected as a jet and
removed from the input collection. At each step the distance parameters d;; and d;p are
recomputed and the procedure repeats iteratively until no further combination is possible.

There are other sequential clustering jet algorithms such as the k; [143] and the Cam-
bridge/Aachen [144], however the anti-k; algorithm was chosen as the standard jet re-
construction algorithm in ATLAS since it showed a better performance regarding jet re-
construction efficiency and purity and under pile-up, also has the advantage of a simpler
underling event energy subtraction due to the circular n — ¢ plane shape for the recon-
structed jets [145]. To perform the jet clustering for these algorithms, the FastJet [146]
program is used.

4.2.2 Calorimeter jets

The shower of hadrons, originated from a quark or gluon, deposits energy in the
calorimeter cells, and they are grouped in topological clusters (“topo-clusters”) in order
to suppress calorimeter noise by excluding cells which are unlikely to have energy coming
from the actual jet. The basic observable controlling this cluster formation is the cell

signal significance, defined as

(= 2o, (1.3

Ocell

where FEq is the cell signal and o the average expected noise (electronic and from
pile-up) measured on the electromagnetic EM energy scale [138].
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Topo-clusters are formed by a growing-volume algorithm starting from a calorimeter
cell with a highly significant seed signal, { > tseq. Then, the cells neighbouring the
seed and satisfying ¢ > tpeighbor are collected into the corresponding cluster. The cluster
grows until all direct neighbor cells on the outer perimeter, { > t.q, are included. The
values of the threshold parameters are optimized to find clusters efficiently without being
overwhelmed by noise. This formation is a sequence of seed and collect steps, which
are repeated iteratively until all topologically connected cells passing the criteria are
found. These topo-clusters can grow and merge together, therefore an additional splitting
procedure is performed in order to separate nearby showers. All cells having a local
energy maximum above a threshold are designated as seeds and then the clusters are split
spatially between them [138].

The final clusters are used as inputs to the anti-k; algorithm described in Section 4.2.1
to provide reconstructed jets. Two categories can be defined depending on the distance
parameter used for the anti-k; algorithm: small-R and large-R jets.

4.2.2.1 Small-R Jets

They are reconstructed from topo-clusters, calibrated to the electromagnetic scale [139]
using the anti-ky algorithm [147] if they pass a pp threshold of 7 GeV. The distance
parameter is R = 0.4 in Equation 4.1, which is the commonly used value in ATLAS to
reconstruct gluon, light quark and b-tagged jets. This jets are reconstructed for |n| < 4.5,
driven by the spatial extent of the detector at high |n|.

Jet calibration

After the clustering procedure outlined in Section 4.2.2; the energies of the constituent
cells are summed to obtain the total energy of the topo-cluster. This energy is calibrated
at the EM scale, which correctly estimates the energy of the electromagnetic showers,
but does not reflect well the energy for hadronic showers. This is due to the different
responses of the calorimeters to the electromagnetic and hadronic energy deposition.

The calibration of the reconstructed jets restores the jet energy scale to that of truth
jets reconstructed at the particle-level energy scale. Figure 4.1 presents an overview of
the calibration scheme for EM-scale calorimeter jets and the steps are described in the
following [148]:

1. Origin correction
This correction recalculates the four-momentum of jets in order to point to the
hard-scatter PV instead of to the center of the detector, while keeping the jet energy
constant.

2. Pile-up correction
The excess energy due to pile-up is removed. It consists of two components: sub-
tracting the pile-up pp density integrated over the jet area [149], and a residual
correction derived from the MC simulation [150].

3. MC-based calibration
A re-scaling is applied to adjust the detector-level energy scale to that of the actual

54



4.2 Hadronic Jets

. o . et area-based pile- Residual pile-u
EM-scale jets Origin correction ] " B P. 4
up correction | correction
Jet finding applied to Changes the jet direction Applied as a function of Removes residual pile-up
topological clusters at to point to the hard-scatter event pile-up pr density dependence, as a
the EM scale. vertex. Does not affect E. and jet area. function of u and Npv.

Absolute MC-based
calibration

Residual in situ
calibration

Global sequential
calibration

Corrects jet 4-momentum  Reduces flavor dependence A residual calibration
to the particle-level energy  and energy leakage effects is derived using in situ
scale. Both the energy and using calorimeter, track, and measurements and is

direction are calibrated. muon-segment variables. applied only to data.

Figure 4.1 — Calibration stages for EM-scale jets. Other than the origin correction, each
stage of the calibration is applied to the four-momentum of the jet [148].

particle-level energy scale. This jet energy scale (JES) factor is calculated from MC
as a function of n(jet) and pr(jet) [151].

4. Global sequential calibration
Corrects sequentially the dependence of the jet response considering five observables
related to the topology of calorimeter deposits and tracks associated with the jet as
described in [148]. This does not affect the mean energy response, but improves the
resolution of the JES against fluctuations in the jet particle composition and in the
energy distribution within the jet.

5. Residual in-situ calibration
A final data-driven correction is applied to cover residual differences between data
and MC. Differences between data and MC are quantified by balancing the pt of a
jet against other well-measured reference objects, such as the Z boson (in Z(£0)+jets
events) or v (in vy + jets events) [148].

Jet selection

Pile-up suppression via JVT:

Pile-up jets can arise from hard QCD jets originating from a pile-up vertex, and can be
tagged and rejected using the vertex-pointing information of charged-particle tracks. Also,
pile-up jets can arise from local fluctuations that are a superposition of random combina-
tion of particles from multiple pile-up vertices. Tracking information plays an important
role in providing information about the pile-up structure and vertex composition of jets
within the tracking detector acceptance |n| < 2.5, therefore track-based observables can
be used for discrimination of pile-up jets [150].

The jet vertex tagger (JVT) is a track-based tagging algorithm that helps to identify
pile-up jets. It uses two variables with information about the primary vertex and tracks
associated with the jet, which has a good separation power with respect to pile-up jets,
and combine them in a two-dimensional likelihood [152].

Figure 4.2 shows the JVT discriminant, which is the result of a multivariate com-
bination of the two track-based variables, for hard-scatter and pile-up jets with 20 <
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pr/ GeV < 30. For values of the JVT close to zero, the reconstructed jet is likely to come
from pile-up interactions, whereas for a JVT value close to one, the jet is more likely to
be a hard scatter jet. A value of JVT=—1 is assigned to jets with no associated tracks.
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Figure 4.2 — Distribution of JVT for pileup and hard-scatter jets with 20 < pp < 30
GeV [152].

For the Run 2 data-taking period, three JV'T working points are defined: loose, medium
and tight, targeting different signal efficiencies [152]. This JVT score requirement is
applied to jets with 20 < pr/GeV < 60 and |n| < 2.4.

The medium working point is commonly used and it corresponds to a requirement of
JVT> 0.59, which corresponds close to 95% efficiency for hard-scatter jets as it can be
seen in Figure 4.3(a). Figure 4.3(b) shows that with the medium JVT working point, the
multiplicity of jets looses it dependency on the average number of interactions per bunch
crossing fi.

Jet cleaning:

Jets at high pt produced in proton-proton collisions must be distinguished from misiden-
tified jets of non-collision origin. The latter include fake jets from:

e Beam induced background due to proton losses upstream of the interaction point.
o Cosmic-ray showers produced in the atmosphere overlapping with collision events.

o Calorimeter noise from large scale coherent noise or isolated pathological cells.

Multiple jet cleaning criteria are defined in order to suppress these fake jets. These criteria
are related to variables that quantify the quality of the signal pulse shape for the LAr
calorimeter (calorimeter noise discriminating variables), or measure the fraction of energy
deposited in the electromagnetic calorimeters or in the HEC to the total energy of the jet
(energy ratio variables), or the fraction between the scalar sum of the jet tracks coming
from the primary vertex to the total jet pr (track-based variables) [153].
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Figure 4.3 — Medium JVT working point. 4.3(a) Hard-scatter jet selection efficiency, in
Powheg+Pythia8 MC and in 201542016 data, of a JVT > 0.59 cut on a jet balanced
against a Z boson decaying to muons. The uncertainties shown are the statistical un-
certainty summed in quadrature with the systematic uncertainty, evaluated varying the
residual contamination from pileup jets by 20%. 4.3(b) The average number of jets with
pr > 20 GeV in Powheg+Pythia8 MC and in 201542016 data before and after a cut of
JVT > 0.59, as a function of the average number of interactions per bunch crossing.

If a jet fails any of these cleaning requirement, it is designated as a “bad jet”, and
the event is completely removed from consideration. Two working points are defined:
BadLoose and BadTight. The BadLoose selection is designed for high good jet efficiency
(close to 100%), while maintining as high fake jet rejection as possible. While BadTight
selection is designed to provide a much higher fake jet rejection with an inefficiency for
good jets of up to a few percent.

4.2.2.2 Large-R Jets

When heavy particles are produced with a significant Lorentz-boost, their decay prod-
ucts can be so collimated that they can be reconstructed as one jet with a large-radius
cone. For example, when sufficiently boosted, the decay products of vector bosons, top
quarks, and Higgs bosons can become collimated. The angular separation of the decay

products is approximately

AR~ 2T (4.4)

pr

where AR = \/ (An)?+ (A¢)?, and pr and m are the transverse momentum and the mass,
respectively, of the decaying particle.

Therefore, for higher pt the ability to resolve the individual hadronic decay products
using narrow-radius jets algorithms begins to degrade to the point that the standard
reconstruction techniques fail. This happens when the separation of the quarks becomes
smaller than the radius parameter of the jets, described in Section 4.2.2. Techniques are
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designed to recover sensitivity in such cases considering large-radius jets with substructure
in order to maximize efficiency [154].

e Jet Reconstruction

These jets are built from topo-clusters, calibrated using the local cell signal weighting
(LCW) method [138, 154]. This calibration method classifies topo-clusters along a
continuous scale as being electromagnetic or hadronic 2, using shower shapes and
energy densities. Energy corrections are applied to hadronic clusters that account
for the effects of non-compensation 2, signal losses due to noise suppression due
to clustering, and energy lost in non-instrumented regions of the calorimeters. The
LCW clusters are the input to the jet algorithm, which is the anti-kp algorithm [141]
with a distance parameter of R = 1.0, see Section 4.2.2.

Following this jet finding, the jets are “groomed” using the trimming procedure [155]
to reduce the energy of clusters originating from initial state radiation, pile-up in-
teractions or underlying event. The trimming algorithm takes advantage of the
fact that contamination from pile-up, multiple parton interactions and initial-state
radiation in the reconstructed jet is often much softer than the outgoing partons
associated with the hard scatter and their final-state radiation [154]. This proce-
dure starts with reclustering the constituents of the initial jet, using the k7 algo-
rithm [143], into subjets of radius R g1, and then removing any subjet that has a
transverse momentum that is less than f.,; times the transverse momentum of the
parent jet. The values used in ATLAS for the two parameters are: R 4,1, = 0.2 and
feut = 0.05 [156]. Figure 4.4 shows a scheme of the trimming procedure. The to-
tal four-vector of the jet is obtained by summing the four-vectors of the remaining
constituents.
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Initial jet . p;./p',;l < feut Trimmed jet

Figure 4.4 — Diagram depicting the jet trimming procedure [154].

e Jet Mass Calibration

2The main differences in the hadronic and electromagnetic calibration of topo-clusters are the mag-
nitudes of the applied corrections, which in the EM case are significantly smaller than for hadronic.

3Electromagnetic calorimeter signal for hadrons is smaller than the one for electrons and photons
depositing the same energy.

o8



4.2 Hadronic Jets

The large-R jet mass is a weighed linear combination of two jet mass observables:
the calorimeter-based and the track-assisted jet mass.

The calorimeter jet mass is defined using the collection of topo-clusters, J, where
they are assumed to be massless, as in Equation 4.5:

mealo — (ZEZ> —(Zp:) , (4.5)

ieJ e

with an MC-based calibration that corrects, on average, the reconstructed jet mass
to the particle level. This correction is determined in the same way as the MC-based
correction to the jet energy scale correction.

At a sufficiently high Lorentz-boost, the angular separation of the decay products
can be comparable with the calorimeter granularity, which start to be limited by
its angular resolution. A track-assisted mass can improve the performance at high
jet pr since the ID tracks have a better angular resolution than calorimeters. The
track-assisted mass is the mass of the tracks, m™%  reconstructed by the inner
detector and weighted by the ratio of the measured pt of the calorimeter and the
inner detector, it is given by:

A _ P irack
— o, trac
met = (4.6)

2\

The combined mass is a simple linear combination of the previous two mass defini-
tions where the weight for a given mass definition is inversely proportional to the
respective jet mass resolution, taken from MC simulation as in Equation 4.7.

-2 —2
mcomb _ ( _;calo _2> ‘mcalo_i_ < _2UTA _2> -mTA, (47)
+0o Ol T O
Ocalo TA calo TA
where opp and o, are the expected resolution functions for the track-assisted and
calorimeter-based jet mass, respectively.

This mass reconstruction is expected to have a better mass resolution and a reduc-
tion of the systematic uncertainties when using the combined mass instead of the
calorimeter mass [157]. Figure 4.5 shows the jet mass resolution vs. the truth jet
mass transverse momentum, for three different mass definitions.

4.2.3 b-jet tagging

Hadronic jets coming from bottom quarks are called b-jets, and the identification
procedure of such jets is referred to as b-tagging. This identification can be done in both
track or calorimeter small-R jets.
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Figure 4.5 — The fractional jet mass resolution, vs. the truth jet mass transverse momen-
tum, for three different mass definitions. The resolutions used as input to the combined
mass definition are determined using a sample of jets produced via QCD dijet processes
and generated with Pythia 8, where truth-jet matching is applied. The observed frac-
tional resolutions in this figure are for jets from boosted W or Z bosons produced via
W Z — qqqq processes generated using Pythia 8, with matching to particle-level W and
Z.

Hadrons containing a b-quark have a long lifetime (~ 1.5 ps, ¢7 ~ 450 um). Therefore,
the typical b-hadron topology is characterized by at least one vertex displaced from the
point where the hard-scatter collision takes place. Also, tracks generated from b-hadron
decays tend to have large impact parameters * enabling their contribution to be separated
from the contribution of tracks from the primary vertex [158, 159, 160].

The b-tagging algorithm uses the output variables from three algorithms, also called
low level taggers [161, 162]:

 Impact Parameter based algorithm (IP3D): It uses a log-likelihood ratio discriminant
of the impact parameter significances (do/oq, and zg sin(f)/o; «n(g)) probability
distributions for b-, ¢- and light-flavour jet hypothesis.

o Secondary vertex finding algorithm (SV1): Reconstructs an inclusive displaced sec-
ondary vertex within the jet, corresponding to the decays of heavy hadrons (c or b).
All displaced track pairs within the jet are tested for a two-track vertex hypothesis.
Any two track vertices which are likely to be originated from the decay of a long-
lived particle or photon conversion, are rejected. A new vertex is then fitted with
all tracks from the accepted two-track vertices.

4 The transverse impact parameter (dg) is defined as the distance of closest approach in the r — ¢
plane of the track to the primary vertex while the longitudinal impact parameter (]zosind|) is defined as
the distance of the track to the primary vertex in the longitudinal plane at the point of closest approach
in r—¢.
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4.2 Hadronic Jets

e Decay chain multi-vertex reconstruction algorithm (JetFitter): Exploits the topo-
logical structure of weak b- and c-hadron decays inside the jet to reconstruct the
full b-hadron decay chain. It tries to find a common line between the PV and the
vertices of the b- and c¢- hadron decays, which corresponds to the b-hadron flight
path [158].

The outputs of these b-tagging algorithms are combined in a boosted decision tree
(BDT) multivariate analysis. The current BDT algorithm used in ATLAS is called the
MV2c10 and its output is the discriminant variable used to identify jets containing a b-
hadron [161]. The algorithm trains the MV2c10 with b-jets as signal, while the background
sample is composed of 7% (93%) ¢- (light-flavour) jets in ¢ events using small-R jets [163],
see Section 4.2.2.1. Figure 4.6 shows the MV2¢c10 BDT output, for which b-jets have high
values, whereas c-jets have intermediate values and light-flavour jets have low values.
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Figure 4.6 — MV2c10 BDT output for b- (solid blue), c- (dashed green) and light-flavour
(dotted red) jets evaluated with ¢ events [163].

Different MV2c10 discriminant requirements provide specific b-jet signal efficiencies
on a tt sample. A requirement of MV2¢10> 0.8244 (MV2c¢10> 0.6459) gives a 70% (77%)
b-jet efficiency with a 12 (6) c-jet and 381 (134) light-jet rejection [161].

The b-tagging efficiency and mistag rate are compared between data and MC simu-
lation and the data-to-simulation ratios are applied as scale factors in simulated events
with selected or vetoed b-jets [163].

4.2.4 Fixed radius track jets

The fat-jet with R = 1.0 radius parameter in the mono-h(bb) analysis described in
Chapter 7 is associated with one or two b-tagged anti-k¢ jets reconstructed only from
charged particle tracks, called track-jets. The radius parameter for these track jets is
fixed to R =0.2. The use of track-jets with a smaller R parameter allows Higgs bosons
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with higher transverse momentum (pr) to be better reconstructed. Firstly, this decreased
radius, from R = 0.4 to R = 0.2, is preferable because it prevents the merging of the
constituents within the jet to occur as the Higgs jet becomes more boosted. Secondly,
the choice of using ID tracks is made because it both improves the granularity of the jet
finding, thereby assisting with the aforementioned effect of merging in the calorimeter
due to its poorer angular resolution, while also improving the identification of the flight
direction of the b hadron [164]. These track jets are then uniquely matched to fat-jets in
the event using the method of ghost association [147], which uniquely associates objects to
parent objects by rerunning the entire jet finding procedure. Figure 4.7 shows a cartoon
to illustrate the small-R track jet reconstruction.

R=1.0 Trimmed Calo Jet

R=0.2 Track Jet
R=0.2 Track Jet J

Beamline

Primary Vertex

Figure 4.7 — Cartoon illustrating subjet reconstruction using fixed radius R=0.2 track
jets [165].

4.3 Electrons and Photons

Electron and photon candidates have very similar signatures in the electromagnetic
calorimeter, however they can be distinguished depending on the activity in the inner
detector [166].

The reconstruction of electrons and photons starts from the energy deposits in the
electromagnetic calorimeters. These energy deposits are grouped in clusters seeded by
the sliding window algorithm [167]. Then, the track information is used to classify the
cluster as coming from electrons or photons.

Electron reconstruction requires the association of an inner detector track with a
cluster of energy deposits in the electromagnetic calorimeter. The reconstruction of a
photon candidate depends if the photon converts into an electron-positron pair before the
electromagnetic calorimeter (converted) or if it arrives undisturbed into the calorimeter
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(unconverted). Therefore, its reconstruction may involve the matching of an electromag-
netic cluster to two or zero ID tracks compatible to be produced in a displaced conversion
vertex in the ID material. Some late photon conversions may occur in the space between
the tracker and calorimeter thus could only be tagged using information or the electro-
magnetic presampler. The photon and electron reconstruction algorithm then proceeds
in parallel and a final algorithm decides if the resulting particle candidate is an electron,
or an unconverted or a converted photon [168, 169].

Identification algorithms are applied to discriminate signal-like electron from background-
like electrons such as hadronic jets or converted photons. The baseline identification algo-
rithm is performed using a likelihood-based (LH) method using variables characterizing
the tracks and shower shapes, and with the help of a multivariate analysis simultaneously
evaluates several properties of the electron candidates when making a selection decision
[168]. This method defines several efficiency working points with increasing background
rejection: loose, medium and tight, optimized in regions of |n| and E7. These operating
points are inclusive subsets: the electrons selected by the Medium operating point are
all selected by the Loose operating point, and the Tight electrons are all selected by the
Medium operating point. Figure 4.8 shows the performance of the LH identification algo-
rithm, for which the efficiencies for electron candidate identification at the three operating
points increases with Er. The efficiencies in MC simulations are compared to the one
measured in data with tag-and-probe methods using Z — ee and J/1) — ee decays and
the extracted data to MC ratios, as a function of Er and 7, are applied as scale factors
at analysis level.

For photons, the MC identification efficiencies are cross-checked in data with Z — evy
radiative decays at low momentum.
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Figure 4.8 — Efficiency to identify electrons from Z — ee decays 4.8(a) and the efficiency to
identify hadrons as electrons estimated using simulated dijet samples 4.8(b). The efficien-
cies are obtained using MC simulations, and are measured with respect to reconstructed
electrons [168].

Also, electron candidates are required to fulfil isolation criteria in order to further
discriminate prompt electrons (mainly coming from W and Z decays) from other not
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isolated electrons, like electrons originating from photon conversions, heavy flavor hadron
decays and light hadrons misidentified as electrons.

The isolation variables quantify the energy of the particles produced around the elec-
tron [168], and they are:

o (Calorimeter isolation energy, E%OneO'Q(ET, n), defined as the sum of E of topological

clusters, calibrated at the electromagnetic scale, within a cone of AR = 0.2 around
the candidate electron cluster, excluding the detector energy.

o Track isolation, pCToneo'Q(ET,n), defined as the sum of the transverse momenta of

all tracks, satisfying quality requirements and originating from the primary vertex
within a AR = 0.2 cone around the electron candidate direction and excluding the
electron associated track.

A variety of selection requirements on the quantities E$°"0-2(Ep,n) and pPe0-2(Ep,n) are

defined to select isolated electron candidates [168]. For example, “LooseTrackOnly” work-

ing point targets a constant isolation efficiency of 99% varying p$**-2(Er,n), and “Fixed-

CutHighPtCaloOnly” working point targets a constant upper threshold on E%OneO'Z(ET, 7)<3.5.
Similar isolation requirements are applied also to photon candidates in order to bet-

ter discriminate real photons from pions in jets. Additional discrimination between pi-

ons (leaving two collimated photons) and photons is coming from the electromagnetic

calorimeter shower shape variables (essentially transverse direction shower distribution)

exploiting the LAr calorimeter fine segmentation.

4.4 Muons

Muons leaves signatures in the ID and MS. Muon reconstruction is first performed
independently in the ID and MS. Then, algorithms combine the sub-detectors informa-
tion to form muon candidates in the region |n| < 2.7. In ATLAS, there are four muon
reconstruction algorithms using ID track and/or muon spectrometer track and deposited
energy in the calorimeter [170]:

o Combined (CB): Independent tracks in the ID and MS are globally refitted to form
a combined muon.

« Standalone (SA): Reconstructed from a track in the MS if compatible with the
originating interaction point and with at least two layers of MS.

o SegmentTagged (ST): The reconstructed muon track in the ID is associated with at
last one local track segment in the CSC or MDT chambers of the MS.
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4.5 Tau

« CaloTagged (CT): The muon candidate is defined with an ID track matched to a
calorimeter energy deposit compatible with a minimum ionising particle.

Muon identification is applied to discriminate signal-like muons from background-like
muons such as muons from in-flight hadron decays. Four muon identification working
point are provided: Loose, Medium, Tight and High-py [170]. The default selection is the
medium identification criteria and its combined reconstruction and identification efficien-
cies as measured in Z — pp and J/1¢ — pp decays are shown in Figure 4.9 as a function

of pT-
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Figure 4.9 — Reconstruction efficiency for the Medium muon selection as a function of the
pr of the muon, in the region 0.1 < |n| < 2.5. The error bars on the efficiencies indicate
the statistical uncertainty. The panel at the bottom shows the ratio of the measured to
predicted efficiencies, with statistical and systematic uncertainties [170].

Muon isolation, that measure the detector activity around a muon candidate, helps
to further discriminate prompt muons from muons from semileptonic decays. As is done
for electrons, combinations of track- and calorimeter-based variables are used to define
several working points [170]. Also, the isolation variables used for muons are the same
than those introduced for electrons in Section 4.3.

A calibration of the muon momentum scale is applied to muon candidates in MC
simulation in order to account for differences in the muon momentum scale and resolu-
tion between data and simulation. This calibration procedure is described in detail in
Reference [170].

4.5 Tau

Tau leptons decay either leptonically (7 — fvyv;) or hadronically (m,,q —hadrons v;)
typically before reaching ATLAS active regions. The latter represent 65% of all decay
modes, and the hadronic products contain one or three charged pions in 72% and 22% of
the cases, respectively [171]. Leptonically decaying taus are not explicitly selected since
their decay products are included if reconstructed as isolated leptons. Only hadronic tau
decays are considered for reconstructing tau objects.
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Tau candidates are seeded with small-R jets, described in Section 4.2.2.1. They are
then required to pass the baseline selections of pp >20 GeV, |n|<2.5 (excluding the tran-
sition region between barrel and forward calorimeters 1.37 < n < 1.52). Also, they are
required to have 1 or 3 matching charged tracks within a cone around the jet axis of
R =0.2 (1-prong or 3-prong 7 candidates) [172, 173].

To reject fake 7-leptons from quark- and gluon-initiated jets, a multivariate discrim-
inator is built with boosted decision trees that combine both tracking and calorimeter
based information.

Figure 4.10 shows the 7,4 reconstruction and identification efficiency defined as the
fraction of 1-prong (3-prong) hadronic tau decays that are reconstructed as 1-track (3-
track) tau candidates passing a given BDT criterion. Three working points provided are
Loose, Medium and Tight, corresponding to different identification efficiency values, as
shown in Figure 4.10.

Dedicated energy corrections are applied to calibrate the hadronically decaying 7-
lepton candidates at the 7-lepton energy scale (TES) [174, 175] using the Local Cluster
Weighting (LCW) calibration [172].
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Figure 4.10 — Inverse of the efficiency for mis-tagging QCD jets as a function of the identifi-
cation efficiency for m,,q candidates. The two lines refer to 1-track and 3-track candidates.
The Loose, Medium and Tight working points are shown on these lines with decreasing
signal efficiency. These working points are not exactly on the line because they implement
variable requirements to achieve a reduced pp-dependentcy of the efficiency [172].

4.6 Missing transverse momentum reconstruction

In pp collisions, the incoming protons can be seen as beams of partons, quarks or glu-
ons. These partons come with a longitudinal momentum distribution but with a transverse
momenta close to zero. In inelastic collisions, the hard scattering events are characterized
by large amount of momentum transfers and, therefore, the final state particles can be
produced at large angles with respect to the beam line.
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4.6 Missing transverse momentum reconstruction

Since the initial transverse momentum of the incident partons is close to zero, the
momentum conservation implies that the vectorial sum in the transverse plane of the
produced particles momenta should be negligible, meaning that all transverse momenta
are balancing each other. An imbalance in the sum of visible transverse momenta is
known as “missing transverse momentum” [176, 177], or Ef. Figure 4.11 shows the
relationship between the missing transverse momentum to the physics objects in the
transverse plane.
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event N
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Figure 4.11 — Hlustrative diagram of a hypothetical W — ur + jets event, for which the
W boson candidate is balanced against jets. Taken from [178].

Two effects imply an imbalance in the total transverse momentum, i.e. Elfliss #0:

« It may be the indicative of weakly- or non-interacting stable particles ° in the final
state. Within the Standard Model, these particles are the neutrinos. However, new
physics beyond the Standard Model scenarios predict such particles, like dark matter
candidates in the simplified models described in Section 2.2, or the neutralino or
lightest stable particle in Supersymmetry models. Because of this, the study of
the reconstruction and performance of the E%HSS variable is critical in new physics
searches. In this case, the reconstructed missing transverse momentum is referred

to as real E%liss.

e The Elfliss is a combined event-level quantity constructed using different signals from
all sub-detectors. Therefore, it is susceptible to miscalibration, momentum mismea-
surements and detector effects like dead regions. Also, it may be contaminated by
additional momentum contributions coming from pile-up interactions. In this case,
the reconstructed missing transverse momentum is referred to as fake ER and
can serve as an important measure of the overall reconstruction performance.

5Stable particles are defined as those with an expected laboratory lifetime 7 corresponding to er > 10
mm.
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If an imbalance in the sum of visible transverse momenta is present, momentum con-
servation implies that the total reconstructed EF" is equal to the negative vectorial sum

of the visible transverse momenta, i.e:

Yo pr+Ef® =0 = Ef*=- Y pi, (4.8)

i€visible j€visible

where pr® represent each of the measured momentum in the transverse plane.

The reconstructed E¥5 in ATLAS [179, 180] is characterised by two main contri-
butions. The first one comes from the hard objects comprising fully reconstructed and
calibrated objects: muons, electrons, photons, 7-leptons, and jets. The second one is from
the soft term, consisting of additional signals which are not associated with any of the
reconstructed hard objects.

The E%liss is calculated as the negative vectorial sum of selected and calibrated hard
objects, and the soft term:

E%lissz_( Z pTi‘F Z pTi-i— Z PTi+ Z pTi—I—ZPTi

i€Emuons i€electrons i€photons i€hadronic 7 i€jets
L ]

hard term

+ Y pTi) (4.9)

i€Soft Term

soft term

where p7’ is the transverse momentum of each identified and calibrated object, de-
scribed in more detail in the following Section 4.6.1.

To avoid double counting, clusters of topologically-connected calorimeter cells or topo-
clusters, see Section 4.1, are associated with the reconstructed hard objects in the following
order: muons (u), electrons (e), photons (), hadronically decaying 7-leptons, and finally
jets [180].

The soft term is reconstructed from detector signals not associated with any hard
object passing the selection cuts. These can be ID tracks, from which the track-based soft
term (TST) is built, or topoclusters, from which the calorimeter-based soft term (CST)
is built. For details on the criteria of the soft term definition, refer to Section 4.6.1.2.

miss

From the vectorial components Eg’lzifs, the magnitude, |E5Fniss| = F}*, and the az-

imuthal angle, ™%, of the E%iss can be calculated as:

2 2
E%iss _ J (E;Ir:niss> + (Eé“ﬂiss> , (4.10)

) Emiss
™I = tan ! <y> (4.11)

miss
Ex

An important quantity to estimate the event activity is Y. Er, which is defined as the
scalar sum of the transverse momenta of the hard objects and soft term contributions to
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the Emiss.

S Er =Y ph+ Y 05+ 0+ S+ S S et (4.12)

A hard object equivalent of this quantity is called HT and defined as the scalar sum of
the transverse momenta from all the reconstructed hard objects:

HT =" ph+ 3 pe+ Y 07+ Y 00+ > p® (4.13)

Both > Et and HT provide a useful overall scale for evaluating the hardness of the
hard-scatter event in the transverse plane, also they are important observables for under-

standing the resolution of Errfniss.

4.6.1 Physics Objects Selection

In order to correctly reconstruct Errfniss, all physics objects must be reconstructed, and

correctly identified and calibrated to their corresponding scales. Also, since achieving
a good momentum balance or closure of the event is an important goal, the bias from
low-pt particles not passing the reconstruction threshold is reduced by adding to the
Er‘fliss calculation transverse energy measured by tracks or clusters as will be addressed in
Section 4.6.1.2.

This section describes the selections that are usually applied to the reconstructed
objects which are considered for the E%iss calculation. This same selection criteria is
considered in Chapter 5. Generally, the object selections for electrons, muons, tau-jets
and photons require refinements to achieve an optimal Er‘fﬁss reconstruction performance
in the context of a given physics analysis, as the criteria used in the mono-h(bb) analysis

described in Section 6.2.

4.6.1.1 Hard Objects

All the hard objects have its own dedicated calibration, translating detector signals
into a fully corrected four-momentum, and a subset of these reconstructed objects are
selected using quality and isolation criteria, as introduced in Sections 4.2-4.5.

Due to the event selection used in the EIT’rliSS performance studies, photons and hadron-
ically decaying 7-leptons have almost no impact on the EF"® calculation, but they are

documented in this Section to give a comprehensive description.

o Electrons
The electrons considered in the E%iss reconstruction pass the reconstruction quality
requirements described in Section 4.3 with “Loose” isolation and “Medium” likeli-
hood identification criteria. In addition, electrons must have pp > 10 GeV and
In| < 1.37 or 1.52 < |n| < 2.47, to avoid the transition region between the barrel
and end-cap electromagnetic calorimeters.
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o Muons

Muon candidates are reconstructed primarily by matching tracks in the ID and
the MS [181], i.e. Combined muons. In detector regions outside the ID coverage
(2.5 < |n| < 2.7) the muon momentum is measured from the MS tracks alone, i.e.
Standalone muons. Muons are selected with “Medium” identification quality and
“Loose” isolation criteria. See Section 4.4 for details on muon reconstruction, identi-
fication and isolation. The muons included in the E%liss reconstruction are required
to have pr > 10 GeV and |n| < 2.7.

o Jets
Jets are reconstructed as small-R jets described in Section 4.2.2.1. After the cali-
bration, they are required to have pp > 20 GeV and |n| < 4.5. To further reduce
the effects of pile-up, jets with pp < 60GeV and |n| < 2.4 are required to have
JVT > 0.59. Finally, Jets must pass “LooseBad” cleaning criteria. For details on jet
reconstruction, calibration, cleaning and pile-up suppression via JVT discriminant,
refer to Section 4.2.2.1.

« Photons
Photons are selected and calibrated using the tight selection criteria [182]. In addi-
tion to the reconstruction quality requirements, photons are normally selected with
pr > 25 GeV and |n| < 1.37 or 1.52 < |n| < 2.47 in order to be included in the
ERss reconstruction.

o Hadronically decaying 7-leptons
Hadronically decaying 7-leptons are reconstructed as described in Section 4.5 with
In| < 1.37 or 1.52 < |n| < 2.47 and pr > 20 GeV. Also, candidates must pass the
medium quality selection [174].

4.6.1.2 Soft Terms reconstruction

The soft term introduced in Equation 4.9 is a significant contribution to the E%iss

reconstruction, in particular in events with low jet activity. It is comprised of all detec-
tor signals not matched to the reconstructed objects defined previously and may contain
contributions from the hard scatter as well as the underlying event and pile-up interac-
tions. Two main algorithms have been developed to reconstruct the soft term: CST and
TST [183].

Calorimeter-based soft-term (CST)

The calorimeter-based soft term is reconstructed from energy deposits in calorimeter
cells, grouped into topo-clusters and calibrated at the LCW scale, which are not asso-
ciated to any of the hard objects described in Section 4.6.1.1. This reconstruction has
the advantage to take into account the contribution from charged and neutral particles.
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However, since there is no association of these topo-clusters to the hardest vertex due to
the small accuracy of the calorimeter cells pointing, all deposits are included. In conse-
quence, pile-up contributions are also included in the final EF"® calculation. CST was

the standard soft term reconstruction algorithm in most ATLAS Run 1 analyses.

Track-based soft-term (TST)

The track-based soft term is reconstructed from ID tracks that are not associated with
the hard objects [179]. Only those tracks associated with the hard scatter primary vertex
are included. They are required to have:

pt > 400 MeV;

|do|/o(dp) <2 and |zpsin(f)| < 3.0 mm, where dy (zpsin(f)) is the transverse (lon-
gitudinal) impact parameter with respect to the primary vertex.

A¢p(track,e/v) > 0.05 or An(track,e/v) > 0.2;

o AR(track,7) > 0.2.

Mismeasured tracks are removed following the strategy described in Reference [179].
These criteria provide excellent track-to-vertex matching for the TST. By not including
the neutral contributions and associating tracks to the PV, the track-based reconstruction
is more pile-up resilient than CST. Also, given the poorer angular resolution provided by
the calorimeters compared to the tracking system, the energy resolution provided by TST
is considerably improved, see Section 4.6.3 for details on the E%iss resolution. Because of
this, TST is the standard algorithm for reconstructing the soft term contribution to the

ERs in ATLAS Run 2 analyses.

4.6.2 Track missing transverse momentum p7*™

The Track ErTmSS, or prTniSS, is reconstructed entirely from ID tracks alone, reducing the
pile-up contamination and dependence. It is calculated by taking the negative vectorial
sum of the pr of tracks satisfying the track quality criteria described in Section 4.1. Due
to interactions within the ID, the pt of the electron is more precisely measured with the
calorimeter, therefore the pt of an electron track is replaced by the calorimeter cluster
measurement [177].

Even though p%iss gives a pile-up robust EITniss estimation, it is insensitive to neutral

particles, which do not form tracks in the ID. Also, the 1 coverage of the prTniSS is limited to
the ID acceptance of |n| < 2.5, substantially smaller than the calorimeter coverage which

extends to |n| =4.9
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4.6.3 EY resolution

The vectorial components, E;nbss, of the E][mSS are expected to behave approximately
as Gaussian distributions for Z — (¢ events [176], with deviations coming from noise
at large > Ep values. Given that these distributions have non-Gaussian tails, the root-
mean-square (RMS) is used to estimate the resolution, in order to include information
of the ERSS tails. For processes with real E%liss, such us ZZ — llvv, the true Eg‘;ss are
subtracted from the reconstructed quantity in simulation.

Figure 4.12 shows the resolution comparison between E%liss calculated with TST or
CST and Track missing transverse momentum pmlSS, as a function of > Ep. The TST
reconstruction shows a better resolution at high values of Y~ E, which is related to high

event activity, with respect to the CST prescription for the soft terms.
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Figure 4.12 — Comparison of the performance of EX built from TST and CST, and the
p%“ss, as quantified by the resolution, as a functlon of the CST > Ep. Powheg+Pythia
Z — ¢ simulation is shown [183].

Figure 4.13 shows the resolution of the E¥SS vreconstructed with TST or CST and the
the track-only-based variant of the missing transverse momentum pis as a function of
the pile-up activity measured in terms of the number of reconstructed vertices Npy.

More details on the E%ﬂss reconstruction and performance are given in Chapter 5.

72



4.6 Missing transverse momentum reconstruction
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Figure 4.13 — Comparison of the resolution of E¥ reconstructed with TST (ERS) or
with CST (Ep s, Calo) and the track-only-based variant pi%. Resolutions are calculated
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Chapter 5

Missing Transverse Momentum
Significance

In collider experiments like ATLAS, conservation of momentum implies that the vec-
torial sum of the transverse momentum of all the collision by-products should be zero in
the z-y plane transverse to the beam axis', as introduced in Section 4.6. Any imbalance
is known as missing transverse momentum, E%liss, and may be indicative of weakly inter-
acting, stable particles in the final state, such as neutrinos. There are also prospects for
such particles in theories beyond the Standard Model, such as dark matter particles or
neutralinos, making the 2-vector E%iss an important variable in searches for new physics.
However, fake Eﬁﬂniss can arise from interacting particles which escape the acceptance of
the detector, are inaccurately reconstructed, or fail to be reconstructed altogether.

The degree to which the reconstructed Errf«liss is consistent with momentum resolution
and particle identification efficiencies can be identified by evaluating the E¥ significance,
S. On an event-by-event basis, S is determined from the log-likelihood ratio that the
reconstructed E%liss is consistent with the null hypothesis of having zero real E%liss, given
the full event composition. A high value of S is an indication that the observed E%HSS
in the event cannot be explained from momentum resolution effects, suggesting that the
event may contain undetected objects such as neutrinos or more exotic weakly interacting
particles.

ATLAS and other experiments have previously defined an event-based ER signifi-
cance S as: s s
= Bt or §= AT : (5.1)

VHt V2 Er
where E%iss is the reconstructed magnitude of the missing transverse momentum, and
VS Bt and /Hry are event-based approximations to the total E¥S resolution, see Sec-
tion 4.6 for their definition. These definitions are based on the assumption that the E%iss

is purely calculated using calorimeter signals. From Figure 4.12, it can be seen that

S

1 ATLAS uses a right-handed coordinate system with origin at the nominal interaction point (IP) in
the center of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the center
of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,¢) are used in the transverse
plane, ¢ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the
polar angle 6 as n = —Intan(6/2).
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Missing Transverse Momentum Significance

the resolution of E%liss reconstructed with CST follows approximately a square root be-

haviour as a function of Y~ Er, while for the TST EIT’rliSS this assumption is not longer true.
The use of measurements from all the ATLAS sub-detectors to improve the performance
of the reconstructed objects requires to reconsider this approch. To go beyond these
definitions, an object-based E%iss significance variable was developed, that is calculated
event by event considering the expected resolutions and likelihood of mismeasurement of
all the objects that enter the E%liss reconstruction. This definition takes into account
directional correlations between measurements. Similar variables used by the CDF and
CMS collaborations are described in References [184] and [185, 186], respectively. Also, in
some supersymmetry searches in ATLAS experiment, an object-based E¥ significance
variable was previously developed by smearing jets according to the measured jet energy
resolution [187]. In this Chapter, the performance of the object-based E%liss significance
in rejecting backgrounds with no real Er‘fliss is compared to that of the event-based E%iss
significance defined as Efrniss VY B, as well as to that of the Effniss itself.

The work presented in this Chapter have been published, and can be find in Refer-
ence [4]. This chapter is organised as follows. Section 5.1 describes the algorithm and
definition of the object-based E%iss significance, while Section 5.3 describes the samples
and event selection used in the studies described in this Chapter. Section 5.4 presents the
performance of the E%liss significance, evaluating its separation power between Z — ee and
Z 7 — eevr events. Section 5.5 discusses methods used to estimate two sources of fluctu-
ations in the E%ﬂss reconstruction: bias and soft term variance. The Chapter concludes

with a summary and outlook in Section 5.6.

5.1 Object-based E¥* significance definition

The EITniSS significance is defined to test the hypothesis that the total transverse mo-
mentum carried by invisible particles (named piTnV in the following) is equal to zero against
the hypothesis that pi" is different from zero. If £(ERS|piV) is the likelihood function
of the 2D parameter pifw for a given value of measured E%iss, the log-likelihood ratio and

a significance S are defined as:

. (maxpwocw%iwp%w)
=2In

Maxpinv_, L( Ezfniss | pi'II‘lv)

(5.2)

where numerator and denominator are calculated maximising on the parameters of the
likelihood with the constraints piTnV # 0 and pirf“’ = 0, respectively. The likelihood function
depends on the multiplicities, types, and kinematics of the objects measured in each
event. As described in Section 4.6, the E%‘iss is defined as a vectorial sum over all the
reconstructed hard objects plus the soft term. An event-by-event likelihood function is

calculated assuming that:

« the measurement of each reconstructed object 7 is independent from others;

76



5.1 Object-based ER® significance definition

o for each object the probability distribution of measuring pr’ given the true trans-
verse momentum value associated with the hard physics process 71’ has the form
f(pr® —m7), and in particular it has a Gaussian probability distribution with co-
variance matrix V?;

« thanks to the conservation of the momentum in the 2-y plane, 3, mp’ = —pi{}".

Under these assumptions, the likelihood function has the form of a two dimensional Gaus-
sian:

—1
LEPIPE) x exp [—1/2 (Br=-p)' (2V) (BE=-0)|  (53)
(2

and the log-likelihood ratio becomes a chi square variable, x?, with two degrees of freedom:

L(Emiss‘Emiss) . T ) -1 .

S?2=21In ( ﬁ(TE%nssﬁ)) > = (E%ISS) (; VZ) <E}Fnlss) ’ (5.4)
where the sub-index ¢ indicates each reconstructed objects that enters the E%ﬂss calcula-
tion and V' is the corresponding covariance matrix.

This x? definition of the missing transverse momentum significance S in Equation 5.4
stresses the dependencies between the reconstructed E%liss and the resolution effects prop-
agated in the total covariance matrix 3; V. If S has small values it is more likely that
the B is fake, or consistent with resolution effects, whereas a large value of S indicates
that it is likely to be real E%‘iss.

For each of the hard objects defined in Section 4.6.1, the covariance matrix, V;, can

be defined in a natural coordinate system having one axis aligned with the measured pr’
T

of each object, with pp’ = (pTi cos @', pr’ sin gzﬁi)

Vi O-I%Ti 0

= 2 5
0 pr' U;z‘

where the measurements of the transverse energy pr’ and the azimuthal angle ¢’ are

considered uncorrelated.

(5.5)

An additional covariance matrix of signals associated to the soft term defined in Sec-
tion 5.2, V5o is also considered. It is defined as

2
0
Vsoft _ ( Tsoft ) 7 5.6

0 USQOft ( )

without correlation between parallel and transverse measurements.

The summation of the covariance matrices is performed in the standard x-y coordinate
system of the ATLAS detector, which corresponds to the transverse plane. Therefore, the
total covariance matrix can be written considering the matrix rotation in x-y for each of
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the objects as:

Vay =Y R (¢') VIR(¢") + VI = < ;ﬂi (;%/ > (5.7)

where the index ¢ runs on each of the objects considered in the E%iss calculation and

R ((bz) is the two dimensional rotation matrix in the azimuthal direction for each object.

Finally, the EITniSS significance definition in Equation 5.4 can be written in a synthetic
form in which the x-y coordinate system is rotated parallel (longitudinal L) and perpen-
dicular (transverse T') to the direction of the total missing transverse momentum EF*:

2 -1 miss
_ ( miss o, PLTOLOT Ex
S= (ET 70) < PLTOLOT O'% ) ( 0 ) ’ (58)

where 0%, agr are the total variances in the longitudinal and transverse directions to the

E%iss respectively, prr is the correlation factor of the longitudinal L and transverse T’
measurements, and the total covariance matrix is given by the rotation in the angle of
the total reconstructed EP'SS, ¢( EF™®):

2
— oL PLTOLOT | _ miss . s
Var = ( PLT OLOT o > - R(¢(ET >) Vay IR <¢(ET )), (5.9)

In this L-T basis, the ER significance in Equation (5.8) can be written as:

Emiss 2
T

ot (1-oh)

(5.10)

This form of the E%liss significance illustrates the essential meaning of a significance,
in which the measured variable, E¥ is in the numerator, and the information of the
variance is embedded in the denominator. Also, this definition has a close relationship
with the previously used approximated definition of the event-based E%liss significance,

where /> E7 is an approximation of the E%liss resolution

Each of the three assumptions used to derive Equation 5.4 deserves a detailed study
which could bring an improved definition of the E}"**® significance. The last part of this

note will discuss in more details how the performance of the E%‘iss significance changes by

assuming piTnV = — Y, 7' —bias. The extra term bias is introduced to take into account
systematic contributions from particles which interact with the detector, but do not enter
the EF" calculation. Possible contributions for this systematic effect are particles with
a pp lower than the threshold, neutral particles not considered in the track-based soft
term reconstruction, or particles lost for any other reason (e.g. not reconstructed). In
this case, re-deriving all the equations starting from Equation 5.2, S? becomes :

. L2
EF™ — bzas‘
O—%/ (1 — p%/T/>
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5.2 Object resolution

where the longitudinal L’ and transverse 7" components are defined with respect of the
direction of the vector E%liss — btas, and the btas estimation is addressed in Section 5.5.

Finally, it is straightforward to extend the E%liss significance definition to test the
hypothesis that pi{ﬂ“’ is equal to a certain vector A against the hypothesis that piTnV is

different from A:

‘ 2

(5.12)

S2A)=21 (maxpiTnv#A E(Erlflis‘s]p%“’)) ‘E%‘iss — A —bias
= n =

) miss | ,,inv
maXpagV:A E(ET |pT ) O-%// (1 - p%//T//>

in which the longitudinal and transverse components are defined with respect of the
direction of the vector EF"™* — A —btas and the presence of the term bias is kept explicit.

A similar variable that considers a scale of energy was also defined in [188].

5.2 Object resolution

An important ingredient for the E¥ significance definition is the momentum res-

olution in the transverse plane for the objects entering the E%iss calculation. For each
object, one can define a transverse momentum resolution parallel to the direction of the
object, o)., and a transverse momentum resolution perpendicular to the direction of the
object. The latter can be estimated as the angular resolution on the transverse plane
o4, multiplied by the pr of the object, pr -o4. The resolutions used to calculate the
Ess gignificance are parametrized using Monte Carlo (MC) simulations, which are well
reproducing the resolutions measured on data.

The estimation of the electron and photon transverse momentum resolution depends
on the n and pr of the particles [182]. Typical resolutions for electron and photon with
pr = 100 GeV in the central region are 1.6-1.9% in the parallel direction and 0.4%
in the perpendicular direction. In the calculation of the ErTniSS significance, dedicated
parametrizations are used for electrons, photons converting to electron-positron pairs,
and photons not converting to electron-positron pairs.

The resolution of the transverse momentum of the muons depends on the momentum,
detector region, and whether the muon is measured solely by the muon spectrometer, or
by a combination of the inner detector and muon spectrometer [181]. A typical resolution
for pp =100 GeV is 2% in the parallel direction, and 0.1% in the perpendicular direction.

The transverse momentum resolution for hadronically decaying 7-leptons depends on
the momentum and detector region. The typical resolutions in the parallel direction for
hadronically decaying 7-leptons with pp = 100 GeV in the central region are 5.5-6.7%,
depending on the 7 decay mode. The typical resolution in the perpendicular direction is
1%.

The transverse momentum resolution for jets depends on the momentum and detector
region [189, 148, 190, 191, 192]. The typical resolutions for a central jet with pp =20 GeV
are around 22% in the parallel direction, and 5-7% in the perpendicular direction. For a
central jet with pp = 100 GeV, these resolutions decrease to 7% in the parallel direction
and 1.1-1.6% in the perpendicular direction.

79



Missing Transverse Momentum Significance

An additional source of ER resolution comes from the additional jets produced by

pile-up unsuccessfully suppressed by the jet vertex tagger requirement. The inclusion of
these jets in the EITniSS calculation may generate an imbalance, resulting in a fake Efrniss.
Given the fact that the presence of these jets has a certain probability, which depends on
the value of the JVT discriminant, one can estimate an additional term in the resolution
for the E%iss significance calculation to be equal to the pp of the jet, multiplied by the
probability for that jet to have originated by pile-up. In the calculation of the object-based
E%liss significance, this source is treated in Gaussian approximation. This probability
has been estimated in Monte Carlo simulations in two ranges of pseudo-rapidity, central
(In] <2.7) and forward (|n| > 2.7).

For the central region, three ranges of JVT are used: for high values of JVT (JVT >
0.59), the fraction of jets originating from pile-up interactions is negligible, while it be-
comes 40% for 0.05 < JVT < 0.59 and pp < 100 GeV, and 95% for JVT < 0.05 and pr <
150 GeV. In the forward region, where no coverage from the inner detector is available, the
fraction of jets originating from pile-up interactions is 20% for jets with 20 GeV < pr <
30 GeV, and 7% for jets with 30 GeV < pr < 40 GeV. The full scheme is reported in
Figure 5.1. The values are derived per bin, and no smoothing or interpolation is used.

ATLAS Simulation Preliminary

P;[GeV] NT>0.59
150 —|
100 |
60 — .
40 —|
%
20 —
T T f
2.4 2.7 45 1
(a)
ATLAS Simulation Preliminary ATLAS Simulation Preliminary
Pr[GeV] 0.05<JVT=0.59 P [GeV] JVT<0.05
0% 0%
150 —| 150 |
100 - 100 —|
40% 5%
60 — 60
40 — 40 —
30 — ERIVIicUlas 7% 30 _,,,J,v],gyj,, 7%
30 e 30
T | T i f T
2.4 27 45 7 2.4 27 45 T
(b) (c)

Figure 5.1 — Scheme of the regions in pt and 7 of the jet with the corresponding percentage
representing the fraction of jets originating from pile-up interactions. The regions shown

are for (a) JVT > 0.59, (b) 0.05 < JVT < 0.59, and for (c) JVT < 0.05. Bin values are
used as-is with no interpolation performed across boundaries.
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5.2 Object resolution

A first estimation of the track-based soft term resolution can be extracted from the
E%liss distribution in a Z — pp sample with a jet veto. Apart from sub-leading contri-
butions from hadronic decays involving neutrinos (as in the semileptonic decays of heavy
flavor hadrons), no real E%ﬂss is expected in this sample. The distribution of the E%ﬂss
projected onto the z- or y-axis resembles a Gaussian distribution, but with larger tails.
The width of this distribution, estimated by the RMS, is mostly due to the soft term res-
olution, with a negligible contribution from the muon resolution. Therefore the resolution
of the soft term is set equal to the RMS of the Eﬁﬂniss projected on the z- or y-axis in this
final state with a jet veto. The distribution of this projection is shown in Figure 5.2, and
the RMS extracted is 8.9 GeV. This value is used in the E¥S significance calculation as
estimate of the soft term resolution, independently of the axis of projection. Figure B.1 in
Appendix B.1 shows the distribution of this projection for both lepton channels, ee and
e selections.

l‘(i,) B T T T T T T T ]
C
S o1k ATLAS .
..g "I Simulation Preliminary -
8 o.08|- ]
E - Vs=13TeV,36fb" .
c - uu-channel |
© 006  Im-m,l<15GeV —
N - z M ,
}—é B Jet veto .
S 004 -
b4 B i
0.02 -
ol | il \ Ly L]
-60 -40 -20 0 20 40 60

Er;iss’ Er;iss [GeV]

Figure 5.2 — Components of the FERss (piss E;niss), in the Z — pp Monte Carlo simu-
lation with a jet veto selection. The RMS of the distribution provides an estimate of the
soft term resolution since no real EF"*° is expected for this region.

Table 5.1 summarises the relative transverse momentum resolutions for the different
objects entering the Elfliss calculation, given for a representative kinematic value for each
object. The relative resolutions are shown as a function of pr in Figure 5.3. Resolution
curves for jets include the contribution from the additional jets produced by pile-up, which
gives the staggered shape for |n| =4.5.
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Table 5.1 — Resolution for the objects entering the calculation of the E%ﬁss for a represen-
tative pr for each object as measured in the centre of the detector. For other n values,
refer to Figure 5.3.

Object Kinematic Relative resolution
Parallel Perpendicular
Electrons pr =100 GeV, n=0 1.7% 0.4%
Photons pr =100 GeV, n=0 1.9% 0.4%
Hadronic 7 pr =100 GeV, n=0 5.5% — 6.7% 1%
Jets pr =20 GeV, n=0 22% 4.6%-7.1%
pr =100 GeV, n=0 7% 1.1%-1.6%
Muons pr =100 GeV, n=0 2% 0.1%
Track Soft Term 8.9 GeV 8.9 GeV
- 0.5prr e 5
o E 3
g 0.45—~ ATLAS Simulation Preliminary =
'% 0.4 Jets CBu(9=0) Electrons N.C.y Hadr.t
g 0.35F =n=0.0 n=0.0 == 1=0.0 1=0.0 1pOn 3
o E =alnl=2.0 ==mi=20 =al=2.0 ==Inl=2.0 3pXn 3
o 03 wmi=45 E
T 025 A
(] F 3
T 02F 4
0.15F =
01 ° =
0.05) — g
0 - | — ‘ I‘r. s : = . = [T
10 102 103
p, [GeV]

Figure 5.3 — Resolutions for the objects entering the calculation of the EsS for |n| = 0.0
In| = 2.0 and, for jets, |n| =4.5. The plot shows the resolutions for jets, combined
muons (CB ,u), electrons, photons not converted to electron-positron pairs (N.C. 7), and
hadronically decaying 7-leptons (Hadr.7). The resolution for the hadronically decay-
ing 7-leptons denoted by 1pOn (3pXn) corresponds to the decay mode with one (three)
charged hadron, zero (one or more) neutral hadrons and a non detectable 7-neutrino. The
curves for jets include the contribution from pile-up, which is in bins of pt and is not
smoothed /interpolated, and gives the staggered shape for |n| =

5.3 Physics samples and event selection

The EmiSS significance performance is evaluated using Standard Model processes with

final states with pm" = 0 and with real missing transverse momentum from neutrinos

mV = > p%). Two di-leptonic event selections are designed to capture the leptonic Z
T

boson decays (Z — 00+ X)) in the electron and muon channels, respectively. They pro-
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duce samples dominated by the Z — ee + jets and Z — ppu + jets processes, for which
pif“’ ~ 0. These samples contain other sub-dominant processes including the diboson pro-
duction process ZZ — eevv and ZZ — puvv for which piTnV = > p%. For this reason, these
di-leptonic event selections are used to study the agreement of the Eﬁ?iss significance dis-
tribution between data and Monte Carlo simulations, and the performance in separating
Z — U0+ jets events from ZZ — (lvv events. In the following sections, only the electron

channel is shown and discussed in detail.

5.3.1 Data samples

The analysis described in this Chapter uses pp collision data collected in 2015 and
2016 by the ATLAS detector at the center-of-mass energy of 13 TeV. Data are analyzed
only if they have been collected during stable proton beams with nominal magnetic field
conditions, and if they satisfy the standard ATLAS data quality assessment criteria, which
include checks that the inner detector, calorimeters and MS are efficiently functioning.
The resulting integrated luminosity is 36 fb = [193].

5.3.2 Monte Carlo samples

Monte Carlo simulated events are used to model Standard Model processes which
are normalized using the currently available predictions for their cross-sections. These
simulated events were passed through the ATLAS detector simulation [194] based on
GEANT 4 [195]. The effects of pile-up were modeled by overlaying minimum-bias events,
simulated using the soft QCD processes of PYTHIA 8.1 [196] with the A2 [197] set of tuned
parameters and MSTW2008LO [198] parton distribution functions (PDF). The simu-
lated samples are weighted to reproduce the observed distribution of the mean number of
interactions per bunch crossing in the data. For all samples of simulated events, except
for those generated using SHERPA [199], the EVTGEN Vv1.2.0 program [200] was used to
describe the decays of bottom and charm hadrons.

Events with W or Z bosons decaying into leptons produced in association with jets
are simulated using the SHERPA 2.2.1 [199] generator. Matrix elements are calculated for
up to 2 partons at NLO and 4 partons at LO using the Comix [201] and OpenLoops [202]
matrix element generators and merged with the SHERPA parton shower [203] using the
ME+PS@QNLO prescription [204]. The W/Z + jets events are normalized to the NNLO
cross-sections.

Diboson processes (WW, WZ and ZZ) are simulated using the POWHEG-Box v2
generator [205] to the next-to-leading order (NLO) in QCD and after that interfaced
with the PYTHIA 8 generator. Next-to-next-leading order (NNLO) in QCD and NLO
electroweak corrections (EW) are added as a function of the invariant mass, myyz, of the
Z Z process.

For the generation of ¢f at NLO, the POWHEG-BOX V2 generator was used. Single
top quark events in the s-, t- and Wt-channels were generated using the POWHEG-BOX
v1 generator [206, 207]. The top quark mass was set to 172.5 GeV. The overall yield
predicted for the tf process is rescaled according to the NNLO cross-section, including
the resummation of soft gluon emission at next-to-next-to-leading-logarithm accuracy
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(NNLL) as available in TorP+42.0 [208]. The overall yields predicted for single top
quark production in the s-, -, and Wt-channels are rescaled according to their respective
NLO cross-sections [209, 210, 211].

5.3.3 Event selection

Events are selected with single muon or single electron triggers. For 2015 data, electron
(muon) triggers had a pp threshold of 24 (20) GeV. During the 2016 data taking period,
the pr threshold for the electron and muon triggers rose over time to 26 GeV as a result
of the increase in the instantaneous luminosity.

Events are required to have two opposite-charge leptons of the same flavor and pass
the “medium” identification criteria, see Sections 4.3 and 4.4 for details, with the more
energetic lepton having pr > 30 GeV and the subleading lepton having pr > 20 GeV.
If the event has any additional lepton that meets the “loose” identification criteria and
having pr > 7 GeV, the event is rejected to reduce the contamination from the W2
process.

The invariant mass of the lepton pair is required to be in the mass window |mz —myy| <
15 GeV, where my is equal to the value of the Z boson mass obtained by the Particle Data
Group, and reported in Reference [212]. This condition significantly reduces contributions
from the tt, Wt, and WW processes.

To study the performance of the E%‘iss significance in different topologies, additional
selections based on the number of reconstructed jets and on the magnitude of the measured
E%iss are applied.

5.3.4 Data and Monte Carlo comparisons

The study of the distributions of the ErrfniSS significance and other associated kinematic
quantities is important to characterize this variable, to investigate its properties, and to
assess the capability of the Monte Carlo simulations to reproduce several kinematic dis-
tributions observed in data. The distributions for events passing the di-leptonic selections
in the electron channel are shown in Figure 5.4 and Figure 5.5.

The ErTniSS distribution, shown in Figure 5.4, is dominated by events with low value of

miss

Emiss produced by Z — ee+ jets process. At higher values of E¥SS events are mostly
produced by processes with real E%ﬁss, such as ¢t or diboson processes. Despite this
transition, the plot shows the capability of the Monte Carlo simulation to reproduce
the distribution observed in data, with the data/MC ratio being covered by the statistical
and experimental systematic uncertainties of the Monte Carlo expectation (band in gray).
The experimental systematic uncertainties include uncertainties on lepton and jet recon-
struction, identification, isolation and trigger efficiencies, uncertainties on lepton, jet, and
soft term energy resolution and scale, uncertainty on the total integrated luminosity, and
uncertainty on the mean number of interactions per bunch crossing.

The E%liss corresponds to the numerator of the event-based and object-based EITniSS sig-
nificances of Equations (5.1) and (5.10), respectively. Figure 5.5(a) and Figure 5.5(b) show
the respective denominators. The Monte Carlo simulation for v/} Et in Figure 5.5(a)
reproduces the features of the observed distribution in data with a non-perfect agreement.

84



5.3 Physics samples and event selection

This difference, already reported in Reference [179], reflects the level of mismodelling of
the final state mostly in terms of the hard-object composition in Monte Carlo simula-
tions. The distribution for or4/1 — p%T in Figure 5.5(b) shows a good agreement below
20 GeV. For values above 20 GeV, the Monte Carlo simulation overshoots the distribution
observed in data. The two visible structures around 20 and 60 GeV are present in both
data and Monte Carlo simulations. These structures are a result of the contribution to
the covariance matrix of the parametrization used for additional jets from pile-up events.
They show up at the jet reconstruction threshold (20 GeV) and at the upper limit for sup-

pression of the jet from pile-up (60 GeV). The data-MC difference for op/1— p3, > 20
GeV, reflects the level of accuracy in modeling the rate of jets produced by pile-up in
Monte Carlo simulations [150]. Given a certain value of the EF"°, a higher value of

ory/1— p%T produces a lower value for the EXSS significance. As a result, the value of

the Elfniss significance in events containing jets likely produced by pile-up is smaller than
events without these jets, as one would expect.

Figure 5.5(c) and Figure 5.5(d) show the distributions for the event-based and object-
based ERSS significances, respectively. Both distributions are dominated by events with
low significance values, as expected from the Z — ee + jets process. The distribution of
the event-based E%iss significance shows a compression of the horizontal axis compared
to the object-based EX5. This is consistent with the studies reported in Reference [176]
in which the E¥S resolution o( ER) has been parametrized as o( ERS) = k- /3 BT,

where k ~ 0.4— 0.5 GeV'/2. For values above 6, events are mostly produced by processes
with real Errrniss, with a longer tail for the object-based ErTniSS significance in Figure 5.5(d).
The Monte Carlo simulation reproduces the distributions observed in data, with a very
good matching for the object-based ER significance, which seems to be less affected by
mismodelling than the event-based E%liss significance.

Given the change in physics process composition in the EITniSS distribution in Fig-
ure 5.4, it is important to characterize the E%iss significance in different conditions, and
at different values of Effniss. Figure 5.6 shows the same variables shown in Figure 5.5 with
the additional requirement of EX > 50 GeV.

The distribution for the object-based E%iss significance in Figure 5.6(d) shows some
interesting features. The difference between processes with and without real EXSS is
already evident, with some first indication of an improved separation power with re-
spect to the event-based ERS significance (confirmed in the following Section). For the
Z — ee+ jets process, the object-based E%‘iss significance has values significantly smaller
than the other processes, with a shoulder for values below 4. For these events, the jets
produced by pile-up play an important role, as a consequence of their contribution to
ory/1— p%T already discussed above. Not surprisingly, for low values of the object-based

Es significance, the level of data-MC agreement is similar to the one above 20 GeV
in Figure 5.5(b) and Figure 5.6(b). This confirms the level of mismodelling of the rate
of jets produced by pile-up in Monte Carlo simulations. The capability to isolate these
events without real E%iss is a clear advantage for the object-based E%iss significance.

Distributions for data and MC in the up-channel can be found in Appendix B.2.
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Figure 5.4 — EITIliSS distributions in data compared to MC predictions including all relevant
backgrounds for events satisfying the Z — ee selection. The ratio between data and MC
predictions is shown below the distribution, with the shaded band which corresponds to
the combined experimental systematic and MC statistical uncertainties. The experimental
systematic uncertainties include uncertainties on lepton and jet reconstruction, identifi-
cation, isolation and trigger efficiencies, uncertainties on lepton, jet, and soft term energy
resolution and scale, uncertainty on the total integrated luminosity, and uncertainty on
the mean number of interactions per bunch crossing. The last bin of the distribution
includes overflows.
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Figure 5.5 — Distributions in data compared to MC predictions including all relevant

backgrounds for events satisfying the Z — ee selection for: (a) /3 B, (b) or\/1— p2p,

(c) event-based E¥SS significance (Equation 5.1), and (d) object-based ERS significance
(Equation 5.10). The respective ratios between data and MC predictions are shown below
the distributions, with the shaded bands which correspond to the combined experimental
systematic and MC statistical uncertainties. The experimental systematic uncertainties
include uncertainties on lepton and jet reconstruction, identification, isolation and trig-
ger efficiencies, uncertainties on lepton, jet, and soft term energy resolution and scale,
uncertainty on the total integrated luminosity, and uncertainty on the mean number of
interactions per bunch crossing. The last bin of the distribution includes overflows.
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Figure 5.6 — Distributions in data compared to MC predictions including all relevant back-
grounds for events satisfying the Z — ee selection and ER > 50 GeV for: (a) /3 B,
(b) op\/1—p31, (c) event-based B significance (Equation 5.1), and (d) object-based
ERss gignificance (Equation 5.10). The respective ratios between data and MC predic-
tions are shown below the distributions, with the shaded bands which correspond to the
combined systematic and MC statistical uncertainties. The experimental systematic un-
certainties include uncertainties on lepton and jet reconstruction, identification, isolation
and trigger efficiencies, uncertainties on lepton, jet, and soft term energy resolution and
scale, uncertainty on the total integrated luminosity, and uncertainty on the mean number
of interactions per bunch crossing. The last bin of the distribution includes overflows.
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5.3.5 Pile-up jet resolution impact in total variance

The effect of additional pile-up jets on the calculation of the E%iss is suppressed by
using the jet vertex tagger (JVT) algorithm, where the relevant discriminant ranges from
0 (pile-up-like) to 1 (hard-scatter-like), for each jet with matched tracks, and is set to be
-0.2 if no tracks are found inside the jet.

Jets with JVT < 0.59, pr < 60GeV, and |n| < 2.4 are removed from the E¥S cal-
culation. The remaining jets have a small but non-negligible probability of originating
from pile-up interactions. For these, an additional resolution source, important for the
ErTniSS significance, is set to be equal to the pp of the jet, multiplied by the probability
for that jet to originate from pile-up interactions. This probability has been estimated in
Monte Carlo simulations in two ranges of pseudo-rapidity, central (|n| < 2.7) and forward
(Inl > 2.7). To highlight the effect of this extra resolution source on the calculation of the
object-based E%liss significance, Figure 5.7 shows the impact in events with one jet. This
plot, produced using the Z — ee selection on a Z+ jets Monte Carlo simulation, presents
the distribution of oy, as introduced in Equation 5.8, and the contribution of events with
a large relative jet resolution due to the effect of pile-up (af U /pt > 0.5). By dividing the
sample with a cut on the jet pp, it is possible to isolate the two structures for o equal
to 20 and 60 GeV.
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Figure 5.7 — Distribution of o, in Z+ jets Monte Carlo simulation for the Z — ee event
selection, in events with one jet. Events with large relative jet resolution due to the
estimation of the effect of pile-up are isolated, and divided in two groups, depending on
the pt of the jet.

5.4 Characterization and performance of E¥* signif-

icance
This section examines the potential gain of introducing the object-based E%‘iss sig-

nificance variable into the selection criteria for Z — ee events described in Section 5.3.3.
These events provide an ideal final state for evaluating the E4"** significance performance,

89



Missing Transverse Momentum Significance

since they can be selected with high signal to background ratio and because Z-boson kine-
matics can be measured with high precision. This process is considered to have no real
E%iss, apart from sub-leading contributions from hadronic decays involving neutrinos, like
in the semileptonic decays of the heavy flavor hadrons as stated above (see Figure 5.8(a)).
As a result, the bulk of the Elfliss significance distribution peaks near zero, and it rapidly
decreases at higher values as is shown in Figure 5.8(b) for the event-based and 5.8(c) for
the object-based E%liss significance. It is interesting to notice the presence of a tail at
high values of the variables shown in Figure 5.8(a) and Figure 5.8(c), partially due to
the presence of the sub-leading contributions of events with real E%ﬁss. This tail is not
discernable for the event-based EX™ significance in Figure 5.8(b).

However, in ZZ — eevv events, the presence of real E%“bb increases the value of the
E%iss significance per event as is shown in Figure 5.8. The Effniss significance variable

can therefore be used to separate events with real Elfniss in ZZ — eevv coming from the

neutrinos with respect to events with only resolution-induced ErrfniSS as the ones present
in Z — ee. In the following, the ZZ — eevv sample is considered as signal and the
Z — ee sample as background. Refer to Appendix B.3 for signal and background MC
distributions in different kinematic regions related to the performance studies presented
in this Section, and to Appendix B.4 for the equivalent plot of Figure 5.8 in the uu-
channel.
In the following sections, the separation power between Z — ee and ZZ — eevv simulated

events of the object-based Effniss significance is discussed for different jet multiplicities and
E&S regions, and compared to the separation power of the Ef alone, and of the event-

based ERSS significance.
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5.4.1 Separation performance in inclusive jet events

The E%iss, the event-based E%liss significance, and the object-based E%liss significance
show a good separation power between ZZ — eevv and Z — ee events. To estimate
the potential gain of using the object-based E¥ significance, the separation power of
E%liss, object-based Elfniss significance, and event-based E%liss significance are compared
for events passing increasing thresholds on the value of EITmSS. The plots in Figure 5.9
have different pre-selection thresholds on the total reconstructed E%ﬁssz 0, 50, and 100
GeV, without any requirement on the presence of jets.

A small gain in separation power is reached by the object-based EITniSS significance if
compared to the other two variables for the inclusive selection, in which the bulk of the
events have little hard activity and the denominator of the object-based E%liss significance
is dominated by the variance of the soft-term. A clear improvement is observed for events
with higher E%liss. For a 50 GeV E%iss threshold, and choosing a working point at 80%
signal efficiency, object-based E%iss significance gives almost 90% background rejection,
while ErTniSS and event-based Eﬁﬂniss significance give 55% and 70% background rejection,
respectively, as is shown in Figure 5.9(b). This indicates that selection requirements based
on both E%liss and object-based E%nss significance may be beneficial. This is shown in
Section 5.4.2.

At higher E%“SS thresholds, the performance gain for the object-based E%iss signif-
icance with respect to the other two variables is even more evident. In the case of a
E%“bb > 100 GeV pre-selection, and for a working point at 80% signal efficiency, object-
based E%ﬂss significance gives almost 98% background rejection, while E%iss and event-
based ERS significance give approximately 55% and 75%, respectively, as is shown in
Figure 5.9(c).

Therefore, for both 50 and 100 GeV ER thresholds, using object-based ER signif-
icance results in a background rejection improvement of approximately 30% with respect
to the event-based E%‘iss significance. This improvement is guided by the contribution
to the covariance matrix from the jets produced by pile-up interactions. By using this
contribution, the object-based E%ﬂss significance can more effectively separate events with
fake E%iss due to the presence of jets produced by pile-up interactions, from events with
real E%liss.

5.4.2 Separation performance in jet bins for E%HSS > 50 GeV

From Section 4.6.1, it is clear that the primary source of resolution in the object-based
E} significance calculation comes from the energy resolution of low pr jets. To further
study the impact of the presence of jets in the final state, the performance with a E%iss
threshold of EfsS > 50 GeV (recall Figure 5.9(b)) has been investigated more in detail.
Events have been divided in four categories according to the number of jets: jet veto,
exactly one jet, exactly two jets, three or more jets. Figure B.6 shows the separation
power of the E%liss, event- and object-based ERS significances in these four cases.

In the case of a jet veto selection, the object-based Eﬁﬂniss significance considers primar-
ily the effect of the soft term and its corresponding resolution. Since the soft term variance

is estimated with a constant number, as explained in Section 5.2, the object-based E%ﬂss
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significance is de-facto a re-scaling of the total E%liss. Therefore, no gain in performance

is expected for the object-based E%liss significance compared to E%liss alone. Also, given
that the inclusive jet selection is dominated by events with zero jets for Z — ee events, in
Figure B.6(a) no significant gain is expected for the object-based ER significance.

The separation power for Z — ee simulated events with respect to ZZ — eevv simulated
events of the object-based E%iss significance starts to improve upon the event-based E%iss
significance at higher jet multiplicities, given that the jet resolutions begin to have an im-
portant impact in the total variance.

When selecting one single jet, the object-based Effniss significance shows a clear perfor-
mance gain compared to EX and event-based ERS significance. Choosing a working
point at 80% signal efficiency, object-based ER significance gives a 85% background
rejection, while E%ﬂss and event-based Effliss significance give 60% and 55% background
rejection, respectively, as is shown in Figure B.6(b). This gives an improvement of approx-
imately 55% in background rejection with the object-based compared to the event-based
ErrrniSS significance.

For higher jet multiplicities in Figure B.6(c) and Figure B.6(d), the object-based EMss
significance, with a signal efficiency of 80%, shows a gain in background rejection of
approximately 70% and 40% with respect to the event-based Effniss significance in the
case of two and three or more jets selection, respectively.

Regarding the ppu-channel, the background rejection versus signal efficiency plots can

be found on Appendix B.5.
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5.4.3 Pile-up jet resolution impact in the separation perfor-
mance

To estimate the potential gain in performance of the object-based EITniSS significance
using an additional pile-up jet resolution described in Section 5.2, the signal efficiency and
background rejection is calculated for object-based E%liss significance with and without
this additional resolution.

Figure 5.11 shows the object-based Errfliss significance with a Z — ppu selection for
signal and background events with a E5 >50 GeV threshold in the pu-channel. An
improved separation power between signal an background on Figure 5.11(b) is clear with
respect to Figure 5.11(a). Events that are more likely to have jets coming from pile-up
interactions tends to accumulate at low values of the object-based E%liss significance as
can be seen on Figure 5.11(b).
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Figure 5.11 — Object-based ErTniSS significance with a Z — pp selection for signal and
background events with a EF"® >50 GeV threshold.

Figure 5.12 shows the impact on the performance between the object-based E%iss sig-
nificance with and without an additional pile-up jet resolution. For a fixed signal efficiency
working point of 80%, the object-based E%‘iss significance with pile-up jet resolution has
a background rejection gain up to 20%.

5.5 Bias estimation and soft term resolution

The study of AErrrniSS = E%ﬁss — pif“’ is particularly important for the definition of the
E%iss significance. Under the hypotheses in Section 5.1, this quantity should follow a 2-D
Gaussian distribution, with (AERS) = o and variance Var(AEYS) =V 1 correctly
rotated. Consequently, the projection of AERS in any non-trivial direction should be
distributed as a Gaussian distribution with a mean of zero. This is not true for the ERiss
definition used in this note, as already reported in Reference [179]. For the di-leptonic
event selection used in this note, the projection of the AE%HSS in the direction of the
di-lepton pair forming the Z boson candidate Az in events passing a jet veto shows a
clear bias (Figure 5.13).
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Figure 5.13 — The average projection of AE¥SS in the direction Az of the di-lepton
pair forming the Z boson candidate with transverse momentum vector p% , is shown as
function of p% in Z — pp events from the sample with a jet veto.

As already anticipated in Section 5.1, this bias is due to particles which interact with
the detector, but fail to contribute to the ERS measurement either because they have
a pr lower than the threshold or because they are neutral particles not considered in
the track-based soft term reconstruction, or lost for any other reason. As a consequence,
the estimation of 8.9 GeV for the resolution for the track-based soft term in Section 5.2
mixes together the effect of this bias, with the real track-based soft term resolution. An
improvement of the E%‘iss significance requires a replacement of the track-based soft term
variance described in Section 5.2 with a correction for the bias on the numerator, and an
improvement of the estimation of the variances on the denominator.
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These two quantities can be parametrized from Monte Carlo simulations as follows:

bias = (AEYS) — bias(obsy,0bs, ...)

. 5.13
V = Var(AET"™ — bias(obsy,0bsa,...)) = V(obsi,obsa,...) (5:13)

where bias(obsy,0bss,...) and V(obsy,0bss,...) are parametrizations of the bias vector and
covariance matrix as a function of event-by-event observables obsy,o0bss, ....

The Z — pp sample with a jet veto has been used to derive these parametriza-
tions, thanks to the negligible contributions from the hard objects resolution. Many
parametrizations with several options for the variables obs have been tested: the magni-
tude of the track-based soft term, the magnitude of the vectorial sum of the hard objects,
the EIT’[liss , the projections of these three variables on specific directions, the Hr, the
> Et and the scalar pt sum of the tracks forming the soft term. Figure 5.14 shows an
example of these parametrizations. In this example, the variable AErrfniSS is projected in
the direction of the TST to derive the parametrizations of the bias and of the variance
which depend on the magnitude of the track-based soft term. As a consequence, the bias
correction is applied in the direction of the track-based soft term.

A similar strategy has been adopted to derive a parametrization using the variable
p%s, already used to study the performance of the EF's® [179, 177]:

pgszpiTanr Z pr'+ Z pr'+ Z pr'+ Z pTiJrZPTi

tEmuons i€electrons i€photons i€hadronic 7 1€jets

_ _AE%liss . Z pTi

i€Soft Term

(5.14)

This variable shows a strong anti-correlation with AFER. It is therefore a natural
candidate to derive a parametrization, but it uses pirf“’ which cannot be calculated on
data. A parametrization using pl%s is anyhow interesting to interpret the results. In
this case, the variable AE%HSS is projected in the direction of the p%s to derive the
parametrization of the bias which is proportional to the magnitude of p%s. The bias
correction is applied in the direction of p%s.

A last parametrization is derived to investigate the effect of using just information on
the direction of p%s and not its magnitude. In this last parametrization, the AE%iss is
projected in the direction of the pl%s, parametrized as a function of TST, and applied
back as a btas in the direction of p%s.

These three parametrizations are shown in Figure 5.15. Comparing the different
parametrizations highlights the relevance of the correction for the bias in the numera-
tor, while the parameterizations of the soft term variance were found to have a minor
impact on the performance. The first parametrization (Object-based Errf?iss Significance,
magnitude and direction from TST in Figure 5.15) has a separation power similar to the
case where the bias is neglected (Object-based EX¥* Significance in Figure 5.15), while
the other two parametrizations present some gain in performance. The improvement in
the separation power shown by the second parametrization (Object-based E%‘iss Signifi-
cance, magnitude and direction from p%s in Figure 5.15), depends heavily on the use of

piTnV, and it represents a limit case in the gain in performance one could expect from these
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Figure 5.14 — Examples of the parametrizations for the bias and the variance V, in
Z — pp events from the sample with a jet veto. (a) The average projection of AEMISS
in the direction of the track-based soft term Arpgr shown as function of the magnitude
of the track-based soft term. (b) Variance of (AEYS — bias(obs,o0bss,...)) projected
in the direction of the track-based soft term shown as function of the magnitude of the
track-based soft term. The red curves are the results of a linear fit for (a) and a quadratic
fit for (b). They are used to parametrize the bias and the variance of the soft term.

parametrizations. The third parametrization (Object-based E¥5 Significance, magni-
tude from TST, direction from pIT{S in Figure 5.15), which uses piTn" just to determine
the direction of the bias correction, improves the suppression of background events by
10%-20% for a signal efficiency working point in the range 80%-90% in events without
jets, where the impact of the soft term resolution plays a leading role in the calculation
of the E%iss significance. This suggests that an improvement in the determination of the
direction of the bias correction could guide a potential gain in the performance of the
object-based E%liss significance. This is a promising indication for future work. However,
at this stage, this is not included in the object-based ErrfniSS significance definition as the
direction in which the bias correction should be applied cannot be accurately determined
yet.

5.6 Summary and outlook

A new object-based E%‘iss significance variable has been derived in the context of
the ATLAS experiment and has been illustrated in this Chapter. This variable makes
use of the estimated resolutions of objects contributing to the E%ﬂss and their relative
orientations to the Eﬁ_‘«liss to differentiate between events in which the reconstructed miss-
ing transverse momentum is real, coming from weakly interacting particles, or is fake,
consistent with contributions coming from particle mis-measurement, resolutions and ef-
ficiencies. Accounting for the probabilities that jets are induced by pileup is a crucial
aspect of this new definition. The performance of the object-based E¥S significance has
been evaluated using event selections with two leptons designed to contain the leptonic
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Figure 5.15 — Background rejection versus signal efficiency in simulated Z — ee and
ZZ — eevv samples with a Z — ee selection (a) with a jet veto and no EF™ cut, (b)

inclusive in Effniss and number of jets, and (c¢) without any jet requirements and with

E%iss > 50 GeV. The performance is shown for event-based E%ﬁss significance, standard
object-based B significance, and three augmented object-based EM¥S significances
with the improved bias and soft term variance parametrizations as discriminants. The
lower panel of the figures shows the ratio of the background rejection for other object-
based E%‘iss definitions to the one considering a constant soft term resolution.

Z boson decays (Z — €0+ X) in the electron and muon channels. The separation power
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of the object-based EITniSS significance between events with a real EITniSS produced by di-

boson processes and events produced by Z — ¢/+ jets process shows a clear improvement

compared to the use of the ES or the event-based ESSS significance.
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Chapter 6

Mono-h(bb): search for Dark Matter
in association with h — bb, analysis
selection and backgrounds

This Chapter presents the search for dark matter in association with a Higgs boson
decaying into a pair of b quarks, mono-h(bb). The data analysed was recorded during 2015
and 2016, corresponding to 36 fb~1. This analysis updates and improves the previous
analysis result with data collected during 2015, which corresponds to 3.2 fb™! [213].

The Chapter is organised as follow. Section 6.1 generally introduces the mono-h(bb)
search and strategy. Section 6.2 describes the physics object selection which is inherited
from the search for the bb decay of the SM Higgs boson in associated (W/Z)H produc-
tion [214], referred as V H(bb). Section 6.3 describes the data-set analysed and the trigger
used. Section 6.4 details the event selection, and Section 6.5 describes the main back-
grounds in the mono-h(bb) dark matter search. Subsequently, next Chapter 7 presents the
statistical treatment and the results for data recorded during 2015 and 2016. Chapter 8
presents the results corresponding to the mono-h(bb) analysis for data recorded from 2015
to 2017.

6.1 Mono-h(bb) analysis overview

This analysis focuses on using the discovered Higgs boson in Runl [20, 21, 215] to
search for dark matter produced in proton-proton collisions at the LHC. In particular,
this search considers the decay channel of the Higgs boson to two bottom quarks (h — bb)
which corresponds to the decay channel with the largest branching fraction, B =57% [23].

The search for dark matter production in association with a Higgs boson opens an
opportunity to directly probe the hard interaction involving the dark matter particles
since the Higgs boson is not likely to originate from initial state radiation given that such
process is Yukawa-suppressed.

The Higgs boson is typically produced with large transverse momentum, recoiling
from the dark matter particles produced on the opposite side of the event, via h -+ E%HSS
signature. This leads to two distinguishing signatures in the final state. The first is due
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to the presence of the undetected dark matter particles, which produces large amounts of
missing transverse momentum, E%‘iss_ The second is due to the presence of a Higgs boson
decaying to a pair of bottom quarks.

The angular separation, ARz, of the two b quarks produced in the Higgs boson decay
depends on the Lorentz boost of the Higgs boson, which vary significantly with the Higgs
pt and decay orientation, roughly

th

ARg= 5 (6.1)

if the two quarks have the same momenta [216].

To first order, the amount of transverse momentum carried by the Higgs boson is the
same as the ErTniSS, often making the boson highly boosted and causing the final state
topology to change when the amount of ERSS FIISS reaches a few hundred GeV. The
manner in which the pair of bottom quarks is reconstructed to form the Higgs boson leads
to two categories of events. For dark matter signals producing low E%iss, the separation
of the jets formed from the b quarks is large and can be reconstructed as two small-radius
jets in the calorimeter, this category is called the resolved regime. For high E%‘iss events,
the decay products of the two b quarks are collimated to the extent that they can be
reconstructed as a single jet with large radius [217], described in Section 4.2.2.2. This
category is called the merged regime.

The main SM backgrounds with a signature of two b-jets and large E%iss are the
production of top-quark pairs, tf, and of vector bosons, W and Z, with additional b-
jets. This analysis uses data control regions to determine the normalisation of these
backgrounds. The control region definitions are made orthogonal to the signal region by
different requirements on the number of charged leptons in the events considered (1-lepton
and 2-leptons). Sub-dominant backgrounds, as the Higgs boson production in association
with a vector boson V H, are estimated purely based on MC simulation with no constraints
from dedicated control samples, except for QCD multijet events, which is estimated in a
data-driven way.

The search is performed considering four disjoint Elfniss categories, three in the resolved
regime and one for the merged regime. A simultaneous profile-likelihood fit [218, 219] to
the control and signal regions is performed to constrain the backgrounds and extract
information about the potential presence of a signal. The final discriminant variable is
the mass of the Higgs candidate reconstructed from the pair of b quarks.

As introduced before, two Higgs boson reconstruction techniques are considered in the
analysis, related to the resolved and merge categories, and they are complementary in
their acceptance. These two analysis channels are described here below in more detail.

6.1.1 Resolved Regime

The Higgs boson candidate is reconstructed from pairs of close by anti-k jets [141],
each reconstructed with radius parameter R = 0.4, and identified as having a b-hadron
within the jet, using a multivariate b-tagging algorithm in order to assess the flavour [220],
as described in Section 4.2.3. See Figure 6.1 for a representative event display recorded
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in 2015. This resolved technique offers good efficiency over a wide kinematic range with
the Higgs boson transverse momentum between 150 and 500 GeV.

Figure 6.1 — An event display of a signal event in the resolved signal region. This event is
characterized by EF"™ =213 GeV, red arrow, and two b-tagged small-R calorimeter jets,
green and purple cones, that form a dijet system with with mj; =120 GeV.

6.1.2 Merged Regime

At higher Higgs boson Lorentz boost, the average separation between the b- and b-
quarks from the Higgs boson decays, AR = \/(An)2+ A¢)?2, reduces to values below 0.4.
Therefore, for a Higgs boson with significant boost, the high momentum of this boson
cause the two jets cones containing the b quarks to overlap. This behaviour leads to a
decrease in the reconstruction efficiency of the two b-tagged Anti-kT jets with R =04
parameter. Because of this, the Higgs is reconstructed with a single, trimmed [221], large
radius Anti-kT jet of R = 1.0 with substructure [222], usually called large-R jet or fat-jet,
see Section 4.2.2.2 for more details. Large-R jets are used in the analysis for events where

105



Mono-h(bb): search for Dark Matter in association with h — bb, analysis selection and
backgrounds

the total E4 is large: ER > 500 GeV. See Figure 6.2 for a representative event display
recorded in 2015.

EXPERIMENT

~—T NN
A\

Figure 6.2 — An event display of a signal event in the merged signal region. This event
is characterized by EF"® =694 GeV |, red line, and a large-R jet with mj =106 GeV ,
white large cone, and two b-tagged track jets, orange and purple lines.
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6.2 Physics objects selection

The analysis uses a wide variety of physics objects that are reconstructed off-line: elec-
trons, muons, photons, jets which may be identified for the quarks flavor it contains, and
EMiss - Object reconstruction efficiencies in simulated events are corrected to reproduce
the performance measured in the data, and their systematic uncertainties are detailed in
Section 7.2.

The identification criteria are designed to maximise the acceptance of objects as ex-
pected in the signal topology while reducing the contamination from background processes
such as multijet production. The object selection criteria presented in this section and
are based on studies done by SM V H(bb) analysis group reported in [223], and similar
notation is used. The physics objects reconstruction and calibration was already generally
introduced in Section 4, therefore this section focuses on the selection criteria.

6.2.1 Small-R Jets

Small-radius (small-R) jets are used in the analysis to reconstruct the h — bb candidate
with two separated (resolved) jets associated to intermediate ERSS (150 < EXISS/ GeV <
500) in the resolved regime. Also, small-R jets are used to reconstruct the hadronic
activity in background and signal processes.

The constituents of the small-R jets are topoclusters calibrated at the electromagnetic
scale using the anti-kt algorithm with an angular coverage of AR = 0.4, see Section 4.2
for more details. A jet is categorized as either central or forward depending on its n value.
The central jets are defined with |n| < 2.5 and pp > 20 GeV and are used to reconstruct
the h — bb candidate in the resolved regime. The jets in the remaining n range are called
forward jets and must have pp > 30 GeV.

Beyond the default calibration applied to all jets described in Section 4.2, an additional
correction to the full jet four vector is applied to improve the jet energy response to b-
jets, including a correction applied when a muon is present within the jet [224]. This
correction, however, is only applied to the b-jets that enter into the reconstruction of the
dijet system.

For jets with 20 < ppr < 60 GeV and |n| < 2.4, jets coming from pileup interactions
are suppressed by using tracking information via a selection on the jet vertex tagger
observable (JVT) [152] to require JVT > 0.59, which corresponds to the medium working
point. Furthermore, the standard overlap removal procedure is followed, which vetoes jets
falling within a cone of radii of 0.2 of an electron [225].

The MV2¢10 discriminant is used to identify jets containing a b hadron, with a 70%
signal efficiency working point, see Section 4.2.3 for more details. These jets are referred
to as ‘b-jets’.

Additional selection criteria, including “cleaning” requirements to remove fake jets and
jets deposited through areas of the detector that are not functioning properly, are applied
as detailed in Section 6.4.
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6.2.2 Large-R Jets

Large-radius (large-R) jets, or fat-jets, are used in the Merged Regime analysis for
events in which the h — bb candidate has a high Lorentz boost. They are build from
topo-clusters calibrated to the hadronic scale using the local cluster weighting (LCW)
calibration and reconstructed using the anti-k;¢ algorithm with a distance parameter of
R =1. For more details, refer to Sections 4.2.2 and 4.2.2.2.

Large-R jets in the mono-h(bb) analysis are required to have pr > 200 GeV and |n| < 2.0
in order to select high-pT, central jets with a good overlap between the ID and the
calorimeter, which is necessary for the derivation of systematic uncertainties.

Fat-jets originating from the decays of boosted Higgs bosons have some peculiar fea-
tures that make them different from QCD-originated jets [156]. The two most powerful
distinguishing features of the h — bb jet are the jet mass and the flavor content, as it
contains two b-hadrons originating from the two b-quarks. This is analogous to the iden-
tification of a resolved h — bb decay, but the observables are modified to accommodate
the boosted topology. To identify the flavor content of the fat-jet, the leading two track
jets ghost-associated to the parent of the groomed fat-jet, described in Section 4.2.4, are
used to decide if the jet is having either 0, 1, or 2 b-tags. This b-tagging is performed
using the MV2c¢10 discriminant with a 70% b-tagging signal efficiency working point. The
b-tagging algorithm is described in Section 4.2.3.

In addition, in an analogous way to the reconstruction of small-R jets, a correction
is made to the four vector of the fat-jet in the case that muons are found to be within
AR < 0.2 of the two leading track jets, where at most two muons are used to correct the
large-R jet four-vector.

6.2.3 Track Jets

The constituents of track jets are ID tracks with pp > 0.4 GeVand n < 2.5. They are
required to have at least seven hits in the silicon detectors, no more than one hit in the
pixel detector that is shared by multiple tracks, no more than one missing expected hit
in the pixel detector and no more than two missing expected hits in the silicon detectors.
Finally, the track is either a constituent of the hard scatter primary vertex or has |z -
sinf| <3 mm .

The identification of b-jets in dense environments is performed by forming jets from
ID tracks using the anti-kp algorithm with R = 0.2. This set of track jets is formed for
each fat-jet, and only those that have pp > 10 GeV and |n| < 2.5, and at least two ID

tracks are used to identify b-jets with the MV2¢10 algorithm.

6.2.4 Leptons

The selection of leptons is important for two main reasons. The first is for the veto
of events containing leptons in the dark matter search, and the second is for the selection
of events used in the control regions to constrain backgrounds. More details are given in
Section 6.4 on the signal region event selection, and on the one and two lepton control
regions in Section 6.5.
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Different selection criteria for leptons are defined in the mono-h(bb) analysis, associated
to three different lepton channels: 0-lepton in the signal region, and 1- and 2-lepton control
regions, which is the same categorisation as the one studied by the Vh(bb) analysis [223].
In this Section, the selection criteria for these lepton categories is presented.

o Electrons
Beyond the initial electron reconstruction and selection criteria discussed in Sec-
tion 4.3, two categories of analysis specific electron categories, “VH-loose” and
“VH-signal” electron, are defined depending on the analysis channel: signal re-
gion or control regions, defined in Sections 6.4 and 6.5, respectively. These different
electron criteria are defined due to the different background composition of fakes
in zero, one and two lepton selection and to ensure that each selection regions is
mutually orthogonal via requirements on the number on VH-loose and VH-signal
electrons.

In the signal region (SR) and single muon control region (1u-CR), VH-loose elec-
trons are vetoed. They are identified using the Loose identification criterion [168,
226, 227], see Section 4.3, which allows for the highest selection efficiency for real
electrons. Isolation requirements are also applied using the LOOSETRACKONLY
working point to reduce jets faking electrons [228, 168]. This isolation working
point targets a constant isolation efficiency of 99% varying just p%’neO'Q(ET,n), see

Section 4.3.

For the two lepton control region (2¢-CR), a tight electron definition allows to have a
high purity electron selection in the dielectron channel. These electrons are referred
to as VH-signal and has pp > 27 GeV in addition to VH-loose electron criteria.

All electrons are required to be central, |n| < 2.47, and their impact parameters are
required to be consistent with the primary vertex, to have dy significance less than
5 s.d. and |zgsinf| < 0.5 mm to reject tracks from pile-up [229] 1.

Table 6.1 summarize the selection criteria of the electron categories used in the

analysis.
Electron Type pr [GeV] I Identification Isolation
VH-loose >7GeV <247 Loose LOOSETRACKONLY
VH-signal >27 GeV <247 Loose LOOSETRACKONLY

Table 6.1 — A summary of the electron object selection used in the analysis. The VH-loose
definition is used in the 0 lepton and 1 muon channels to veto electrons. The VH-signal
definition is used in the dielectron channel.

1 The transverse impact parameter (dg) is defined as the distance of closest approach in the r — ¢
plane of the track to the primary vertex while the longitudinal impact parameter (|zpsinf)|) is defined as
the distance of the track to the primary vertex in the longitudinal plane at the point of closest approach
in r—¢.
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o Muons
By combining muon identification and isolation criteria described in Section 4.4,
three analysis-level muon candidates are defined: “VH-loose”, “WH-signal” and
“ZH-signal”, that are related to the three analysis channels: SR, 1u-CR and 2¢-CR
defined in Sections 6.4 and 6.5.

In the SR, as for electrons, VH-loose muons are vetoed. This category is designed
to reject muon as much as possible, thus are selected with loose identification
criteria. Also, by using Standalone muons reconstructed without track, the cov-
erage is extended to the forward region (|n| < 2.7) [170]. Loose track isolation
(LOOSETRACKONLY) is applied to reduce jet-faking muon and is chosen to keep
99% efficiency constant in n and pr [228], see Section 4.4.

For the two lepton control region 2¢-CR, a tight muon definition allows to have a
high purity in the dimuon channel. In this case, ZH-signal muon criteria requires
muon object with pr > 27 GeV and |5| < 2.5 in addition to the VH-loose muon
criteria.

In the one lepton control region 1u-CR, even tighter muon selections are required to
suppress multijet background using the WH-signal selection with Medium identifica-
tion criteria. A tighter track based isolation is also required, FIXEDCUTTTTIGHT,
with pyareonesd /pk < 0.06 [181].

The impact parameters of the muon must be consistent with the primary vertex. It
is required that the dy significance to be less than 3 s.d. and |zp-sinf| < 0.5 mm to
reject muons from pile-up and cosmics [229)].

Table 6.2 summarize the selection criteria of the muon categories.

Muon Typ pr [GeV] In|  Identification Isolation
VH-loose >7 GeV  <2.7 Loose LoOSETRACKONLY
ZH-signal >25 GeV <25 Loose LOOSETRACKONLY

WH-signal >25 GeV <25 Medium FixepCuTTTTIGHT

Table 6.2 — A summary of the muon object selection used in the analysis. The VH-loose
definition is used in the 0 lepton channel to veto muons. The WH-signal and ZH-signal
definitions are used in the 1 muon and dimuon channels, respectively.

o Tau Leptons
In the signal region, a veto on the presence of 7 leptons is employed in order to
reduce tt and W + jets backgrounds. This veto is based on two tau definitions: one is
referred as “standard tau” described in Section 4.5 with a Loose BDT identification,
and another one is a custom-build definition called “extended tau”.

The extended tau category starts from standard small-R jets as described in Sec-
tion 4.2.2.1 and requires that the jet contain one to four charged tracks. These tracks
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are within a AR < 0.2 from the jet axis and associated to the primary vertex. Un-
like the standard taus that has exactly 1 or 3 tracks, the extended ones can account
for underestimation of track multiplicity due to tracking inefficiencies or photon
conversion tracks that pass the standard track selection criteria. Furthermore, due
to the topology that this veto is intended to target (leptonic decays of W bosons),
a requirement of Ag(pr(jet”), EWi55)<22.5° is required. This is because the tau
candidate is expected to be azimuthally close to the missing transverse momentum
for the W — 7v. The threshold value of this requirement is chosen by evaluating
the signal gain of tau veto and the signal loss of dark matter models.

Tau Type pr [GeV] I Identification
Standard > 20 GeV <25 Loose
Extended >20 GeV <25 Ad(pr(jet™), ERi®)<22.5° 1 < Niypack < 4

Table 6.3 — A summary of the tau object selection used in the analysis.

6.2.5 Overlap Removal

Ambiguities in the object identification which arise during reconstruction, i.e. when
a reconstructed object matches multiple object hypotheses, are resolved in several steps
that give different priority to the object types. First, electron candidates are removed
if they share a track with another electron candidate that has a higher pp. Next, 7
candidates are removed if they are within AR = 0.2 of an electron or muon candidate.
Electron candidates are then rejected if they share a track with a muon candidate. In the
next step, small-R jets are removed that lie within AR = 0.2 of any remaining electron.
Electrons are then removed if they are within AR = min(0.4,0.04+ 10 GeV /pgectron) of a
small-R jet. Small-R jets are further removed if they are within AR = 0.2 of any surviving
muon if the jets have fewer than three tracks or if the muon pr is greater than half the
jet pr and greater than 70% of the pt sum of the tracks associated to the jet. Moreover,
muons are removed if they are within AR = min(0.4,0.044 10 GeV/pF"") of a small-R
jet. Finally, large-R jets are rejected if they are separated from an electron by less than
AR =0.1.

6.2.6 Muon in jet correction

There is at least a muon in 44% B-hadron semileptonic decays [223]. These muons
are typically removed by the overlap removal procedure, however they influence the jet
energy measurement. Contrarily to an electron which deposits energy in the calorimeter,
the muon is a minimum ionising particle, depositing very little energy in the calorimeter
and this contribution is not taken into account in the b-jet energy. Therefore, the 4-
momentum of a jet with a muon inside is corrected by removing the 4-momentum of the
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muon energy loss deposited in the calorimeters and then adding the 4-momentum of the
reconstructed muon. If more than one muon is found, the closer muon to the jet is used.
This procedure improves the energy scale and response resulting in an improved resolution
of the Higgs mass candidate [164, 214]. Systematic uncertainties on this correction are
found to be negligible.

Typically, muons inside jets have low pp and are not isolated. Therefore, muons
inside small-R jets are required to have pr >4 GeV and medium identification quality
in order to reduce fake muons. The correction is applied using the closest reconstructed
muon within AR < 0.4 of the reconstructed b-jet. In the case of large-R jets, the closest
reconstructed muon within AR < 0.2 of a b-tagged ghost-associated track jet with pp > 10
GeV is considered.

6.2.7 Missing Transverse Momentum ET"™ and track pp™

The transverse momentum imbalance Effmss is calculated as the negative vector trans-
verse momentum sum of the reconstructed and calibrated physics objects, and an addi-
tional soft term [230]. The soft term is built from ID tracks (refered as TST) that are
not associated with any reconstructed electron, muon or jet, but which are associated
with the primary vertex. For a detailed description of the E%‘iss reconstruction, refer to
Section 4.6.

The input objects to this calculation are:

1. Electrons : Calibrated and selected with the VH-loose selection

2. Muons : Calibrated and selected with the VH-loose selection

3. Small-R jets : Calibrated and selected as described before in Section 4.2.2.1.

4. ID tracks : Not attributed to any reconstructed object and selected with pp >0.5
GeV

In addition to the E%liss described above, a purely track-based missing transverse momen-
tum vector, p%iss, is used as well. This track-based p%liss observable is calculated as the
negative vector sum of transverse momenta of reconstructed tracks associated with the
primary vertex with pp > 500 MeV and |n| < 2.5. The primary usage of this is in the

removal of beam-induced and non-collision background events [231].
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Object Kinematics

Additional

if pr <60 GeV,|n| <24
then JVT> 0.59
b-tagging: MV2c10 at 70% WP

b-tagging: MV2c10 at 70% WP
Ghost-associated
Pk > 0.4 GeV, |nirak| < 2.5

Extended Tau Selection :
Small-R jets with 1 < Nyacks < 4
and Ag(r, Eiss) < 22.5°

Type
pr > 20 GeV anti-k; R=0.4
Small-R Jets In| <2.5 EMTopo
central
pr > 30 GeV anti-k; R=0.4
Small-R Jets 2.5 <|n| <4.5 EMTopo
forward
pr > 200 GeV anti-k; R=1.0
In| <2.0 LCWTopo
Large-R Jets Trimmed
(R subjet — 027 fcut = 5%)
pr > 10 GeV anti-k; variable-R
Track Jets In| <2.5 ID Tracks
Ntracks = 2
pr > 20 GeV BDT ID
T leptons |n| =[0,1.37]||[1.52,2.5] Loose WP
Niracks = 1 or 3
ERiss > 150 GeV TST EFs algorithm
Errrniss p¥iss — 7EptTrack

Soft term: ID tracks matched to PV
piack > 0.5 GeV, || < 2.5 matched to PV

Table 6.4 — A summary of the jet and E%liss object selections used in the analysis.
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6.3 Data, trigger and simulation samples

This section describes the samples from data in Section 6.3.1, and simulated signal
and background processes in Section 6.3.3. All samples were processed with CxAOD
framework using ATLAS software off-line reconstruction release 20.7.

6.3.1 Data

This search uses proton-proton collision data recorded by the ATLAS detector at a
centre-of-mass energy of 13 TeV, collected during 2015 and 2016 with a bunch crossing
interval of 25 ns.

The LHC delivered 4.2 fb™1 in 2015 and 38.5fb™! in 2016 of integrated luminosity in
stable beam conditions. For the ATLAS detector, the data quality efficiency was 93% and
92% in 2015 and 2016 respectively. This was due to inefficiencies in the data acquisition
system, detector dead times and the ramping up of the ATLAS detector until being fully
operating in stable beam condition. In total, ATLAS recorded 3.9 fh~! and 35.6 b~ ! in
2015 and 2016 respectively. The mean number of proton-proton interactions per bunch
crossing was 13.4 in 2015 and 25.1 in 2016.

Events are used in the analysis only when all relevant parts of the detector are working
nominally, therefore all sub-detector components are required to be fully operational.
Only data passing quality criteria are considered, and the corresponding runs are listed in
the so-called Good-Run lists (GRL), see Section C.1 for details. The resulting dataset used
in the analysis corresponds to an integrated luminosity of 36.5 fb~!, of which 3.2 fb~! and
32.9 fb~! were collected in 2015 and 2016 respectively. In the analysis update presented
in Chapter 8 data collected during 2017 is included.

6.3.2 Trigger

The analysis signal region uses a E%liss trigger in order to select fully hadronic states.
Different unprescaled E%HSS triggers are used, taking into account the increasing instan-
taneous luminosity in 2015 and in the 2016 periods, adjusting the nominal event rate for
the mass storage. The different E%iss trigger items considered are:

e 2015 data (3.2 fb_l): HLT xe70, L1_XES50.

« 2016 data for periods A-D3 (6.1 fb~!): HLT xe90 mht L1XE50

« 2016 data for periods D4-E (3.9 fb_l): HLT xel00 mht L1XES50
or HLT =xell0 mht L1XE50

« 2016 data from period F1 (23.2 fb_l): HLT xell0 mht L1XE50

Where the value after “xe” represents the online missing energy thresholds considered
for HLT and L1. For example, “L1XE50” indicates a seed corresponding to a Level 1
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requirement on E%liss > 50 GeV. “mht” refers to the algorithm that reconstructs the EITmSS,
which is defined as the transverse momentum (pr) vectorial sum of all jets reconstructed
from calorimeter topological clusters at the HLT with pp > 7 GeV [232].

6.3.2.1 Data-driven EITniSS Trigger Scale Factors

The analysis requires a lower threshold in the event selection of E%liss > 150 GeV,
see Section 6.4, for which the EMS triggers are not fully efficient. This part of the
phase space is included to further improve the sensitivity of the analysis. Therefore, it is
necessary to correct the Elfniss trigger efficiencies curves in MC, which are not perfectly
modelled, with scale factors to be consistent with data.

These trigger efficiencies are calculated in a single muon region for both data and MC,
and scale factors are calculated to correct turn-ons in MC to those in data. This 1-muon
control region, defined in Section 6.4, is orthogonal to the 0 lepton signal region where
the scale factors will be applied.

The E%liss reconstructed in the HLT trigger only uses the calorimeter system, therefore,
muons are not considered. Because of this, the E%iss for HLT for one muon events
corresponds to an offline Elfliss after subtracting the muon contribution, this modified
E%liss is called E%iﬁfw so it would be kinematically similar to the HLT ErTniSS. The offline
event selection is consistent with the resolved signal region described in Section 6.4, with
the use of muon triggers (see Table C.1 for details) and no low ErTniSS threshold.

The E%ﬁss trigger efficiency, etyig, is defined as:

#Events passed selection AND E%liss trigger requirement

ETrig = (62)

#Events passed selection
The efficiency for each trigger corresponding to each data period was studied as func-
tion of KM “and this is shown in Figure 6.3. Good data and MC agreement is observed,

T nop?
and any residual difference is corrected by a scale factor defined as:

Data

— K 6.3
Eﬁicieneyffc (6:3)

Efficienc
SF = i

In order to calculate the data-driven corrections for the MC ErrrniSS triggers turn-ons,
the scale factors are fitted for each Ep™ trigger in the range 120 GeV < Ep'[F- <300 GeV
with the following function:

) Emiss _
f(ERs,) =05 l1 +Erf (T%plm)] (6.4)

6.3.3 Monte Carlo Simulated Samples

Monte Carlo (MC) simulated samples are produced for both the signal and background
processes, using the full GEANT 4-based ATLAS simulation [194]. A summary of the
MC samples is provided in Table 6.5, giving explicit information on the MC generators,
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Figure 6.3 — Measured E¥S  trigger efficiencies and scale factors as func-
tion of offline Eﬁ_ﬂ“g(s) in data and Monte-Carlo simulation for 6.3(a) HLT_XET70,
6.3(b) HLT_xE90_MHT L1XE50, and 6.3(c) HLT_ xgl00_MHT L1XE50 OR
HLT_ xel110_wmHT_L1XE50, and 6.3(d) HLT_xE110_MHT LI1XES50 triggers are
shown. The plots are shown for 0,1 and 2 tags together. The MC is dominated by W +jet

and tt events [233].

(d)

parton distribution functions (PDFs) and the production cross-sections. More extensive
descriptions is provided in Sections 6.3.3.1 and 6.3.3.2.

6.3.3.1 Signal Monte Carlo Samples

Mono-H signals events from the Z’-2HDM simplified model, see Section 2.2.2, are
generated using MadGraphb at tree-level in QCD using NNPDF3.0LO parton distribu-
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Process Generator PDFs [234] Onorm [Pb]
tt PowHEG + PyTHIA 6 (NLO) CT10 831.76
V+4jets
W — Lv+jets SHERPA 2.2.1 (NNLO) NNPDF3.0NNLO 20080
Z — U, vv+jets SHERPA 2.2.1 (NNLO) NNPDF3.0NNLO 1906

(66 < mu<116 GeV)
Single top
t-channel PowHEG + PvyTHIA 6 (NLO) CT10 136.02+80.95
s-channel PowHEG + PyTHIA 6 (NLO) CT10 6.35+3.97
Wit-channel PowHEG + PyTHIA 6 (NLO) CT10 71.7
Diboson
WivWqq SHERPA 2.1 (NLO) CT10 22.65
WilivZqq SHERPA 2.1 (NLO) CT10 10.47
WaqqZll SHERPA 2.1 (NLO) CT10 3.12
WaqqZvv SHERPA 2.1 (NLO) CT10 6.17
Zqqz Ul SHERPA 2.1 (NLO) CT10 2.15
ZqqZvy SHERPA 2.1 (NLO) CT10 4.22
SM qq — VH(—bb) PyTHIA 8 (LO) NNPDF2.3LO 0.7639
SM g9 — VH(—bb) POWHEG + PyTHIA 8 (LO) CT10 0.1057
mono-H signals MadGraph + PyYTHIA 8 NNPDF30_lo_as_ 0130 -

Table 6.5 — List of MC generators, parton distribution functions (PDFs) and production
cross-section used for the signal and background processes.

tion function (PDF) sets [235]. Parton showering and hadronization are simulated with
PyTHIA 8 [196] generator with the A14 tune [236] set and using the NNPDF2.3LO PDF
set [237].

Following the notation described in Section 2.2.2, the fixed parameters used are:
tan 5=1.0, gz=0.8, and m,=100 GeV. The mass of the Z’ boson is scanned from 400
to 3000 GeV in 200 GeV steps, and the mass of the pseudo-scalar A is scanned from 200
to 800 GeV in 100 GeV steps. These are the relevant regions of the parameter space
where the analysis is sensitive with the present dataset.

All simulated samples include the effect of multiple proton-proton interactions in the
same or neighbouring bunch crossings, i.e. pile-up. Simulated events are corrected using
per-event weights to describe the distribution of the average number of primary vertices
as observed in data.

The cross sections for the different considered signal points are listed in Table C.3 of
Section C.2.

6.3.3.2 Background Monte Carlo Samples

The main source of background in the mono-h(bb) analysis signal region is the V +jets,
with V =W or Z, and top-pair production. V+jets events with massive c- and b-quarks
are generated with SHERPA 2.2.1 event generator [199] at leading order in QCD, inter-
faced with the NNPDF3.0NNLO PDF set [237]. They are normalised to cross-sections
calculated at next-to-next-to-leading order (NNLO) in QCD. In order to obtain a good
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statistical size in regions with heavy flavor production or boosted vector bosons, dedicated
filters are used: one filter allows to select events containing light, charm or bottom flavored
hadrons, a second filter selects event in regions of the pt of the vector boson V. Top-pair
production, tt, is generated using POWHEG, and PYTHIA 6 [238] is used to simulated
parton showering and hadronization. This sample is then normalised using cross-sections
calculated NNLO plus next-to-next-to-leading logarithms (NNLL) introducing soft gluon
radiation. The diboson (WW, WZ and ZZ) samples are produced with Sherpa 2.1
interfaced with CT10 NLO PDFs and normalised to cross-sections calculated at NLO.
PyTHIA 6 is used to simulate the SM V H process, both in the W and Z channels. The
single top-quark events are produced using the POWHEG generator. Cross-sections of
the three single top-quark processes are based on NLO calculations [239].

All simulated samples include the effect of in-time and out-of-time pile-up from multi-
ple interactions on the same and neighbouring bunch crossing. Pile-up samples are simu-
lated with the minimum bias events obtained from soft QCD processes using PYTHIA 8
with A2 tune, and interfaced with MSTW2008LO PDFs. The amount of pile-up in MC
simulations is described by the average number of interaction per bunch crossing of the
simulated minimum bias events which is reweighted in order to reproduce the observed
distribution on data.
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6.4 Event selection

6.4 Event selection

‘This section presents a detailed description of the selection criteria used in the mono—
h(bb) analysis to reject background and enhance signal sensitivity.

6.4.1 Event Preselection

The selections discussed in this section are applied to events in all signal and control
regions to ensure high-quality data.

e GRL and Event Cleaning: Only runs with all sub-detectors nominally working are
considered. Events with LAr, Tile, SCT, or Core error bits set due to noise bursts
or data corruption are vetoed. See Sections 6.3.1 and C.1. Also, data events for
which the data quality requirements indicate possible problem with one or more of
the ATLAS sub-detectors are vetoed.

e Vertex Selection: At least one reconstructed vertex with at least two associated
tracks is required, see Section 4.1.

« Jet cleaning: Veto events if any jet fails the loose requirement of the jet cleaning al-
gorithm, BadLoose [153], to ensure a good measurement of EF'*°. See Section 4.2.2.1
for details.

6.4.2 Signal Region Event Selection

The signal is characterized by high Ef5 no isolated leptons, and an invariant mass

of the Higgs boson h;; candidate m;; compatible with the observed Higgs boson mass.
The signal region (SR) event selection is designed to enrich this topology and phase space,
while reducing features from background processes that could mimic the signal. In the
event selection, only objects passing the selection criteria described in Section 6.2 are
considered.

6.4.2.1 Baseline Selection

The SR is defined to have E%‘iss >150 GeV and veto in VH-loose electrons or muons.
In order to account for changes in the background composition and to benefit from a
higher signal sensitivity with increasing E%liss and b-tag multiplicity, the events are split
into eight orthogonal regions based on the b-tag multiplicities (1 and 2 b-tag) and on the
ERSS in the event (4 categories).

Also, p]aniSS > 30 GeV is required only in the 1 b-tag categories (see below for more
information about the b-jet categories). This requirement is designed to remove non-
collision background events [231]. This can be understood as coming from the fact that
beam induced backgrounds do not have, inner detector tracks, whereas real collision events
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with real E%iss do have ID tracks. In the 2 b-tag category, where the non-collisional
background contribution is already quite low due to the requirement of 2 b-tagged jets,
no such requirement is applied in order to recover signal efficiency.

After these selection, there are still a large number of multijet events in which one
of the jets is poorly measured, causing an energy imbalance and therefore fake E%iss.
Two primary observables described below, referred to as “anti-QCD cuts” are designed to
remove such events:

o Minimum A®(E¥SS pr(jetsy23)) > 20°
In order to veto events with mismeasured jet momenta, the smallest azimuthal
angle between E%iss and the three first small-R jets is required to be greater than
20°. These jetsi 23 belong to a set of Central+Forward jets. This set of jets is
formed starting with the Central jets, followed by the Forward jets, both described
in Section 6.2.1. Within each category, jets are ordered in decreasing transverse
momentum. Only the first three jets of the full set of Central+Forward jets are
considered in this calculation. Therefore, pp(jets 23) refers to the momentum pry

of the first, second or third sorted jet.

In the case of a multijet event in which one jet is mis-measured, it will create fake
Er}niss in the direction of the jet, making the total reconstructed E%iss to point closer
to the mismeasured jet direction. Therefore, multijet events are expected to reside
at low values of this observable, for which any of the three leading jets is angularly
close to the Fmiss,

o« NP (E%iss p%ﬂss) < 90°
In the case of an event with real E%iss produced by unobserved particles, Effmss and
p%iss should be aligned, see Section 6.2.7 for details on the reconstruction of these
observables. However, in the case of a dijet event with a mis-measured jet, the E%HSS
will align with one of the jets, and the psS will be small and without a preferred

direction.

Following these baseline selections, events are divided into the resolved and merged
regions using a single selection on Ell?iss, as introduced in Sections 6.1.1 and 6.1.2. For
events with E’TmiSS < 500 GeV, events are considered to be in the resolved regime, while
for E%HSS > 500 GeV, events are considered to be in the merged regime. The selection

criteria in both regimes are discussed in the following.

6.4.2.2 Resolved Regime Selection

The final state in resolved regime is characterized by moderate Eﬁ_«mbb and a Higgs
reconstructed with two small-R jets associated to the Higgs decaying into bottom quarks,
as described in Sections 6.1.1. Therefore, only events with E%HSS <500 GeV are selected
in order to ensure that the h — bb is reconstructed with two small-R jets.

In order to asses the flavor of the hadronic decay of the Higgs boson, b-tagging is used,
see Section 4.2.3 for details on this technique. The small-R jets are first sorted by central
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b-tagged jets and then by central non-b-tagged jets, and finally ordered in decreasing
transverse momentum. The first two jets in this sequence are used to reconstruct the Higgs
boson decay, h — bb. Therefore, it is required a minimum jet multiplicity of Neeptral jets = 2
in order to reconstruct the Higgs boson. Thus, it may be a bb, bj, or jj candidate to
reconstruct the Higgs boson in the case of 2, 1, or 0 b-tagged jets, respectively. Events
without b-jets, 0 b-tag, are discarded.

Also, in the resolved regime, the events are split in three EITniSS categories: 150 GeV <
Efiss < 200 GeV, 200 GeV < EIS < 350 GeV and 350 GeV < ERSS < 500 GeV.

Further requirements are applied on the scalar sum of the pr for up to the three
leading jets, using the Central+Forward jets collection. For 2-jet events, Xpp must be
larger than 120 GeV and for 3-jet events, X'pt must be larger than 150 GeV. This criterion
is designed to remove a region of phase space which is mismodelled in simulation due to a
non-trivial dependence of the trigger efficiency on the jet activity. In addition, the leading
jet from the central jets, which is used to reconstruct the h — bb candidate, is required
have a transverse momentum of above 45 GeV.

On top of the common anti-QCD cuts for both regimes described before, two additional
cuts are applied to reduce the amount of multijet events. These cuts are specific to the
resolved regime, because they account for the decay topology of the Higgs boson with
two well separated small-R jets, which is different for background events. Also, since the
E%HSS spectrum of the multijet background is exponentially decreasing, higher multijet
contamination is expected in the resolved regime. These two additional anti-QCD for the
resolved regime are:

« AD(pr(j1), pr(j2)) < 140°
Multi-jet background often has a back to back topology unlike the signal in which
the di-jet system which reconstruct the Higgs boson is more boosted leading to a
pair of collimated jets. Therefore, it is required that the two leading small-R jets to
be azimuthally close to each other.

o AD(EPS pr(hj;) ) > 120°
In the final state, hj; + EF™°, it is expected to have EF'° recoiling against the
reconstructed Higgs boson and this is not necessarily true for multi-jet events.

The values chosen for these selections are based on examining the spectra of these ob-
servables and removing the region in which there is a data excess over the electroweak
backgrounds attributed to multijet background.

The pre-fit ? distributions of data and MC backgrounds of the observables that helps
to reject multi-jet background are shown in Figure 6.4. The distributions showed are
inclusive in E¥SS categories with a pre-selection threshold of ERS > 150 GeV.

The plots on the left of Figure 6.4 show the data and MC comparison before the
selections of any of these observables are made, for which the multijet contribution is

2Until Section 7.3, all comparisons of data to MC simulation are made prior to any combined likelihood
fit that changes the normalizations of the various background components.
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sizable. The multi-jet simulation in these plots corresponds to a di-jet MC generated
with PYTHIA8 using the A14 set of tuned parameters and the NNPDF2.3 LO PDF.
However, these simulated events does not completely account for all the QCD processes
involved in the multij-jet background. Therefore, a purely MC simulation is used to
demonstrate the generic shape of the expected multi-jet being consistent with the region
where the non-multijet background alone would not describe the data. Because of this,
data is expected to exceeds the background simulation due to the absence of a complete
multi-jet simulation/estimation. Further details on the multi-jet background estimation
will be given in Section 6.5.4.

The plots on the right of Figure 6.4 shows the same distributions after applying
these selection requirements on the signal region for EITniSS > 150 GeV. It can clearly
be seen that the combination of these requirements (min(A®(ERSS pr(jets;as)))>20°,
AP (ERiss piiss)y < 90°, Ad(pr(j1), pr(j2))< 140° and AP(ERSS| pr(hj;) ) > 120°) re-
move the regions either where the disagreement between data and MC is more prominent
and/or where the multi-jet contribution is more important.

6.4.2.3 Merged Regime

In this regime, the leading large-R jet represents the Higgs candidate, h;;. Therefore,
at least one fat jet is needed in order to reconstruct hjj, i.e. Niarge—R jets = 1, and having
at least one ghost-associated track jet. And since the amount of Higgs boson Lorentz
boost is correlated to the E%iss, this events are selected by increasing the Er‘fliss threshold
to 500 GeV. This selection ensures the set of events to be orthogonal to the resolved region
and furthermore reduce the contamination of multijet events to a negligible level. The
events are divided in exclusive categories based on the number of b-tagged track-jets. The
two highest pr track-jets ghost-associated to the large-R jet are used to assess the flavor
content of the Higgs candidate. When both, one or none of them are b-tagged, the event
is assign to the 0, 1 or 2 b-tag category, respectively. Events without b-tagged track-jets,
0 b-tag, are discarded. See Section 4.2.3 for details on the b-tagging.

6.4.2.4 Optimised Event Selection

In the previous result of the mono— h(bb) analysis using 3.2 fb~! of collision data at
V13 TeV, top pair production, tf, was the dominant background process [1]. It represent
about 80% and 40% of the total background in the resolved and merged regime respectively
in the 2 b-tag, 0 lepton region (SR), where most of the sensitivity is expected (see table
2 of Reference [1]). It is therefore crucial to develop selections aiming the reduction
of the tf background process in order to improve the sensitivity of the search. The
selections described below provides an additional background reduction up to 60% relative
to previous result, for a small signal lost.

e Veto on taus
Signal events are not expected to contain any tau leptons in the final state, whereas
in background processes for which a quark top decays as t — Wb — 7vb the event
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Figure 6.4 — Distributions of variables used to reduce and study the multijet contribution
in the signal region. These are the minimum A@(ErTniss ,jetsias), AD(ERIss  pHiss)
A®(j1,j2) and AP(ERSS hji;) (labeled as AP(EWSS Hiyeo) in the axis). On the left
column are shown the dlstrlbutlons before any anti-QCD cut is applied. While on the
right column, the distributions shown are after application of the anti-QCD selection
cuts [233]. 123
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can be rejected with a tau veto. The veto is performed for hadronic 7-lepton can-
didate, identified either by an algorithm based on a boosted decision tree [240]
(Standard tau) or as small-R jets containing one to four tracks within the jet cone
and Ap(ERSS pr(jet))<m/8 (Extended tau). See Table 6.3 for details on these tau
selections. ranges between 2% and 7%.

« Veto of additional b-jets
Events with more than two b-tagged central jets are rejected, which typically hap-
pens for ¢ events.

e Hrt ratio requirement B
The most of the hadronic activity in a signal event is expected from the h — bb

decay. Because of this, it is required that a certain fraction of the H%Hjets to come

from the h;;, where H%Hjets is the scalar sum od the pp of all the jets present in

the event. It is required that the scalar sum of the pp of the two jets forming the
Higgs candidate h;; and, if present, the highest-pr additional jet must be larger

than 0.63 x HAS,

o b-tagged jets separation
The two b-tagged jets forming the Higgs candidate, hj;, are expected to be geo-
metrically close, whereas the b-jets from ¢f events have in average a larger angular
separation. Therefore it is required that AR(pr(j1), pr(j2)) < 1.8

Tu summarize, the 0-lepton signal region, SR, have eight event categories in total.
Two categories related to the b-tag multiplicity: 1 and 2 b-tag. Four categories of missing
transverse momentum: three regions in the resolved regime and one for the merge regime.
The event selection criteria in the signal region for the resolved and merged region is
summarized in Table 6.6.

6.4.2.5 Event Selection Signal Efficiency

Figures 6.5 and 6.6 show the cutflows for three Z’-2HDM simplified model mass points.
Every bin shows the number of events selected after all requirements up to the one indi-
cated by the bin label. The last three bins show the b-tag multiplicity distributions after
all requirements. These efficiencies refer to the total number of events for a particular
model after a primary vertex requirement. The latter has a high efficiency. Figure 6.7
shows the acceptance times efficiency for the different model mass points. The dashed
line indicates the transition between the off-shell and on-shell regions. In the on-shell
region the efficiency increases as the Z’ mass increases for a given A mass. This increase
is due to the requirement of ErTmS’S > 150 GeV. Only for a finite gap between the Z’ and
A masses there is large EHISS,
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N(central small-R jets) > 2 ‘ N(central large-R jets) > 1 | njetsCentral gt2, nfatjet_gtl

Resolved ‘ Merged ‘ String Reference
lowest unprescaled E%‘iss trigger ‘ trigger
veto on loose leptons ‘ lepton
Emiss > 150 GeV | met_ gt150
P{ﬂniss > 30 GeV only for 0 or 1 b-tag ‘ mpt_ gt30
min AG(EFSS, pr(jetst 23)) > 20° ‘ mindphi gt20
AP (ERiss phiss) < 9(° ‘ dphimetmpt_ 1t90
ERss < 500 GeV | EFss > 500 GeV | met_1t500, met_gt500
|
|

pr(j1) > 45 || pr(j2) > 45 | — jOorjl_ptd5

2(3)
> pr(Ji) GeV — jets012 pt1200r150
1=1

Ad(pr(j1), pr(j2)) < 140° dphijj_1t140

| |
AP(EFS pr(hy;) ) >120° | — | dphimetjj gt120
T-veto ‘ T-veto ‘ taus
b-jet ‘ b-jet ‘ bJetVeto
Hr ratio requirement ‘ H7 ratio requirement ‘ HTcut
AR(pr(j1), pr(j2)) <1.8 | — | dRjj_1t18
b-tag requirement on
small-R jets ‘ track-jets Nbtags 2pjet, Nbtags Opjet

Table 6.6 — Summary of the resolved and merged event selection applied in the 0 lepton
channel.
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Figure 6.5 — Cutflow for three representative simplified model mass points in case of the
resolved event selection [233].
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Figure 6.6 — Cutflow for three representative simplified model mass points in case of the
merged event selection [233].
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Figure 6.7 — Acceptance times efficiency for the different simplified model mass parame-
ters [233].
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6.5 Backgrounds

6.5.1 Background processes

The Signal Region (SR) described in Section 6.4 is characterized by high E¥S no
isolated leptons, and two jets (small-R or track jets) that reconstructs the SM Higgs boson.
The dominant backgrounds, which account for more than 90% of the total background in
the SR, are the following:

o Z(vv)+jets
This is the dominant background in the SR which contributes 30% —60% of the total
background depending on the E%liss and b-tag category. The tree-level Feynman
diagrams for Z + jets with b-jets are shown in Figure 6.8. Z + jets can have real
E%‘iss from the Z boson decay to neutrinos, Z — vv, one or two b-tagged jets, and
no leptons. Z(vv)+jets is a semi-irreducible background in the SR since it has the
same signature as h(bb) + E¥5 but it is not resonant in the h;; candidate mass.

o W+ jets
This background contributes 10% — 25% of the total background in the SR. The
tree-level Feynman diagrams for W + jets with b-jets are shown in Figure 6.9. A
W + jets event can enters into the SR region when there is real ErrrniSS and b-jets.
This can happen when W — 7., leaving real EfS from the neutrino, b-jets and
a hadronic 7 mimicking a QCD originated jet. W + jets can also contributes to SR
when W — £ ,ve ,, and the lepton is miss-identified of lost.

e tt production

Top-pair production is a dominant background in the SR especially since b jets
are considered. It contributes 15% — 50% of the total background depending on
E%iss and b-tag category. The tree-level Feynman diagrams for ¢ with b-jets are
shown in Figure 6.10. The signature of top events is dictated by the decay mode of
the W in top decays, t — Wb. tt events are divided in dileptonic if both W bosons
decays leptonically, semileptonic if only one W decays leptonically, and all hadronic
if both W bosons decays hadronically. In the case when the W boson decays as
W — tv,, the tf events can be selected in the SR where the tau decay hadronically
and the neutrino leads to real E%‘iss. Like for the W + jets, this hadronic decay
of the tau is reconstructed as a jet which can mimic a QCD-originated jet. Also,
semileptonic ¢ days can contributes to SR when the lepton is misreconstructed or
misidentified. On the other side, all hadronic and dileptonic decays of the ¢ produc-
tion are excluded since no real E%liss is expected. For the all hadronic ¢t decay, there
can be jet-pr mismeasurement leading to fake Elfliss which is strongly suppressed by
the anti-QCD cuts mentioned in Section 6.4. In the case of the t¢ dileptonic decay,
it strongly reduced by the lepton veto.
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Figure 6.8 — Tree-level Feynman diagram of Z+jets.
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Figure 6.9 — Tree-level Feynman diagram of Wjets.
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Figure 6.10 — Tree-level Feynman diagrams of top-pair production and decays.

These dominant backgrounds, V + jets and ¢, are constrained using two Control Regions
(CR) orthogonal to the SR. One region is the single-muon control region, 1u-CR, which
is designed to constrain the t¢ and W + jets backgrounds, while the two-lepton Control
Region, 2/-CR, constraints the Z + jets background contribution. More details on the
CR definition will follow on Sections 6.5.2 and 6.5.3. The normalizations of the main
backgrounds are determined from a simultaneous fit of the CRs and the SR to data as
will be described in Section 7.3. In particular, their modelling is constrained by the
sidebands of the fit variable in the SR.

Subdominant backgrounds in the SR are the single top production, the Higgs boson
production in association with a vector boson, V H, and the production of two weak gauge
bosons, i.e. diboson production. They contribute less than 10% of the total background.

For the single top production, the top quark decays as t — Wb or can be produced in
association with a W, and, as before, the W can produce an hadronically decaying tau,
W — 17, or a lepton can be lost, leaving real E%liss and no lepton to be vetoed.

The production of a SM Higgs in association with a vector boson, WH or ZH, is
resonant in the /1;; mass spectrum. Most of the V H events in the SR comes from Z — vv,
which has real E%‘iss from the neutrinos production, and since the Higgs can decay to b-
quarks H — bb, this is an irreducible background process.

Finally, the diboson production can be ZZ, WW or ZW. A Diboson event can be
selected in the SR if it leads to real E%‘iss, which corresponds to the ZV production where
Z — vrv. In most of the cases, the V vector boson of the ZV production in the SR, decays
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hadronically. The diboson production is also resonant in the h;; mass spectrum, but at
the vector boson mass.

6.5.2 One lepton control region: W + jets and tf

This region, 1u-CR, is defined in order to normalize both the W+jets and ¢t back-
grounds in the combined fit that will be described in Section 7.3. It is characterised for
the selection of events with exactly one WH-signal muon and vetoing events containing
VH-loose electrons, as defined in Section 6.2.4.

Beyond this requirement, identical selection criteria to those applied in the SR, de-
scribed in Section 6.4, are imposed to ensure that the set of events selected is topologically
and kinematically similar to the events in the 0 lepton SR.

The SR has a lepton veto and thus no muons are considered. Therefore, in order
to 1u-CR be kinematically close to the SR, the ER has to be modified. Because of
this, a new observable called E%“gfm is defined to mimic the E%ﬂss in the SR. For the
E%‘rffm one considers the selected muon as invisible, therefore, this variable is defined as
the magnitude of the vectorial sum of the total missing transverse momentum, ER5 plus
the muon four-momentum. Correspondingly, the piis5 variable, defined in Section 6.2.7,
has to be modified adding the pr of the muon. Those modified missing transverse en-
ergy /momentum vectors are then used for defining the E%iss regions and applying the
anti-QCD cuts described in Section 6.4.

These mentioned E%liss regions and the b-tag regions are defined in the exact same
way as in the zero lepton SR. Thus, events are categorized in two b-tag regions: 1- and
2-btag, and in four modified EF*** bins: 150 GeV < EFS < 200 GeV, 200 GeV < EFSs |
< 350 GeV, 350 GeV < B < 500 GeV in the resolved regime, and 500 GeV < ERss
in the merged regime.

6.5.3 Two lepton control region: Z + jets

This region, 2¢-CR, is defined in order to estimate the Z+jets background normaliza-
tion. As discussed in Section 6.5.1, Z(— vv) + jets production is a dominant background
in the SR. Given that the momentum of the Z boson does not depends on its decay
products, Z(— vv) + jets have the same kinematics and decay topology as Z(— ¢¢) +
jets. Because of this, the normalisation of Z(— vv) + jets events can be estimated with
the help of a Z(— ¢¢) + jets control region. This allows to constrain the normalization
of the Z(— vv) + jets background in the SR from a combined fit that will be described
in Section 7.3.

The selection criteria in the 2¢-CR is the same as for the SR described in Section 6.4
with three major differences.

Firstly, in order to mainly select Z(— £) + jets events, exactly two leptons are required
and events with additional VH-Loose leptons are discarded. Also, the events are triggered
by the lowest unprescaled single lepton triggers, see Table C.1 for details. In the case of
electrons, both must fulfill the ZH-signal electrons described in Section 6.2.4, with one
having pt >10 GeV, and a di-electron invariant mass of 83 GeV < mg, < 99 GeV. In the
case of muons, both must fulfill the ZH-signal muons described in Section 6.2.4, with one
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muon having pr >10 GeV, and a di-muon invariant mass of 71 GeV<m,, <106 GeV. In
addition, both muons must have opposite electric charge, this requirement is not applied to
the electron channel due to higher rate of charge misidentification. The di-lepton invariant
mass requirement helps to suppress backgrounds having a non-resonant lepton-pair, such
as tt and multijet events.

Secondly, in order to reduce the ¢ and single top contributions in the 2¢-CR, an event-
based E%HSS significance is applied. It is defined as the ratio of the E'ITIliSS to the square root
of the scalar sum of the pr of the two leptons and all the small-R jets in the event. Events
are accepted if EX/\/Hr < 3.5/ GeV, where Hp = Y2, pff +3 pJTGti. This requirement
separates Z — ({ + jets events processes from tt production, since E%iss originates from
finite detector resolution for the former and mainly from neutrinos for the latter.

Finally, given that events in 2/-CR considers exactly two signal lepton, multijet con-
tribution is expected to be negligible. Because of this, the pisS lower threshold and the
anti-QCD cuts are not applied.

As it is done in the SR, the events are separated into regions based on the b-tagging
multiplicity and in variable consistent to ErrrniSS in SR. Similarly to the 1u-CR, this regions
are not defined in E¥SS categories, and instead in pff which mimics the E35 in the SR.
Assuming that neutrinos in Z — vv + jets events are the main part of Ef in the SR, the
transverse momentum of the Z boson (p% = pflf) is the equivalent variable in the context
of Z — 0l + jets events. Therefore, events are categorised in four categories related to
the ones in the SR: 150 GeV < p& < 200 GeV, 200 GeV < p¥ < 350 GeV, 350 GeV < pkt <
500 GeV in the resolved regime, and 500 GeV < pffe in the merged regime.

6.5.4 Multijet background estimation

Multijet events comes from strong interactions and when produced from high energy pp
collisions, usually have large production cross-section, however rarely present large E%HSS.
In the mono-h(bb) dark matter search, high E¥S is required given that the threshold is
ETmiSS >150 GeV. Multijet events with high E%iss, as the one considered here, do not occur
very often since substantial fluctuations in the calorimeter jet energy measurement are
the root cause. And indeed, for E%liss >350 GeV the multijet contribution is negligible,
as it is going to be shown in the following. This makes a estimation fully coming from
MC simulation very difficult due to the high statistics which would be required.

Because of this, the multijet background is estimated in a dedicated data-driven
method in the zero lepton SR. Since high E%‘iss is required, this background is a mi-
nor contribution to the overall set of selected events. This can be seen on the right of
Figure 6.4 after selecting events passing the anti-QCD requirements which act as multijet
cleaning cuts. Therefore, the estimation of the multijet contribution can come with a
relatively large uncertainty, without diminishing the sensitivity of the analysis.

The strategy used to estimate this background is described in the three following steps:

1. Derive multijet template from a multijet enriched region:
In order to derive a multijet template for different variables, a multijet enriched
region is defined by inverting the cut min(A®(ERSS, pp(jetsy 2,3))) > 20°. From
Figure 6.4 one can see that the multijet background has a markedly different dis-
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tribution from the electro-weak backgrounds, for which below 20° multijet events
dominate.

Therefore, the multijet enriched region is defined orthogonal to the SR with min-
imum (AP(ERSS, pr(jetsias))) < 20°, however the rest of the event selection
criteria from the SR is applied. In this region, also named multijet CR, the differ-
ence between data and the simulated MC is used as a model of the shape of multijet
distributions.

Figure 6.11 shows a scheme of the regions considered in this data-driven estimation,
for which the left upper region corresponds to the multijet CR, where the multijet
template is extracted.

2. Determine the template fake factor from a fit using a multijet sensitive variable in
a selection similar to SR with loosened anti-QCD cuts:
The previous template method describes the shape of the multijet background but
does not determine the normalization in SR. Because of this, the template must
be correctly normalized in order to take into account the difference in efficiency
between the two selections in the multijet CR and in SR.
In order to obtain the normalisation factor, the multijet template together with
the simulated backgrounds are fit to data in the region with minimum (A@(ERSS,
pr(jetsi2a))) > 20°. The parameter of interest in the fit is the normalisation of
the multijet contribution.

However, the population of data events corresponding to the multijet contribution
after the full SR event selection is too small to produce a reasonable fit. Because
of this, in order to have a robust fitting result regarding the multijet normalisation,
the event selection is relaxed compared to the full selection. More precisely, the
following anti-QCD cuts are dropped in order to increase the amount of multijet
events: AP (ERSS pliss) < 90° AD(pr(j1), prljz)) < 140°, A®(E¥XSS pr(hj;)
) >120° and AR(j,7) < 1.8.

Therefore, instead of fitting the multijet template from CR to SR, it is done from
QCDCR to QCDSR showed in Figure 6.11. Also, since the fitting region with loose
anti-QCD cuts, QCDSR, is similar to the SR, the fitting procedure just considers
events with mj; outside the Higgs boson mass window 3 ie. the procedure is
blinded, in order to remove any possibility of fitting away a dark matter signal.

3. Normalise the multijet template obtained in the step 1. with the fake factor obtained
in the step 2.
The template shape constructed from the template region, CR, is multiplied with
the fake factor acquired from the fit performed in the QCDSR in order to obtain
the prediction after full selection in SR.

Figure 6.12 4 shows the minimum azimuthal angle between three leading jets in the Cen-
tral+Forward set (see Section 6.4.2.1 for details) and the Ef"°, i.e. minimum (AQ(ER,

3The Higgs boson mass window is defined as 70 < m;;/ GeV < 140
4Plots shown in this section uses a newer ATLAS offline reconstruction software release (Athena
Release 21) than the one used for the public result (Athena Release 20.7), see Appendix D for details.
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pr(jetsi23))) for the four regions considered in the data-driven multijet estimation, and
in the same order as displayed in scheme of Figure 6.11. Plots are shown in the 2-btag
category, where most of the sensitivity is expected, and in the first E%iss category, where
most of the multijet background contribution is expected. Since no complete multijet
estimation is considered in these plots, apart form the dijet simulation, MC simulation is
supposed to underestimate data in regions more contaminated with multijet events, i.e. at
low values of (AP(ERS pr(jetsy23))). This is clear for the multijet enriched region in
Figure 6.12(a), CR, and even more when the anti-QCD cuts are relaxed in Figure 6.12(c),
QCDCR.

The multijet sensitive variable which is fitted in order to obtain the multijet scale
factor is the multiplicity of small-R jets that contain a muon within the jet cone. Fig-
ure 6.13 shows the distributions in data and simulation of this variable after full SR event
selection in the 2-btag category and in the first EITniSS region, 150 GeV < %iss <200 GeV.
This choice is motivated by the fact that many of the multijet events come with real
E%liss caused by neutrinos originated from heavy flavour hadron decays, and these decays
occur within jets. In addition to the neutrino, they can also result in muons. Thus,
the multijet events are likely to accumulate at higher multiplicities of jets which contain
muons.

A multijet template shape of the number of jets with muons is obtained in the region
with loose anti-QCD cuts and inverting (A®(ERSS pp(jetsy 2.3))) > 20°, QCDCR. Then,
this template and MC simulated backgrounds are fit to data in SR with loose anti-QCD
cuts, QCDSR. Left plot in Figure 6.14 shows data and MC simulated electroweak back-
grounds in the QCDSR, and the multijet template obtained by subtracting MC simulation
to data in the QCDCR. Right plot in Figure 6.14 shows data, MC simulated electroweak
backgrounds and multijet template after fitting to data. In these profile likelihood fits, all
simulated backgrounds are allowed to float independently within theoretical uncertain-
ties with one overall normalization factor that controls the normalization of non-multijet
components in the fit. Finally, statistical uncertainties are taken into account separately
for each component in the fit.

This fitting procedure is performed for each b-tagging category and for each ERS re-
gion independently. Figure 6.15 shows the post-fit distributions for data, simulation and
multijet template for the first two E%HSS regions where most of the multijet contribution
is expected. The corresponding pulls for these fits are shown in Figure 6.16.

The normalisation or fake factor of the multijet template is left to float freely and
is the parameter of interest which provides estimate of the normalisation of the multijet
contribution in SR. The fake factors that will scale the multijet template in the SR,
obtained by these fits, are listed in Table 6.7. It is observed that these normalisations
decrease considerably as the EIT]rliSS increases. The normalisations decrease by 33% for 0 b-
tagged region and more than 50% for 1 and 2 b-tagged regions. Considering this decrease
from the ER interval [150, 200] GeV to the next one [200, 350] GeV, it is clear that the
multijet contribution can be neglected in the higher E%HSS interval [350, 500] GeV.

In order to check that indeed the multijet contribution is negligible at high ER and
in particular in the merged regime, the estimation of this background is performed using

Plots, fitting results, and multijet normalisation estimation are consistent between the two releases. These
plots corresponds to a cross-check and validation.
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the E%iss as multijet sensitive variable instead of the number of jets with muons. The
event selection of the merged regime is applied in the same way as it is done in the final
search for dark matter. Inverting the cut mentioned above, so that min(A@(ERSS small-
R jets)) < 20°, a template of the ErTniSS distribution of multijet events is derived. In
order to obtain a useful multijet template, values below E%iss =500 GeV are also taken
into account. Then a E%liss fit of the model to the data is performed in the region
min(A®(ERSS small-R jets)) > 20°. The resulting distributions are shown together with
the data in Figure 6.17.

As can be seen from Fig. 6.17, multijet contribution is exponentially falling and is
vanishingly small for EXS5 > 400 GeV. For all b-tag multiplicities the fraction of multijet
events in merged regime calculated from these fits is less than 1%. Because of this, multijet
is estimated only in the resolved regime.

The final discriminant in this search is the invariant mass of the Higgs candidate h;;.
Therefore, the multijet template of interest is for the di-jet invariant mass distribution,
which is derived from the CR, as explained in step 1. Then, this multijet template is
transferred from the multijet CR to the SR by scaling it with the derived fake factors
from the fits, as explained in step 2. Finally, this data-driven multijet estimation is
included in the total background estimation of the final fit, see Section 7.3. Figure 6.18
shows the pre-fit /1;; candidate invariant mass considering the multijet estimation derived
with this data-driven method.

min(A®(MET, small-R jets)) <200 min(A® (MET, small-R jets)) > 200
CR SR
Template Region Signal Region
QCDCR QCDSR
Normalization template region Normalization region

Figure 6.11 — Multijet fitting regions scheme

EWSS ¢ [120,200] | B2 € [200, 350]
0 b-tag | 0.24440.020 0.108+£0.034
1 b-tag | 0.128£0.007 0.055+0.010
2 b-tag | 0.120+0.004 0.072£0.005

Table 6.7 — Table of scale factors obtained by fitting multiplicity of jets which contain a
muon variable in QCDCR selection region as described above.
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Figure 6.12 — Data and MC simulation plots for the minimum azimuthal angular sepa-
ration between the first three leading jets and the E%liss in the four regions considered
in the multijet background data-driven estimation: (a) Multijet control region CR, (b)
Signal region SR, (c) region for template to fit QCDCR (d) template normalisation region
QCDSR. Plots are shown for the first E%‘iss region, 150 GeV < E%iss < 200 GeV in the
2-b tag category.
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Figure 6.13 — Number of jets which contain a muon in the SR with 2-btag in the first
ET* region, 150 GeV < ER*™® <200 GeV.
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Figure 6.14 — Number of jets which contain a muon distributions in data, MC simulation
and multijet template estimation (QCD template). On the left plot, the multijet tem-
plate is extracted from QCDCR, and data and MC simulation are shown in the QCDSR.
The right plot shows the result of fitting simultaneously the multijet template and MC
simulation to data.
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Figure 6.15 — Post-fit distributions of the number of jets which contain a muon distribu-
tions in data, MC simulation and multijet template estimation.
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Figure 6.16 — Pulls of the profile likelihood fit for each b-tag multiplicity and first two
B} regions.
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Figure 6.17 — Post-fit ErTniss distributions after the profile likelihood fit for 1 and 2 b-tag
multiplicities merged categories (starting already at 150 GeV): (a) merged 1-btag, (b)
merged 2-btag, Multijet background contribution is negligible for events with high F3"°.
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Figure 6.18 — Higgs candidate mass spectrum distributions for data, MC simulations and
data-driven multijet estimation in the first two EXS regions with 2b-tag jets.
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Chapter 7

Mono-h(bb): statistical analysis,
systematic uncertainties and results
with 36 fb~! of 2015 and 2016 data at
Vs =13 TeV

7.1 Statistical analysis

In this search of new physics, the physics model considers the simulated backgrounds,
the data-driven multijet background estimate, and non-SM processes, dark matter signals,
in order to statistically test it against data. Under the hypothesis of this model, the
statistical test allows to either claim a discovery or exclude regions of the parameter
space of new physics at a certain confidence level.

The interpretation of the final results is performed in terms of a profile likelihood fit
of a physics model to the data.

The signal model considered is the Z’-2HDM described in Section 2.2.2 with different
signal mass points of the massive mediator and pseudoescalar (my,m 40) that are tested.

The fit considers simultaneously different channels. The zero lepton channel is the
signal region (SR), while the one muon (1x-CR) and two lepton channels (2/-CR) are used
to constrain the main background contributions. Therefore, the combined fit of signal and
control regions, determines not only the signal strength but also the normalisation of the
dominant backgrounds. Details of main backgrounds and control regions can be found in
Section 6.5.1.

This section presents the generalities of the statistical model, followed by the results
of this search and the statistical interpretation.
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7.1.1 Binned Profile Likelihood Overview

The statistical analysis of the data uses a binned likelihood function .Z constructed
as the product of Poisson probability terms [241, 242],

e~ (LSi+Bi) (7.1)

where n;’bs denotes the number of observed events in the i-th bin of N total bins. S; and B;
are the number of signal and background events in the i-th bin, where the expected event
yield in the i-th bin is given by ©.S; + B;. p is the signal strength parameter defined as the
ratio of the signal cross-section to the reference signal cross-section. = 0 corresponds
to the background-only hypothesis, i.e. null hypothesis, and u =1 corresponds to the
nominal signal hypothesis plus background.

The dependence of the signal and background predictions on the systematic uncer-
tainties is described by a set of nuisance parameters, NP, 8 = (6;). These NP are fitted to
data by including constraint terms in the likelihood function on Equation 7.1 which repre-
sent each source of uncertainty. The systematic uncertainties considered in the statistical
model are described in Section 7.2.

Each 6; is parameterized by Gaussian or log-normal priors, with central value 69 and
width op,. The log-normal priors are used for normalization uncertainties in order to
maintain a positive likelihood. The priors act to constrain the NPs to their nominal
values within their assigned uncertainties.

The expected numbers of signal and background events in each bin i are functions of
the nuisance parameters 6 and are fitted to data in the likelihood function:

obs

rr (15:(8) + Bi(6))™

—(uS;(0)+B;(0)).
z =11 o e~ (1Si(0)+Bi(0)) (7.2)
=1 i
N
I[ Gaussian (Qj | 0?,09j) Lognormal (Qk | 92,@;) (7.3)
Gj,ekee

The nominal fit result is obtained by maximising the likelihood function with respect
to all parameters. This is referred to as the maximised log-likelihood value, MLL.

The profile likelihood ratio is used in order to test a signal strength p hypothesis. It
can be written as:

2 (n6(n))

AMp) = P (ﬂ,é) (7.4)

where 8 is value for @ which maximises the likelihood function .# for a given p, it is called
the conditional maximum-likelihood estimator of 8. On the other hand, ji and @ are the
unconditional maximum-likelihood estimators of p and @ respectively. Therefore, the
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denominator is the “likelihood of best fit”, and the numerator is the “likelihood assuming
i signal strength”. Then, different p values are tested.

The profile likelihood ratio on Equation 7.4 takes values 0 < A <1, for which A ~ 1
implies a good agreement between data and the hypothesized value of p, and pu =0
corresponds to the background-only hypothesis.

The test statistic g, under the signal plus background hypothesis is constructed ac-
cording to the profile likelihood ratio as

qu=—2InX(p). (7.5)

Higher values of g,, correspond to increasing incompatibility between the data and p. The
null hypothesis gg describes the background only, while the alternative test hypothesis
describes signal plus background.

This test statistic is used to measure the compatibility of the background-only model
with the observed data and to derive exclusion intervals derived with the C'Ls method [243,
244].

7.1.2 Statistical Fit Model

The Higgs boson candidate hj; invariant mass is used as the final discriminating
variable for dark matter signal against backgrounds. Therefore, in the SR, which is the
zero lepton channel, the fit of the model to the data is based on the mass of the two
small-R jets in the resolved regime or on the mass of the single large-R jet in the merged
regime. Only events within a h;; candidate signal window (50, 280) GeV are considered
in the fit.

Furthermore, different categories distinguished by the lepton multiplicity (0 lepton SR,
1u-CR, 2(-CR), the b-tag multiplicity (1 and 2) and the range in ES or EXISS proxies
([150,200), [200,350), [350,500), and [500,00)( GeV)) are fitted simultaneously in order
to gain signal sensitivity and to better constrain background contributions.

Signal contributions accumulate in the zero lepton channel, SR. The Z+jets back-
ground is constrained by the two lepton channel, 2¢-CR. The one lepton channel 1u-CR
is used to constrain the W+jets and top-quark backgrounds. An equivalent observable
to EMsS in SR is constructed for 1-CR and 2/-CR. These ER proxies variables are
E%“Iffm in the one muon channel and pffg in the two lepton channel. See Section 6.5 for
details on the background processes and control regions.

In the 1u-CR, the electric charge of the p is used in the fit as discriminating variable
to separate tf from W+ jets processes, since tf provides an equal number of p* and
p~, while a prevalence of u™ is expected from W+ jets process. In the 2/-CR, due to
limited data statistics, only the total number of events, event yield, is considered in the
fit. Table 7.1 summarises the event categories used in the fit.

The combined fit considers four free normalisation parameters which are determined
from data. One is the signal strength p, which is the parameter of interest of the sta-
tistical signal model. The other three freely-floating parameters are the normalisation
of the dominant background processes which are constrained by the signal and control
regions. These three background normalisation parameters are tf, W+jets and Z-+jets.
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\ SR \ 1u-CR \ 2(-CR
Aim ‘ signal region ‘ tt and W+jets control region ‘ Z+jets control region
Lepton selection ‘ 0 lepton ‘ 1 muon ‘ 2 leptons
Discriminant ‘ my, distribution ‘ muon charge ‘ My, single bin
b-tag multiplicities ‘ 1 and 2
| | ‘ Emiss E¥1iss, nomu ‘ p
EF™ or B pry resolved: [150,200], [200,350] and [350,500] GeV

merged: more than 500 GeV

Table 7.1 — Event categories entering the combined fit of the model to the data. The
discriminant my, denotes the mass of the light Higgs boson candidate.

The V+jets background in the SR is dominated by jets containing b- or c-quarks and this
is denoted as HF jets, for which the flavour composition of the two leading jets can be
b—b, b—c, c—c or b—light. The introduction of different Z + HF compositions in zero
and two lepton channels is motivated by a study presented in Reference [245] (table 12
therein), where different event generator predictions are compared.

In addition to the freely floating normalisation parameters, the fit contains nuisance
parameters which are constrained by prior knowledge. They are related to further back-
ground normalisations, instrumental uncertainties and modeling uncertainties, see section
7.2 for details. The normalisations of other background process different than ¢ and HF
V + jets are set to their expectations from theory with an assigned theoretical uncer-
tainties [1]. These background normalisations follow a log-normal distribution, while the
other nuisance parameters follow a Gaussian distribution. All of these parameters are
individually correlated across all channels.

Partial decorrelation between the fitting categories and part of the backgrounds com-
ponents is introduced for some nuisance parameters following studies from References [246,
245]. The overall W + Heavy Flavour normalisation is decorrelated among the zero lep-
ton SR and one lepton 1u-CR channels within an uncertainty of 20%. In the 1u-CR, the
normalisation parameter is fitted to data. While in the 0 lepton SR it is given by the
overall normalisation which is simultaneously fitted to data in the 0 lepton, multiplied to
an additional nuisance parameter which allows this normalisation to change constrained
within an uncertainty of 20% following a Gaussian distribution. This additional scaling
parameter accounts for the relative variations in acceptance of the HF W + jets in the SR
with respect to the 1u-CR. Same procedure is done for HF Z + jets background between
the 0 lepton SR and the 2¢-CR.

Furthermore, the flavour composition of the HF W/Z + jets backgrounds is decorre-
lated considering relative variations on the jet flavours b—light, b — ¢, ¢ — ¢ with respect
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to the total HF V' 4 jets. This normalisation parameter is allowed to vary within uncer-
tainties of 20%.

The HF W + jets flavour decorrelation is considered across all channels, while for
HF Z + jets is treated individually in the SR and in 2/-CR. The uncertainties for the
decorrelations are consistent to those in References [246, 245].

7.1.2.1 Signal Significance

In order to search for new physics, the test statistic introduced in Equation 7.5 is used.

When the presence of a new signal can only increase the mean event rate beyond what
is expected from background alone, the signal has u > 0. Rejecting the u = 0 hypothesis
effectively leads to the discovery of a new signal. The background-only hypothesis with
i =0 is defined as:

(7.6)

where [i denotes the maximum likelihood estimator of the signal strength, following
notation on Section 7.1.1. In order to quantify the level of disagreement between the data
and the hypothesis of ;1 = 0 using the observed value of g from data gg obs, the p-value is

computed as
oo

m= [ Faol0)dao. (7.7
q0,0bs
where f(qo | 0) denotes the probability density function (PDF) of the statistic under the
assumption of the background-only hypothesis. On the other hand, in order to define
upper limits on the signal strength, the test statistic under the signal plus background
hypothesis is defined as:

(7.8)

It is clear that higher values of ¢, represent greater incompatibility between the data and
the hypothesized value of . This definition, Equation 7.8, does not considers data for
fi > p, given that this is not taken as part of the rejection of the test.

Also in this case, the level of agreement between data and the hypothesized p can be
quantified with the p-value as

[0.9]

Pu = / f(CI/A | /i)dﬁbm (7.9)

qu,0bs

The distribution of this test statistic in the large sample limit, called the Wald approxi-
mation [247], is known analytically, and is used to derive the p-values [243].
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These p-values can be expressed as significances. The significance, 7, is defined such
that a Gaussian variable found Z standard deviations above its mean has an upper tail
probability equal to p,

Z=0"11-p), (7.10)

where &1 is the inverse of the cumulative distribution of the standard Gaussian. In
particle physics, the rejection of the background only hypothesis is for a significance of
Z > 5, which corresponds to a p-value of p=2.87 x 10~7. In the case of excluding a signal
hypothesis, it is used a threshold of p = 0.05, i.e. 95% of confidence level, corresponding
to Z =1.64.

Sometimes searches are dominated by background and no significant signal is ex-
pected. In this case, the distributions of the test statistic for the s+ b hypothesis and
the background-only hypothesis are overlapping. If the observed number of events has
a sufficiently large fluctuation below the expected background, p,,, decreases, so the
search may exclude a signal model which has no or low sensitivity. To avoid this, the C'L,
probability is defined as

Ds+b
CLg — (7.11)
where the s+ b hypothesis is rejected at 95% confidence level if C'Lg < 0.05 [244].
The sensitivity of the analysis is given by the expected significance given a certain
signal, where “expected” means that fits to the Asimov dataset ! with y =1 are performed.
All available Z’-2HDM simplified models were tested with a common cross-sections of
10 fb. This allows to estimate the sensitivtiy of the analysis to signals with different
kinematic distributions without the need to considers the mass-dependence of signal-
cross sections at the same time. Figure 7.1 presents these expected significances. The
significance is largest for models with large mediator masses mys, because these signals
result in large Errfniss. Backgrounds rarely result in large EIT]rliSS values, so that for high Z’
masses signal over background ratios are large. However, if the mediator mass becomes
too high, the sensitivity goes down because then the Higgs-boson is highly boosted and
its decay products overlap. The current analysis strategy requires these decay products
( b-tagged track jets in the case of the merged event selection (EF5 > 500 GeV)) to
be resolved, which results in a loss of signal acceptance in these high-mass scenarios.
In Section 8.3.1 a new reconstruction technique is presented, Variable Radius track jets,
which improves the b-tagging efficiency in boosted topologies.

7.2 Systematic uncertainities

Systematic uncertainties arise from sources related to the reconstruction of the various
physics objects used in the mono-h(bb) search, and additionally from theoretical uncer-
tainties related to predictions of both the backgrounds and signals. These uncertainties
manifest themselves as uncertainties both in the overall yield and shape of the final ob-
servable, the dijet invariant mass mgy, used to perform the final search.

L Artificial dataset defined such that when it is used to evaluate the maximum-likelihood estimators
of the likelihood parameters, the results are the input parameters themselves.
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Figure 7.1 — Expected signal significances for the Z’-2HDM simplified model with different
mediator masses. For each mass-point, a signal cross-section of 10 fb is used to construct
the Asimov dataset [233].
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2015 and 2016 data at /s =13 TeV

A full summary of all uncertainties applied in this analysis is given in Table 7.2, along
with the shorthand name of the systematic used throughout the analysis.

Systematic uncertainty

Short description Reference

Event

Luminosity

uncertainty on the total integrated luminosity

Electrons

EL_EFF_Trigger TOTAL 1NPCOR_PLUS_UNCOR
EL_EFF_Reco_ TOTAL_1NPCOR_PLUS_UNCOR
EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR
EL_EFF_Iso_ TOTAL_INPCOR_PLUS_UNCOR
EG_SCALE_ALL

EG_RESOLUTION_ALL

trigger efficiency uncertainty
reconstruction efficiency uncertainty
ID efficiency uncertainty

isolation efficiency uncertainty
energy scale uncertainty

energy resolution uncertainty

Muons

MUON__EFF_ TrigSystUncertainty
MUON__EFF_ TrigStatUncertainty
MUON_EFF_STAT
MUON__EFF_SYS
MUON_EFF_STAT LOWPT
MUON_EFF_SYS _LOWPT
MUON_ISO_STAT
MUON_ISO_SYS
MUON_TTVA_STAT
MUON_TTVA_SYS
MUONS_SCALE

MUONS_ID

MUONS__MS

trigger efficiency uncertainties
reconstruction and ID efficiency uncertainty for pp > 15 GeV
reconstruction and ID efficiency uncertainty for pr < 15 GeV
isolation efficiency uncertainty

track-to-vertex association efficiency uncertainty

energy scale uncertainty
energy resolution uncertainty from inner detector
energy resolution uncertainty from muon system

Small-R Jets

JET _GroupedNP

JET_SR1_JET_ Etalntercalibration_ NonClosure
JET_SR1_JER_SINGLE_NP
FT_EFF_EIGEN_B

FT_EFF_EIGEN_C

FT_EFF_EIGEN_L

FT_EFF_EIGEN_ extrapolation

FT _EFF_EIGEN_ extrapolation_ from_ charm

energy scale uncertainty split into 3 components
non-closure in the jet response at 2.4 < |n| < 2.5
energy resolution uncertainty

b-tagging efficiency uncertainties ("BTAG_MEDIUM):

3 components for b-jets, 4 for c-jets and 5 for light jets

b-tagging efficiency uncertainty on the extrapolation on high pr-jets
b-tagging efficiency uncertainty on 7-jets

Large-R Jets

JET_ Comb_ Baseline_ Kin
JET _Comb_ Modelling_ Kin
JET_Comb_ TotalStat_ Kin
JET Comb_ Tracking Kin

energy scale uncertainties (pr and mass scales fully correlated)

Track-Jets

FT_EFF_EIGEN_B

FT_EFF_EIGEN_C

FT_EFF_EIGEN_L

FT EFF_EIGEN_ extrapolation
FT_EFF_EIGEN_ extrapolation_ from_ charm

b-tagging efficiency uncertainties ("BTAG_MEDIUM):
3 components for b-jets, 4 for c-jets and 5 for light jets

b-tagging efficiency uncertainty on the extrapolation on high pr-jets
b-tagging efficiency uncertainty on 7-jets

E!I“‘iss-Trigger and E,’I’?iss-Terms

METTrigStat
METTrigSyst

MET_ SoftTrk_ ResoPerp
MET _SoftTrk ResoPara
MET_SoftTrk_Scale
MET_ JetTrk_ Scale

trigger efficiency uncertainty

track-based soft term related to transversal resolution uncertainty
track-based soft term related to longitudinal resolution uncertainty
track-based soft term related to longitudinal scale uncertainty
track MET scale uncertainty due to tracks in jets

Table 7.2 — Qualitative summary of the experimental systematic uncertainties considered
in this analysis. The EF"™ uncertainty information is broken in some of the available
simulation samples and must be updated in the next iteration of the analysis.

148



7.2 Systematic uncertainities

7.2.1 Experimental systematic uncertainties

This systematic uncertainties arise from sources related to the reconstruction, identi-
fication and calibration of objects in the mono-h(bb) search. The integrated luminosity
corresponds to 36.1 fb~ ! with an uncertainty of 3.4%

7.2.1.1 Erlfliss trigger

The uncertainty on the modelling of the E%iss trigger uncertainty in MC simulation
is taken as a statistical component from the scale factor, SF, fit and a systematic uncer-
tainty from the topology dependence. The data-driven ERS Trigger SF is discussed in
Section 6.3.2.1. Three sources for variations are considered in the systematic uncertainty:
the b-tag multiplicity, the fit range of the SF fit (starting from 100 GeV to 120 GeV in
ERss) " and the background composition (either W + jets or tf). The trigger systematic
uncertainty is chosen as the variation with the largest SF' fit absolute difference.

7.2.1.2 Electron

Scale factors are used to take into account electron efficiencies in MC simulations
with respect to data, similar to the procedure used for E%liss trigger difference of efficien-
cies. This SF and its associated uncertainties are evaluated for reconstruction, isolation,
identification and trigger (refer to Table C.1 for the 2¢-CR).

Uncertainties in the electron reconstruction and identification scale, and the energy
scale and resolution are considered.

7.2.1.3 Muon

In the same way a it is done for electrons, scale factors correction are considered
in the analysis. These SFs and uncertainties are determined for muon reconstruction,
identification, track-to-vertex association efficiencies and trigger (refer to Table C.1 for

the 2-CR).

7.2.1.4 Small-R jet

The full jet energy scale correction, described in Section 4.2.2.1, is applied, which
corrects for the offset of the primary vertex from the detector origin, the non-compensation
of the calorimetry, and dead material, with the final result being a jet calibrated to the
energy scale of stable truth hadrons.

For every calibration technique, several sources of systematic uncertainties are consid-
ered and propagated to the calibration factors. These uncertainties are calculated using
different MC generators by varying the calibration and reconstruction efficiency of the
physics objects considering different event selection [148]. Figure 7.2 shows the combina-
tion of all uncertainties as a function of pt for n =0, and as a function of n for pt = 100
GeV.

The analysis considers nuisance parameters associated to the jet energy calibration
which evaluate the jet energy scale (JES) and jet energy resolution (JER) uncertainties.
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Figure 7.2 — Combined uncertainty and its various components in the jet energy scale
(JES) of fully calibrated jets as a function of 7.2(a) jet pr at n = 0 and 7.2(b) n at pp =
100 GeV. The flavor composition and response uncertainties assume a quark and gluon
composition taken from PYTHIA dijet MC simulation (inclusive jets) [148].

They are obtained from in-situ calibration, eta inter-calibration, calibration for high-pp
jets and pile-up effects.

Also, the analysis includes uncertainties on the flavor tagging efficiency scale factors.
This uncertainties are obtained separately for small-R jets in the resolved regime and for
ghost-associated track jets in the merged regime, considering separated nuisance param-
eters for light, c- and b-quarks initiated jets [160, 161].

7.2.1.5 Large-R jet

The reconstruction uncertainties pertaining to large R jets are quantified as uncertain-
ties on the scale and resolution of the jet pp and mass. The scale uncertainties are de-
rived using an in-situ technique, typically referred to as the ” R4 double ratio" method,
that uses the corresponding track jet as a reference by which to study the reconstructed
calorimeter jet, more details of the method can be found in [154]. There are four main
uncertainties obtained by this method. These are named as Baseline, Modelling, Track-
ing, and TotalStat. Baseline uncertainty is derived from the difference between data and
PyTHIA 8, Modelling uncertainty comes from differences between PyYTHIA and HER-
WwIG, Tracking is the uncertainties of the tracks that are being used, and TotalStat is the
statistical uncertainty of the measurements.

In addition to scale uncertainties, uncertainties on the pp and mass resolution are
taken into account. This is done by performing a jet by jet smearing such that the
nominal resolution is increased by a fractional amount that is equivalent to the estimated
resolution uncertainty. This uncertainty is taken from Run 1 and is taken as 20%.

7.2.1.6 Tau

Since a 7 lepton veto is employed in the 0 lepton selection to remove tt and W+jets
background, systematics associated with 7 identification and energy scale are necessary.
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7.2 Systematic uncertainities

This comes in two forms, the first is for the standard TaulD, the systematics for which are
documented in Reference [173] and include uncertainties on the BDT TaulD and the tau
energy scale. Beyond this, the extended tau veto that is based on the number of tracks
associated to a small-R jet and comes with tracking systematics.

7.2.1.7 Missing transverse momentum

Uncertainties on the reconstructed hard objects that enters into the reconstruction of

E%liss,as described in Section 4.6, are propagated to the E%liss calculation. The systematics

associated to Er}niss come from the propagation of uncertainties on the soft terms of the

miss
Eiiss,

7.2.2 Theoretical systematic uncertainties

This systematic uncertainties arise from sources related to theoretical predictions and
modelling of background and signal.

7.2.2.1 tt, W, Z modelling

A combination of methods is used to estimate the effect of the MC modelling choices.
These methods are markedly different for W+jets/Z+jets and ¢f and are inherited from
the SM VHbb analysis, since final states very similar, more details can be found in Ref-
erence [248] and Reference[245].

These uncertainties are important given that backgrounds are modeled using MC
simulations and normalized to the data in the likelihood fit by using dedicated control
regions. In some cases, this normalization is constrained with a prior that is dictated by
the theory uncertainties on the overall cross section of the background. However, there
are also shape uncertainties that affect the pp distribution of the W/Z boson in the case
of V+jets and the leptonic W boson in the case of ¢t as well as the reconstructed dijet
mass spectra.

The uncertainty estimation is described as follow:

tt production

The uncertainties on the shape of the backgrounds is evaluated by the comparisons
of different MC generators with various ME and PS/hadronization models as described
in [249]. These comparisons are performed by comparing the shape of the pp(W) =
pr(f, BS%) spectrum between various MC generators as well as the m(bb) spectrum.
These two observables are chosen on account of the fact that the final combined fit is
performed in the two dimensional space parameterized by these two observables. For
the comparisons, the various generators are normalized to unity area to isolate shape
differences and the maximal deviation is parameterized by an analytical function and
taken as the 10 variation of the ¢f shape. These functions are then used to provide event-
by-event scale factors on the tf background to derive systematically varied templates for
the final combined fit. ¢ background is studied in the dedicated 1 lepton control region
which is described in section 6.5.2.
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Z+jets

In this case, the two lepton control region is used as a standard candle that is pure in
Z+jet events that are qualified to be Z+HF according to the labelling scheme defined in
this analysis and where we assume that all detector effects have been corrected by calibra-
tions derived by dedicated combined performance studies. Details on the control regions
are discussed in Section 6.5. In this case, any deviation that is observed is attributed to
a mismodeling of the underlying Monte Carlo simulation model and taken as the 1o
variation of the Z+jets shape. As in the case with ¢, these comparisons are performed in
the pr(V)=pr(¢,¢) and m(bb) spectra and the difference between the shape of the data
and MC is parameterized by an analytical function. These functions are then used to
provide event-by-event scale factors on the Z+jets background to derive systematically
varied templates for the final combined fit.

W+jets

Given that the purity of the control regions is not as high as in Z — ee +jets, it
is necessary to again use comparisons between various Monte Carlo generators. As in
the case with tf, these comparisons are performed in the pp(V)=pr (¢, EX¥') and m(bb)
spectra and the difference between the shape of the data and MC is parameterized by
an analytical function. These functions are then used to provide event-by-event scale
factors on the W+jets background to derive systematically varied templates for the final
combined fit. The above mentioned calculation of the modeling systematics is based
on [246].

7.2.2.2 Signal acceptance uncertainties

The uncertainty on the experimental acceptance for the Mono-H signal due to the
modelling of the production is evaluated by varying the parameters of the MADGRAPH
+ PYTHIA samples and comparing the results by applying the analysis selection at
generator level. The following variations are considered:

Renormalisation and factorisation scales:

The default renormalisation and factorisation scales in MadGraph are dynamically set
to M%+ p2T where Mp and pp are the transverse mass and transverse momentum of the
final state particles, respectively. The event-by-event scales are changed by a factor of 2
coherently

Eigentune variations:

Uncertainty sources on the final state radiation, initial state radiation and multi-parton
interactions are parameterized as a subset of tune variations providing maximal variation
coverage for underlying event effects, jet structure effects and additional jet production.
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Parton showering and hadronisation PDFs:

The nominal NNPDF2.3LO PDF [237] is replaced by the MSTW2008lo68cl PDF [250]
and the CTEQ6L1 PDF [251]. The uncertainty is evaluated by taking the envelope of the
largest deviation from the two PDFs. The differences between the PDFs from different
groups are generally larger than the set of uncertainty eigenvectors from a single PDF set.

The signal samples with the above variations were generated for several mass points
of the Z/+2HDM model. Requirements were made on the truth level quantities such as
lepton veto, MET and the jets to replicate the cuts of the analysis. The change in signal
acceptance due to each source of uncertainty was calculated for the 4 MET bins of the
analysis for each of the considered mass points. The upward and downward changes in
acceptance are then symmetrized.

The change in signal acceptances are listed in Tables C.4 to C.9 for variations of the
scales, parton-shower tunes and PDFs. The variations generally each lead to changes in
the acceptance of < 10%, although they can be larger for regions with low acceptance
at either low or high E¥* depending on the type of model and masses. The final fit
described in the next chapter makes use of the uncertainties listed in this section.

7.3 Mono-h(bb), search for Dark Matter results

7.3.1 Nuisance Parameters in the fit

After fitting the statistical model to data, the nuisance parameters considered can differ
from the prior value and one says that the parameter is “pulled”. This pull of a nuisance
parameter is defined as (0g; — 0y) /A0, where 0y is the prior value, Af is the uncertainty
on the nuisance parameter, and g is the value maximising the profile likelihood function
(A in Section 7.1.1 notation).

The pulls and constraints of the nuisance parameters after fitting to the observed data
are shown in Figure 7.3. In particular, the postfit values for the nuisance parameters
associated to the dominant background normalisations are shown in Table 7.3.
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7.3 Mono-h(bb), search for Dark Matter results

Large pulls with more than one standard deviation, o, are observed associated to two
sources of uncertainty.

One is related to the uncertainty on the shape of the p¥ spectrum for ¢t events. This
nuisance parameter is named “TTbarPTV” in Figure 7.3. In the mono-h(bb) search, the
E%“bb or modified Elfliss spectrum for ¢ samples, using POWHEG+PYTHIAG, deviates
from the expectation by an amount of about 1.50. Compared to theory, the data prefers a
softer spectrum. Therefore, shape deviations from the nominal in ¢f events for p¥ (E%liss or
modified E¥%) are not covered within “TTharPTV” uncertainties for the event selection
used in this analysis, thus the uncertainty derived for the search of a SM Higgs boson
decaying into bb when produced in association with a vector boson [246] is underestimated
for mono-h(bb) analysis.

The other large pulls are related to the normalisation of HF Z + jets contributions
in the zero lepton SR channel. They are called “ZbbNorm_ L0” and “ZblZbbRatio L0”
in Figure 7.3. The first one comes from the relative uncertainty of HF Z + jets between
0 lepton SR and 2¢-CR, which is again underestimated with respect to the study in
References [246, 245]. The other one, “ZblZbbRatio_ 10", corresponds to the uncertainty
on the relative flavour components of Z + bl to HF Z + jets in the 0 lepton SR, which
is considered inclusively across 1 and 2 b-tag categories. This is expected since the Z
+ bl component dominates in the 1 b-tag, while is subdominant in the 2 b-tag category.
Because of this, the acceptance for Z + bl differs between 1 and 2 b-tags with respect to
HF Z + jets. This tension can be solved with a decorrelation between the 1 and 2 b-tag
categories for the ratio of Z + bl to HF Z + jets.

Normalisation NP | Postfit value
HE W + jets 1.07£0.20
HF Z + jets 1.14+0.07

tt 0.99£0.03

Table 7.3 — Selected nuisance parameters derived from the combined fit that includes
the pulls summarized in 7.3. Note that by construction the background normalisation
prefit-values are 1.0 (no constraint).

7.3.2 Impact of Uncertainties

The final impact of uncertainties can be evaluated with the fractional uncertainty effect
on the signal strength, o,/fi. In order to estimate the impact of different uncertainties,
the statistical model, including a particular signal, is fitted to the Asimov dataset. The
postfit fractional uncertainty on the signal strength is evaluated for three representative
mass parameters of the Z’+-2HDM model in the low, medium and high E¥ range:
(ma, my)/ TeV = (0.6,0.3), (1.4,0.6), (2.6,0.3). Also, these signals are interesting since
they are at the edge of the expected exclusion region of this search, as will be shown in
Section 7.3.4.

The total uncertainty is derived from a fit including all uncertainties. The statistical
uncertainty is estimated in another fit where all systematic uncertainties are neglected.

155



Mono-h(bb): statistical analysis, systematic uncertainties and results with 36 f b=t of
2015 and 2016 data at /s =13 TeV

Then, the impact of each systematic uncertainty, #; is estimated by repeating the fit
excluding the systematic uncertainty in question. This results in a reduced postfit signal
yield uncertainty oneg,, which is subtracted quadratically from the total uncertainty:
0p; =/ o2, —012\1091,. In general, multiple related sources of uncertainty are grouped for
each fit, e.g. all the jet energy resolution JER eigenvectors components are grouped.

Table 7.4 presents the dominant sources of uncertainty with the corresponding frac-
tional uncertainty on the postfit signal yield after fitting to Asimov data for the three
benchmark signals.

The dominant sources of experimental systematic uncertainty arise from: the Monte
Carlo simulation statistics, the calibration of the b-tagging efficiency and integrated lu-
minosity, as well as the energy scale and resolution, and the mass of jets. The dominant
theoretical systematic uncertainty comes from the V' + jets background modelling. Also,
Table 7.4 shows that this search for dark matter is limited by the finite amount of data
statistics for ERSS > 300 GeV.

7.3.3 Post-fit Distributions

Figure 7.4 shows the data and MC simulation for the muon charge in the 1-CR for the
2-b tag category in the four E%“Efm regions after fitting to the observed data. As expected,
the muon charge distribution is symmetric for ¢¢ events, while it is not for W + jets due
to a predominance of u™ as expected in proton-proton collisions. Figure 7.5 shows data
and MC simulation for the event yield, showing one bin, in the 2/-CR, 2-btag, in the four
P%K regions. Distributions in both Figures 7.4, 7.5 are within the Higgs candidate mass
window of (50,280) GeV.

Finally, postfit distributions in the 0 lepton SR, 2-btags, of the Higgs candidate in-
variant mass is shown in Figure 7.6. Good agreement is observed between the data and

the background simulation in all channels.

7.3.4 Exclusion contour limits

Since no significant deviation from SM prediction is observed, the results are inter-
preted as exclusion limits in light the of the Z’-2HDM simplified model described in
Section 2.2.2.

The limits are set using the CLg formalism [244]. If the p-value is found below a specific
threshold «, which is taken to be av = 0.05, then the value of i is excluded at a confidence
level (CL) of 1 —a. The set of points not excluded form a confidence level interval with
CL =1—ff. The test statistic g, for upper limits of Equation 7.8 can be solved analytical
since it follows a y? distribution in the asymptotic limit of large sample [247].

The signal plus background hypothesis for the Z’-2HDM simplified model is excluded
at 95% confidence level. The most informative presentation of results is the two dimen-
sional space of (m(Z’),m(A)) with the mass of the dark matter particle fixed to 100
GeV.

The limits are obtained in terms of the upper limit on the production cross section
of h+dark matter times the h — bb branching ratio, o(pp — hxx)Br(h — bb), for all of
the different signal points. This is done by determining the mass point at which the
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Figure 7.4 — Distributions of the muon charge for the 1 muon control region for 2 tag
events. The upper panels show a comparison of data to the SM expectation before (dashed
lines) and after the fit (solid histograms). The lower panels display the ratio of data to
SM expectations after the fit, with its systematic uncertainty [233].
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Figure 7.5 — One bin distribution of the invariant mass of the two signal jets for the
2 lepton control region for 2 tag events. The upper panels show a comparison of data
to the SM expectation before (dashed lines) and after the fit (solid histograms). The
lower panels display the ratio of data to SM expectations after the fit, with its systematic
uncertainty [233].
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Figure 7.6 — Distributions of the invariant mass of the Higgs boson candidates mpy =
mjj,my with 2 b-tags in the SR for the four ErrllrliSS categories that are used as inputs to the
fit. The upper panels show a comparison of data to the SM expectation before (dashed
lines) and after the fit (solid histograms) with no signal included. The lower panels
display the ratio of data to SM expectations after the fit, with its systematic uncertainty
considering correlations between individual contributions indicated by the hatched band.
The expected signal from a representative Z’-2HDM model is also shown (long-dashed
line) [252].
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Impact [%)

(a) (b) (c)
V' + jets modeling 50 5.7 8.2
tt, single-t modeling 32 3.0 39

Source of uncert.

SM Vh(bb) norm. 22 6.9 6.9
Signal modeling 3.9 29 21
MC statistics 49 11 22
Luminosity 3.2 45 54

b-tagging, track-jets 1.4 11 17
b-tagging, calo jets 5.0 34 4.7

Jets with R=0.4 1.7 38 2.1
Jets with R=1.0 <0.1 1.2 4.7
Total syst. uncert. 10 21 36
Statistical uncert. 6 38 62
Total uncert. 12 43 71
Table 7.4 — Dominant sources of uncertainty for three representative scenarios af-

ter the fit to data: (a) with (mz,m4) = (0.6 TeV,0.3 TeV), (b) with (mz,my) =
(1.4 TeV,0.6 TeV), and (c) with (my,m4) = (2.6 TeV,0.3 TeV). The effect is expressed
as the fractional uncertainty on the signal yield. Total is the quadrature sum of statistical
and total systematic uncertainties.

theoretical cross section is crossed by the expected cross section upper limit. This is
shown in Figure 7.7 for my = 800 GeV on the left or m 4 = 500 GeV on the right. From
these plots for all the signal points, one can determine lower mass limits to be translated
into a single point in the (my/,m, ) plane.

This analysis leads to the set of exclusion points which are then translated into the
final result in the (mz,m4) space in Figure 7.8. Limits exclude myz up to 2.6 TeV and
my up to 0.6 TeV, substantially extending previous limits [213, 107, 1, 253, 254].
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Figure 7.7 — Cross section limits determined for the Z’-2HDM model shown in logarithmic
scale upon fixing my = 800 GeV on the left or my = 500 GeV on the right. Expected
and observed limits are shown with dashed and solid black line respectively. Theory cross
section is shown as a red solid line.
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Mono-h(bb): statistical analysis, systematic uncertainties and results with 36 f b=t of
2015 and 2016 data at /s =13 TeV

;‘ 1000 I_ T I T T T T I T T T T T T T T I T T T T I T T I_
) - ATLAS —— Observed limit ]
O goof- V5= 13TeV, 36.1 b = Expected limit 16
E< E h(bb) + ET, all limits at 95% CL === Vs=13TeV,3.2f0" -
C Z-2HDM ]
800 tanp = 1,9 = 0.8, m =100 GeV =
- my = my. =300 GeV .
700 . -
C ;sﬁ," .
600 : —
500 —
- £ ]
400 & —
|: |."l R R N N T TR W SR N S N ,"6 Lo L1 |:
300 500 1000 1500 2000 2500

m,. [GeV]

Figure 7.8 — Exclusion contours for the Z’-2HDM scenario in the (mz,m4) plane for
tanf =1, gz = 0.8, and m, = 100 GeV. The observed limits (solid line) are consistent
with the expectation under the SM-only hypothesis (dashed line) within uncertainties
(filled band). Observed limits from previous ATLAS results at /s = 13 TeV (dash-dotted
line) [1] are also shown [252].
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Chapter 8

Mono-h(bb): search for Dark Matter
with improved analysis and 79.8 fb "
of 2015, 2016 and 2017 data at

Vs =13 TeV

8.1 New analysis improvements

The analysis described in this Chapter provides an improved search for dark matter
production in association with a Higgs boson decaying into pairs of bottom quarks with
respect to the one presented in Chapter 7.

This new analysis exploits improved analysis techniques in the area of object recon-
struction and performance. In addition, a better sensitivity is expected from the extension
of the amount of collision data from 36 fb~1 to 79.8 fb~ !, with the addition of data col-
lected during 2017.

The signal model used in the interpretation of the results is the Z’-2HDM model
described in Section 2.2.2 as in the previous analysis, presented on Chapter 7, making it
easier to quantify the improvement of the analysis sensitivity.

The sensitivity of the search strongly relies on the ability of identifying the b-jets
coming from the Higgs decay, since this is a powerful way to suppress background from
QCD and V' + light jets production. In this search of dark matter production, high
energies are probed for which the Higgs boson is typically boosted and the hadronisation
products of the b-quarks from its decay may overlap. This is introduced in more detail
on Section 6.1.

As described in Section 4.2.4, jets reconstructed from tracks are used for the b-jet
identification in the merged regime. However, when these track jets are reconstructed
with standard algorithms using a fixed radius parameter [164], they may not always be
separated resulting in an inefficiency of the double b-tagging requirement.

This problem is overcome by the use of a new reconstruction technique: Variable-
Radius (VR) track jets, i.e. track jets reconstructed with an algorithm in which the
radius parameter decreases with increasing jet transverse momentum [255, 256]. This
allows better separation and individual b-tagging of the two jets coming from a highly
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boosted Higgs boson and thus increases the sensitivity for large masses of the mediator,
my, as shown in Figure 7.8.

On the other hand, in events with low E%ﬁss, typically produced if my is low, multijet
background has a sizable contribution, see Section 6.5.4 for details. Due to the increase
of integrated luminosity, the size of multijet background is not be negligible and a more
robust way to evaluate its uncertainty is needed.

An important characteristic of this background, apart that is difficult to model in MC
simulation due to its large cross-section and rejection, is that it leads to fake E%liss coming
from jet pr mismeasurement. The object-based ErTniSS significance [4], presented in detail
on Chapter 5, helps to identify events in which the reconstructed E¥ is more consistent
with fake detection for the multijet background or is more likely to come from weakly
interacting particles like the dark matter signal associated to real E%ﬂss. The object-based
E%liss significance is used in this analysis to efficiently reduce the background contribution
from multijet events.

8.2 Data samples and trigger

This section describes the samples from data in Section 8.2.1, and simulated signal
and background processes in Section 8.2.2 1.

8.2.1 New dataset and trigger

This search uses proton-proton collision data recorded by the ATLAS detector at a
centre-of-mass energy of 13 TeV, collected during 2015, 2016 and 2017 with a bunch
crossing spacing of 25 ns.

Events are used in the analysis only when all relevant parts of the detector are in good
operating conditions, therefore only data passing quality criteria are considered, and the
corresponding runs are listed in the GRL, see Appendix C.1 for details. The resulting
dataset corresponds to an integrated luminosity of 3.2 fb=!, 32.9 fb=1, and 43.6 fb~Hor
2015, 2016 and 2017, respectively, giving a total integrated luminosity of 79.8 fb~1.

This analysis considers the same event categories distinguished in the lepton mul-
tiplicity (0 lepton SR, 1u-CR, 2¢-CR) described in Section 6.5, and the same trigger
strategy of Section 6.3.2. Events for the regions containing less than two signal leptons
(0 lepton SR and 1u-CR) are selected by triggering on signatures with large E%liss in the
calorimeters. The online E¥ threshold increased from 70 GeV for 2015 data to 110 GeV
in 2017 data [257, 258].Events for regions with two leptons (2¢-CR) are selected by single
lepton triggers with the lowest unprescaled thresholds at different levels of identification
and isolation requirements [257, 258]. Details on the triggers keys used can be found in
Table C.2.

This analysis uses a lower offline E¥5 requirement of 150 GeV, where some of the
triggers are not fully efficient. As it is done for previous results in Section 6.3.2.1, data-

!Data and simulation were reconstructed with the same version (Release 21) of the ATLAS recon-
struction software (Athena).
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driven correction factors for simulated samples are derived in order to match efficiencies
from data.

The efficiency measurements for 2015 and 2016 triggers are similar to the ones shown
in Figure 6.3. Figure 8.1 shows the measured trigger efficiencies in data and MC for
the EMSS trigger used in 2017 on the left. The obtained scale factors, as defined in
Equation 6.2, along with the ratio of the functions fitted to the individual data and MC
turn-on curves are shown on the right.
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Figure 8.1 — 8.1(a): Measured trigger efficiency as a function of offline EX$* in data

T,nou
and MC for the ER trigger used in 2017. The lower panels provide the ratio of data
and MC events (the scale factor). 8.1(b): Measured scale factors as a function of offline
E%iﬁzﬂ for the E%liss trigger used in 2017. The hatched band shows the 1o fit uncertainty.
Both plots are shown for 0,1 and 2 b-tags together [259].

8.2.2 Monte Carlo samples for signal and electroweak back-
grounds

Monte Carlo simulated samples are produced for both the signal and background
processes processed with the GEANT 4 [260] based ATLAS detector simulation [194].

Standard Model background simulated samples are described in more details in Sec-
tion 6.3.3.2. The dominant backgrounds for the search presented here are V+jets (with
V =W or Z) and tt events as explained in Section 6.5. WW/Z+jets events are generated
using the SHERPA 2.2.1 event generator [199] with the NNPDF3.0 PDF set [235] and
filters to separate those with light, charm, and bottom jets in the final state. Details of
the generator configurations can be found in Reference [261]. The difference with respect
to the V+jets samples used in Chapter 7 is that, in order to obtain a larger number of
events in regions with a boosted vector boson, samples are split not only according to
the pr of the vector boson (W,Z) but also on the Hr of the event, introducing a cut at
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generation level, and producing samples for different slices in maX(HT,p\T/). Here Hr is
defined as the sum pr of central small-R jets with pt > 35 GeV.

The diboson background samples use the same generator setup (except for the flavour
filtering) as for the V+jets samples [262].

Top-quark pair and single production events are generated using the POWHEG [263,
264, 265, 266] generator interfaced with PyTHIA 8 [238, 267] (it was PYTHIA 6 in Sec-
tion 6.3.3.2) Details on the configurations can be found in Reference [249].

For the signal, the same simulation as for the previous result [252], described in more
detail on Section 6.3.3.1, is used: Signal events based on the Z’-2HDM simplified model
are produced at tree-level using the MadGraph event generator interfaced to PYTHIA 8.

8.3 Reconstructed objects improvements

Various physics objects are used to categorise events and sort them into different
regions used in the analysis. The reconstruction and definition of the objects used in this
search is outlined in Section 6.2 and summarized in Table 6.4.

The main difference with respect to previous analysis result in Chapter 7, is the use
of VR track jets, instead of Fixed Radius (FR) track jets introduced in Section 4.2.4 with
a selection criteria described in Section 6.2.3.

Another difference with respect to previous result is that the working point at which
the b-tagging efficiency is 77% for small-R jets originating from a b-quark is chosen. While
the working point used before was 70%.

Compared to the previous result of the mono-h(bb) search described in Chapter 7,
there are two significant improvements enhancing the sensitivity: VR track jets and the
object-based E%iss significance described in Section 8.3.1 and Section 8.3.2, respectively.

8.3.1 Including Variable Radius track jets

This new technique is very helpful when it comes to the identification of boosted
Higgs boson decays. At high Higgs boson Lorentz boost in the merged regime, introduced
in Section 6.1.2, jets resulting from the two primary b-quarks tend to overlap if they
are reconstructed on the basis of ordinary, fixed radius jet algorithms, see Section 4.2.4
for more details. This leads to some of the associated tracks of this sub-jets to not be
correctly identified and this effect is translated into a drop in b-tagging efficiency, as
shown in the following. In order to overcome this problem, the sub-jets inside the fat-jet
are reconstructed with a dynamic radius parameter.

This technique reconstructs jets from tracks where the radius parameter of the anti-
k¢ algorithm, described in Section 4.2.1, scales with the inverse of the jet pp [255]:

Reg = 2, (8.1)

pr

where the parameter p estimates how fast the effective jet size must decrease with the
pr of the jet. By studying the efficiency of sub-jet double b-tagging at the truth level of a
Higgs jet, it was found that the optimal values are p =30 GeV with 0.02 < Reg < 0.4 [165].
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With VR track jets, boosted Higgs boson decays can still be identified properly as
each track jet area in the 7-¢ plane is small if the pt of the decaying Higgs boson is large.
Figure 8.2 shows a cartoon that conceptually illustrates the subject reconstruction with
a fixed radius jet on the left and with a variable radius on the right, and for the latter
the tracks associated to each sub-jet are better identified.

R=0.2 Track Jets VR Track Jets
—
h

|

Beamline Beamline h

Primary Vertex Primary Vertex

Figure 8.2 — Cartoon illustrating sub-jet reconstruction using variable radius track
jets. [165].

The b quarks identification via the b-tagging can be applied to VR track jets in order
to discriminate signal events from background due to light jets in a powerful way. The
performance of VR track jets in terms of h — bb tagging efficiency, as well as modeling of
the angular separation between the sub-jets and the b-hadrons, was found to outperform
the R = 0.2 fixed jet radius reconstruction technique, detailed in Section 4.2.4, as shown
in Figure 8.3.

In light of the mono-h(bb) search, the improvement of VR track jets with respect
to fixed radius FR track jets is compared in order to estimate the sensitivity gain in
the merged region, which is related to high masses of the mediator my. The signal
significance is evaluated as [268]:

Z:\/Q <(S+b)ln<1+%>—s>, (8.2)

where s and b represent, respectively, the number of signal and background events in
a given phase space region.

Figure 8.4 shows the significance ratio of using VR track jets to FR track jets for
the merged regime event selection in the 2 b-tag category. By using VR track jets, the
sensitivity increases by up to 30-75% at large values of myz. No gain is expected in the
intermediate and low masses of the mediator Z’ since this region is related to intermediate
and low E%liss, corresponding to the resolved regime event selection.

For a particular point in the parameter space, the gain in selection efficiency can be
studied in detail. Figure 8.5 shows the selection efficiency for a signal with m4 = 500 GeV
from using VR track jets. Figure 8.5(a) shows the overall efficiency for the full signal
region selection described in Section 8.4 for events in the merged regime, and with the
additional requirement that the mass of the Higgs boson candidate lies between 70 and
140 GeV, as a function of my,. In particular, this selection requires at least two track
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as a large-R matching a truth Higgs boson) as a function of the Higgs jet pp. The error
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Figure 8.4 — Signal significance ratio between VR and R=0.2 track jets in the merged
region with 2 b-tags in the my-my4 phase space [259)].
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jets associated to the large-R jet, and a minimum angular separation of the two leading
track jets as described in Appendix E. The efficiency is calculated only considering Higgs
boson decays to b-quarks. The effect is shown separately for b-tagged jet multiplicities
of 1 (square markers) and 2 (triangular markers). In addition, the combined acceptance
times efficiency from events with 0, 1 or 2 b-tagged jets is drawn with circular markers.
In the region above 2.5 TeV, it is considerably higher when using VR track jets, as events
more often fail the requirement of more than one track jet in the case of FR jets. The
increase in acceptance for both 1 and 2 b-tag events is also most pronounced for m
above 2.5 TeV, corresponding to the largest boost of the Higgs boson. At my =3 TeV, it
amounts to a factor of about 1.7 for events with two b-tags and 1.8 for events with one
b-tag. Figure 8.5(b) shows the relative efficiencies of 1 and 2 b-tagged events normalised
by the combined acceptance for the two types of track jets, which shows similar b-tagging
efficiencies for VR and FR track jets. Therefore the enhancement in signal acceptance
originates from the improved sub-jet recovery ability with VR track jets, as shown by the
combined acceptance (line with filled circular markers) in Figure 8.5(a).

Below 2.5 TeV, a higher efficiency for identifying two b-jets is obtained with FR track
jets. This is due to the fact that in this regime, often more than two jets are reconstructed
with the VR jet algorithm, and the two highest-p jets are not always the b-jets [165].
Thus, when considering only the two highest-pr track jets, the efficiencyis smaller for VR
compared to FR track jets. It is possible to recover this signal efficiency by considering
the three highest-p jets [165], but in the search presented here this also increase the
background contamination to a level that might lead to an overall decrease in sensitivity.
Therefore, only the two highest-pt VR track jets are used in this analysis. Even though
the signal efficiency is higher for FR track jets below 2.5 TeV, the use of the VR algorithm
still provides a better signal to background ratio.

Including events containing only one b-tagged jet leads only to a marginal improvement
in sensitivity when using VR track jets. Since the background modelling in such events is
more challenging, they are not included in the new result, but are shown for illustration
in Figure 8.5.

The performance of VR track jet Higgs tagging was first described in [165]. The
present mono-h(bb) analysis serves the commissioning of this new technique, being the
first use case.

For the b-tagging of VR track jets, a working point with average b-tagging efficiency
of 77% for a fixed cut in the MV2c10 discriminant is used, see Section 4.2.3 for detail in
b-tagging procedure. The efficiency of the b-tagging algorithm is calibrated in data and
scale Factors (SF) to correct the b-tagging performance in simulation to that observed in
data are measured. Appendix E details the VR track jet b-tagging efficiency calibration.

8.3.2 Including missing transverse momentum significance
The E%liss significance can be used to identify events in which the reconstructed E%‘iss

is likely to come from weakly interacting particles, like dark matter, or whether the
reconstructed EF™ is caused by object mismeasurements, resolutions or efficiencies.
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Figure 8.5 — (a) Acceptance x efficiency (A x ¢) for different b-tag multiplicities as a
function of my in a Z’-2HDM model with m4 =500 GeV, tanf = 1.0, gz = 0.8, m, =
100 GeV, and my =mp+ = 300 GeV, for events with E¥S > 500 GeV (merged SR) when
using FR track jets (open symbols, dashed lines) and VR track jets (filled symbols, solid
lines). The selection includes a requirement to have at least two track jets associated to
the large-R jet, and requires a minimum angular separation of the two leading track jets,
as described in Appendix E. The combined A x ¢ for events with either 0, 1 or 2 b-tagged
jets is drawn with circular markers, while triangular and square markers correspond to
the individual A x e for 1 and 2 b-tag(s), respectively. (b) Relative A x ¢ for different b-tag
multiplicities with the same Z’-2HDM model and selections. The A x ¢ for 1 b-tagged
and 2 b-tagged events are normalised to the sum of events with either 0, 1 or 2 b-tagged
jets (“All”), as obtained for each track jet choice individually [259].

The mono-h(bb) search can take advantage of the new defined object-based B
significance, S, extensively described in Chapter 5. This novel definition depends on the
multiplicities, types, and kinematics of the objects measured in each event [269].

Multijet background is originated from strong interactions and introduces fake E%iss
coming from mis-measured jet momenta. The object-based E%liss significance can help to
identify and separate multijet background with respect to the standard model electroweak
background and dark matter signals.

Since the E%liss associated to multijet events mainly comes from jet resolutions, i.e.
fake E%liss, these events are more likely to have lower values of the E%ﬂss significance
compared to other processes with real E%liss. Such processes with real E%liss are not only
the dark matter signals, but also the dominant backgrounds of the mono-h(bb) analysis
as tt production, Z(vv)+jets and W (lv)+jets.

Even though a fraction of the multijet events comes with real Eﬁ_ﬁliss caused by neutrinos
originated from heavy flavour hadron decays, this is a second order effect, and multijet
events with considerable high EWisS (EmsS »150 GeV for this analysis) do not occur
very often since substantial fluctuations in calorimeter jet energy measurements are the
root cause. Therefore, multijet events are expected to contribute in the resolved regime,
introduced in Section 6.1.1, in the low E%liss categories of the analysis. Since E%ﬂss
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in multijet events arises mostly from fluctuations of poorly reconstructed jets, multijet
events are expected to have low S values. Jet energy resolutions corresponds to the highest
source of fluctuation in the total EITniSS variance, as can be seen in Figure 5.3, which again
translates to low Efrniss significance values at a fixed ErTniSS.

Figure 8.6 shows the object-based Errfniss significance distributions for data collected
in 2015 and 2016, and MC simulation, inclusively in b-tag multiplicities and E%liss cat-
egories, propagating the object resolutions described in Section 5.2. On the right, Fig-
ure 8.6(b) considers the mono-h(bb) signal region event selection described in Section 6.4,
while on the left, Figure 8.6(a), anti-QCD cuts are removed (equivalent to Figure 6.4).
Explicitly, these mentioned anti-QCD cuts in the resolved regime are: min(A®(ERSS,
pr(jetsi23)))>20°, Ad (ERSS piiss) < 90°, Ad(pr(j1), pr(jz))< 140° and AP(ERSS,
pr(hjj) ) > 120°, see Section 6.4.2.2 for details.

The multijet background is not included in Figure 8.6, therefore data is expected to
overshoot MC simulation in regions with multijet contamination, corresponding to low
values of the object-based EITniss significance. This behaviour is very clear in Figure 8.6(a)
for which no anti-QCD (multijet cleaning) cuts are applied.
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Figure 8.6 — Object-based E%iss significance before and after anti-QCD cuts, inclusive in
b-jet multiplicity. The left-hand side figure shows that this new variable is a powerful
means to separate multijet backgrounds from genuine EF"® processes. Only statistical

uncertainties are taken into account for displaying the uncertainty bands.

Even after the full signal region event selection, which considers anti-QCD cuts, from
Figure 8.6(b) it is evident that some residual mismodelling at low values of the object-
based E%‘m significance is left if the multijet contribution is neglected. In the previous
mono-h(bb) analysis result with data collected in 2015 and 2016, this residual multijet
background was estimated in a data-driven way described in Section 6.5.4. In the energies
presented here, it is exploit instead the new object-based Er_rfﬁss significance variable to
further suppress the multi-jet background.

The object-based E%iss significance definition, described in detail on Chapter 5, con-
siders a constant track-based soft term (TST) resolution, and an additional jet resolution
which estimates the effect of pile-up jets which unbalance the total ErTniSS. These object
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resolutions are described in Section 5.2. Both resolutions are estimated from a Z(uu) +
jets sample, with the consequence of an improved EITniSS significance performance in that
particular topology.

However, when considering the mono-h(bb) event selection and topology, the perfor-
mance is degraded when including in the E%‘iss variance the estimation of soft term and
pile-up jet resolutions. Firstly, since events with high E%ﬁss are selected in the analy-
sis, high hadronic activity is expected in the recoil with respect to the E%liss, and thus
the soft term contribution is minor. The soft term resolution is estimated as a constant
number extracted from the E%liss distribution in a Z — pu sample with a jet veto, how-
ever this first order estimation seems to be suboptimal for the mono-h(bb) topology and
kinematics, and a more robust approach is needed, similar to the one introduced in Sec-
tion 5.5. Secondly, the estimation of the pile-up jet resolution, described in Section 5.2, is
parameterized inclusively in b-tagging. However, requesting one or two b-tagged hadrons,
considerably reduces the jets coming from pile-up interactions. This motivates a pile-up
jet resolution parameterized also in b-tagging regions for future studies. In this mono-
h(bb) search, only events with 2-b tags are considered and thus the additional pile-up
jet resolution is overestimating the total ErrfniSS variance, impacting negatively the E%HSS
significance performance.

The performance of the object-based ErrfniSS significance in terms of background rejec-

tion and signal efficiency is studied using simulated event samples. For the background,
dijet events generated with PYTHIA 8 using the A14 set of tuned parameters and the
NNPDF2.3 LO PDF set are used. The signal efficiency is determined for a simulation
with my = 400 GeV and m4 = 300 GeV, resulting in relatively low E%ﬂss, and therefore
more challenging to discriminate against multijet background.

The separation power of the object-based E%ﬂss significance considering all the object

resolutions, described in Section 5.2, is shown in Figure 8.7(a). It considers the 2-btag
category for the resolved regime event selection (150 < EM5/ GeV < 500) without the
anti-QCD cuts. Also, Figure 8.7(a) shows the performance of the object-based E%HSS
significance when the Pile-up (PU) jet resolution is not considered and when neither
the PU-jet nor TST resolutions are propagated in the Errfliss variance. The latter has
a clear separation power improvement with respect the other two. For this reason, the
object-based EITniSS significance without PU-jet resolution and TST resolution is used in
the mono-h(bb) search for dark matter, and in the following it will be called object-based
ErrrniSS significance for simplicity.

Figure 8.7(b) shows the performance of the optimal object-based ES significance
in comparison with: the anti-QCD cuts, event-based E%iss significance, defined in Equa-
tion 5.1, and E%ﬁss itself. It considers the 2-btag category with the resolved regime event
selection but without the anti-QCD cuts. The most powerful variable in discriminat-
ing dijet versus the dark matter signal is the minimum azimuthal angle between the
E%iss and the three leading small-R jets. The object-based E%liss significance shows a
slightly worse but comparable performance with respect to this mentioned observable.
It is also interesting to note that the relative performance between object- and event-
based E%liss significances, and E%liss variables reported in Section 5.4 stays valid for the
mono-h(bb) topology. For example, for rejecting almost 99% of the dijet events, the signal
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efficiency increases from about 55% for the event-based Emlss significance to close to 80%
for the object-based EmlSS significance
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Figure 8.7 — Performance of different multijet discriminating observables in terms of the
signal efficiency and background rejection as estimated from a signal simulation with
my =400 GeV and m 4 = 300 GeV and a dijet simulation, respectively. These observables
are 8.7(a) different object based EWIS significance definitions on the left, and 8.7(b) the
object-based Emlss significance Wlthout PU-jet and TST resolution, other observables

used in the analysis to reject multijet background defined in 6.4, and the event-based
ET™ significance and ET"™ itself.

The object-based E%liss significance is, therefore, a promising observable to reject
multijet background at low E%iss. Even after applying the most discriminating anti-
QCD cut, min(A®(E¥SS pr(jetsi23)))>20°, the object-based EXS significance is still
showing a good dijet rejection power. Figure 8.8 shows the performance of the object-
and event-based EITniSS significances, and Errf«liss for which the efficiencies for signal and
background are estimated with respect to a selection that requires that the minimum
angular separation between the E%HSS vector and the leading jets in an event is greater
than 20°. Figure 8.8, illustrates the significant improvement obtained with the object-
based definition employed in this search. For example, for signal efficiencies above 80%,
the background rejection factor (1/ep) for the object-based significance is approximately
three to four times higher than for the event-based one. Refer to Figure F.3 for an
alternative way of presenting this information with the background rejection factor.

Figure 8.9 shows the object-based E%liss significance distributions in data and MC
simulation for events with 2 b-tagged jets in the three resolved E%liss categories after
full event selection. The dijet MC sample suffers from low statistics, which is likely to
contribute to the mismodeling at low values of the Elfliss significance, however it can
illustrate the approximate multijet contribution in the object-based E%liss significance
distribution for the first E%iss categories. Since E%liss and object-based Elfﬁss significance,
S, are highly correlated variables, the distribution is shifted at higher values of S for higher
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Figure 8.8 — Performance of the object-based E%iss significance (line with square markers)
in terms of the signal efficiency and background rejection as estimated from a signal
simulation with mz =400 GeV and m 4 = 300 GeV and a dijet simulation, respectively, in
comparison to an alternative definition of the E¥S significance (dashed line with circular
markers) and ER itself (densely-dashed line with triangular markers). Selections on
these three variables are applied in addition to a requirement on the angular separation
between the E%liss vector and the leading jets in an event.

Efrn%ss thresholds. Also, it can be seen that the dijet contribution is sizable for the first
BT category, whereas is less for the second, and likely negligible for the third category.
Distributions for events with 1 b-tagged jet can be found in Appendix F.
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Figure 8.9 — EITniSS significance distribution for events with 2 b-tagged jets in the regions
with 150 GeV < EXSS < 200GeV (left), 200 GeV < EFiSS < 350GeV (middle), 350 GeV <
ErTniss < 500GeV (right). Only statistical uncertainties are taken into account for display-
ing the uncertainty bands. The signal distributions overlayed are normalised to 1pb.

Introducing in the resolved regime event selection a requirement on the object-based
Er‘fﬁss significance variable removes mismodeling at low values by suppressing multijet
background. This requirement is not introduced in the merged regime event selection,
described in Section 6.4.2.3, since the multijet contribution is shown to be negligible due
to the much higher ErTniSS threshold, ErTniSS > 500GeV, as is illustrated in Figure 6.17.
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The expected signal significance is calculated from MC simulation by scanning dif-
ferent values of the object-based EITniss significance § with the resolved event selection.
Figure 8.10 shows the expected signal significance for three low my s signals using the
simple definition of S/v/S+ B, where S is the dark matter model signal yield and B is
the total background yield after each cut in S. This signal significances are calculated
after the resolved event selection and for the 2 b-tag category, for other b-tag categories
refer to Figure F.2. The expected signal significance in the resolved regime with a 2 b-tag
selection shows an approximated signal significance gain from 2% to 18% for cut values of
16 < S < 20. For lower cut values, S < 16, the signal significance remains approximately
constant.

In Figure 8.11, the signal significance curves are divided in the three ER categories
of the resolved regime: 150 < E%liss/ GeV < 200, 200 < E%liss/ GeV < 350 and 350 <
ERss / GeV < 500, shown in Figures 8.11(a), 8.11(b) and 8.11(c), respectively. They show
that higher E'rTmSS categories, a higher object-based ErTniSS significance threshold is needed
in order to achieve an optimal signal significance value. However, the baseline for this
first analysis adding a E%ﬁss significance requirement is to reject multijet background,
and thus, the first EXS category is our region of interest. From Figure 8.11(a), a gain in
signal significance can obtained for cut values between 14 < § < 18.

ATLAS Work in Progress
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Figure 8.10 — Expected signal significance versus object-based Effniss significance thresh-
olds for three signal models with different my,. Events shown are required to have 2
b-tagged jets after the full event selection in the resolved regime, which is described in
Section 6.4.

The overall signal significance impact of the object-based Elfniss significance cut can
be illustrated in the (mz/,m ) plane, where the exclusion contour limits are set, see Fig-
ure 7.8 for the limits from the previous analysis result. Figure 8.12 shows the ratio of
expected signal significance, with the resolved event selection, of adding a given S thresh-
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Figure 8.11 — Expected signal significance versus object-based E%liss significance thresh-
olds for three signal models with different my/, in the regions with 8.11(a) 150GeV <
EHiss <200 GeV, 8.11(b) 200 GeV < ERss < 350GeV, 8.11(c) 350GeV < BRI < 500GeV.
Events shown are required to have 2 b-tagged jets after the full event selection in the re-
solved regime, described in Section 6.4.

old requirement over expected signal significance without this cut. The expected signal
significance is calculated as in Equation 8.2 and each mass-mass plane shows a different
object-based EIT’rliSS significance cut, considering 13 <§ < 18.

Since Figure 8.12 has the resolved regime event selection, the relevant part of the
parameter space is related to low masses of the mediator, mz < 1.2 TeV. A requirement
of § > 16 gives improvements on signal significances of 5-8%, while a cult of S > 17 gives

a gain in signal significance of 2-15%, depending on the masses of the pseudoescalar m 4
and vector mediator m .

Figure 8.13 shows the expected signal significance for only the event selection targeted
at the resolved topology. The upper plot shows the expected signal significance for the
resolved regime event selection, while the bottom plots shows the expected signal signif-
icance adding & > 16 or § > 17 cut to the event selection. The absolute values of the
signal significance are sufficiently large to be relevant for being considered when deciding
on the value of the cut only for low values my and my.

It was decided to have a conservative approach for this analysis result, and a loose
cut in the object-based EXS significance of & > 16 was chosen. This cut has a good
compromise of not changing significantly the background composition, as is going to be
shown in the following, while having the mismodeling under control, but the expected
signal significance is not enhanced as it potentially could. And, even more important,
strongly suppress any remaining multijet background, as will be discussed in Section 8.5.1.
Based on the performance study on Figure 8.8, more than 95% of dijet events can be
rejected by introducing a requirement of & > 16, while retaining a signal efficiency close
to 90%.

Also, with a requirement on the object-based E%liss significance variable of § > 16,
the data and MC simulation disagreement at low values reported in Figure 8.9 is re-
moved. This mismodeling is associated to the multijet contribution affecting mainly the
first EISS category, as discussed before. If same data-driven strategy described in Sec-
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Figure 8.12 — Ratio of expected signal significance (taking into account the limited back-
ground MC statistics) with E$"* significance cut varied from 13 to 18 with respect to no
cut for events with 2 b-tagged jets.
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Figure 8.13 — Expected signal significance taking into account the limited background
MC statistics for events with 2 b-tagged jets, without (top), with Ef"* significance > 16

miss

requirement (bottom left) and with EF" significance > 17 requirement (bottom right).
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tion 6.5.4 is performed in order to estimate the multijet contribution in the object-based
E%liss significance distribution, it is clearer that the bulk part of the multijet distribution
has § < 16. Figure 8.14 shows the pre- and post-fit distributions for data, MC simulation
and multijet template in the first E%liss category with 2 b-tag jets following the procedure
outlined in Section 6.5.4, being the object-based Eﬁ_ﬁliss significance the multijet sensitive
variable and not the multiplicity of jets with muons.
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Figure 8.14 — Object-based ERiS significance distributions in data, MC simulation and
multijet template estimation (QCD template). On the left plot, the multijet template is
extracted from QCDCR, and data and MC simulation are shown in the QCDSR. The right
plot shows the result of fitting simultaneously the multijet template and MC simulation
to data for 5 < S < 30.

Figure 8.15 shows the distributions of the invariant mass of the Higgs boson candidate
dijet system that are used as inputs to the fit as described in Section 7.1.2. The distri-
butions are shown in the three resolved event selection E%liss categories for events with 2
b-tagged jets. The plots on the left corresponds to the resolved event selection described
in Section 6.4.2.2, while the distributions on the right also include the requirement on the
object-based ERS significance S > 16.

In a logarithmic scale one can see that the dijet MC has a negligible contribution after
the object-based E%liss significance cut. For the same distributions in linear scale, refer to
Figure F.4. This dijet MC reduction is evident in the 150 < EXS5/ GeV < 200 category
for which this cut has a more relevant impact as expected.

The introduction of the § > 16 cut in order to suppress multijet background has an
insignificant effect on the general shape of the m;; distributions in Figure 8.15 used as
input to the statistical analysis.

Figure 8.16 shows the backgrounds yields in the three resolved event selection E%liss cat-
egories for events with 2 b-tagged jets. The plots on the left correspond to the resolved
event selection, while the plots on the right also have the requirement on the object-based
E%iss significance selection, § > 16. No dijet events remain after the cut.

Figure 8.17 shows the relative background composition in the three resolved event
selection ErrrniSS categories for events with 2 b-tagged jets. Again, the plots on the left
correspond to the resolved event selection, while those on the right the & > 16 cut is
added.
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Figure 8.15 — Distributions of the invariant mass of the Higgs boson candidate dijet system
in the three resolved event selection E4F" bins for events with 2 b-tagged jets, without
(left) and with E4"* significance > 16 requirement (right).
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Figure 8.16 — Background composition in the three resolved event selection EITniSS bins for
events with 2 b-tagged jets, without (left) and with Ef"® significance > 16 requirement
(right) in the signal region.
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Background processes with real Eﬁ_«niss, such as Z(vv) + jets are enhanced, while other
background processes such as tf production are reduced when S > 16 is required. However,
the background relative composition is almost unaffected by this cut, with a maximum
change of 5% in the first E%iss category. Also, in the first E%liss category, a reduction of
about 27% of the total background is found. In the second and third Errfliss categories,
the overall background reduction is not as significant and is of about 6% and less 1%
respectively.
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Figure 8.17 — Background composition in the three resolved event selection Ef bins for

events with 2 b-tagged jets, without (left) and with E¥S significance > 16 requirement
(right) in the signal region.
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The modelling of the object-based E%liss significance variable is studied in a control
region where neither multijet nor signal is expected. Figures 8.18 and 8.19 shows the
object-based Erlfliss significance variable and, for comparison purposes, the reconstructed
Errf?iss for data, recorded in 2015 and 2016, and simulation in the two lepton control
region (2¢-CR) for the ppu-channel, see Section 6.5.3 for details. Also, the event-based
ERsS significance B /\/Hy < 3.5 v/ GeV requirement was excluded from the selection.
The band of the bottom panels includes both systematic and statistical uncertainties
which are propagated in the calculation.

Figure 8.18 considers events with 2 b-tagged jets. The disagreement observed in the
object-based EMS significance is coherent with the one observed for the EHSS variable.
The MC simulation of the background is missing a b-filtered low p¥. Z(up) + jets MC
sample. 2 Therefore, data and MC simulation disagreement is expected at low values of
E%liss and object-based E%liss significance observables.

The modeling of this variable is more under control in the 1-b tag category, for which
this missing sample is not affecting the MC prediction. Figure 8.19 considers events with 1
b-tagged jet. In this case, MC simulation and data agree within statistical and systematic
uncertainties. For data and MC simulation comparisons inclusive in the Errfliss categories
of the resolved regime and b-tagging multiplicities, refer to Appendix F'.1.

2At the moment in which these plots were produced, a Z(upu) -+ jets sample with 70 <
max(HT,pY.)/ GeV < 140 with b-jet filter was missing, which impacts at low ERSS and S values. In
particular, the following MC samples were missing: ZmumuMAXHTPTV70140BFilter, WenuMAX-
HTPTV70140BFilter.
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Figure 8.18 — Object-based B significance (left) and Ef¥®* (right) distributions for data
and MC simulation in the 2 lepton control region, without the event-based E%liss signifi-
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Figure 8.19 — Object-based ES significance (left) and E3S® (right) distributions for data
and MC simulation in the 2 lepton control region, without the event-based E%liss signifi-
cance applied in event selection, for events with 1 b-tagged jets in different EITniSS categories
in the resolved regime. Band of the bottom panels includes both systematic and statistical
uncertainties.
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8.4 Event selection

The same event selection strategy described in detail on Section 6.4 is used for the
new analysis result with data recorded during 2015, 2016 and 2017. The main motivation
for this analysis is the commissioning of new object reconstruction and performance tech-
niques as it is introduced in Section 8.1. Because of this, the changes in the event selection
are related to the implementation of the Variable Radius (VR) track jets in the merged
regime and to the object-based ErTniSS significance S requirement in the resolved regime.
Also, only events with exactly 2 b-tag jets are considered since the gain in sensitivity
provided by the 1 b-tag category is quite small.

In the following a quick overview of the event selection will be described. For more
details refer to Section 6.4.

The reconstructed ErTniSS (or an equivalent quantity, depending on the lepton multi-
plicity) is required to be larger than 150 GeV. Multijet background events can pass this
selection if the energy of a jet is poorly measured or if semi-leptonic hadron decays oc-
cur inside a jet, both leading to sizeable E%iss. To further suppress this background,
additional cuts are introduced:

o min(Ag(ERSs (central)jets) 9.3)) > 20°.

. A@(E%liss7 p%iss) < 90°

Events containing a 7-candidate are also rejected.

Events passing the above selections are divided into resolved regions with E%“bb <
500 GeV and a merged region with EsS > 500 GeV. The resolved region is further di-
vided into three exclusive regions according to the ES with [150,200) GeV, [200,350) GeV
and [350,500) GeV.

8.4.1 Resolved regime event selection

In the resolved regime, events with at least two small-R jets are considered. Exactly
two of the jets are required to be b-tagged and the Higgs boson candidate is reconstructed
from the these b-jets. The scalar sum of the pr of these two jets and of the highest-pp
additional jet, if present, has to be larger than 63% of the scalar pt sum of all jets in the
event to reject tf events. This cut is called the “Hyp ratio”.

In order to further reduce background from multijet events, the following selection
criteria are applied:

o AD(pr(j1), Pr(j2)) < 140°
. A@(E%liss, pT(hjj) ) > 120°
. AR(jl,jg) <138
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e &> 16 (detailed in Section 8.3.2)

For events with two (three or more) jets, the scalar pp sum of the first two (three) jets
has to be greater than 120 (150) GeV.

8.4.2 Merged regime event selection

The merged regime selection requires the presence of at least one large-R jet. The two
leading VR track jets associated with the leading pr large-R jet are required to be b-tagged
and pass the minimum angular separation cut, AR(VR1,VR2) > Rpyin with Rpyin = 0.2
as described in Section 8.3.1. Events that contain one or more b-tagged VR track jets
outside the large-R jet are rejected.

The pr of the leading large-R jet is required to be greater than 43% of the scalar sum
of the transverse momenta of the leading large-R jet and all small-R jets outside it, to
reduce the contribution from ¢f events. This cut is the “Hp ratio” cut for the merged
regime.

8.4.3 Signal Region and Control Regions

The signal region (SR) selection retains only events that do not contain any loose
electrons or muons. Figure 8.20 shows the selection efficiency for a signal with m4 =
500 GeV as a function of my for events with two b-jets. The selections applied are the
same as in Figure 8.5, i.e. the full event selection with the additional Higgs-candidate mass
window cut of [70, 140] GeV. The branching ratio for the decay into bb is not included.
Figure 8.20 illustrates the complementarity of the resolved (dashed line) and merged (solid
line) regimes, leading to an overall efficiency between approximately 20% and 35% in the
2b-tag category over most of the mass range, as shown in black.

Events containing leptons, on the other hand, are used to define control regions (CRs)
to constrain the main background contributions, as described in Section 6.5.1. To estimate
the backgrounds from W + jets and ¢t production, a control sample is defined by requiring
exactly one signal muon and no further loose muons or electrons, 14-CR. In order to mimic
the way these processes can contribute in the signal region, the muon momentum is added
to the missing momentum vector. The almost purely calorimeter-based missing transverse
energy obtained in this way is labelled E%“Iffw

To constrain the Z(vv) + jets background contribution, events containing exactly two
same-flavour signal leptons and no further loose electrons or muons are used both in the
muon and in the electron channel. These regions are referred to as the 2e-CR, the 2u-CR
or, collectively as the 2/-CR. In the muon channel, the two muons are required to have
opposite charge. The electron (muon) pair must have an invariant mass of 83 GeV < my; <
99GeV (71GeV < my < 106GeV). In order to reduce the ¢t and single top background,
the event-based E%liss significance is required to be less than 3.5y GeV. The pr of the
dilepton system, p%f , corresponds to the pt of the Z boson and as such serves as a proxy
for the E¥SS in analogy to Z(vv) + jets events where the E¥SS from the neutrinos also
corresponds to the boson pr.
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Figure 8.20 — Acceptance x efficiency for events with 2 b-tagged jets as a function of
my, for a fixed mass my =500 GeV, tan 3 =1.0, gz = 0.8, m,, = 100 GeV, mpy =mpy+ =
300 GeV. The values obtained for the resolved regime are shown in blue with open
triangles and a dashed line, the ones for the merged regime with filled triangles and a
solid line. The combined selection efficiency is shown in black [5].

Figure 8.21 shows the distribution of the variables used to mimic Er}niss in the control
regions. The Erngf_; " variable is shown at the top for events in the 1u-CR with a positively
charged muon on the left and with a negatively charged muon on the right. The bottom
figure shows the pﬁf distribution in the 2¢-CR, combining the electron and muon chan-
nel. The filled histograms correspond to the background prediction after the combined fit
described in Section 8.7, while the dashed blue line indicates the total background expec-
tation before the fit. The post-fit predictions agree with the data (black points) within
the uncertainties (grey shaded areas). The various sources of uncertainties considered are

discussed in Section &.6.
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Figure 8.21 — Distributions of Eﬁﬂnﬁgu in the 1-CR (top) and p4 in the 2¢-CR (bottom).
The distribution of the 1u-CR is shown for events with positively (left) and negatively
(right) charged muons separately. The distributions in the the 1u-CR are separated by
the muon charge because the fit uses the muon charge as the discriminating variable to
separate the tf process from the W + jets process. The upper panels show a compari-
son of data to the SM expectation before (dashed lines) and after the background-only
fit (solid histograms). The bottom panel displays the ratio of data to SM expectations
after the background-only fit, with its systematic uncertainty considering correlations be-
tween individual contributions indicated by the hatched band. The rightmost bin includes

overflows [5].
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8.5 Background estimation

Main SM backgrounds to the signature of two b-jets and large E%iss are the production
of top-quark pairs, tf, and of heavy vector bosons with additional b-jets, Z(vv) +jets
and W —+ jets, as described in Section 6.5.1. The acceptance of these backgrounds is
estimated using MC simulation, and the analysis uses data control samples to determine
the normalisation of these backgrounds.

The signal region definition includes a veto on the presence of a charged lepton. The
control region definition is made orthogonal to the signal region by different requirements
on the number of charged leptons in the events considered. The search is performed
considering four disjoint EITniSS regions. The event selection for signal region and control
regions is defined in Section 8.4.

Sub-dominant backgrounds are estimated from simulations, with the exception of QCD
multijet events. This contribution is determined in a data-driven way based on ratios
between several control samples and employing the object-based E%“bﬁ significance, as it
is detailed in the following Section 8.5.1.

A simultaneous profile-likelihood fit to the control and signal regions is performed
to constrain the backgrounds and extract information about the potential presence of a
signal, respectively. This is detailed in Section 8.7.

8.5.1 Multijet background estimation

The multijet processes originating from pure strong interactions is one of the sub-
dominant backgrounds in the resolved SR due to the requirement of large EITmSS. This
background is challenging to model by means of MC simulation due to the high statistics
which would be required. Therefore, this background is estimated in a data-driven way,
which accounts not only for the total predicted number of multijet background events,
but also for the multijet shape of the h;; invariant mass.

For the merged SR and the two CRs (1u-CR and 2¢-CR), the multijet background has
been found to be negligible [3], see Section 6.5.4 for details in the multijet estimation in
the previous result. This section describes a different data-driven strategy from the one
detailed in Section 6.5.4, making use of the object-based ErTmSS significance variable in
order to estimate the multijet background contribution in the SR. Appendix G describes
other alternative multi-jet estimations that where studied before considering the S > 16
requirement in the resolved SR event selection, as described in Section 8.3.2.

In order to derive template shapes of multijet distributions for different variables, a
multijet enriched region, QCDCR, is defined by inverting the cuts associated to the most
powerful observables in rejecting multijet events: min(A®(E¥ small-R jets)) > 20° and
the cut on the object-based ER significance > 16, as can be seen in Figure 8.7(b). In
the resulting selection multijet events dominate. For the previous analysis iteration, the
multijet enriched region was defined by inverting just the min(A®(ERS small-R jets))
cut, see Figure 6.11 for the scheme used.

Therefore, in the region of min(A®(ERSS small-R jets))<20° and S < 16, the difference
between the data and the simulated non-multijet backgrounds is used as a model of the
shape of multijet distributions.
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8.5 Background estimation

In a second step, these shapes need to be scaled with a normalisation factor to account
for the differences in efficiency of the min(A®(E¥SS small-R jets)) and the ERSS signif-
icance cuts in the QCDCR and SR. The normalisation factor is determined w1th the so
called “ABCD method”.

The strategy of determining this normalisation factor via a fake factor from a fit
using the multiplicity of jets containing a muon as multijet sensitive variable with loos-
ened anti-QCD cuts is not considered here because it was found that this variable is not
shape invariant under QCDCR and QCDSR selections. This strategy is described in Sec-
tion 6.5.4 and Figure G.3 on Appendix G shows the dependencies of multijet template
shapes under QCDCR and QCDSR selections.

For illustration purposes, the distributions for data recorded during 2015 and 2016
and MC simulation in the QCDCR, from which the shapes can be derived, are shown in
Figure 8.22.

The template shapes extracted by subtracting MC simulation to the complete data-set,
without normalisation factor, are shown in Figure 8.23. These shapes of mj; distributions
needs to be scaled to model the multijet background in the SR (min(A¢(ERSS jets))>20°,
S > 16), assuming min(Ap(ERSS jets)) and S distributions are independent.

A Resolved_150200_2b DPhitaiStal (Monot analysis) fin SR osoed 209 550 2 OISt oot anasi) m{in SR Psoted 350,500 20 OPIAMSIa ot ana)

> 400EATLAS Intenal - Dad TR 3 % 140FATLAS Intemal | ~e-Daa ' mmt 3 I 'TLAs internal || -e-Data Wi
S EVs=13TeV, 362 0" Zjets Wajels 3 O ypopfs=13TeV, 36210" Z+ets Wajels 3 O gEfs=13Tev,362fy" MM DietMC Wajels
© 350E%R_Resolved_150_200_28B Bk AStail Single top = o ESR_Resolved_200_350. 2HFWﬁéMES|a| Single top 5 ) SR_Rosolved_350_500_26.D DFmFAﬁmsv il Single top
© 3005 [ Diboson B VH(bb) 3 © 100 - VHED) w7 - VHOD)
® 250E ---- (400,300)  ---- (800,300) 3 > E (400 300) --- (600,300) > 6 (400 300) --- (600,300) —
3 zgg;—o,% + -+ (600,300) 3 o 80F ++ -+ (800,300) E 2 5 - (800,300) 5
= 2005 T+t 5 El-
G fsof e E & 60 ++ +++++ + a4
100F e, E att t ¥ w it 3 3
50; ”’“‘“’m é 20F- +“”0 AR adas + = 21
m‘o’om o5 B M
o O o 0 7 o 9
% 1.5 =3 1.5 - % 1.5
3
B s il ///;////// / i i //////W k] 1
0.5 0.5
SC
50780700 120140 160 180 200 220 340 260 280 60 80 100 120 140 160 180 200 550 240 260 280
m; [GeV] m; [GeV] m; [GeV]

Figure 8.22 — Higgs boson candidate mass distribution for data data recorded during 2015
and 2016 and MC simulation in the QCDCR. Selected events has exactly 2 b-tagged jets
and 150 GeV < EXSS < 200 GeV (left), 200 GeV < ERSS < 350 GeV (middle), and 350
GeV < EHIsS < 500 GeV (right) in the QCD CR.
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Figure 8.23 — Multijet mj; shape obtained by subtracting simulated backgrounds from
data in QCDCR for events with 2 b-tagged jets and 150 GG?V < ER™ <200 GeV (left),
200 GeV < EF™ < 350 GeV (middle), and 350 GeV < EF*® < 500 GeV (right).

The ABDC method considers four disjointed regions (A, B, C and D) where the number
of events of the reconstructed Higgs boson mass template are extracted. These regions
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are defined by failing and/or passing the min(A¢(ERS jets))>20° and S > 16 cuts, i.e.
fail-fail, fail-pass, pass-pass.

If the object-based ERs significance and the min A¢ cut are uncorrelated, then the
predicted number of multijet events in the signal region is calculated as:

Ns>16,A¢<20° - Ns<16,A¢>20° (8.3)
Ns<16,A6<20°

Ns>16,A¢>200 =

Figure 8.24 shows the min(Ap(ER jets)) and S distributions for the three resolved
ET* categories with 2-b tagged jets.
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Figure 8.24 — 2D distribution of min A¢ variable vs. object based E%‘iss significance with
all analysis cuts applied except requirements on ERS significance and min A¢ in the mass
side-bands of the signal region (50GeV < mj; < 70GeV and 140GeV < m;; < 280GeV)
for events with 2 b-tagged jets and respectively 150 GeV < ERIS < 200 GeV (top left),

200 GeV < BRI < 350 GeV (top right), and 350 GeV < ERSS < 500 GeV (bottom).

In order for the ABCD method to hold, the variables defining the regions need to be
uncorrelated. Figure 8.25 shows the correlation between the E%‘iss significance and the
min A¢ variable The EXsS significance (normalised to unity) is shown for different ranges
of min A¢. The distribution is invariant within the statistical uncertainty.
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Figure 8.25 — E¥S significance distribution (without the S > 16 requirement) for different
selections of min A¢, showing events with 2 b-tagged jets and 150 GeV < EF"™ < 200
GeV.

Also, the extrapolation of the dijet invariant mass shapes from the QCDCR to the
SR is only possible if the Higgs boson candidate mass distribution is invariant under the
ABCD method regions related to the min(Ag(E¥SS jets)) and S observables. Figure 8.26
shows the Higgs candidate mass distribution for different values of min A¢ with 2 b-tagged
jets in the first E¥ISS category.
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Figure 8.26 — Higgs candidate mass distribution for different values of min A¢, showing
events with 2 b-tagged jets and 150 GeV < EF*™ < 200 GeV.

The mass shapes for the different regions with either both or only one of the two cuts
passed/failed are shown in Figure 8.27 for events with 2 b-tagged jets and 150GeV <
E%iss < 200GeV. Within large statistical uncertainties, the template shapes of the Higgs
candidate mass are similar in the regions where min(Ag(ERSS jets))>20° (¢ label), S > 16
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(MS label) cuts fail-fail, fail-pass, pass-pass. In order not to compromise the estimation
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Figure 8.27 — Higgs candidate mass distribution for different values of min A¢ and S,
showing events with 2 b-tagged jets and 150 GeV < EF*™ < 200 GeV.

given by Equation 8.3 with signal contamination, the ABCD method is carried out with
all regions blinded, i.e. with the requirement 50 GeV < m;; < 70GeV or 140 GeV < mj; <
250 GeV. The distributions of the Higgs candidate mass in the regions used for determining
the normalisation with the ABCD method are shown in Figure 8.28, 8.29 and 8.30.

The results are shown in Table 8.1.

Sample Region NMetSig<16,46<20°  NMetSig<16,4¢>20°  NMetsig>16.46<200  ABCD Prediction  Nyjeisig>16,4¢>20°
Data 150GeV < B < 200GeV 4573+ 68 3452 +59 129+11 - 7698 £ 88

Total background | 150GeV < Er‘f"is‘* < 200GeV 595+13 2435+ 28 50£3 — 6397 £ 45
Multijet shape 150GeV < Er'f“i““ < 200GeV 3978 £ 69 1017+65 79+12 20£3.3 =
Data 200GeV < ERF™ < 350GeV 1705+£41 381+20 355 +19 — 5429+ 74

Total background | 200GeV < Er'f‘i‘*" < 350GeV 28249 317+10 174£7 - 4731436
Multijet shape | 200GeV < EY*™ < 350 GeV 1423 +42 64+£22 181+£20 8+2.9 =
Data 350GeV < B < 500GeV 66 +8 1+1 94410 - 484 +22

Total background | 350GeV < EMSS < 500 GeV 9+1 0.9£0.2 52+4 - 43449
Multijet shape 350GeV < E,'f“'“’“ < 500GeV 57+8 0.1+1 42411 0.1+0.76 -

Table 8.1 — Results of the ABCD study for events with 2 b-tagged jets and Elfniss re-
quirement as specified in the Table for data from 2015, 2016 and 2017 data-taking and
MC from the mcl6a and mcl6d campaigns. The entries relate to the blinded (i.e. mass
window outside 70 to 140 GeV) signal regions.

To get a multijet yield estimate for the complete mass range, the results from the
ABCD method are scaled by the ratio of the full mass range over the blinded mass side-
band of templates shown in Figure 8.23.

In the 150 GeV < E¥s8 < 200 GeV region the predicted multijet yield is 204-3.3 events,
in the 200GeV < E%iss < 350GeV region the predicted multijet yield is 8 +2.29 events
and in the 350GeV < ErTniss < 500GeV region it is 0.1 +0.76 events.

The predicted multijet yield according to the ABCD method is substantially smaller
than the statistical uncertainty on the data. Since in the two lowest Efrniss bins the multijet
background estimate is substantially smaller than the data statistical uncertainty, and
since the multijet background has a E%ﬁss spectrum which is exponentially falling steeper
than other backgrounds, it is expected that the multijet background is also negligible in
the highest ES bin of the resolved regime (350 GeV < EY5 < 500GeV). Therefore,
this background is neglected in the combined fit of the analysis.
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Figure 8.28 — Regions used for ABCD method, showing events with 2 b-tagged jets and
150 GeV < EF"™ < 200 GeV.

In order to check check if the multijet contribution really is negligible in the combined
fit, a data-driven multijet estimate was still performed to determine pre-normalised tem-
plates for the m;; shape of the multijet background to be used in the combined fit with
an uncertainty on the normalisation of 100%.

The shapes from the region of min(A®(E¥S small-R jets))<20° and E¥S significance
< 16 are normalised to the yield according to the ABCD method predlctlon, taking into
account that only the mass side-band has been used for the ABCD method.

The study showed that if included, the nuisance parameters related to the multijet
background normalisation get only very slightly pulled. There is almost no correlation of
the multijet background normalisation nuisance parameters to other nuisance parameters
in the combined fit. Therefore, It is concluded that the multijet background can be
neglected in the final combined fit for all the EISS categories.
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Figure 8.29 — Regions used for ABCD method,

200 GeV < ERSS < 350 GeV.
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Figure 8.30 — Regions used for ABCD method, showing events with 2 b-tagged jets and
350 GeV < EF*™ < 500 GeV.
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8.6 Systematic uncertainties

Dominant sources of experimental systematic uncertainty arise from the calibration
of the b-tagging efficiency, the integrated luminosity, as well as the scale and resolution
of the energy and the mass of the jets. The uncertainties in the b-tagging efficiency
originate mainly from the uncertainties on the measurement of the flavour tagging effi-
ciency in tt events [270, 162], and from the extrapolation to high-pr jets as described
in Section 8.3.1. The uncertainty in the combined 2015-2017 integrated luminosity is
2.0%. It is derived following a methodology similar to that detailed in Reference [271]
from calibrations of the luminosity scale. The small-R and the large-R jets are calibrated
separately, with a series of simulation-based corrections and in situ techniques, taking
into account differences between MC and real data [272, 157]. Another main source is
the uncertainties on Errf“iSS trigger efficiencies, which was determined inclusively for all
b-tagged jet multiplicities. An uncertainty on the Effniss soft-term resolution and scale is
also taken into account [179]. Other uncertainties which have a smaller impact are the
uncertainties on the lepton energy and momentum scales, and the lepton identification
and trigger efficiencies [166, 168, 170].

Dominant sources of theoretical systematic uncertainty originate from the number of
MC events, the modelling of the signal and the background processes listed in the follow-
ing: tf, V+jets, associated production of the SM Higgs boson decaying to bb(V h(bb)), and
diboson production. The evaluation of the theory uncertainties follows the same strategy
described in Reference [273].Signal acceptance uncertainties are evaluated by varying the
parameters of the MC samples, and comparing the results by applying the analysis selec-
tion at generator level. Generator tuning, variations of parton distribution functions, and
scale uncertainties are taken into account. Leading background (V+jets and tf) processes
are normalised to the data in the final likelihood fit by using dedicated CRs, and other
backgrounds are constrained by the theory uncertainties on the overall cross-section of the
background [252]. Shape uncertainties on the pr distributions of the W/Z boson and the
reconstructed dijet mass spectra are evaluated by comparing samples obtained with differ-
ent MC generator settings, as well as comparison to dedicated Z control region data. An
overall normalisation uncertainty is used for the SM V'h(bb) background [273]. Table 8.2
quantifies the dominant sources of uncertainties in terms of the relative uncertainty on
the signal strength, defined as the ratio of the measured signal yield to the theory pre-
diction, after the fit to simulated data including the signal assuming three representative
Z'-2HDM-scenarios. This search is statistically limited for highly-boosted signatures.
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8.6 Systematic uncertainties

Table 8.2 — Dominant sources of uncertainty for three representative Z’-2HDM scenarios
after the fit to simulated data including the signal: (a) (mz,m4) = (0.6 TeV,0.3 TeV),
(b) (mz,my4)= (1.4 TeV,0.6 TeV), and (c) (myz,my) = (2.6 TeV,0.3 TeV). The effect is
expressed as the relative uncertainty on the signal strength, assuming total cross-sections
of (a) 452 fb, (b) 3.75 fb, and (c¢) 2.03 fb. The three Z’-2HDM scenarios are chosen to
represent kinematics from resolved to merged regions, and they are close to the expected
exclusion limit. The total uncertainty is the quadrature sum of statistical and total
systematic uncertainties.

Impact on signal strength [%]

(a) (b) ()

Source of uncert.

b-tagging 4.0 8.0 10
V +jets modeling 3.5 6.0 5.0
Top modeling 3.7 4.8 4.5
MC statistics 1.8 5.4 4.9
SM V h(bb) 0.8 3.2 2.1
Diboson modeling 0.8 1.5 1.1
Signal modeling 3.0 2.5 1.5
Luminosity 2.0 2.5 2.5
Small-R jets 1.4 3.0 2.0
Large-R jets 0.2 1.0 2.0
Eiiss 1.2 1.7 1.1
Leptons 0.2 0.8 0.7
Total syst. uncert. 6.5 13 13
Statistical uncert. 2.3 20 22
Total uncertainty 7 24 25
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8.7 Results

A fit to the invariant mass of the Higgs boson candidate m;; is used to search for a
signal, where m; is represented by the dijet invariant mass of the two leading small-R
jets in the resolved SR, and the leading large-R jet mass m; in the merged SR. The fit
is based on a binned likelihood approach, and systematic uncertainties are included in
the likelihood function as nuisance parameters with Gaussian or log-normal constraints
and profiled [273]. To account for changes in the background composition and to benefit
from a higher signal sensitivity with increasing E¥%, the data in the SR and the two
CRs are split into four ranges in E%‘iss (Ey S0 ) 1u-CR, and pég in 20-CR) that are
fit simultaneously: [150 GeV,200 GeV), [200 GeV,350 GeV), [350 GeV,500 GeV), and
[500 GeV,00). In the 1u-CR, the fit uses the electric charge of the p as the discriminating
variable to separate the ¢t process from the W-jets process, since tt provides an equal
number of u and g, while a prevalence of u™ is expected from W +jets. In the 2/-CR,
the fit uses only the total event yield due to limited data statistics. Table 8.3 summarises
the event categories used in the fit.

The V+jets background in the SR is dominated by jets containing b- or c-quarks, de-
noted as heavy flavour (HF) jets. The normalisations of tf, W+HF, and Z+HF processes
are free parameters in the fit. For V +4jets, the flavour composition of the two jets being
bb,be,b and LF (LF = light-flavour quark), and cc are subject to systematic uncertainties.
The post-fit normalisation factors of ¢¢, W+HF, and Z+HF are 1.104+0.08, 1.51 +0.22,
and 1.424+0.10, respectively. The normalisations of other backgrounds modelled using MC
simulations are constrained to the theory predictions within uncertainties, as detailed in
Reference [3].

The distributions of mj; or my for the SR are shown in the four EJ regions in
Figure 8.31. The ER distribution for all SR regions combined is shown in Figure 8.32.
The number of expected background events for each process after the fit, as well as the
observed number of data events in each EITniSS region, are summarised in Table 8.4. No
significant deviation from the SM expectation is found. The statistical model is further
validated by replacing the signal with the ZZ — vvbb process, and the signal strength of
Z 7 production extracted from the fit agrees with the SM prediction.

The results are interpreted as exclusion limits at 95% confidence level (CL) on the
production cross-section of h+ DM events o ypy times the branching ratio B(h — bB)
with the CLg formalism [244] using a profile likelihood ratio test statistic. Exclusion
contours in the (mz,m4) space in the Z’-2HDM scenario are presented in Figure 8.33.
The improvement from using VR track jets instead of jets with a fixed cone size of 0.2
(FR) is shown in Figure 8.34, which compares the expected upper limits on the signal
strength 1, using the same luminosity in the 2 b-tagged region. Other differences between
the two analyses include the suppression of the multijet background using the object-based
EMiss sionificance, and reduced uncertainties from the MC statistics and the calibration
of the b-tagging efficiency in the VR analysis. For signals with highly boosted Higgs
bosons, the results with VR track jets show significant improvement of up to 200%.
Figure 8.35 compares the expected upper limits on p against the previous iteration (scaled
to 79.8 fb~!) performed with FR track jets and both one and two b-tagged events included
in the SR [3]. The analysis based on VR track jets outperforms the predecessor based on
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Table 8.3 — Event categories used in the fit.

0 lepton 1 muon 2 leptons
Region SR tt and W+jets CR Z+jets CR
E%iss Ew?lss7 no pl’?[‘é

E%liss or E%iss proxy

Resolved: [150,200), [200,350) and [350,500) GeV
Merged: Larger than 500 GeV

Fit variable in each EF" bin

mij |

muon charge

Event yield

FR track jets considerably, justifying the strategy of using only events with two b-tagged
jets as described in Section 8.3.1.

Table 8.4 — Numbers of expected background events for each background process after the
background-only profile likelihood fit, the sum of all background components after the fit,
and observed data yields for events with two b-tags in the resolved and merged channels
for each Elfniss region. The multijet background is negligible and not included in the
fit. Statistical and systematic uncertainties are combined. The uncertainties in the total
background take into account the correlation of systematic uncertainties among different
background processes. The uncertainties on the total background can be smaller than
those on individual components due to anti-correlations between nuisance parameters.

Range in EF" [GeV]

Category [150, 200) 200, 350) 350, 500) 500, 00)
W +jets 3020 +£530 2240 £360 184 + 32 264 £ 57
Z+jets 6330 +£450 5180 +£340 565 & 37 805 + 6.3
#f + single top quark 11800 £350 6450 £200 308 + 25  10.8 &£ 2.5
Diboson 438 £ 67 400 £ 59 49.0+ 11 037+ 1.7
Vh 136 + 39 129 + 37 173+ 50  3.86+ 1.1
Bkg 21700 +£140 14400 +£110 1120 + 25 131 =+ 72
Data 21818 14350 1128 119
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Figure 8.31 — Distributions of the invariant mass of the Higgs boson candidates m;; =
mjj,my with two b-tagged jets in the SR for the four E%HSS categories that are used as
inputs to the fit. The upper panels show a comparison of data to the SM expectation
before (dashed lines) and after the fit (solid histograms) with no signal included. The
lower panels display the ratio of data to SM expectations after the background-only fit,
with its systematic uncertainty considering correlations between individual contributions
indicated by the hatched band. The expected signal from a representative Z’-2HDM
model is also shown (long-dashed line), and it is scaled up by a factor of 1000 and 100 for
the lowest two EXS hins [150 GeV,200 GeV) and [200 GeV,350 GeV), respectively [5].
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Figure 8.32 — E%iss distribution for the resolved and the merged signal regions combined.
The upper panel shows a comparison of data to the SM expectation before (dashed lines)
and after the fit (solid histograms) with no signal included. The lower panels display the
ratio of data to SM expectations after the background-only fit, with its systematic uncer-
tainty considering correlations between individual contributions indicated by the hatched

band. The expected signal from a representative Z’-2HDM model is also shown (long-
dashed line) [5].
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Figure 8.33 — Exclusion contours for the Z’-2HDM scenario in the (mz,m4) plane for
tanf =1, gz = 0.8, and m, =100 GeV. The observed limits (solid line) are consis-
tent with the expectation under the SM-only hypothesis (densely dashed line) within
uncertainties (filled band). Observed limits from previous ATLAS results at /s = 13TeV
(dash-dotted line [3]) are also shown [5].
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Figure 8.34 — Comparison of the expected upper limits on the signal strength p for the
analysis using variable-radius (VR) track-jets (dashed line) against the previous iteration
of the analysis performed with fixed-radius (FR) track-jets (dash-dotted line) with two
b-tagged jet and scaled to 79.8 fb~!, for fixed m4 =500 GeV and different values of m
of the Z’-2HDM benchmark model. Other differences between the two analyses include
the suppression of the multijet background using the object-based ERSS significance,
reduced uncertainties from the MC statistics, and the improve calibration of the b-tagging
efficiency in the VR analysis. The lower panel is the ratio of the upper limits, showing a
significant improvement in the high mys region [5].
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Figure 8.35 — Comparison of the expected upper limits on the signal strength p for the
analysis using variable-radius (VR) track-jets (dashed line) against the previous iteration
of the analysis performed with fixed-radius (FR) track jets (dash-dotted line) with both
one and two b-tagged signal regions (as described in [3]) and scaled to 79.8 fb~!, for
fixed m4 = 500 GeV and different values of my of the Z’-2HDM benchmark model. The
lower panel is the ratio of the upper limits from different track jets, showing a significant
improvement from VR track jets in the high my region [5].

206



Summary

The evidence for the existence of dark matter points to the current limits of the SM
in describing the observed phenomenology in astro-particle physics and as a consequence
to the need of a new physics extension beyond the SM. Also, the still recent discovery
of a Higgs boson in Run 1, opens the possibility of searching for dark matter in the
mono-h signature at the LHC. Indeed, many beyond the SM theories predict associated
production of dark matter particles with a Higgs boson at energies that can be probed at
collider experiments.

This thesis work aims at investigating a possible connection between dark matter and
the Higgs boson by searching for dark matter pair production in association with a Higgs
boson decaying into a pair of bottom quarks, referred as mono-h(bb), using pp collisions
collected at /13 TeV with the ATLAS detector at the LHC. Selected collision events
comprise large missing transverse momentum and either two b-tagged small radius jets or
a single large radius jet containing two b-tagged subjets. The results are interpreted in the
framework of a simplified model with an exotic Z’ gauge boson and two Higgs doublets,
referred as Z' —2H DM, where the dark matter y is coupled to a heavy pseudoscalar A,
7" — hA — bbyy, and both Z" and A are produced on-shell.

The first analysis presented is performed using data collected during 2015 and 2016
with an integrated luminosity of 36.1 fb~!. The observed data are found to be consistent
with the SM expectations in the signal region. Therefore, upper limits on the production
cross-section of pp — h+ xx times the h — bb branching ratio, with Br(h — bb) = 0.571,
are derived at 95% confidence level with the C' Ly formalism using a profile likelihood fit.
The excluded parameter space is presented in the 2-D mass space of m, —my4 with fixed
parameters tan(3) =1, g,» = 0.8, m, =100 GeV and my+ = 300 GeV, using a combined
fit of signal and control regions that exploits the shape of the reconstructed my, spectrum
to search for a resonant excess near my,. Masses of the vector mediator my: are excluded
up to 2.6 TeV for low masses of the pseudoscalar, excluding up to m4 = 0.6.

In searches for dark matter particles in the final state, the missing transverse momen-
tum E%ﬁss is a crucial quantity, since the presence of a pair of WIMP candidates would
be signaled by an imbalance in the transverse momentum. Therefore, the study of the
reconstruction and performance of this variable is critical in the sear for dark matter sig-
natures as mono-h(bb). In this work, a new object-based Ef®* significance S variable was
defined, which helps to separate events in which the reconstructed E%liss originates from
weakly interacting particles, as the dark matter, from those in which EITniSS is consistent
with contributions coming from mis-measurements, resolutions and inefficiencies. On an
event-by-event basis, S evaluates the p-value that the observed E%iss is consistent with

miss

the null hypothesis of zero real EF"*°, given the full event composition. A high value of &
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is an indication that the E%liss observed in the event is not well explained by resolution
smearing alone, implying that the event is more likely to contain unseen objects such as
neutrinos or more exotic weakly interacting particles as the WIMPs. This novel defini-
tion depends on the multiplicities, types, and kinematics of the objects measured in each
event, providing an improved performance than the Errf«liss variable and it is now in use in
several new physics searches in ATLAS collaboration.

An improved mono-h(bb) analysis was presented in this work, exploiting two new
reconstruction techniques: the object-based E%‘iss significance and the Variable-Radius
track jets, which impacts low and high regions of the ErTmSS, respectively. With a new
requirement on the object-based E%ﬁss significance, the multijet background originated
from pure strong interactions was successfully rejected to a negligible level and no esti-
mation was needed from this background in the signal region. By selecting events with
high values of the object-based EITniSS significance, S > 16, more than 95% of dijet events
can be rejected while retaining a signal efficiency higher than 90%.

The analysis also improved by adopting a new jet definition, the Variable-Radius track
jets, to identify b-jets from highly-boosted Higgs bosons. The reconstruction of these
subjets inside a large radius jet is based on a jet algorithm that uses inner detector tracks
as inputs and a radius parameter that decreases as the subjet transverse momentum
increases. This new reconstruction technique improves up to three times the expected
upper limit for high boosted topologies related to high masses of the vector mediator Z’.

The improved analysis is performed using data collected during 2015, 2016 and 2017
with an integrated luminosity of 79.8fb~1. The observed data are in agreement with the
SM predictions and the results are interpreted in the same simplified model Z/ —2HDM.
The masses of the Z’ are excluded up to 2.8 TeV depending on the choices of the model
parameters and the pseudoscalar mass is excluded up to 0.65 GeV.
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Appendix A
The Inert Doublet Model

One of the best known and simple extensions of the standard model is the called
Two Higgs Doublet Model [95], where there are two SU(2) scalar doublets with weak
hypercharge Y =1 and give masses to the W and Z boson. Fermion masses are generated
via Yukawa interactions, for which various models are considered: Model I, II, III, IV, ...
[95]. In this models, five scalars appear: two charged and three neutral ones.

The IDM [56] addresses the DM issue and is a particular case of the Two Higgs Doublet
Model. In this model, only one doublet H is involved in the spontaneous symmetry
breaking. The second doublet, @, is inert (it has VEV=0 ) and contains four scalars
which have limited interactions with the SM particles. Yukawa interactions are as in the
Two Higgs Doublet Model I: the new doublet does not interact with fermions at tree level
and in that way Z symmetry is exact. Therefore, the neutral scalar, called H° (or A°),
of the inert doublet may be a viable DM candidate. The particle content is shown in
Table A.1.

The scalar potential is Zo symmetric with respect to the transformation H — H and
& — —@ that forbids the inert doublet to develop VEV and all the inert particles in this
doublet can only appear in pairs in their interaction vertices. Therefore, most general
scalar potential that conserves Zs symmetry is ':

V= J3HH + 13010+ A (HUH) + 02 (010) 0 (BT H) (016) 40 (H10) (01 )
+ {25 (HT¢)2+h.c} , (A1)

where H is the SM Higgs doublet and @ is the inert doublet. All the couplings in equation
(A.1) are assumed to be real 2. The electroweak gauge symmetry is broken when H gets its

VEV, (HT) = <0, v/ \/5) while (#7) =0 . This spontaneous symmetry breaking results in

a unbroken Zs symmetry and in a CP-even neutral scalar H°, one CP-odd neutral scalar
A% a pair of charged scalars HT in addition to the SM CP-even scalar Higgs h. These

IThe scalar potential with Z5 symmetry forbids the mass term —p (H tp + h.c.) which mixes H and
.

2All the parameters are necessarily real except \s, however we can rotate the relative phase between
H and @ to make A5 real.

209



The Inert Doublet Model

scalar doublets can be parameterized as:

+
(p:(l(HIg_i_iAO) ) ) (A.2)
V2

G+
H= 1 - 0 ) (A3)
7 (h +v+iG )
where G and GV are the Goldstone bosons, which will be absorbed by the W and Z
to acquire their masses.

This potential has 8 real parameters: A;, p; and the VEV v, with ¢ =1,2,...5 and
j =1,2. Minimization condition eliminates y? due to the Higgs mass and the VEV is

already known (v =246 GeV), so there are 6 remain free parameters: 3, A1, A2, A3, A4,
and 5.

After spontaneous symmetry breaking, the masses of the physical scalars can be writ-
ten as:

mi = —2ut =2\ 02, (A.4)
m?{i =13+ ;)\31}2 , (A.5)
Mo ZM%+;(>\3+)\4+/\5)U2 = i+ A0’ (A.6)
Mo = 3+ 5 (s + ha—Aa)o? (A7)

where Az, = 1/2(A3+ A4+ A5). The Lightest Odd Particle (LOP) can be either H° or AY
and will play the role of DM candidate, if A5 < 0 the LOP in the IDM is H?. A, is related
to the cubic and quartic coupling between the SM-Higgs h and the DM candidate H°. \o
gives the quartic DM self-coupling, while A3 describes the Higgs particle interaction with
charged scalars.

The parameters on equation (A.1) have different restrictions. The perturbative condi-

tion require all quartic couplings to obey |A;| < 8w. Also, the potential must be bounded
from below and the corresponding vacuum stability conditions are given as [95]:

A1>0,A>0, (A.8)
A3+ Ny — |>\5| >/ A1A2, A3+2¢/A1A>0. (AQ)

Four of the five A coupling can be written in terms of the physical masses and x4 and
therefore we are free to take these 6 free independent parameters [274]:

M, M0, T A0, T+, A2, AL (A.10)

There are two regions of mgo in which the relic density is in agreement with the data
[55]:
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e Medium mass regime of about 50 —90 GeV.

o High mass regime of myo > 500 GeV. In this region all Zz-odd particles have al-
most degenerate masses and coannihilation processes are crucial to have the correct
measured relic density.

The relic density data constrain the A7 parameter for chosen values of mgo but the
Ao parameter is no limited. If the mass splitting between the LOP H° and the next-
lightest odd particle A° is, approximately, < 10 GeV, thus the number densities of A°
have only a slight Boltzmann suppression respect to the LOP number density. Therefore,
the contributions to the relic density from the scattering of H? — A% and A% — A° have to
be taken into account in order to have a more precise relic abundance prediction (1.7),
these are called coannihilation [275].

The Higgs particle provides a portal between the inert dark sector and the Zj-even
SM sector. Thus the SM Higgs may decay into a pair of DM, if the kinematics allows it,
and this will contribute to the invisible Higgs width which is now constrained by the LHC.
Also, annihilation of the DM into SM particles will provide thermal relic density and the
scattering of the DM particle onto nucleons will lead to direct detection signatures.

Within IDM it is possible to obtain the correct DM relic density and simultaneously
be consistent with the current limits on direct detection [274]. Therefore, the IDM could
be considered as a simple but appealing model in the framework of Weakly Interacting
Massive Particle -WIMP-.

Li|ew |H|®
SUR)p| 2|1 ]2]2
Uly |-1]-2]1]1
Z3 + |+ 1+ -

Table A.1 — Fermions and scalar fields with their charges under SU(2),®U(1)y®Z3 in
the IDM
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Appendix B

Object-based EM™ significance
auxiliary plots

B.1 Constant soft term resolution estimation in the
up and ee-channels

T

L ATLAS Internal

0.08—
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0.06; Imz-mI I<15 GeV
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0'04j — u u - channel
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Normalized number of events

0.02—

ER™ [GeV]
Figure B.1 — One of the components of the E%ﬂss, E™55 in the Z — pp sample with a

jet veto selection. The RMS of the distribution is a first order estimation of the soft term
resolution since no genuine FF" is expected for this region.

B.2 data-MC comparisons in the pu-channel

Muons resolutions are currently outdated and not appropriate in several regions (mainly
for CB muons with eta>|1.9]).
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Object-based B significance auxiliary plots
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Figure B.2 — Distributions in data compared to MC simulations including all relevant
backgrounds for events satisfying the Z — uu selection for: (a) - E¥SS (b) longitudinal
variance o7, (c) event based B Significance ES/, /S EXisS and (d) object based ERiss
Significance. The respective ratios between data and MC simulations are shown below
the distributions, with the shaded bands which correspond to the combined systematic
and MC statistical uncertainties.
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B.3 Signal and background distributions in the ee-channel for the object-based EMss

significance
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Figure B.3 — MC simulated distributions for Z — ee and ZZ — eevv samples with a Z — ee
selection, which corresponds to background and signal respectively in the performance
study for the object-based EF"™ significance.
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B.4 Signal and background distributions in the ppu-
channel
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Figure B.4 — MC simulated distributions for Z — uu and ZZ — puvv samples with a Z —
wp selection, which corresponds to background and signal respectively in the performance
study. The upper plot is the (a) E¥5 the lower plots corresponds to (b) the event-
based EWS significance E¥5/\/S"E1 (Equation 5.1), and (d) the object-based E&iss
significance (Equation 5.10).

B.5 Signal efficiency versus background rejection in
the pp-channel

Muons resolutions are currently outdated and not appropriate in several regions (mainly
for CB muons with eta>|1.9]).
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B.5 Signal efficiency versus background rejection in the pu-channel
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Figure B.5 — Background rejection versus signal efficiency in simulated Z — pp and 27 —
ppvy samples with a Z — juu selection. The performance is shown for EXSs| paiss /\ /S~
and object-based ERSS significance as discriminants for (a) all the E2 range, and (b)
ERss > 50 GeV. The lower panel of the figures shows the ratio of other definitions/event-
based ERSS significance.
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Figure B.6 — Background rejection versus signal efficiency in simulated Z — pp and 27 —
puvy samples with a Z — pup selection and ERS > 50GeV. The performance is shown
for ERss s [ /ST Er and object-based B significance as discriminants with (a)two
jets and (b) three or more jets. The lower panel of the figures shows the ratio of other
definitions/event-based ER significance.
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Appendix C

Data and Monte Carlo Simulation
Samples

C.1 Data Samples

Only runs recorded with stable beam and optimal conditions of the ATLAS detector
are used. The runs and luminosity blocks whose high quality has been studied by the Data
Quality ATLAS group, considering the performance of all su-detectors, beam conditions
and object reconstruction performance are listed in the Good-Run list (GRL).

For data recorded during 2015 and 2016, the GRL used in the analysis in Chapter 7
are:

e 2015 data: DATA15 13TEV.PERIODALLYEAR DETSTATUS-V79-REPRO20-02
~ DQDEFECTS-00-02-02._ PHYS_ STANDARDGRL_ALL GOOD_ 25NS.XML

e 2016 data: DATA16 13TEV.PERIODALLYEAR DETSTATUS-V83-PR0O20-15 D
QDEFECTS-00-02-04  PHYS STANDARDGRL ALL GOOD 25NS.XML

Events in the 0 and 1 lepton regions are selected using EITniSS triggers. Events in the 2
lepton region are selected with unprescaled single lepton triggers. The full list of the
triggers used in all channels can be found in Table C.1 for the analysis in Chapter 7.

1

For the search described in Chapter 8, the following GRL are used:

e datalb_13TeV.periodAllYear_DetStatus-v89-pro21-02_Unknown_ PHYS_
StandardGRL_All Good_2b5ns.xml

e datal6_13TeV.periodAllYear_DetStatus-v89-pro21-01_D(Defects-00-02-04
_PHYS_StandardGRL_Al1l_Good_25ns.xml

IMC does not contain all the triggers used in data taking
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Data and Monte Carlo Simulation Samples

Period 0 lepton 1 lepton 2 lepton

2015 HLT__xE70 HLT_XE70
HLT_ ©24_ rHMEDIUM_L1EMI18VH
(MC)!
OR HLT E24 ruHMEDIUM L1EM20VH
(data)?!
OR HLT_E60_ LHMEDIUM
OR HLT_E120_ LHLOOSE
OR HLT_ mu20_1L00SE__L1MU15
OR HLT_ mu50
2016 HLT_ xeg90_wMHT_L1XE50 HLT_ xe90_wMHT L1XE50
(A)
HLT_ E24_ LHTIGHT_ NODO_ IVARLOOSE
OR HLT_ E60_LHMEDIUM_ NODO
OR HLT E60 MEDIUM
OR HLT_ E300_ ETCUT
OR HLT_E140_LHLOOSE_ NODO
OR HLT_ mu24_1L00SE__L1MU15
(MC)!
OR HLT_ Mu24_ ILOOSE
(data)?
OR HLT_ mu40
2016 HLT_ xeE90_ MHT LI1XE50 HLT_ xE90_wMHT_L1XES’0
(B-D3)
HLT E24_ LHTIGHT NODO_ IVARLOOSE
OR HLT MuU24 I1IVARMEDIUM
OR HLT_ mu50
2016 HLT_xe100_wmHT_ L1XE50 HLT_ xr100_wmuT L1XE50
OR HLT_xe110_wmuT_LI1XE50 OR HLT_XxE110_MHT_L1XE50
(D4-E3)
HLT_ E26_LHTIGHT_NODO_ IVARLOOSE
OR HLT MU24 IVARMEDIUM
2016 HLT xr110 MmHT L1XE50 HLT xr110 mHT L1XE50
(F1)
HLT MU26_IVARMEDIUM
2016 HLT xEe110 MHT L1XES50 HLT xEe110 MmHT L1XES50
(F2)

HLT E26_ LHTIGHT NODO_ IVARLOOSE
OR HLT_ E60__LHMEDIUM_ NODO
OR HLT__E60_ MEDIUM
OR HLT E300 ETCUT
OR HLT_E140_LHLOOSE_ NODO
OR HLT_ MU26_ IVARMEDIUM
OR HLT_ mMu50

Table C.1 — Summary table of triggers used in 2015 and 2016 data.
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C.2 Signal Monte Carlo Samples

e datal7_13TeV.periodAllYear_ DetStatus-v97-pro21-13_Unknown_ PHYS_StandardGRL
_A11 Good_2bns_Triggernol7e33prim.xml

The full list of the triggers used in all channels in the search described in Chapter 8 can
be found in Table C.2. The trigger thresholds are determined by the lowest unprescaled
triggers defined for the Run 2 luminosity according to the trigger menu which has been
updated for 2017 data taking [276]. The trigger HLT xe70 in Table C.1 was replaced by
HLT =xe70 mht for the 2015 runs, as the latter one is more efficient.

C.2 Signal Monte Carlo Samples

The cross sections for the Z' —2H DM simplified model signals used in the search of
Dark Matter in association with H—bb using Using 36 fb_1 with data from 2015 and
2016 at /s =13 TeV are in C.3.

DSID Sample Name XS [pb]

304102 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp600_mA300 0.0024148

304103 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp600_ mA400 0.00054273

304104 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp800__mA300 0.0015131

304105 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp800_ mA400 0.0008099

304106 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_bb_mzp800_mA500 0.00017132

304107 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp800__mA600 2.5334e-05

304108 MadGraphPythia8EvtGen A14NNPDF23LO_ zp2hdm_ bb_mzpl1000_mA300 0.00078839

304109 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1000_mA400 0.0005233

304110 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp1000_mA500 0.00016296

304111  MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_bb_mzpl1000_mA600  4.5002e-05

304112 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1000_mA700 1.1755e-05

304113 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzpl1000_mA800  3.2736e-06

304114 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1200_mA300 0.00041488

304115 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1200_mA400 0.00030282

304116  MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1200_ mA500 0.00011017

304117 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzp1200_mA600  3.8347e-05

304118 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1200_mA700 1.343e-05

304119 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1200_mA800 4.594e-06

304120 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1400__mA300 0.0002265

304121 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp1400_mA400 0.00017377

304122 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1400_ mA500  6.8921e-05

304123 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1400_mA600 2.6999¢-05

304124 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp1400_mA700  1.1072e-05

304125 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_bb_mzp1400_mA800  4.5057e-06

305202 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1600_mA300 0.00012809
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Data and Monte Carlo Simulation Samples

305203 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_mzpl1600_mA400 0.00010136
305204 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp1600__mA500  4.2387¢-05
305205 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1600_mA600 1.7876e-05
305206 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzpl1600_mA700  8.0716e-06
305207 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzpl1600_mA800  3.6847e-06
305208 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1800__mA300 7.4755e-05
305209 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzpl1800_mA400  6.0409e-05
305210 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1800_mA500 2.617e-05

305211 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp1800_mA600 1.1607e-05
305212 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp1800_mAT700 5.5902e-06
305213 MadGraphPythia8EvtGen A14NNPDF23LO_zp2hdm_bb_mzpl1800 mA800  2.7635e-06
305214 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_mA300  4.4844e-05
305215 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_mA400  3.6754e-05
305216 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_mA500 1.6317e-05
305217 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_mA600 7.5135e-06
305218 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_ mA700  3.7894e-06
305219 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2000_ mA800 1.9847e-06
305220 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2200__mA300 2.7502e-05
305221 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzp2200__mA400 2.2776e-05
305222 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2200__mA500 1.0302¢-05
305223 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2200__mA600  4.8822¢-06
305224 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzp2200_mA700  2.5494e-06
305225 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2200_ mA800 1.3947e-06
305226 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2400_mA300 1.7185e-05
305227  MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2400_mA400 1.4344e-05
305228 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2400__mA500  6.5765e-06
305229 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2400__mA600  3.1912¢-06
305230 MadGraphPythia8EvtGen A14NNPDF23LO_zp2hdm_bb_mzp2400 mA700 1.7121e-06
305231 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2400__mA800  9.6915e-07
305822 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp200_mA200 1.9351e-06
305823 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp200__mA300 4.6802e-07
305824 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp200__mA400 1.5668e-07
305825 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp400__mA200 0.0082302

305826 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp400_mA300 2.3341e-05
305827 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp400__mA400 2.4673e-06
305828 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp400_mA500 6.8447e-07
305829 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp600_mA200 0.0056062

305830 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp600__mA500 1.7191e-05
305831 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp600_ mA600 3.9803e-06
305832 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp800_mA200 0.0024483

305833 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp800_mA700 4.8377e-06
305834 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzp2400__mA200  2.1232e-05

222



C.3 Signal Acceptance Uncertainties

305835 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2600_mA200 1.3417e-05

305836 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2600_mA300 1.0912e-05

305837 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2600_mA400 9.1631e-06

305838 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2600_mA500 4.242e-06

305839  MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm__bb_ mzp2600__mA600 2.099e-06

305840 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2600__mA700 1.1515e-06

305841 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp2600_mA800  6.6995e-07

305842 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_bb_mzp2800_mA200  8.5958e-06

305843 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2800_mA300 7.0163e-06

305844 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2800__mA400  5.9199¢-06

305845 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_bb_ mzp2800_mA500 2.764e-06

305846 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp2800_mA600 1.3891e-06

305847 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp3000_mA200  5.5703e-06

305848 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp3000_mA300 4.5589e-06

305849 MadGraphPythia8EvtGen_ A14NNPDF23LO_ zp2hdm_ bb_ mzp3000_ mA400 3.861e-06

305850 MadGraphPythia8EvtGen_A14NNPDF23LO_ zp2hdm_ bb_ mzp3000_mA500 1.8158e-06

305851 MadGraphPythia8EvtGen_ A14ANNPDF23LO_ zp2hdm_ bb_ mzp3000_mA600  9.2473e-07

Table C.3 — Cross sections for the Z’-2HDM models used as benchmark signals.

C.3 Signal Acceptance Uncertainties
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Data and Monte Carlo Simulation Samples

Period

0 lepton 1 lepton

2 lepton

2015

HLT _XE70_MHT HLT XE70_ MHT

HLT_E24_LuMEDIUM__L1EM20VH
OR HLT__E60_ LHMEDIUM
OR HLT_E120_LHLOOSE

OR HLT Mu20 1Lo0sE_LIMU15

OR HLT_ MU50

OR HLT_ MU60_0ETA105_ MSONLY

2016
(A)

HLT_xE90_mMHT__L1XE50 HLT_xE90_MHT__L1XE50

HLT E24 LHTIGHT NODO IVARLOOSE
OR HLT__E60_ LHMEDIUM_ NODO
OR HLT__E60_ MEDIUM
OR HLT_E300_ETCUT
OR HLT_E140_LHLOOSE_NODO
OR HLT_MU24_ ILOOSE
OR HLT_ MU24 IVARLOOSE
OR HLT_ Mu40
OR HLT_ wMu50

2016
(B-D3)

HLT_xe90_mMuT_L1XES50 HLT_xEe90_MHT__L1XE50

HLT_E24 LHTIGHT_NOD(O_ IVARLOOSE
OR HLT E60_LHMEDIUM_NODO
OR HLT_E60 MEDIUM
OR HLT 1 0__ETCUT
OR HLT_E140_ LHLOOSE_ NODO
OR HLT_MU24_ IVARMEDIUM
OR HLT MU24 IMEDIUM
OR HLT_ mu50

2016
(D4-E3)

HLT_ xE110_MHT _L1XE50 HLT_ XxE110_MHT_L1XE50

HLT E26_LHTIGHT NOD(_ IVARLOOSE
OR HLT_ E60_LHMEDIUM__NODO
OR HLT_ E60_ MEDIUM
OR HLT_E300_ETCUT
OR HLT_E140_ LHLOOSE_ NODO
OR HLT MU24 IVARMEDIUM
OR HLT MU24 IMEDIUM
OR HLT_MU26__IVARMEDIUM
OR HLT_MU26_ IMEDIUM
OR HLT_wmU50

2016
(F1)

HLT xgl110_ MmuT_ L1XE50 HLT xel110_ MuT L1XE50

HLT__E26_ LHTIGHT__NODO__IVARLOOSE
OR HLT__E60_ LHMEDIUM__NODO
OR HLT_ E60_MEDIUM
OR HLT_E300_ETCUT
OR HLT_ E140_ LHLOOSE__NODO
OR HLT_MU26_ IVARMEDIUM
OR HLT_ MU26__IMEDIUM
OR HLT_ wMU50

2016
(F2-)

HLT xgl110_ MmHT L1XE50 HLT xel110_ MHT L1XE50

HLT_E26_ LHTIGHT NODO__IVARLOOSE
OR HLT_E60_ LHMEDIUM__NODO
OR HLT_ E60_ MEDIUM
OR HLT_E300_ETCUT
OR HLT_ E140_ LHLOOSE NODO
OR HLT_MU26_ IVARMEDIUM
OR HLT_MU26_ IMEDIUM
OR HLT_mMU50

2017
(period B onwards)

HLT xgl10_puriT_LIXE55 HLT xell0_puriT_LIXE55

HLT__E26_ LHTIGHT__NODO__IVARLOOSE
OR HLT E60_LHMEDIUM NODO
OR HLT_ E140_ LHLOOSE NODO

OR HLT_E300_ETCUT
OR HLT_MU26__IVARMEDIUM
OR HLT_wmu50

OR HLT_ MU60_0OETA105 MSONLY

Table C.2 — Summary table of triggers used in 2015, 2016 and 2017 data.
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C.3 Signal Acceptance Uncertainties

Uncertainty on Mono-H Signals due to scales (%)
2HDM Model Emiss GeV
m(prop)_m(A) | 150200 | 200 350 | 350 500 | >500
mzp400_mA200 0.881 1.93 - -
mzp600_mA200 0.791 0.277 -
mzp600_mA300 0.333 1.14 1.22 8
mzp600_mA400 1.18 1.98 8.99 8.37
mzp600_mA500 0.435 2.06 - -
mzp600_mA600 0.289 0.955 - -
mzp800_mA200 2.23 0.860 0.944 -
mzp800__mA300 2.09 0.313 1.31 4.8

mzp800_mA400 1.48 0.46 9.01 3.7
mzp800_mA500 0.475 0.474 7.18 23.2
mzp800_mA600 0.576 0.471 1.02 10.9

mzp800_ mA700 1.23 0.465 8.62 -
mzpl000_mA300 3.48 0.382 0.317 1.44
mzp1000_mA400 5.78 0.469 0.519 2.08
mzp1000_ mA500 1.2 0.267 0.476 1.38
mzpl1000_mA600 2.68 0.451 0.576 | 0.482
mzpl000_mA700 | 0.356 0.603 0.747 10.3
mzpl000_mA800 | 0.595 0.726 2.04 4.21
mzp1200__mA300 8.84 3.8 1.27 0.685
mzp1200_mA400 15.6 2.4 0.382 | 0.846
mzpl1200_mA500 4.76 0.653 0.291 1.62
mzp1200_mAG600 2.94 0.971 0.628 2.15
mzpl1200_mA700 1.14 0.798 1.14 1.62
mzpl1200__mA800 | 0.988 0.608 1.03 1.08

mzpl400_mA300 3.81 2.84 1.2 0.318
mzpl1400_mA400 2.49 2.53 0.145 0.353
mzp1400_mA500 6.8 3.46 0.557 | 0.326
mzp1400__mAG600 4.64 0.884 0.854 | 0.378
mzp1400__mA700 3.43 1.01 0.454 | 0.648
mzpl1400__mA800 | 0.196 0.918 0.671 | 0.949
mzpl600_mA300 - - 2.06 0.153
mzp1600__mA400 - 8.54 3.72 0.235
mzpl600_mA500 - 4.16 4.91 0.271
mzpl600_mA600 - 3.25 1.93 0.518
mzpl600_mA700 - 1.54 2.33 0.172
mzpl1600__mA800 - 1.30 1.74 0.292

Table C.4 — The mono-H signal uncertainties due to variation of the scale for the 2HDM
model in intervals of EF"® for values of the mass of the 7' < 1600 GeV. In the case of
the acceptance being less than 1% the errors are neglected and denoted by “-”.
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Data and Monte Carlo Simulation Samples

Uncertainty on Mono-H Signals due to scales (%)

2HDM Model Emiss GeV

m(prop)_m(A) | 150-200 | 200-350 | 350-500 | >500
mzp1800_mA300 - - - 0.132
mzpl1800_mA400 - - - 0.444
mzpl800__mA500 - - 4.69 0.175
mzpl800_mA600 - 2.20 5.57 0.176
mzpl800_mA700 - 1.97 5.04 0.124
mzpl800_mAS800 - 2.00 3.63 0.169
mzp2000__mA300 - - - 0.071
mzp2000_ mA400 - - - 0.278
mzp2000__mA500 - - - 0.171
mzp2000__mA600 - - - 0.0856
mzp2000_mAT700 - - - 0.118
mzp2000__mA800 - - - 0.412
mzp2200_mA300 - - - 0.103
mzp2200__mA400 - - - 0.309
mzp2200_ mA500 - - - 0.0830
mzp2200__mA600 - - - 0.375
mzp2200__mA700 - - - 0.169
mzp2200__mA800 - - - 0.236
mzp2400__mA200 - - - 0.146
mzp2400_mA300 - - - 0.0126
mzp2400__mA400 - - - 0.202
mzp2400_mA500 - - - 0.234
mzp2400__mA600 - - - 0.205
mzp2400_mAT700 - - - 0.127
mzp2400__mA800 - - - 0.129
mzp2600__mA200 - - - 0.158
mzp2600__mA300 - - - 0.189
mzp2600__mA400 - - - 0.113
mzp2600__mA500 - - - 0.103
mzp2600__mA600 - - - 0.0516
mzp2600__mA700 - - - 0.248
mzp2600__mA800 - - - 0.0588
mzp2800__mA200 - - - 0.228
mzp2800__mA300 - - - 0.303
mzp2800__mA400 - - - 0.108
mzp2800__mA500 - - - 0.139
mzp2800__mA600 - - - 0.255
mzp3000__mA200 - - - 0.144
mzp3000__mA300 - - - 0.370
mzp3000__mA400 - - - 0.212
mzp3000__mA500 - - - 0.164
mzp3000__mA600 - - - 0.224

Table C.5 — The mono-H signal uncertainties due to variation of the scale for the 2HDM
model in intervals of Effliss for values of the mass of the Z' > 1800 GeV. In the case of
the acceptance being less than 1% the errors are neglected and denoted by “-”.
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C.3 Signal Acceptance Uncertainties

Uncertainty on Mono-H Signals due to shower tunes (%)
2HDM Model Emiss GeV
m(prop)_m(A) | 150-200 | 200-350 | 350-500 | >500
mzp400_mA200 9.24 10.7 - -
mzp600_mA200 3.51 1.33 - -
mzp600_mA300 2.77 4.64 8.99 53.3
mzp600_mA400 6.17 7.97 24.9 25.3
mzp600_mA500 1.61 4.80 - -
mzp600_mA600 2.40 3.37 - -
mzp800_mA200 6.74 4.46 6.29 -
mzp800__mA300 6.51 1.31 10.1 17.1
mzp800_mA400 5.43 1.21 16 25.4
mzp800__mA500 2.6 1.04 12.3 55.8
mzp800_mA600 2.9 1.59 12.1 16.6
mzp800_mA700 3.69 2.79 13.5 -
mzp1000_mA300 104 3.71 1.81 7.57
mzpl1000_mA400 10.9 2.39 0.61 10.6
mzp1000_ mA500 7.64 1.66 1.57 16.5
mzpl1000_mA600 4.82 1.2 3.08 13.7
mzpl1000_mA700 4.21 1.53 5.03 16
mzp1000__mAS800 2.63 1.24 2.12 11.7
mzpl1200_mA300 16.3 8.46 3.7 1.53
mzpl1200__mA400 15.7 6.33 2.28 1.91
mzp1200_mA500 7.75 4.95 1.62 5.5
mzp1200_mAG600 10.1 2.88 1.57 8.25
mzpl1200_mA700 6.35 2.7 1.15 5.64
mzp1200_ mAS800 4.48 1.87 2.19 6.11
mzp1400__mA300 18.3 8.79 4.76 1.3
mzpl1400_mA400 18.2 7.52 4.73 1.49
mzp1400_mA500 26.8 9.24 3.41 1.44
mzpl1400_mA600 15.5 4.78 2.74 1.75
mzp1400__mA700 9.82 5.35 2.1 2.24
mzpl1400_mA800 4.74 3.48 1.71 2.55
mzpl1600__mA300 - - 8.94 1.08
mzp1600__mA400 - 10.3 7.20 1.48
mzpl600_mA500 - 6.96 5.54 1.30
mzp1600_mAG600 - 6.21 7.28 1.35
mzpl600_mA700 - 6.25 5.44 1.44
mzp1600_mAS800 - 4.70 5.37 1.22

Table C.6 — The mono-H signal uncertainties due to variation of the shower tune for the
2HDM model in intervals of E%iss for values of the mass of the Z/ < 1600 GeV. In the
case of the acceptance being less than 1% the errors are neglected and denoted by “-”.
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Data and Monte Carlo Simulation Samples

Uncertainty on Mono-H Signals due to shower tunes (%)

2HDM Model Emiss GeV

m(prop)_m(A) | 150-200 | 200-350 | 350-500 | >500
mzp1800_mA300 - - - 1.18
mzpl1800_mA400 - - - 1.08
mzpl800_mA500 - - 9.32 1.14
mzp1800__mAG600 - 11.8 7.88 1.33
mzpl1800_mA700 - 8.51 9.08 1.30
mzpl800_mA800 - 6.07 7.89 1.36
mzp2000__mA300 - - - 1.04
mzp2000_ mA400 - - - 1.02
mzp2000__mA500 - - - 1.14
mzp2000__mA600 - - - 0.922
mzp2000__mA700 - - - 0.997
mzp2000_mA800 - - - 1.03
mzp2200__mA300 - - - 1.00
mzp2200__mA400 - - - 0.868
mzp2200_mA500 - - - 0.776
mzp2200__mA600 - - - 0.993
mzp2200_mA700 - - - 0.713
mzp2200__mAS800 - - - 1.27
mzp2400__mA200 - - - 1.08
mzp2400__mA300 - - - 1.00
mzp2400__mA400 - - - 1.24
mzp2400__mA500 - - - 0.978
mzp2400__mA600 - - - 1.16
mzp2400_mAT700 - - - 1.11
mzp2400__mAS800 - - - 0.941
mzp2600_mA200 - - - 1.20
mzp2600_mA300 - - - 1.13
mzp2600__mA400 - - - 1.24
mzp2600_mA500 - - - 1.14
mzp2600__mA600 - - - 1.05
mzp2600__mAT700 - - - 1.12
mzp2600__mA800 - - - 0.949
mzp2800__mA200 - - - 1.06
mzp2800__mA300 - - - 0.961
mzp2800__mA400 - - - 1.20
mzp2800__mA500 - - - 1.05
mzp2800__mA600 - - - 1.08
mzp3000__mA200 - - - 1.04
mzp3000__mA300 - - - 0.94
mzp3000_mA400 - - - 1.30
mzp3000__mA500 - - - 1.02
mzp3000_mA600 - - - 1.03

Table C.7 — The mono-H signal uncertainties due to variation of the shower tune for the
2HDM model in intervals of EF"™ for values of the mass of the Z' > 1800 GeV. In the
case of the acceptance being less than 1% the errors are neglected and denoted by “-”.
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C.3 Signal Acceptance Uncertainties

Uncertainty on Mono-H Signals due to PDF (%)

2HDM Model Emiss GeV
m(prop)_m(A) | 150-200 | 200-350 | 350-500 | >500
mzp400_mA200 1.84 0.639 - -
mzp600_mA200 1.08 0.194 - -
mzp600_mA300 | 0.0317 1.82 7.23 76
mzp600_mA400 3.04 2.79 16 6.9
mzp600_mA500 1.50 1.25 - -
mzp600_mAG600 1.51 1.16 - -
mzp800_mA200 2.25 1.14 2.97 -
mzp800__mA300 0.949 0.842 0.809 3.52
mzp800_ mA400 1.24 0.43 11.4 7.41
mzp800_mA500 1.51 0.608 3.28 44.7
mzp800_mA600 1.25 0.0292 7.22 16.8
mzp800_mA700 0.904 0.468 8.44 -
mzp1000_mA300 5.54 0.93 1.11 3.96
mzpl000__mA400 6.57 0.975 0.851 4.72
mzp1000_mA500 2.25 0.354 1.38 5.19
mzpl000__mA600 3.01 0.0691 0.145 2.14
mzpl1000__mAT700 1.98 0.53 1.79 16.5
mzpl000_mA800 0 0 0 0
mzp1200__mA300 8.42 5.34 2.12 0.488
mzpl1200_mA400 20.1 3.24 1.38 2.15
mzp1200__mA500 5.29 1.42 1.06 3.46
mzp1200_mA600 5.73 0.946 0.841 4.42
mzpl1200_mA700 2.16 0.58 0.648 1.88
mzp1200_ mA800 4.11 0.556 1.3 2.61
mzpl1400_mA300 3.57 4.23 0.236 0.0739
mzpl1400__mA400 14.1 3.36 1.14 0.629
mzpl1400__mA500 11.7 2.18 0.702 0.741
mzp1400__mA600 4.27 3.54 0.87 1.13
mzp1400__mA700 4.34 3.03 0.729 1.65
mzp1400__mA800 1.27 0.714 0.082 1.5
mzpl1600__mA300 - - 1.04 0.390
mzpl600_mA400 - 8.39 2.40 0.303
mzpl600__mA500 - 0.681 4.61 0.630
mzp1600_mA600 - 5.94 3.62 0.519
mzpl600_mA700 - 1.23 5.24 0.597
mzp1600_mA800 - 4.47 2.72 0.502

Table C.8 — The mono-H signal uncertainties due to variation of the PDFs for the 2HDM
model in intervals of EF"® for values of the mass of the 7' < 1600 GeV. In the case of
the acceptance being less than 1% the errors are neglected and denoted by “-”.
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Data and Monte Carlo Simulation Samples

Uncertainty on Mono-H Signals due to PDF (%)

2HDM Model Emiss GeV

m(prop)_m(A) | 150-200 | 200-350 | 350-500 | >500
mzpl800_mA300 - - - 0.348
mzpl1800_mA400 - - - 0.774
mzpl800__mA500 - - 9.91 0.0299
mzpl800__mA600 - 6.97 5.82 0.475
mzpl800_mAT700 - 5.00 4.99 0.505
mzpl800_mAS800 - 3.51 8.38 1.28
mzp2000__mA300 - - - 0.413
mzp2000_ mA400 - - - 0.213
mzp2000__mA500 - - - 0.540
mzp2000__mA600 - - - 0.359
mzp2000_mAT700 - - - 0.142
mzp2000__mA800 - - - 0.341
mzp2200_mA300 - - - 0.288
mzp2200__mA400 - - - 0.575
mzp2200_ mA500 - - - 0.100
mzp2200__mA600 - - - 0.478
mzp2200__mA700 - - - 0.238
mzp2200__mA800 - - - 0.349
mzp2400__mA200 - - - 0.463
mzp2400_mA300 - - - 0.320
mzp2400__mA400 - - - 0.389
mzp2400_mA500 - - - 0.504
mzp2400__mA600 - - - 0.488
mzp2400__mA700 - - - 0.105
mzp2400__mA800 - - - 0.245
mzp2600__mA200 - - - 0.302
mzp2600__mA300 - - - 0.626
mzp2600__mA400 - - - 0.226
mzp2600__mA500 - - - 0.306
mzp2600__mA600 - - - 0.280
mzp2600_mAT700 - - - 0.374
mzp2600__mA800 - - - 0.390
mzp2800__mA200 - - - 0.176
mzp2800_mA300 - - - 0.252
mzp2800__mA400 - - - 0.244
mzp2800__mA500 - - - 0.277
mzp2800__mA600 - - - 0.245
mzp3000_mA200 - - - 0.303
mzp3000__mA300 - - - 0.438
mzp3000__mA400 - - - 0.434
mzp3000__mA500 - - - 0.162
mzp3000__mA600 - - - 0.242

Table C.9 — The mono-H signal uncertainties due to variation of the PDFs for the 2HDM
model in intervals of Effliss for values of the mass of the Z' > 1800 GeV. In the case of
the acceptance being less than 1% the errors are neglected and denoted by “-”.
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Appendix D

QCD multi-jet background
estimation in older Atlas offline
release

The plots shown in Section 6.5.4 were part of a validation performed by the author of
a new ATLAS software reconstruction release, i.e. Athena Release 21. In this Appendix,
plots in the release consistent with the analysis result presented in Chapter 7 are shown
for consistency. However, conclusions stays the same.

Fits are performed for each E'rTmSS interval and for each b-tag multplicity individually,
Figure D.1, D.2, D.3.

Pulls can be found in Figure D.4.

In the merged regime where there is a large-R jet and E¥ > 500 GeV, the the
contribution of multijet events to the background is negligible. Here the E%liss shape of
multijet events is used. The event selection of the merged regime is applied in the same
way as it is done in the final search for dark matter. Inverting the cut mentioned above, so
that min(A®(ERSS small-R jets)) < 20°, a template of the EXSS distribution of multijet
events is derived. In order to obtain a useful multijet template, values below E¥ = 500
GeV are also taken into account. Then a ES fit of the model to the data is performed
in the region min(A®(E¥S small-R jets)) > 20°. The resulting distributions are shown
together with the data in Fig. D.5. As can be seen multijet contribution above Elfniss
> 500 GeV is vanishingly small. For all b-tag multiplicities the fraction of multijet events
in merged regime calculated from these fits is less than 1%.

The fake factors that will scale the multijet template in the SR, obtained by these fits,
are listed in Table D.1.
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QCD multi-jet background estimation in older Atlas offline release
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Figure D.1 — Distributions of the number of small-R jets that contain a muon for 0 tag
small R jets shown for all three resolved E4"* bins. The small-R data is fit with templates
of the multijet and MC.

Efrmss € [150, 200] Efrmss € [200, 350]

Parameters 0-tag 1-tag 2-tag 0-tag 1-tag 2-tag
Normalizations Multijet 0.26 +0.03 0.13+0.01 0.1240.01 0.114+0.05 0.0240.01 0.06 +0.01
Luminosity 0.45+1.02 2.30+0.92 2.24+0.84 0.30+0.95 1.45+0.94 1.37+£0.88
tt 0.334+0.99 2.32+1.01 2.87+0.99 0.294+0.99 1.41+1.02 1.324+0.94
NP Pulls single top 0.044+0.99 0.13+0.99 0.014+0.99 0.01+0.99 0.05+£0.99 0.06 +0.99
diboson —0.03+0.99 0.05+£0.99 0.024+0.99 —0.01+0.99 0.10+£0.99 0.05+0.99
W+jets —1.05+0.83 3.78+£0.78 1.35+£1.10 —0.31+0.78 0.66+1.03 0.78+1.11
Z+jets 1.95+0.49 0.69+0.94 1.01+0.92 0.88+0.57 2.09+0.53 1.82+0.77

Table D.1 — Table of scale factors and pulls obtained by fitting multiplicity of jets which
contain a muon variable in fit selection region as described above. In the table scale
factors for multijet normalization and pulls for luminosity and other backgrounds are
shown. Luminosity uncertainty is taken as 3.7%. The other backgrounds are constrained
by theoretical uncertainties which are taken as: tt: 6%, single top: 5%, diboson: 10%,
Wjets: 20%, Z+jets: 20%.
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Figure D.2 — Distributions of the number of small-R jets that contain a muon for 1 tag
small R jets shown for all three resolved E4** bins. The small-R data is fit with templates
of the multijet and MC.
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QCD multi-jet background estimation in older Atlas offline release
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Figure D.3 — Distributions of the number of small-R jets that contain a muon for 2 tag
small R jets shown for all three resolved E4** bins. The small-R data is fit with templates
of the multijet and MC.
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Figure D.4 — The pulls of the profile likelihood fit for each b-tag multiplicity and first
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QCD multi-jet background estimation in older Atlas offline release
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Appendix E

b-tagging calibration for variable
radius jets

For the VR track jets, a working point with average b-tagging efficiency of 77% for
a fixed cut in the MV2c10 discriminant is used, see Section 4.2.3 for detail in b-tagging
procedure. The b-tagging algorithm needs to be calibrated in data with the use of scale
Factors (SF) in order to correct the b-tagging performance in simulation to that observed
in data. These SF' are defined as usual:

821&‘0&
SF=-—"2—~. E.1
2N (E.1)
where 5gata and 5}}40 correspond to the b-tagging efficiency in data and simulation, re-

spectively.

The efficiency is estimated from the data set collected in 2015 and 2016 analysing a
tt sample, in which both the W bosons from the top quarks decay leptonically, using a
combinatorial likelihood approach [?]. This procedure is equivalent to the one carried out
for the small-R calorimeter jets.

The VR track jets considered for the calibration are required to have pp > 10 GeV
and |n| < 2.5. Moreover, an additional cut on the angular separation between the two
leading associated VR track jets AR(VR1,VRz2) is applied. This is motivated given that
a high-pt VR jet with small radius can be enclosed in a low-pp VR jet jet with a large
radius, an in a limit case the two can be concentric. In these critical cases, the truth
flavour labelling and the track-to-jet association, which rely on the angular separation
of the jet with respect to the truth hadron and the tracks, can be compromised given
that the two jet axes are approximately collinear. In order to avoid these pathological
cases with an ambiguous b-tagging, events for which the AR(VR1, VRg) is lower than the
radius of the smaller VR track jet are rejected. This cut is also applied in the analysis
event selection.

The SFs are measured as a function of the jet pr and derived up to pr =250 GeV,
above which the event statistics is limited. The uncertainty in the SFs for the pt range
below 250 GeV is dominated by uncertainties on the modelling of ¢f events in the sim-
ulation. At high pp, the SFs are fixed to those in the last explicitly calibrated bin, and
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b-tagging calibration for variable radius jets

an additional high-pt uncertainty is assigned to account for effects on the b-tagging per-
formance from possible reconstruction imperfections in the simulation. This is inherited
from the procedure applied for calorimeter jets as described in Reference [163].

Figure E.1 shows in the top panel the b-tagging efficiency in data (black markers)
and the ¢ simulation (dashed red line). The scale factors resulting as the ratio between
data and simulation are shown in the bottom panel. The band is the total uncertainty
including statistical and systematic uncertainties.
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Figure E.1 — b-tagging efficiency (top) estimated in data (black symbols) and a tt sim-
ulation (dashed red line) and the resulting b-tagging scale factors (bottom) obtained for
the 77% efficiency working point. The error band (green) includes both statistical and
systematic uncertainty.

Similarly to the efficiency for tagging jets originating from b-quarks, the rate of in-
correctly tagging jets originating from charm or light-flavour quarks as b-jets has to be
calibrated. Since the effect of the mistag uncertainties is subdominant, calibration results
of these mistag efficiencies based on calorimeter jets are extrapolated to the case of track
jets.
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Appendix F

Object-based transverse momentum
significance in mono-h(bb) analysis

Figure F.1 shows the object-based ES significance distributions for data recorded
in 2015 and 2016, and MC simulation for events with 1 b-tagged jet in the three resolved
ET"™ categories after full event selection.
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Figure F.1 - Met significance distribution for events with 1 b-tagged jet in the regions with
150 GeV < EF" <200GeV (left), 200GeV < B < 350GeV (middle), 350GeV < ER'sS
< 500GeV (right). Only statistical uncertainties are taken into account for displaying the

uncertainty bands.

Figure F.2 shows the expected signal significance for different cut values in S, but for all
the resolved regime E4U range, in the case of 0, 1 and 2 b-tag selection in Figures F.2(a),
F.2(b) and F.2(c), respectively.

Figure I.3 shows the performance of the object- and event-based E significances,
and E%iss for which the efficiencies for signal and background are estimated with respect
to a selection that requires that the minimum angular separation between the E%liss vector
and the leading jets in an event is greater than 20°. Figure F.3, illustrates the significant
improvement obtained with the object-based definition employed in this search. For
example, for signal efficiencies above 80%, the background rejection factor (1/ep) for the
object-based significance is approximately three to four times as high as for the event-
based one.

Figure F.4 shows the distributions of the invariant mass of the Higgs candidate dijet

system in the three resolved event selection ErTniSS categories for events with 2 b-tagged
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Figure F.2 — Met significance distribution for events with 2 b-tagged jets in the regions
with 150GeV < ERss < 200GeV (left), 200GeV < EXSS < 350GeV (middle), 350 GeV <
E%liss < 500GeV (right). Only statistical uncertainties are taken into account for display-
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jets in linear scale. Other than supressing the multijet background, introducing the cut
has little effect on the general shape of the distributions used as input to the statistical
analysis and to the background composition of the resolved signal regions.
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Figure F.4 — Distributions of the invariant mass of the Higgs candidate dijet system in
the three resolved event selection EF"™ bins for events with 2 b-tagged jets, without (left)
and with EF" significance > 16 requirement (right).
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Figure F.5 — Object based ER significance (left) and E¥S (right) distributions in
the 2 lepton control region (without the event-based EF™® significance applied in event
selection) for events with 0 b-tagged jets in different EF"° bins.
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Figure F.6 — Object based ER significance (left) and E¥S (right) distributions in
the 2 lepton control region (without the event-based EF™® significance applied in event
selection) for events with 0, 1 and 2 b-tagged jets.
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Appendix G

QCD multi-jet background
data-driven alternative estimations

Besides the method for estimating the multijet background contribution to the signal
region described in Section 8.5.1 alternative strategies are listed here.

For the methods outlined in this Appendix, the requirement of S > 16 is not considered.
It was shown in Section 8.5.1 that after consideration of a object-based Er‘fliss significance
cut in the resolved signal region event selection, no multijet background estimation is

needed.

G.1 Template method using the E}™ significance as
fitting variable

The object-based ER significance, introduced in Chapter 5, can help to identify and
separate multijet background with respect to the other SM backgrounds. Even though
many of the multijet events comes with real EITmSs caused by neutrinos originated from
heavy flavour hadron decays, they are more likely to have lower values of the E%‘iss
significance compared to other SM processes and the dark matter signals.

The same data-driven multijet background estimation strategy presented in Section 6.5.4
is considered, however, instead of using the multiplicity of jets which contain a muon as a
fitting variable, the object-based ES significance is used in order to obtain the multijet
template and it’s corresponding normalisation.

The likelihood fits are performed for the first two EMS intervals and for each b-tag
multiplicity independently and postfit plots for the E¥S significance variable are shown
in Figure G.1

In the fit, the simulated MC backgrounds are free to float independently within theo-
retical uncertainties with one overall normalization factor that controls the normalization
of non-multijet components in the fit. This overall normalization, or luminosity, has an
uncertainty taken to be 2.1%. The other backgrounds are constrained by theoretical un-
certainties which are taken as: tt: 6%, single top: 5%, diboson: 10%, W-+jets: 20%,
Z+jets: 20%. The corresponding pulls of the profile likelihood fit for the fitting categories
are shown in Figure G.2.
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The normalisations obtained by these fits in each of the categories are listed in Ta-
ble G.1. It is observed that these normalisations decrease as the EF™ increases. For
EY > 300 GeV, the multijet contribution can be neglected.

G.2 Using the E¥* significance to directly construct
a template

In the multijet estimation presented in Section 6.5.4 a fit of the multijet templates and
simulated backgrounds to data in the mass-sidebands of the signal region was performed
using the multiplicity of jets containing a muon as fit variable. In the improved analysis
described in Chapter 8, it was observed that the multiplicity of jets containing a muon
is correlated with min(A@(ERSS small-R jets)). Figure G.3 shows a comparison of the
shapes in the region to the left and to the right of the cut, which differ substantially.

%) F n =
¢ - ATLAS Internal 13TeV,36.1/fb] & 1~ ATLAS Internal 13 TeV, 36.1/fb]
[+ L | [H L _
5 C _ . ] 5 C _ ) ]
é 0.8; |:|m|n A9 <20 { é 0.8 |:|m|n Ad <20 -
§ C min A¢ > 20° ] § r min A¢ > 20° b
0.6 ] 0.6 3
0.4 ] 041~ ‘ -
0.2}—0—' { 0.2; —:
) S AR VTN SRR s s AV W WA VAR ol ot et L 00
0 0.5 1 1.5 2 25 3 3.5 4 0 0.5 1 1.5 2 25 3 3.5 4
N(jets with p) N(jets with )

(a) (b)

Figure G.3 — Shape comparison of the distributions of the multiplicity of jets containing a
muon betwen the multijet-enriched region and the signal region: (a) resolved 1-btag 150
- 200 GeV, (b) resolved 2-btag 150 - 200 GeV,

Siminarly, the object-based E¥S significance shows to be correlated with respect the
min (AP (L™ small-R jets)) observable. Therefore, the EF"* significance template shape

slightly changes under inversion of the min(A®( B small-R jets)) requirement. Because

Table G.1 — Multijet normalisation factors (SR/CR normalisation ratios) obtained by
fitting the ET"™ significance variable in fit selection region as described above. The
uncertainty stated is the relative uncertainty on the normalisation.

Multijet Normalisation

150 GeV < EF™ <200 GeV | 200 GeV < Ef' < 350 GeV
1-btag 2-btag 1-btag 2-btag
normalisation 0.191 0.102 0.079 0.058
relative uncertainty | 0.035 0.034 0.065 0.064

248



G.2 Using the E¥ significance to directly construct a template

of this, the approach in Section G.1, in which the fit is performed with the object-based
E}* significance instead of the number of jets with muons, is not completely appropriate.

A new approach based on the object-based E%liss significance for estimating the nor-

malisation factor is presented below. This particular definition of the E%liss significance

is based on the uncertainties for individual objects, which are propagated to the E%liss
significance, excluding the resolution of pile-up jets and the E}"** soft term resolution as

described in Chapter 5.
The normalisation factor € for the multijet templates obtained from the multijet en-

riched region can be written as a ratio of the multijet events in the (blinded) signal region
(SR) over the multijet events in (blinded) blinded multijet enriched region (CRM.J)

OGN AN | (280GeV  dN
JSR50GeV dmy; T JSR110GEV dmy;

70 GeV AN 280 GeV AN -
fCRMJ750 GeV dmy; + fCRMJ,MO GeV dm;;

E =

In order to avoid compromisation of the background estimate by signal contributions only
the blinded regions (i.e. the mass side-bands) are considered.

The denominator of this ratio can be directly obtained from the event yield in the
blinded multijet m;-template from the min(AP(ERS small-R jets))<20° region.

The nominator can be estimated in the mass-side bands of the signal region by sub-
tracting all simulated backgrounds from the data using a distributions with strong separa-
tion between multijet backgroundground and other backgrounds. Then the integral of the
difference gives an estimate for the events due to the multijet background in the blinded
signal region. The multijet background in the signal region is expected to be small, so
that being difference between the data and simulated backgrounds it will mostly depend
on the correct description of the simulated backgrounds. Therefore a simplified fit of the
simulated backgrounds to the data in a region with no expected multijet contribution is
performed to obtain scale factors for the backgrounds which are applied for the multijet
estimation method.

G.2.1 Step 1: Multijet templates from multijet-enriched control
region

The template distributions obtained from the multijet enriched region defined as the
difference between simulated backgrounds and the data are shown in Figure G.4.

G.2.2 Step 2: Estimation of the multijet template normalisation
factor

Since estimating the number of multijet events in the blinded signal region is dependent
on the normalisations of the simulated backgrounds, a simplified fit of those to the data
in a multijet-depleted region is performed in order to obtain scale factors for each region
using the met significance distributions as a fit variable.
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G.2 Using the E%liss significance to directly construct a template

In order to cut away the multijet contribution, only for this fit a cut of object based
E}*® significance > 15 is applied. The pre-fit distributions and the fit results are shown
in Figures G.5, G.6, G.7 and G.8.
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Figure G.5 — Fit results for the 150 GeV < EJis8 < 200 GeV, 1-btag region (a) Pre-fit dis-
tribution (b) Post-fit distribution (c¢) Pulls and constraints for background normalisations
(d) Comparison of shapes for different simulated backgrounds

The theoretical background uncertanties are listed in Table G.2. They are adapted
from the theoretical background uncertainties used in the statistical interpretation of the
previous iteration of the analysis [252].

The background scale factors obtained from fitting each region independently are listed
in Table GG.3. Only a very simple fit setup was used since the multijet templates will be
used with a large normalisation uncertainty in the final statistical interpretation of the
analysis result.

Table G.2 — Table of assumed theoretical background uncertainties for simulated back-
grounds in profile-likelihood fit for obtaining the background scale factors.

background | &  W+jets Z+jets single top quark diboson Luminosity
uncertainty | 0.06 0.20 0.20 0.05 0.25 0.021
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‘ 150 GeV - 200 GeV 1b 150 GeV - 200 GeV 2b 200 GeV - 350 GeV 1b 200 GeV - 300 GeV 2b

Z + jets 1.08 1.41 1.30 1.29
single ¢ quark | 1.03 1.01 1.02 1.00
diboson 1.04 1.01 1.05 1.02
W + jets 1.47 1.15 1.12 1.06
tt 1.10 1.06 1.09 1.01

Table G.3 — Background scale factors for different regions obtained with simplified profile
likelihood fit, regions are fitted independently from each other.

After applying the scale factors to the background in each respective region, for the full
object based E%‘iss significance distribution, the difference between data and simulated
backgrounds is computed in the blinded signal region. Taking the integral over this
distribution gives the respective multijet contribution in the blinded signal region. The
distributions are shown in Figure G.9.

To compute the normalisation factor, the event yield of the blinded mass templates
obtained from the multijet enriched region needs to be also computed. Thise distributions
are shown in Figure G.10.

The resulting normalisation factors for the multijet templates are listed in Table G.4.
The contra-intuitive value larger than 1 for 200 GeV - 350 GeV 2b is because of the large
statistical uncertainty in deriving the number of multijet events in the blinded signal
region. A possibility that could be investigated if required is to fit the difference between
data and simulated backgrounds in the blinded signal region with a function (e.g. Chi2
function as natural functional form of a object-based EITIliSS significance variable) and
compute the integral of the function to obtain a more reliable event yield estimate.

To account for the rough method of estimating the template normalisation, the tem-
plates are used with a large normalisation uncertainty in the final statistical interpretation
of the analysis result. This method provides a estimation of the multijet background nor-
malisation and a template shape for the mj; distribution in the resolved signal region.
These are the inputs to the final combined fit with a 100% normalisation uncertainty.

region | 150 GeV - 200 GeV 1b 150 GeV - 200 GeV 2b 200 GeV - 350 GeV 1b 200 GeV - 350 GeV 2b
template norm factor | 0.39 0.42 0.87 1.27

Table G.4 — Normalisation factors for multijet templates
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