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ABSTRACT 
 

For a long time, chromatin was only described as a mean to fit the two-meters long DNA molecule into a 

nucleus of only a few microns. It is admitted today that chromatin actually represents a key element in the 

regulation of all nuclear functions dependent on DNA. In the context of UV-induced DNA damage, 

chromatin undergoes a rapid and transient relaxation which leads to an expansion of the damaged area 

to 1.5 times its original size. While this chromatin response to damage is associated with a higher DNA 

accessibility, the link between those two phenomena, as well as the mechanisms driving them, are still 

poorly understood.  

Using live-cell imaging and laser micro-irradiation to induce DNA damage on specific nuclear areas, this 

work allowed to gain hindsight on the predominant role played by PARP1 in the DNA damage-induced 

chromatin relaxation. Indeed, showing that PARP1 at DNA damage sites can both induce chromatin 

compaction through its recruitment at DNA breaks or chromatin decondensation through its PARylation 

activity helped reconcile its apparent opposite effects described in the literature. A focus was also made 

on the linker histone H1, as it displays a peculiar behavior upon DNA damage, being rapidly released from 

the site of DNA lesions. Even if the driving force behind H1 release from damaged chromatin areas has not 

been identified yet, its behavior suggests that H1 might play a part in chromatin relaxation or in increasing 

DNA accessibility upon DNA damage. Lastly, combining photo-activation techniques and fluorescence 

correlation spectroscopy, experiments were performed in order to understand the physical environment 

that damaged, relaxed chromatin constitutes. We report here that, while enhanced binding of random 

DNA binding factors is observed in the damaged chromatin area, no significant change is observed in the 

macromolecular crowding levels that could potentially explain this enhanced binding, as well as a higher 

DNA accessibility. 
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RÉSUMÉ 
 

Au sein des noyaux de chacune de nos cellules, l’ADN, porteur de l’information génétique de l’organisme, 

n’est pas nu. Il est en permanence associé à de nombreuses protéines, formant ainsi une structure à 

l’architecture complexe et dynamique  : la chromatine.  La chromatine n’est pas uniquement une forme de 

compaction nécessaire afin d’inclure une molécule d’ADN d’environ deux mètres de long dans un noyau 

de quelques micromètres de diamètre, mais est aujourd’hui reconnue comme étant un élément majeur 

de contrôle et de régulation de toutes les fonctions de la cellule dépendantes de l’ADN. Son architecture 

s’étend sur plusieurs niveaux. En premier lieu, l’ADN s’enroule autour d’un octamère formé par 

l’association de paires de quatre histones de cœur, H2A, H2B,  H3 et H4, formant ainsi l’unité structurelle 

de la chromatine : le nucléosome. L’association de multiples nucléosomes tout au long de la fibre d’ADN 

est renforcée par l’addition d’un cinquième histone, l’histone H1, qui s’associe à l’extérieur de cette 

structure, interagissant à la fois avec l’ADN nucléosomique et inter-nucléosomique. À l’échelle supérieure, 

la conformation de cette fibre de chromatine est encore sujet de débats et plusieurs modèles ont été 

proposés. Le niveau d’organisation suivant fait appel à la formation de boucles qui se regroupent pour 

faire apparaître des domaines fonctionnels appelés TADs (topologically associating domains). Ces 

domaines vont s’associer en compartiments au sein de chaque chromosome, puis ces compartiments vont 

se regrouper pour former les territoires chromosomiques qui se répartissent au sein du noyau des cellules. 

Au sein de cette structure, l’intégrité de l’ADN est constamment menacée. En effet, des dommages au sein 

de l’ADN, induits par des processus endogènes comme des erreurs de réplication ou l’action de produits 

du métabolisme néfastes pour l’ADN, ou des agressions exogènes comme l’exposition aux rayons UV ou 

l’action de polluants environnementaux, surviennent en permanence dans nos cellules. De n ombreux 

mécanismes cellulaires existent pour reconnaitre et réparer ces dommages de l’ADN. Parmi les premières 

réponses de la cellule face à de telles agressions, une décondensation rapide de la chromatine se produit 

au niveau des zones endommagées. On observe également dans ces zones décondensées une plus grande 

accessibilité de l’ADN pour les protéines de réparation. Ces deux effets ne sont, à l’heure actuelle, toujours 

pas liés, car les mécanismes les produisant sont encore mal décrits.  

Afin d’obtenir une meilleure compréhension du phénomène de décondensation de la chromatine suite 

aux dommages de l’ADN, une technique a été développée au sein de notre équipe pour visualiser la 

chromatine à l’aide d’histones H2B liés à une protéine fluorescente photo-activable. Cette technique nous 

permet, après traitement des cellules au Hoechst, de photo-activer la chromatine et d’endommager l’ADN 

dans des zones spécifiques avec une même micro-irradiation laser pour étudier la décondensation de la 

chromatine en cellules vivantes. En couplant cette technique à une autre technique de photo-

manipulation de protéine attachée à un fluorophore, j’ai également étudié la dynamique de l’histone H1 

au sein des zones d’ADN endommagé . Étant le plus mobile des histones, je me suis demandé s’il pouvait 

jouer un rôle dans la décondensation de la chromatine suite aux dommages de l’ADN car sa présence est 

souvent liée à une compaction plus forte de la chromatine. Pour finir, j’ai utilisé une approche de 

spectroscopie de corrélation de fluorescence pour étudier la dynamique locale de différentes protéines à 

l’intérieur des zones d’ADN endommagé afin d’obtenir une meilleure compréhension de l’environnement 

chromatinien que constitue la chromatine décondensée.  
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Ces travaux ont permis d’élucider le rôle spécifique de la protéine PARP1 (poly(ADP-ribose) polymerase 1) 

dans la décondensation de la chromatine. En effet, nous avons démontré que PARP1 possède un double 

rôle dans la régulation du niveau de compaction de la chromatine et que ce lui-ci est régulé par la présence 

ou non de dommages de l’ADN. PARP1 est recruté rapidement et en grande quantité au niveau des zones 

d’ADN endommagées. La présence de dommages de l’ADN va entraîner son activation  catalytique et la 

production massive de chaînes de PAR (poly(ADP-ribose)). Ceci va, à la suite du recrutement de protéines 

spécifiques reconnaissant les chaînes de PAR, entraîner la décondensation de la chromatine. À l’inverse, 

lorsque l’on utilise l’inhibiteur spécifique de la PARylation AG-14361, PARP1 est recruté aux dommages 

mais incapable de synthétiser des chaînes de PAR, ce qui va entraîner une surcondensation de la 

chromatine au niveau des zones endommagées. 

Par la suite, je me suis intéressé à la dynamique de la protéine H1 au sein et hors  des zones de dommages 

de l’ADN. En photo-activant les histones H2B et H1 simultanément à l’induction des dommages, j’ai pu 

constater que l’histone H1 présent au niveau de l’ADN au moment de l’induction des dommages se 

dissocie rapidement de la chromatine, pouvant expliquer en partie la décondensation de la chromatine. 

Considérant la rapidité avec laquelle H1 quitte la zone endommagée, ma première hypothèse a été que 

son départ était lié à l’action de PARP1. En effet, PARP1 est recruté très rapidement aux zones de cassures 

et est connu pour PARylé H1 dans d’autres contextes, ou encore le remplacer par compétition au niveau 

de son site de liaison au nucléosome dans certaines régions chromatiniennes. J’ai démontré que le départ 

de l’histone H1 des zones de cassures est en fait indépendant de la PARylation, car celui-ci s’effectue même 

sous l’effet de l’inhibiteur de la PARylation. De plus, j’ai pu constater, en utilisant une lignée cellulaire 

PARP1 KO, que la dissociation de H1 ne dépend pas non plus de la protéine PARP1 en elle-même et qu’elle 

ne nécessite pas d’énergie possiblement fournie par l’ATP. Cette exclusion est également indépendante 

de protéines clés des voies de réparation de l’ADN, ATM et DNA -PK, qui sont recrutées rapidement aux 

zones de dommages et connues pour interagir avec H1. De façon intéressante, cette exclusion se produit 

donc dans toutes les conditions testées dans mes expériences, et donc même en l’absence de 

décondensation obtenue par l’utilisation d’inhibiteurs de la PARylation. Ceci suggère que l’exclusion de H1 

des zones de dommages n’est pas suffisante pour induire une décondensation, mais pourrait tout de 

même être un phénomène nécessaire pour qu’une decondensation de la chromatine puisse se produire. 

Même si les mécanismes entraînant cette exclusion restent, à ce jour, inconnus, l’exclusion de H1 des 

zones de dommages est un phénomène très intéressant, et devrait, à mon avis, faire l’objet d’études 

ultérieures pour déterminer précisément sa fonction et caractériser les mécanismes qui  en sont 

responsables.   

Pour finir, mon  attention s’est portée sur la décondensation de la chromatine en elle-même et les 

modifications qu’elle pouvait induire considérant l’accessibilité de l’ADN aux zones endommagées. Pour 

ce faire, je me suis intéressé au modèle de l’encombrement moléculaire qui suggère que des protéines 

auront plus de mal à naviguer dans un environnement où de nombreuses autres molécules sont présentes. 

En effet, l’espace nucléaire est supposé être très encombré car la chromatine représente à elle seule 30% 

à 50% du volume nucléaire. Je me suis alors demandé si la decondensation de la chromatine pouvait être 

un moyen de réduire l’encombrement aux zones endommagées et permettre ainsi aux protéines de la 

réparation d’accéder plus facilement et plus rapidement à l’ADN endommagé. En couplant des techniques 
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de FRAP (Fluorescence Recovery After Photo-bleaching) et de FCS (Fluorescence Correlation 

Spectroscopy), j’ai pu constater que la faible augmentation du volume accessible pour la GFP  aux zones de 

dommages, protéine qui n’interagit avec aucun élément présent dans le noyau des cellules, ne peut pas 

expliquer l’augmentation d’accessibilité de l’ADN. De plus, aucun changement n’est observé par FCS quant 

à la vitesse de diffusion de protéines au sein des zones de dommages. J’en ai conclu que la diminution du 

niveau d’encombrement observée est trop faible pour avoir un impact visible sur la dynamique de  la GFP 

au sein des zones endommagées, probablement dû au fait que les chaînes de PAR produites par PARP1, 

ainsi que les protéines qui s’y attachent, comblent l’espace nouvellement libéré par la décondensation, et 

que la conformation spatiale de la chromatine joue un rôle plus important dans le cas de la diffusion des 

protéines que dans le cas du volume accessible . Par ailleurs, j’ai pu constater que  des molécules non 

impliquées dans les voies de réparation de l’ADN, comme LacI, TetR, ou BZip, interagissent  plus fortement 

avec l’ADN dans les zones endommagées. Ceci nous conforte dans l’idée que l’ADN est plus accessible pour 

les protéines de la réparation de l’ADN, même probablement pour toutes les protéines, après dommages 

et décondensation, même si les mécanismes moléculaires le permettant restent inconnus.  
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INTRODUCTION 
 

During my Ph.D., my work has been focused on chromatin dynamics upon DNA damage. In order to study 

the impact of DNA damage on chromatin structure and function, one must first understand the 

architecture of chromatin and grasp the complexity of its multi-layered organization. Therefore, the first 

part of this introduction will be dedicated to the description of chromatin components and their 

association at different levels to form this complex structure. In the second part, looking at chromatin 

structure through time, I will present the latest data known on chromatin dynamics and the mechanisms 

driving those chromatin structure modifications. As chromatin displays an inhomogeneous and complex 

structure, as well as countless means to modify and adapt this structure to different stimuli, I will try in 

the next section to gather information on the possible functional roles of chromatin architecture and 

dynamics. In the last part, I will introduce the general context surrounding my work on chromatin, DNA 

damage, and describe the role of several molecular players that are at the center of this study. 

 Chromatin Structure 

Chromatin has been the focus of intense research for over a hundred years and still is. Yet, all structural 

levels of its architecture in an undamaged, unstressed state, are not fully understood, or even described, 

demonstrating the complexity of its organization. Going from the deoxyribose nucleic acid double helix up 

to the mitotic chromosomes, I will here draw the picture of the structural organization of chromatin at 

different levels, as we currently understand it. 

  DNA 

Research on DNA started more than a hundred years ago. Since the first discovery of a novel molecule 

that was neither protein nor lipid in the nucleus of leukocytes by Friedrich Miescher in 1868, many 

scientists have tried to elucidate the purpose of this “nuclein”. It took fifty years and a lot of efforts before 

nucleic acids were recognized as the carriers of genetic information in all cells [Dahm, 2008]. In 1953, the 

structure of DNA was elucidated by Watson and Crick and most of DNA’s secrets were cracked in the 

following decade to form the picture that we know today (fig. 1) [Dahm, 2008; Watson and Crick, 1953]. 

DNA is a macromolecule formed by two polynucleotides strands coiled around each other to form a 

double helix. Each nucleotide of these strands is constituted of a nucleobase (cytosine (C), guanine (G), 

adenine (A), or thymine (T)), a sugar (deoxyribose) and a phosphate group (fig). Due to its composition,  

 



 

13 
 

 

 

 

 

 

 

Figure 1: Structure of DNA. 

Two sugar-phosphate backbones (gray) run anti-parallel from each other. Each sugar-phosphate 

group is linked to one of the four bases of DNA, glycine (blue), cytosine (orange), thymine (red), and 

adenine (green). Two hydrogen bonds connect T to A, and three hydrogen bonds connect G to C.  

From Pray, 2008. 
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DNA is an extremely resistant and stable molecule with a high negative charge. Moreover, DNA, in every 

cell, contains the whole genetic information of the organism, meaning that there is no loss of nonrelevant 

DNA for a specific cell-type during cellular differentiation, as it was initially proposed [Dahm, 2008]. This 

means that specific cellular functions come from the use or not of different genes in specific cell types.  

In order to fit the 2-meters long DNA molecule in a nucleus of around 10 µm of diameter, and in order to 

specify which genes should be expressed or not within a given cell, DNA must adopt a highly organized 3-

dimensional structure allowing the creation of particular transcriptionally active and inactive regions.  

The structural unit of chromatin: the nucleosome 

Early studies on chromatin conformation discovered a structural unit composed of a core particle, the 

nucleosome, and linker DNA [Kornberg, 1974]. The structure of the nucleosome core particle was rapidly 

solved at low resolution using x-ray crystallography [Richmond et al., 1984], allowing the description of 

DNA wrapped around a disk-like shaped protein complex. It was then refined ten years later using the 

same technique, allowing for a high-resolution structure to be validated and the precise path of DNA to 

be characterized [Luger et al., 1997]. The protein complex is assembled with 2 copies of each of the four 

core histone proteins H2A, H2B, H3, and H4. Around this octamer of histones are wrapped 146 base pairs 

of DNA on approximately 1.7 superhelical turns to form the nucleosome (fig. 2). Histones are highly 

positively charged proteins with a central globular domain placed towards the center of the nucleosome 

and two unstructured tails with one usually coming out of the nucleosome [Kouzarides 2007]. Therefore,  

strong electrostatic interactions between the positive histones and the negative DNA allow this structure 

to stay very stable [Ettig et al., 2011]. Histone tails allow for specific modifications that are involved in the 

regulation of the chromatin compaction state and the recruitment of many chromatin interactors 

[Kouzarides 2007]. Nucleosomes decorating sparsely chromatin separated by linker DNA of a variable 

length, usually inferior to 100 bp, results in a “beads-on-a-string” fiber with a diameter of 11 nm [Davey et 

al., 2002]. This nucleosomal array represents the first level of chromatin compaction. In order to stabilize 

this molecular array and promote the formation of higher chromatin compaction states, an additional key 

protein is associated with the nucleosomes: linker histone H1. 

Linker histone H1: master regulator of the internal architecture of chromatin  

H1 is the fifth histone, also called linker histone, as it will clamp the nucleosomal particle  interacting 

simultaneously with core histones and the two ends of DNA coming in and out of the nucleosome ( fig. 3). 

This model is supported by a lot of evidence [Allan et al., 1980; Syed et al., 2010]. However, since a high- 
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Figure 2: Structure of the nucleosome. 

Two of each of the four histones are assembled into a protein octamer. Approximately 150 base pairs 

of DNA are wrapped around this structure in a bit less than two turns to form the nucleosome. At least 

one of each histone tails is coming out of the nucleosome and can be, depending on the conformation 

of chromatin, highly accessible for post-transcriptional modification enzymes. 

From Gräff and Mansuy, 2008. 
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resolution structure of the chromatosome, meaning the nucleosome with the linker DNA and linker 

histone, is still lacking, the precise positioning of H1 both in the nucleosome particle and its involvement 

in higher order structures are still under debate [Robinson and Rhodes, 2006; Hamiche et al., 1996; Pruss 

et al., 1996]. Same as the other histones, H1 is highly positively charged and composed of a central globular 

domain and two unstructured tails, the C-terminal tail being the longest. All three domains are presumed 

to be important for the proper binding of H1 on the nucleosome [Hutchinson et al., 2015; Syed et al., 

2010]. Being outside of the histone octamer, H1 is dramatically more dynamic than core histones and 

shows a residency time of no more than a few minutes on chromatin [Misteli, 2000], compared to core 

histones that display a residency time of several hours [Hergeth, 2015].  

H1 incorporation into chromatin not only affects the conformation of individual nucleosomes, but also the 

chromatin fiber folding [Bednar et al., 2015]. Indeed, H1 brings the two DNA ends, coming in and out of 

the nucleosome, closer together and compacts the structure [Hamiche et al., 1996; Syed et al., 2010], 

preventing access to the underlying DNA, as shown by the first DNAse experiments [Robinson and Rhodes, 

2006; Whitlock and Simpson, 1976; Simpson, 1978], and preventing the possible spontaneous unwrapping 

of nucleosomal DNA, rendering it inaccessible to chromatin interactors. It is important to note, however, 

that some transcription factors, such as NF-KB, have been shown to be able to displace H1 [Lone et al., 

2013]. H1 also dictates the exit angles of DNA from the chromatosome [Bednar et al., 1998; Bednar and 

Woodcock, 1999], hinting at its potential prominent role in higher order structures (see next section). 

Furthermore, the stoichiometry of H1 in vivo has been shown to dictate, at least to some extent, the 

chromatin condensation state [Kizilyaprak et al., 2011]. The concentration of H1 has also been positively 

linked in vivo to the nucleosomal repeat length [Woodcock et al., 2006], but the mechanisms behind this 

phenomenon remain unclear [Fan et al., 2003]. Even if the mechanisms by which H1 regulates the 

nucleosomal behavior and the whole fiber topology are not fully characterized, there is no doubt that the 

linker histone is a key player in the regulation of chromatin conformation. 

The second chromatin folding level: 30-nm fiber or melted polymer? 

The second level of chromatin compaction has long been described to be a 30-nm chromatin fiber based 

on in vitro chromatin reconstitution or chromatin purification studies [Grigoryev and Woodcock, 2012], a 

structure formed by bringing nucleosomes closer together on the DNA fiber involving interactions 

between nucleosomes and a possible prominent role of the linker histone, as discussed above [Robinson 

and Rhodes, 2006; Hamiche et al., 1996; Pruss et al., 1996]. Early electron microscopy studies of native 

chromatin fibers have led to the proposal of two major models of interaction driven compaction into a 30- 
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Figure 3: Sequence and structure of histone linker H1. 

The sequence, the structure and the predicted binding of H1.1 to the nucleosome are presented. H1 

is composed of three different domains, a short N-terminal tail (blue), a central globular domain (red), 

and a long C-terminal tail (pink).  

Adapted from Hutchinson et al., 2015. 
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nm fiber [Finch and Klug, 1976; Woodcock et al., 1984]. Linker DNA is bent in between adjacent 

nucleosomes that follow a superhelical path with 6 to 8 nucleosomes per turn in the solenoid model, 

whereas a straight linker DNA separates adjacent nucleosomes organized in a zig-zag configuration to form 

the two-start helix model (fig. 4). Both those models have risen from theoretical predictions and are 

coherent with in vitro experiments [Grigoryev and Woodcock, 2012; Zhu and Li, 2016]. However, despite 

considerable efforts over the last decades, the 30-nm fiber structure has been primarily observed in vitro 

and under low ionic strength [Fussner et al., 2012; Joti et al., 2012; Nishino et al., 2012; Maeshima et al., 

2014], meaning that it probably is a rare and transient state of chromatin compaction conformation in the 

cell if it can be found at all.  

Following decades of debate on the structure of the 30-nm fiber conformation, new models have emerged 

suggesting that chromatin could actually consist of irregularly folded 11-nm fibers rather than 30-nm fibers 

[Fussner et al., 2012; Maeshima et al., 2014]. The first clue was obtained using cryo-electron microscopy 

to look at mitotic chromosomes. In those experiments, looking at the highest chromatin compaction state 

possible, chromosomes displayed a homogeneous texture with ∼ 11-nm spacing without any higher-order 

or periodic structures [McDowall et al., 1986; Eltsov et al., 2008; Maeshima et al., 2010]. The same 

conclusions were reached using small-angle-X-ray scattering [Joti et al., 2012; Nishino et al., 2012; 

Maeshima et al., 2014], and super resolution microscopy which only revealed sparse heterogeneous 

nucleosome rich ‘clutches’, still in agreement with the irregularly folded 11-nm fiber chromatin model 

[Ricci et al., 2015]. Taking these latest data into consideration, the 30-nm fiber configuration would seem 

to be only promoted in special conditions such as low ionic strength and well -separated short chromatin 

fibers reconstituted in vitro, while in the crowded nucleus, an interdigitated ‘melted polymer’ state would 

be favored (fig. 5) [Maeshima et al., 2016]. It would seem that the high concentration of chromatin fibers 

in the nucleus would favor distal nucleosomal interactions rather than local ones that could only emerge 

in the case of isolated fibers. Yet, the question of the secondary structure of chromatin is still an open one.   

  Higher order structures: chromatin looping and TADs 

As for the formation of the controversial  30-nm chromatin fiber, little is known about the mechanisms 

driving chromatin compaction into higher order structures. Whether chromatin is in a 30-nm fiber 

configuration or a melted polymer conformation, the next levels of compaction is relying on the fo rmation  
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Figure 4: Solenoid (A) and zigzag (B) models of intermediate chromatin condensation. 

Two major models are proposed to describe the topology of the 30-nm chromatin fiber. The solenoid, 

or one-start-helix, model proposes that nucleosomes follow each other along the same helical path, 

and that interactions between histone cores occur sequentially. In the zigzag, or two-start-helix 

model, linker DNA connects two opposing nucleosomes, creating a structure where the alternate 

histone cores become interacting partners, highlighted by the two different nucleosome colors.  

From MBInfo contributors. 

 

 

 

Figure 5: The “melted polymer” model of chromatin compaction. 

In this model, chromatin would only adopt a 30-nm fiber conformation in dilute conditions where 

interactions within the polymer are favored. With a high concentration of chromatin, interactions 

between different chromatin fibers are favored and chromatin adopts an unstructured 11-nm 

conformation. 

From Eltsov et al., 2008. 
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of loops (fig. 6). Indeed, during transcription regulation, promoters and regulatory elements have been 

shown to interact directly while being separated by hundreds of kilo-bases [Nobrega et al., 2003; Jin et al., 

2013]. The driving force behind the formation of those loops is still not fully understood. Some proteins, 

such as CTCF or cohesins, have been shown to be essential for the maintenance of those loops [Phillips 

and Corces, 2009; Phillips-Cremins et al., 2013; Tark-Dame et al., 2014], but their role in the formation of 

those structures is still under debate [Li et al., 2013; Zuin et al., 2014]. Theoretical studies also predict that 

loops can arise from entropy-driven mechanisms without the need for specific linker proteins [Heerman 

et al., 2012]. It has been proposed that the position of the loops would be dictated by the flexibility of 

chromatin, and thus, the distribution of nucleosomes on the chromatin fiber [Li et al., 2006]. 

The latest data regarding the conformation of chromatin at these scales come from the recent 

developments of the 3C technique (chromatin conformation capture) and its higher-dimension 

derivatives. Taking advantage of chromatin immunoprecipitation and crosslinking, this elegant technique 

allows the quantification of interactions between nearby genomic loci inside the 3-dimensional nuclear 

space [Simonis et al., 2007; van Steensel and Dekker, 2010]. These experiments confirmed the important 

number of chromatin interactions reported between promoters and enhancers [Hakim et al, 2011], as well 

as long range interactions between genic regions of the same chromosome separated by up to 10 Mb of 

DNA [Simonis et al., 2006; Lieberman-Aiden et al., 2009] and even interactions between genic regions of 

two different chromosomes [Kaufmann et al., 2015], although those seem to be less abundant. In fact, 

these observations led to the discovery of TADs (topologically associated domains). Those domains are 

characterized by a high level of chromatin interactions within a single TAD and a low level of interaction 

between different TADs [Dixon et al., 2012; Nora et al., 2012; Dixon et al., 2015] and are proposed to be 

created associating several chromatin loops together. Approximately 70% of chromatin loops are 

presumed to actually occur within TADs [Sanyal et al., 2012]. Their boundaries are often associated with 

DNA binding regions for the insulator protein CTCF [Dixon et al., 2012; Nora et al., 2012; Dixon et al., 2015]. 

In addition to helping bring together regulatory elements with their target, this TAD organization allows 

for a global regulation as the TAD will be able to act as a co-regulated unit in terms of transcription 

activation or chromatin compaction state. 

  Higher order structures: compartments and chromosomes 

Even if, once again, mechanisms and molecular players driving this organization are still unknown, TADs 

have been proposed to regroup to form higher entities called chromosomal compartments [Ea et al., 
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Figure 6: Chromatin higher order structures. 

Here is presented a schematic representation of genome organization in mammals from the DNA 

double-helix to chromosome territories. Between those two extreme scales, chromatin loops, TADs 

and chromosomal compartments are proposed to be essential determinants of eukaryotic genome 

organization. 

From Ea et al., 2015. 
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2015]. Divided into two categories, A-compartments encompass more transcriptionally active TADs, while 

B-compartments form rather inactive chromatin regions (fig. 6) [Simonis et al, 2006, Lieberman-Aiden et 

al., 2009]. Structurally and functionally, this organization makes sense as it is coherent with 

transcriptomics data, histone modification and protein binding-site maps [Shen et al., 2012; Lesne et al., 

2014; Kundaje et al., 2015]. Furthermore, DNA contacts between two A-compartments or two B-

compartments are favored as compared to heterotypic contacts [Liberman-Aiden et al., 2009]. 

Interestingly, while TADs are highly conserved and stable during differentiation, their association with one 

or the other compartment is cell-type specific [Sexton and Cavalli, 2015].  

Knowing that chromatin, at all smaller scales, displays a highly structured, functionally relevant, 

conformation suggests that chromosomes must also follow the same rule and form organized entities. 

Indeed, taking advantage of FISH (fluorescence in situ hybridization), distinct chromosome territories can 

be observed in the interphase nucleus, stating that each chromosome occupies its own space inside the 

nucleus without much overlapping on its neighbors (fig. 7). This could suggest that the chromosomal 

location is tightly linked to its functional regulation [Peric-Hupkes et al., 2010; Chaumeil et al., 2006]. To 

help maintaining and possibly creating this nuclear landscape, chromatin has been shown to be attached 

to different chromatin landmarks. Several candidates have emerged as chromatin anchoring sites over the 

last decades and it appears that chromatin could be attached to some extent to the nuclear lamina 

surrounding the nucleus [Guelen et al, 2008; Peric-Hupkes et al, 2010], the nuclear pore complexes [Liang 

and Hetzer, 2010, Casolari et al, 2004; Capelson et al, 2010] and even the nucleoli [Nemeth et al, 2010; 

van Koningsbruggen et al, 2010] to tether this structure and help maintaining its complex architecture and 

a specific location for certain genomic regions. 

Functional roles of the 3-dimensional organization of chromatin 

Following the description of this complex macromolecular structure, it appears obvious that chromatin is 

not only a necessary mean to compact this huge amount of DNA in a small nucleus, but also an integrant 

part of  the regulation of  al l  ce l lular functions  using DNA as a template. The multi - layered 

compartmentalization of chromatin allows for a more efficient gene expression and chromatin 

conformation regulation as DNA binding factors associated with a certain function will be addressed to a 

specific nuclear location. Hence, they will find their target faster and will be able to coordinate the 

expression of multiple genes involved in one specific biological pathway [Cremer et al., 2004]. Moreover, 

our current and insufficient knowledge of the chromatin proteome tells us that more than a thousand 
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Figure 7: Chromosome territories. 

Visualization of the 24 labeled human chromosomes in an intact interphase nucleus. The left image is 

obtained from deconvoluted mid-plane nuclear sections from a three-dimensional stack by 

superposition of 7 color channels. Recognizing each unique set of fluorophores characterizing each 

specific chromosome in automated analysis allows to obtain the picture on the right in which all 

chromosomes are delimited in territories and labeled by their number. Dark areas represent 

unstrained nucleoli. 

From Speicher and Carter, 2005. 
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proteins interact with or are directly a part of chromatin structure [Vaquerizas et al., 2009], stressing the 

need for a functional clustering of DNA. 

As for the regulation of gene expression, the same can be said for all nuclear functions using DNA as a 

template. For instance, DNA replication involves multiple factors and complexes that must regroup to very 

specific locations on the genome [Prioleau and MacAlpine, 2016]. The choice of the location of these 

replication origins, as well as their efficiency, meaning the length of DNA replicated starting from this single 

point, has been proposed to be mainly driven by chromatin local conformation and interactors [Smith and 

Aladjem, 2014]. Going further than the classical view of euchromatin versus heterochromatin, a 

systematical study mapping more than fifty DNA binding factors of different families and several specific 

epigenetic marks on the entire genome of cultured drosophila cells revealed that five classes of chromatin, 

defined as colors, can be solidly established to see emerge a functional compartmentalization in terms of 

DNA accessibility and chromatin compaction state [Filion et al, 2010]. Scaling down to the chromatin fiber 

level, specific domains of tens of base pairs can also be visualized, such as transcription start sites, which 

exhibit changes in the nucleosome repeat length and different affinities for specific chromatin interactors 

[Nie et al., 2014]. In the case of DNA damage, it has also been proposed that the first proteins responsible 

for the recognition of DNA alterations are actually sensitive to the altered physical topology of the DNA 

rather than the biological and chemical changes induced by the damage [Maréchal and Zou, 2013].   

Altogether, chromatin architecture at all levels appears not only as a structural component but also as an 

integrant part of DNA functions regulation and cell physiology as it will regulate access to DNA both locally 

and globally. Locally, the position and possibly the tightening of nucleosomes prevent access to the 

underlying DNA. Globally, the overall multiscale chromatin architecture is thought to affect the way 

chromatin interactors diffuse, find and bind to their target [Normanno et al., 2015]. However, the influence 

of chromatin architecture on reaction-diffusion dynamics of chromatin-interacting proteins remains 

poorly understood. In the following, I will describe how the molecular crowding model, which has been 

extensively used to predict biochemical reaction kinetics in the intracellular environment [Mourão et al., 

2014], can help us decipher the specific impact of the nuclear environment on protein diffusion and 

reaction kinetics. 
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 The impact of the nuclear architecture on reaction-diffusion dynamics of proteins: the 

concept of macromolecular crowding 

  General principle, physiological relevance 

Understanding chromatin physiology not only means grasping the complexity of its architecture but also 

implies understanding its impact on shaping the nuclear environment and vice versa. In order to do so, a 

lot of physical models, such as polymer physics or fractal behaviors, can be applied to chromatin and help 

gather valuable information that could lead us towards a broader understanding of the nuclear physiology. 

Among them, macromolecular crowding is a simple model, and probably the most obvious one. It states 

that any high concentration of macromolecules in a solution will alter the behavior of every component in 

this solution (fig. 8). Knowing that a media is considered crowded when more than 20% of the volume is 

occupied by background molecules [Ellis, 2001], and considering that chromatin alone occupies 30% to 

50% of the entire nuclear volume [Lopez-Velazquez et al., 1996; Rouquette et al., 2009], it appears obvious 

that this crowded environment will have a great impact on the architecture, the dynamics, and the 

interactions of chromatin with other molecules. In fact, since macromolecular crowding will have an 

impact both on the properties of the molecule itself, and its interactions with others [Laurent, 1963], and 

since most reaction rates and macromolecule properties are still studied in solutions in which 

macromolecular crowding is negligible, one can assume that many calculated parameters differ by several 

orders of magnitude from their relevant, in vivo, equivalents [Minton, 1997; Minton, 2006]. Just like 

chromatin was seen for a long time as just a mean to fit DNA in the nucleus and now appears to be the 

principal player in terms of genetic regulation, the phenomenon of macromolecular crowding was blindly 

overlooked for decades. Yet, its effect on chromatin and on nuclear physiology can have a “life or death” 

impact for the cell. Moreover, macromolecular crowding could actually be more than just an obstacle to 

overcome when considering interactions within the nucleus and chromatin physiology. It could, just like 

chromatin, be an integrant part of the regulation of nuclear structures properties, and a necessary mean 

to dictate many chromatin interactions, and take part in a possible nuclear functional clustering. 

Volume exclusion 

The first predicted effect of macromolecular crowding inside the nucleus is straightforward. The volume 

occupied by chromatin, not to mention the additional space taken by RNA and other nuclear molecules 

not directly involved in chromatin architecture, is not accessible for any other diffusive particle navigating 

through the environment [Mourão et al., 2014]. Thus, the volume fraction accessible for a diffusive particle  
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Figure 8: The impact of molecular crowding.  

The presence of high amounts of background (right panel) species reduces the volume accessible to 

additional macromolecules, inducing volume exclusion (second row). Background species also act as 

obstacles impeding the diffusion of the molecules (third row), and they alter the thermodynamics of 

binding reactions, which tend to be shifted toward the bound state (fourth row). 

From Huet et al., 2014.   
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followed, referred to as the tracer, is dependent on the size of this particle and its co-solutes, referred to 

as background molecules (fig. 9). Moreover, this volume fraction can be further reduced when considering 

the shape of both the tracer and background molecules [Hall and Minton, 2003]. When only considering 

molecules as hard, incompressible particles and thus neglecting possible attractive or repulsive 

interactions, an infinitely small molecule will have access to the entire fraction that is not occupi ed by 

background molecules [Hall and Minton, 2003]. As the size of the molecular tracer increases, the volume 

fraction available decreases dramatically as it will only be able to approach obstacles up to their radial 

dimension only and will be progressively completely excluded from narrow areas if the crowding agents 

form a complex, heterogeneous structure like chromatin is supposed to [Minton, 2006; Mourão et al., 

2014; Huet et al., 2014].  

First experimental results regarding volume exclusion inside the nucleus were obtained by injecting FITC-

dextrans of increasing size inside mammalian nuclei. In agreement with theoretical predictions, small-sized 

tracers were able to display a homogeneous distribution while heavier dextrans were excluded from more 

crowded regions such as dense heterochromatin areas or nucleoli [Görisch et al., 2003; Verschure et al., 

2003]. Performing the same experiment with electrostatically charged tracers led to different conclusions, 

confirming that the physiochemical properties of both the background molecules and the molecular 

tracers will influence the observed effects of macromolecular crowding on molecules inside the nucleus 

[Görisch et al., 2003; Verschure et al., 2003]. In addition, modification of the chromatin compaction state 

by osmotic perturbations or molecular alterations of histone epigenetic marks has been shown to modify 

the level of exclusion of inert tracers inside nuclei , which confirms at the same time that chromatin is the 

main crowding agent in the nucleus [Martin and Cardoso, 2010; Walter et al., 2013; Tóth et al., 2004; 

Bancaud et al., 2009]. 

Macromolecular crowding and diffusion 

Another intuitive effect of high concentrations of particles in a solution will be a decrease in the diffusion 

capacity of molecules. Due to an important amount of collisions with background molecules, the tracer 

followed will display a slower diffusion in a crowded media [Muramatsu and Minton, 1988]. Unlike the 

volume exclusion effect which can be estimated quite precisely when knowing the properties of the tracer 

and background molecules [Hall and Minton, 2003], the impact of macromolecular crowding on the 

diffusion of particles is trickier to assess in theoretical studies [Phillies, 1985]. In addition to the diffusion 

speed reduction of  tracers in crowded environments, a recurring debate i s whether or not the 

macromolecular crowding inside the nucleus could influence the qualitative diffusive behavior of the  
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Figure 9: The volume exclusion effect depends on the size and shape of molecules. 

(A, B) Shown is the volume fraction inaccessible to a large (blue) or a small (red) tracer in the presence 

of background molecules (black). The inaccessible volume fraction is higher for the large particle than 

it is for the small particle. If background molecules organize in a more compact manner, the accessible 

volume fraction increases. This gain of accessible volume is more important for the large tracer than 

for the small one. (C) Within a solution of polymer-filaments (black) and globular macro-solutes 

(gray) in water, the centers of the gray globules can populate a very restricted volume only, due to 

steric repulsion from the polymers (yellow: accessible volume; blue: volume excluded to the gray 

globules by the black filaments). (B - D) The accessible volume substantially increases, if the black 

filaments collapse into compact structures (B) align with each other (C), or do both (D). 

From Richter et al., 2008. 
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particle, going from the presumed pure diffusion model to a subdiffusive behavior [Saxton , 2012; Huet et 

al., 2014; Höfling et al., 2006; Banks and Fradin, 2005], adding a layer of complexity for the proper 

characterization of the effect of macromolecular crowding on diffusion. Indeed, if the molecular tracer 

exhibits a subdiffusive behavior in a crowded environment, its diffusive properties no longer rely on its 

diffusion coefficient and the diffusion hindrance in a crowded environment becomes more complicated to 

assess. This theory is still under debate and following results do not take it into account since the results 

were analyzed using a pure diffusion model for the tracers. 

The impaired capacity of diffusion of molecules in living cells was confirmed using both fluorescence 

recovery after photo-bleaching (FRAP) and fluorescence correlation spectroscopy (FCS) to follow the 

dynamics of EGFP tracers. The tracers indeed displayed an apparent diffusion coefficient three to four 

times slower in the cell compared to their diffusion in solution (Seksek et al., 1997; Görisch et al., 2003]. 

Moreover, the diffusion hindrance was shown to be linked to the level of macromolecular crowding as it 

is higher inside the nucleoli than it is in the rest of the nucleoplasm [Bancaud et al., 2009]. It has also been 

shown to be increased in the nucleoplasm as compared to the cytoplasm, hinting at the fact that the 

cytoplasm might be a less crowded cellular compartment [Pack et al., 2006; Beaudouin et al., 2006]. Inside 

the nucleus, a positive link is even established between the local concentration of chromatin, the main 

crowder of the nucleus, and diffusion hindrance [Walter et al., 2013]. 

  Reaction kinetics 

The last presumed effect of macromolecular crowding, and perhaps the most relevant one in terms of 

nuclear physiology, is the predicted modification of reaction equilibria and kinetics. Indeed, due to volume 

exclusion, crowding will tend to favor the “bound state” in any reaction meaning that, depending on the 

type of reaction followed, crowding alone can shift the equilibrium towards the formation of the product 

[Minton, 1998]. In order to investigate this potential effect in vivo, Bancaud and colleagues probed the 

local dynamics of three different generic chromatin interactors inside the nucleus using FRAP [Bancaud et 

al., 2009]. All three displayed a slower redistribution in heterochromatin compared to their redistribution 

in euchromatin, indicating that their interaction with chromatin was enhanced in a more crowded 

environment. Moreover, submitting nuclei to a hyperosmolar treatment which results in higher chromatin 

compaction, the histone H2B and the chromatin interacting factor HP1 displayed a superior residency time 

in those conditions and the estimation of the mobile fraction was lowered for those two proteins in over-

condensed chromatin [Martin and Cardoso, 2010]. This all suggests that macromolecular crowding 

strongly impacts the physiology of chromatin and its interaction with its partners.  
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  Physiological role of crowding 

Considering the huge impact that macromolecular crowding can have in shaping the nuclear environment, 

one might wonder if crowding could actually be a physiological and necessary force driving a lot of process 

inside the nucleus. Going from protein folding to nuclear compartmentalization, a lot of cellular 

mechanisms could benefit from a crowded environment as opposed to a dilute one.  As discussed 

previously, the architecture of chromatin itself might be relying a lot on the level of crowding inside the 

nucleus. Following the work of Maeshima and colleagues [Maeshima et al., 2010; Maeshima et al., 2016], 

and their melted polymer model, the reason why a 30-nm chromatin fiber would only be found very rarely 

and in specific conditions in vivo is the intermingling between different chromatin fibers due to crowding. 

Thus, entropic forces due to the level of crowding inside the nucleus could very well be one of the major 

factors driving the formation of the complex chromatin architecture [Hancock, 2008; Hancock, 2014]. At 

the nuclear scale, it is also known that modifying the size of the nucleus using hypo - or hypertonic 

treatments will alter the global chromatin compaction state, and thus, DNA accessibility and nuclear 

physiology [Walter et al., 2013]. Hence, since the activation of gene transcription has been shown to be 

associated with local chromatin relaxation [Chambeyron and Bickmore, 2004; Hu et al., 2009], and since it 

was demonstrated recently that mechanically or chemically modifying chromatin compaction state can 

tune transcription rates [Tajik et al., 2016; Vaňková Hausnerová and Lanctôt, 2017], it appears clear that 

the level of macromolecular crowding inside the nucleus will directly affect the transcriptional program of 

the cell.  

Moreover, another nuclear architecture trait could benefit from crowding. The formation of intranuclear 

structures has been proposed to arise from phase separation, the physical process by which molecules 

with different physiochemical properties will tend to spontaneously segregate, just like oil in water 

[Hyman et al., 2014]. Phase separation, driven mostly by the physiochemical properties of the components 

followed [Nott et al., 2015], has been shown to be strongly enhanced by macromolecular crowding 

[Hancock, 2004; Cho and Kim, 2012].  

In addition, as already discussed, crowding wi ll favor the “bound state” when considering reactions 

involving chromatin and its interactors [Bancaud et al., 2009]. This means that the crowded nuclear 

environment will potentially influence the way chromatin interacting factors diffuse and scan for their 

targets [Meyer et al., 2012]. Coupled with the principle of phase separation, crowding inside the nucleus 

could also be one of the main driving forces behind the assembly of the many multi-protein complexes 

that take part in the nuclear physiology and in regulating the level of  local and global chromatin 
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compaction state. Altogether, crowding may be the source of specific functional clustering inside the 

nucleus whether it is at a basal level, during transcription or replication for instance  [Meyer et al., 2012; 

Tajik et al., 2016], or upon the activation of specific signaling pathways, such as DNA damage repair or 

transcriptional program changes [Cravens and Stivers, 2016]. It is becoming more and more obvious that 

crowding will greatly affect a lot of nuclear functions, but the  true extent of its effects, and their meaning 

in terms of nuclear physiology, still require more work to elucidate.  

 Chromatin Dynamics 

The chromatin architecture described above only represents a glimpse of its complexity. Indeed, when 

adding time to the mix, it becomes clear that chromatin is also a highly dynamic structure. When looking 

at mitosis alone, representing one of the most fundamental functions of the cell, its multiplication, 

chromatin must undergo serious rearrangements of its structure to go from the interphase chromatin soup 

to the mitotic chromosomes, the highest form of chromatin compaction, in only a few minutes [Hahn et 

al., 2009]. Moreover, during the S phase of the cell cycle, all of the genome is scanned and replicated by 

the cellular machinery in a matter of hours [Hahn et al., 2009].  In addition to these global reorganizations 

can be added a precise and located regulation. When dealing with DNA damage for instance, as it will be 

discussed further on, a very precise regulation of the chromatin compaction state through space and time 

must occur for the damage to be handled properly. To face these endogenous and exogenous stimuli and 

allow chromatin to adapt dynamically, the cell has access to a great number of mechanisms involving 

chromatin remodeling processes both at the molecular level and at the structural level. Among them, the 

replacement of chromatin components can locally affect its structure and change its interactors, the same 

goes for post-translational modifications that can alter the physiochemical and biological properties of 

chromatin structural components and interactors. 

  Chromatin dynamics at the molecular level 

   Core histone variants 

One way to alter the compaction state of chromatin is to replace some of its structural components by 

other molecules with similar, but different, physiochemical and molecular properties. Among structural 

chromatin proteins, histones play a major role in chromatin conformation and compaction state. Unlike 

canonical histones that are expressed exclusively during the S phase and incorporated into newly 

synthesized chromatin, most of the histone variants (fig. 10) follow a replication-independent transcription 

and incorporation into chromatin [Albig and Doenecke, 1997]. Histone variants have been shown to 
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interact with many different chromatin modifiers [Tagami et al., 2004; Heo et al., 2008; Luk et al., 2010; 

Elsaesser and Allis, 2010] and their deposition into chromatin replacing canonical histones is the work of 

specific histone chaperones. Some are associated with more compacted, repressive chromatin state, such 

as macroH2A, while others, like H3.3 or H2AZ, correlate with a more open, transcriptionally active, 

chromatin [Chakravarthy and Luger, 2006; Thakar et al., 2009; Li et al., 2012]. The incorporation of histone 

variants can also be linked to a specific cellular process. It is the case for the H3 variant CENP-A which is 

incorporated specifically in centromeric regions and is essential for the maintenance and propagation of 

the centrosomal identity of the region [Yoda et al., 2000]. Another example is the deposition of H2A.Z near 

transcription start sites associated with gene activation in differentiating cells [Li et al., 2012]. To add to 

the subtlety of this regulation, histone variants genes, unlike canonical ones, encompass introns and can 

be subjected to alternative splicing [Rasmussen et al., 1999; Marzluff et al., 2002]. Of particular importance 

is to note that, even if core histone variants incorporation into chromatin and function have been 

extensively studied, a lot is still unknown considering linker histone variants or other proteins that could 

fulfill the same role, or the replacement of other chromatin structural proteins.   

   Linker histone variants 

In humans, the linker histone family is composed of 11 members, 7 of which are somatic subtypes (fig. 10) 

[Izzo and Schneider, 2015]. There are also 3 testis-specific subtypes and 1 oocyte-specific subtype [Izzo et 

al., 2008; Parseghian and Hamkalo, 2001]. Of the somatic subtypes, H1.1 to H1.5 are widely expressed in 

many different cell lines in a replication-dependent manner, while H1X and H1.0 are expressed 

independently of the cell cycle [Marzluff, 2005]. Those two differ from the other five sharing a poor 

percentage of primary sequence homology and are therefore presumed to possess specific functions. H1X 

has been shown to be located in nucleoli and involved in mitotic progression [Takata et al., 2007], while 

H1.0 has been proposed to replace other subtypes in terminally differentiated cells [Zlatanova and 

Doenecke, 1994; Happel et al., 2005]. H1.1 to H1.5 display a very high similarity and only differ from the 

composition and length of their N- and C-terminal tails [Hergeth and Schneider, 2015]. Even if differences 

between those variants have been shown in terms of their capacity to condense  chromatin [Talasz et al., 

1998; Marion et al., 1985], their affinity for chromatin [Misteli et al., 2000], and the nucleosome repeat 

length resultant of their incorporation [Clausell et al., 2009; Öberg et al., 2012], the specific functional role 

of these H1 subtypes remain unknown. Interestingly, in mice, while a knockout of one H1 subtype failed 

to demonstrate a clear phenotype, drastic changes in chromatin compaction state and gene expression 
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were observed upon the simultaneous knockout of three different H1 variants [Fan et al., 2005], hinting 

at the fact that H1 variants may both possess some redundant and some specific functions.  

In addition to linker histone variants, some chromatin structural proteins have been shown to compete, 

or at least exhibit a mutually exclusive binding on chromatin, with H1. It is the case for MeCP2 (methyl-

CpG binding protein 2) [Riedmann and Fondufe-Mittendorf, 2016], several members of the HMG (high-

mobility group) family of proteins [Catez et al., 2002; Catez et al., 2004; Nalabothula et al., 2014], and of 

particular importance in this project, PARP1 (poly(ADP-ribose) polymerase 1) [Kim et al., 2004; 

Krishnakumar et al., 2008]. This list could be enriched by the addition of multiple proteins in the future, 

possible candidates currently include the upstream binding factor UBF, the liver-enriched transcription 

factor HNF-3 and the glucocorticoid receptor [Zlatanova et al., 2000]. All those chromatin-associated 

proteins, combined with H1 variants, could form a network of interchangeable elements continuously 

remodeling nucleosomes, and thus, the chromatin fiber conformation and the accessibility of DNA, 

increasing once more the complexity of chromatin architecture and dynamics [Phair et al., 2004; Bustin et 

al., 2005]. 
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Figure 10: Histone post-translational modifications and variants.  

(a) Schematic drawing of a nucleosome with the 4 canonical histones (H2A, H2B, H3, and H4), the 

linker histone H1 and their variants. (b) Currently known covalent histone post-translational 

modifications are highlighted on the N- and C- terminal tails of each histone. Me=methylation; Ac= 

acetylation; Ub=ubiquitination; Ph=phosphorylation. 

From Zhao et al., 2013.  
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Epigenetics and post-translational modifications 

One way to modify chromatin structure globally or locally without replacing some of its parts is to modify 

directly chromatin components. The first and most essential chromatin component that can be modified 

is DNA itself. Indeed, DNA methylation, a reversible modification mostly occurring on cytosine residues 

and catalyzed by DNA methyltransferase (DNMT) enzymes, is described as a mechanism that would induce 

gene silencing and higher chromatin compaction [Deaton and Bird, 2011]. Methyl -CpG binding domain 

proteins (MBDs) will be recruited to methylated DNA sites and will, therefore, prevent transcription and, 

in some cases, induce a higher chromatin compaction [ Iyer et al., 2011]. The DNA methylation pattern of 

a cell will be transmitted from cell to cell along divisions, making it a form of cellular memory. Nonetheless, 

it is not absolute since this pattern can change in the life of an individual due to environmental changes, 

aging, or pathological causes [Zampieri et al., 2015; Pacchierotti and Spanò, 2015; Jones and Baylin, 2007]. 

However, the molecular mechanisms driving these shifts remain, for the most part, unknown.  

The other components of the structural unit of chromatin that are subject to a huge amount of different 

modifications are the histones. As stated above, histones are small basic proteins with a large globular 

domain and two unstructured tails encompassing a very high amount of post-translational modification 

(PTM) sites (fig. 10) [Kouzarides, 2007]. The incredible amount of different covalent modifications that can 

occur, their association and the integration of their possible complementary or opposite effects makes the 

“histone code” very difficult to crack [Strahl and Allis, 2000]. These modifications will alter DNA-protein or 

protein-protein interactions and thus alter chromatin structure and function [Choi and Howe, 2009; Strahl 

and Allis, 2000]. As for histone variants, some modifications are linked to a more opened chromatin state. 

It is the case for the acetylation of lysine 14 of histone H3 or the methylation of its lysine 4 [Jenuwein and 

Allis, 2001]. Others will tend to create a more compacted chromatin conformation, like the trimethylation 

of the lysine 9 of histone H3 [Rea et al., 2000] which will create a high-affinity binding site for HP1 

[Bannister et al., 2001; Peters et al., 2002]. Divided into two classes, those modifications will either have 

a physiochemical effect on their own, the addition of the negative charges of a phosphate group disrupting 

DNA-histone contacts for instance, or will act indirectly by creating binding sites for specific factors that 

will then alter chromatin compaction state [Cosgrove et al., 2004]. In addition, a lot of those modifications 

will be involved in specific signaling pathways, transcription regulation or the DNA damage response [Rea 

et al., 2010; Bannister et al., 2001]. Again, most studies interested in chromatin PTMs have focused on 

histones, but little is known about other chromatin architectural proteins that would most likely also be 

subject to post-translational modifications that will modulate their interaction with chromatin and other 
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structural components, such as the poly(ADP-ribosyl)ation (PARylation) of CTCF by PARP1 [Yu et al., 2004, 

Guastafierro et al., 2008].  

Linker histones are no exception to the rule and encompass a very high level of PTM sites. Even if a 

significant number can be found on its globular domain and its N-terminal short tail, most of them are 

located on its long C-terminal tail [Wisniewski et al., 2007; Deterding et al., 2008]. H1 has been shown to 

be subject to almost all known PTMs. The most extensively studied modification is, without a doubt, 

phosphorylation [Roth and Allis, 1992]. Mostly associated with the cell cycle progression [Gutiyama et al., 

2008; Talasz et al., 1996; Baatout and Derradji, 2006], H1 phosphorylation has nevertheless also been 

linked to the chromatin compaction state [Roth and Allis, 1992; Th'ng, et al., 1994]. Those results suggest 

that the phosphorylation of H1 will lead to an opening of the local chromatin compaction, but the high 

number of phosphorylation sites and the possible similar or opposite effects of those different 

modifications prevent us from drawing clear conclusions [Izzo and Schneider, 2015]. The linker histone has 

also been shown to be the subject of methylation [Wisniewski et al., 2007], acetylation [Vaquero et al., 

2004], citrullination [Christophorou et al., 2014], ubiquitylation [Danielsen et al., 2011], carbonylation 

[García-Giménez et al., 2012], formylation [Wisniewski et al., 2007], denitration [Haqqani et al., 2001], 

crotonylation [Tan et al., 2011], lysine 2-hydroxyisobutyrylation [Dai et al., 2014] and ADP-ribosylation 

[Hottiger, 2011]. The function of most of these modifications on H1 remains to be solved, but several have 

been shown to be implicated in the chromatin compaction state, and this cannot be excluded for the 

others. 

Of particular importance is to note that a strong link binds these different epigenetic marks, PTMs, and 

chromatin components together. Indeed, DNA and histone modifiers, as well as chaperones, are often 

found in the same chromatin regulating complexes [Geiman and Robertson, 2002], meaning that all these 

modifications form a complex, interconnected signaling network regulating chromatin conformation. For 

instance, DNA hypermethylation can act as a platform for recruitment for histone deacetylases and histone 

methyltransferases [Lachner and Jenuwein, 2002], which are also linked with a more closed, 

transcriptionally inactive, chromatin state [Geiman and Robertson, 2002]. DNA hypermethylation also 

strongly colocalize with HP1, a protein enriched in heterochromatin areas [Lachner et al., 2001], and anti-

correlates with the incorporation of histone variant H2AZ [Coleman-derr et Zilberman, 2016], associated 

with a more transcriptionally active state of chromatin [Li et al., 2012]. 
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Repositioning nucleosomes along DNA with the help of chromatin remodelers 

In addition to modifications of DNA, histones, or the replacement of histones, the 11-nm nucleosomal 

array can also be modified by changing the position of the nucleosomes along the DNA, or simply removing 

entire nucleosomes from the fiber. It has been known since the first DNAse I footprinting experiments on 

nucleosomes that the accessibility of DNA to proteins involved in cellular functions using DNA as a 

template is not uniform along the chromatin fiber and in particular is impeded by the presence of 

nucleosomes [Staynov, 2008]. It becomes then essential for the cell to have mechanisms that enable the 

displacement of nucleosomes to permit access to the underlying DNA. To fulfill this complicated task, 

chromatin remodeling enzymes, which are highly abundant in the cell [Ghaemmaghami et al., 2003], will 

assemble into multi-protein remodeling complexes encompassing one effector ATPase subunit that will 

catalyze the displacement of the nucleosome, and from 2 to 20 different regulating subunits [Längst and 

Manelyte, 2015]. Those regulatory components will be required for the targeting of the remodeling 

complex, taking advantage of the recognition of specific chromatin associated proteins, epigenetic marks, 

histone variants, DNA structures or sequences, or perhaps a combination of all of the above [Bowen et al., 

2004; Mohrmann and Verrijzer, 2005; Marfella and Imbalzano, 2007; Erdel et al., 2011]. These chromatin 

remodeling complexes are all ATP-dependent and belong to four different families, the SWI/SNF, ISWI, 

CHD, and INO80 families. The interplay between those different families and the possible synergic or 

opposite effects that their simultaneous recruitment may have  are not fully understood [Hota and 

Bartholomew, 2011; Längst and Manelyte, 2015; Runge et al., 2016]. In addition to the catalytic and 

regulatory subunits, DNA and histone modifying enzymes, as well as histone chaperones, have also been 

shown to be involved in such multi-protein assemblies, hinting at a global regulation of DNA accessibility 

and chromatin compaction state involving many modifications and actors [Bowen et al., 2004; Mohrmann 

and Verrijzer, 2005; Qiu et al., 2016; Runge et al., 2016]. 

  Chromatin dynamics at the structural level 

Considering the huge amount of changes in terms of components and conformation that chromatin can 

go through at a molecular level, one might wonder about the dynamics of chromatin looking at this 

structure at the nuclear level. The global architecture of chromatin is quite stable through the interphase, 

which makes the previous static description of its conformation inside the nucleus possible [Gerlich et al., 

2003; Walter et al., 2003]. Nevertheless, chromatin loci, as well as larger chromatin regions, have been 

shown to display movements ranging from small, seemingly random, motion to large chromatin structure  
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Figure 11: Mechanisms of ATP-dependent chromatin remodeling activity to alter the 

accessibility of nucleosomal DNA.  

Three mechanisms of action for chromatin remodeling complexes have been described to alter 

nucleosomal structure using the energy provided by ATP hydrolysis, nucleosome sliding along the 

DNA, unwrapping by disrupting DNA-histones contacts, or nucleosome eviction from DNA. In some 

cases, ATP-dependent remodeling complexes can introduce histone variants into the nucleosome, 

such as H2A-H2B dimers or H2A variants-H2B dimers. 

From Xu et al., 2013. 
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alterations [Price and D'Andrea, 2013]. Even if small movements of chromatin loci could be explained by 

thermal fluctuations, both may arise from physiological processes, such as transcription modulation or 

DNA damage repair [Price and D'Andrea, 2013; Dion and Gasser, 2013]. 

   Motion of chromatin loci 

The study of the motion of chromatin loci was made possible both in yeast and mammalian cells by 

following the diffusion of a fluorescently-tagged protein bound to a specific integrated sequence in the 

genome of a cell [Robinett et al., 1996]. Trajectories of multiple fluorescently-tagged chromatin loci can 

be then tracked through time-lapse acquisitions to calculate the mean square displacement (MSD) of these 

loci. Plotting the average squared distance covered by these loci over increasing time intervals allows for 

the characterization of their diffusional behavior [Berg, 1993]. In particular, the analysis of MSD curves can 

reveal whether the particle tracked is following a random walk, directed motion, or constrained Brownian 

motion, and determine the radius of constraint or the diffusion coefficient of the particle, i f applicable (fig. 

13). 

Conducting such experiments in bacteria, yeast or mammalian cells, the motion of chromatin loci was 

shown to range from 10-5 to 10-3 µm²/s, and over distances up to 1 µm from their origin [Bornfleth et al., 

1999; Chubb et al., 2002; Heun et al., 2001; Marshall et al., 1997; Neumann et al., 2012; Weber et al., 

2012]. Those movements, considering their amplitude and their apparent randomness, both in yeast and 

mammalian cells, have been proposed to arise from thermal fluctuations [Marshall et al., 1997; Bornfleth 

et al., 1999; Pliss et al., 2013; Hajjoul et al., 2013]. If so, according to the Stockes-Einstien law, they should 

be directly proportional to the temperature. It was reported not to be the case, both in mammals [Weber 

et al., 2012] and yeast [Neumann et al., 2012], suggesting that thermal fluctuations are not solely 

responsible for the motion observed. However, this only holds true when considering pure Brownian 

motion, and while an extrachromosomal ring of yeast chromatin does display a constrained Brownian 

random walk [Neumann et al., 2012], this diffusion model does not recapitulate the motion of 

chromosomal loci, leaving the question unanswered.  

Indeed, chromatin loci followed during timescales ranging from 10-2 to 102 s both in yeast and mammalian 

cells exhibit a subdiffusive behavior (fig. 13) [Bronstein et al., 2009; Hajjoul et al., 2013; Bornfleth et al., 

1999; Weber et al., 2012]. This particular diffusional behavior could have many potential causes, like the 

tethering of chromatin to nuclear structures, the impact of crowding, as discussed above, or simply the 

properties of the chromatin polymer inside the nuclear heterogeneous medium. Interestingly, even if this  
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Figure 12: MSD Analysis. 

MSD values are derived from determining the distance moved by a particle over increasing time 

intervals, Δt. In other words, (Xt – Xt+Δt), where X is the position at time t. The left panel depicts a 

characteristic MSD plot for a random walk where the slope (m) equals the diffusion coefficient (D) 

times twice the number of dimensions in which movement is measured (d). The center panel shows 

the shape of an MSD graph in the case of directional motion. The mobility of a particle moving 

according to Brownian motion within confined space will generate a curve that levels off at larger 

time intervals, as in the right panel. In this case, the plateau (p) is equal to the square root of 2/5 times 

the number of dimensions (d) times the radius of constraint (Rc) (Neumann et al., 2012). 

From Dion and Gasser, 2013. 

 

 

Figure 13: MSD analysis of the motion of chromatin loci. 

(A) Shown is the nucleus of a U2OS cell with its DNA labeled using fluorescent nucleotides. Bar = 5µm. 

The inset shows examples of trajectories displayed by the labeled chromatin foci. The trajectories 

were recorded for 30 seconds at 2 frames per second. (B) Curves of the mean square displacement 

(MSD) calculated from the trajectories of the labeled foci. Each curve corresponds to the averaged 

chromatin dynamics within one nucleus (21 nuclei, 40 to 180 tracks per nucleus). The fact that the 

curves show a slope of ~0.5 in the log-log representation indicates that the chromatin dynamics is 

subdiffusive at the studied timescales. 



 

41 
 

phenomenon seems rare, directed motion of chromatin loci has also been reported, both in yeast [Lisby 

et al., 2003] and mammalian cells [Khanna et al., 2014]. 

   Linking chromatin motion to physiological processes 

The mechanisms responsible for chromatin motion are still the source of debate and their characterization 

has been the subject of intense research. Chromatin movements have been shown in yeast to be 

dependent on the level of glucose in the extracellular medium [Marshall et al., 1997; Heun et al., 2001]. 

Furthermore, movements of chromatin loci in mammalian cells have been shown to be dependent on the 

cellular level of ATP [Weber et al., 2012; Zidovska et al., 2013; Chubb et al., 2002], strongly hinting at the 

fact that chromatin motion comes from an active mechanism. Interestingly, ATP is required at any time to 

maintain proper chromatin conformation as its depletion from the cell leads to a global chromatin over-

compaction [Platani et al., 2002; Cushman et al., 2004; Llères et al., 2009]. The impaired dynamics 

observed in the case of ATP depletion could then only be the mere reflection of the altered chromatin 

compaction level. As of now, a clear answer cannot be given regarding this question, but one should not 

forget that multiple forces together could drive these chromatin movements. An interesting model 

reconciling these different views proposes that chromatin motion does actually arise from thermal 

fluctuations and depend almost exclusively on the local flexibility of chromatin [Hajjoul et al., 2013]. Since 

this flexibility is permanently altered by chromatin remodelers and epigenetic modifications [Neumann et 

al., 2012], which includes a lot of ATP-dependent processes, chromatin motion could be linked to biological 

nuclear events while being only the result of thermal fluctuations [Soutoglou and Misteli, 2007].  

Another puzzling question concerns the link between chromatin local mobility  and transcription. While 

the relationship between chromatin motion and cell cycle progression seems clear with a higher mobility 

observed in the G1 phase both in yeast and mammals [Heun et al., 2001; Walter et al., 2003], mixed results 

were obtained when assessing the possible correlation between transcription rates and chromatin 

mobility [Dion and Gasser, 2013]. Indeed, a link was established between chromatin decompaction, 

transcriptional activation and directed motion of the locus when targeting a viral  transactivator to a 

heterochromatic transgene both in yeast [Neumann et al., 2012] and mammals [Chuang et al., 2006]. Yet, 

other studies have shown that some highly-transcribed genes associate to nuclear pore complexes, and 

possess therefore a highly-hindered motion capacity [Cabal et al., 2006; Taddei et al., 2006]. Furthermore, 

in yeast, a silent chromatin ring was shown to diffuse freely inside the entire nucleus without any triggered 

transcriptional activation when the proteins necessary for its anchoring were missing [Gartenberg et al., 

2004]. Other studies failed to demonstrate a link between transcription rate and chromatin mobility [Pliss  
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et al., 2009; Mearini and Fackelmayer, 2006], hinting at the fact that chromatin motion might rely more 

on local chromatin conformation [Hajjoul et al., 2013] and possible tethering to nuclear proteins and 

structures, such as lamin A [Bronshtein et al., 2016], or the cytoskeleton [Chubb et al., 2002], than 

transcriptional activity. Altogether, chromatin mobility seems to be resultant of the combination of both 

physiological and molecular mechanisms, and physical parameters, but the interplay between those two 

components still requires more work to be elucidated. 

   Modulation of chromatin compaction levels 

The mobility of chromatin loci can help gather clues regarding the level of compaction of the chromatin 

fiber, as the positioning of nucleosomes and the length of linker DNA, as well as the conformation of the 

chromatin fiber might govern its flexibility. However, the diffusional capacity of chromatin loci does not 

recapitulate the local chromatin compaction level. Indeed, other factors will alter the diffusional capacity 

of specific loci, such as the tethering to nuclear structures [Chubb et al., 2002], or the binding to chromatin 

interactors [Hajjoul et al., 2013]. Assessing chromatin compaction levels in vivo at small scales then 

becomes quite complicated, even if some new techniques are emerging and will help shed light on this 

matter [Llères et al., 2009]. Therefore, most studies have focused on large-scale chromatin compaction 

alterations. These modifications can occur both during physiological processes and pathological events.  

The first event that comes to mind where tremendous chromatin reorganizati on must occur in the life of 

a cell is its differentiation. Indeed, embryonic stem (ES) cells display a highly different nucleus from 

differentiated cells [Talwar et al., 2013]. Lacking lamin A [Gruenbaum et al., 2005] and a well-defined 

cytoskeleton [Mazumder et al., 2010], ES cells are characterized by a homogeneous compaction state all 

over the nucleus and chromatin has to go through extensive changes before showing the complex and 

well-defined architecture that differentiated cells possess [Talwar et al., 2013]. Further on, differentiated 

cells will go through multiple cell cycles which are composed of chromatin compaction and decompaction 

processes while maintaining a stable architecture during the interphase [Deng et al., 2016]. Cells will also 

need to respond to a lot of different internal and external stimuli by modifying their transcriptional 

programs. As mentioned above, chromatin is one of the major actors involved in transcriptional activation 

or repression and will go through extensive rearrangements in this context [Chuang et al., 2006]. Also 

important to mention is the fact that many diseases are triggered through altered chromatin conformation 

both at specific loci or globally, like in the case of cancer where the entire nuclear chromatin conformation 

can be altered [Koschmann et al., 2017].  
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Among all stimuli that can trigger changes in the chromatin compaction level, DNA damage, and especially 

in its most deleterious form, DNA double-strand breaks (DSBs), has been one of the most studied through 

the years and is the focus of the next section.  

 

 DNA damage 

  The link between DNA damage and chromatin 

One of the most impactful events for the cell, that will trigger major chromatin reorganizations, is DNA 

damage. Assaults to the genome are actually quite common in the life of a cell, whether it arises from 

endogenous factors, such as reactive oxygen species produced by the cellular metabolism or replication 

errors, or exogenous events, such as UV radiation or environmental toxins [Soria et al., 2012]. Those will 

induce various forms of DNA alterations from base lesions or mismatches to the most deleterious case of 

DNA damage: double-strand breaks (DSBs) [van Gent et al., 2001]. Endangering the life of the cell, as its 

functions might be impaired, its genome integrity must then be restored [Mills et al., 2003; Suzuki et al., 

2006]. Knowing the complex architecture of chromatin and its sheltering effect on DNA, one can think 

intuitively that chromatin reorganization should occur in order to allow access of DNA for repair proteins. 

Smerdon and Lieberman first showed that damaged DNA undergoing repair actually demonstrated a 

higher sensitivity to nucleases [Smerdon and Lieberman, 1978], which then became the foundation of the 

“access-repair-restore” model for DNA repair [Smerdon, 1991]. This model states that DNA repair in 

chromatin will occur sequentially during these three steps, first the recognition of the damage and release 

of factors that might hinder the repair, then the actual DNA repair, and finally the restoration of chromatin 

to its pre-damage state.  

This model has been however recently questioned with the publication of studies showing that an over-

condensation of chromatin might be required for the proper DNA damage repair, suggesting that most of 

the actual DNA repair could occur during the “restore” phase of this process [Khurana et al., 2014; 

Ayrapetov et al., 2014; Burgess et al., 2014]. Nevertheless, those studies and previous ones all agree on 

the fact that chromatin is a major player in the DNA damage repair. In addition to these local 

reorganization mechanisms in the vicinity of the DNA breaks, DNA damage induction can also trigger 

genome-wide effects such as a global reduction of the regular transcription program and an enhancement 

of the transcription of repair associated factors [Adam and Polo, 2014; Meas and Mao, 2015; Suzuki et al., 

2006]. Although chromatin dynamics related to transcriptional regulation upon DNA damage has not 
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drawn as much attention as the regulation of chromatin compaction state in the vicinity of the lesion, one 

can assume this would also require major chromatin reorganization.  

Even if the mechanisms behind chromatin specific dynamics upon DNA damage still  require a lot of work, 

being a younger field of research, the knowledge gathered from decades of study on the DNA damage 

response allows us to draw an elaborated picture regarding the molecular actors involved in the different 

DNA repair pathways.  

  Molecular actors in DNA Repair 

Among different types of DNA damage induced by laser micro-irradiation, double-strand breaks (DSBs) are 

the most challenging ones for the cell and are easily artificially induced. Thus, DSBs constitute the focus of 

many experiments on the subject [Stracker and Petrini, 2011; Soria et al., 2012]. In fact, a single unrepaired 

DSB can lead to cell death or cancer formation [Mills et al., 2003]. Considering all types of DNA damage, 

the classical generic DNA damage response (DDR) involves firstly the recognition of the damage by sensors, 

then the recruitment of effector proteins directly or through interactions with other proteins playing the 

role of scaffold, those will signal the presence of damage by modifying the DNA damage site components 

to finally allow the recruitment of DNA repair factors.  

For example, naming only the core proteins implicated in the process, the nucleotide-excision-repair (NER) 

pathway (fig. 14) deals with many lesions with a structural common trait, a destabilized double-helix 

resultant from a bend in the DNA molecule [Schärer, 2013]. The NER pathway handles bulky DNA adducts 

by erasing a part of the damaged DNA strand and recopying the information from the other strand [Green 

and Almouzni, 2002]. First, it involves XPA and XPC for the recognition of the DNA damage [Sugasawa et 

al., 1998; Tapias et al., 2004]. Next, XPG, XPF-ERRC1, and proteins of the TF-II complex are recruited to the 

site of damage in order to reorganize locally the chromatin and the DNA double helix conformation [Volker 

et al., 2001; Tapias et al., 2004]. XPA and RPA are presumed to help in the process of opening the double 

helix and protecting single-stranded DNA [Krasikova et al., 2010]. RFC and PCNA are then loaded on the 

DNA to allow for the DNA polymerase to copy the undamaged strand of DNA [Shivji et al. 1995]. A specific 

DNA ligase is finally required to seal the nicks and restore the DNA molecule [Schärer, 2013]. 

Regarding DSBs recognition and repair, the situation is a bit more complicated. Indeed, two major 

pathways have been described in human, the main one being non-homologous end-joining (NHEJ), in 

which loose DNA ends will be reattached together (fig. 15) [Lieber, 2010]. It is described as a more error-

prone mechanism. It involves firstly the Ku heterodimer proteins [Blier et al., 1993] that can recognize  
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Figure 14: Molecular actors involved in the nucleotide-excision repair pathway. 

Upon base damage caused by exogenous agents and altering the structure of the DNA duplex, the NER 

pathway is activated. Shown are the major factors involved in the recognition and repair of such 

damage, and restoration of the damaged DNA to its native chemistry and configuration.  

From Friedberg, 2001. 
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and bind to the DSB. This is the crucial step of the process as it will presumably trigger its conformational 

change [Lieber, 2010; Yaneva et al., 1997] that will allow the Ku-DSB complex to recruit the nuclease 

complex Artemis-DNA-PKcs to cut DNA overhangs [Chang et al., 2015]. It will also allow for the 

recruitment, in some cases, of polymerases μ and λ to fill DNA gaps [Ma et al., 2004], and the XLF-XRCC4-

DNA ligase IV complex to reattach the two DNA ends together [Nick McElhinny et al., 2000]. A lot of 

variations of this system can occur, and several, probably less common, other NHEJ pathways have been 

described [Lieber, 2010; Mahaney et al., 2009; Ciccia and Elledge, 2010]. The second major pathway, 

homologous recombination (HR), takes advantage of the use of an undamaged copy of the broken area to 

restore its integrity (fig. 15) [Heyer et al., 2010]. This more error-free mechanism is restricted to specific 

conditions, like the G2 phase of the cell cycle, when an undamaged copy of the damage d DNA is readily 

accessible for the repair factors [Brandsma and Gent, 2012]. Broken DNA ends are recognized by the MRN 

complex (MRE11-RAD50-NBS1) [Stracker and Petrini, 2011], which will promote the activation of ATM 

[Williams et al., 2007]. Together, the MRN complex and ATM are then able to recruit all other proteins 

necessary for the processing of the damaged DNA to form extended regions of single-stranded DNA bound 

to RPA [Ma et al., 2017]. Those proteins can include different nucleases and helicases [ Mimitou and 

Symington, 2009]. With the help of BRCA1, RPA bound to the single-strand DNA is then replaced by RAD51, 

which will conduct the homology search, with other proteins, to find the homologous DNA sequence and 

perform the strand invasion [Ciccia and Elledge, 2010]. At least a polymerase and a DNA ligase are needed 

to complete this HR-mediated repair, but many other proteins can also be involved and their association 

will govern the resolution of this complicated four strand DNA junction. Three different outcomes are 

currently described, divergent in their level of intermingling between the broken DNA double-helix and its 

homologous counterpart, but the enzymatic requirements for each of them remain to be clarified [Heyer 

et al., 2010]. 

In addition to these molecular components acting at the DNA breaks, multiples PTMs are also known to 

regulate the DNA repair processes due to their impact on the chromatin structure, their ability to recruit 

repair factors and to regulate their activity. 

All known PTMs are involved in the DNA Damage Response 

During the early stages of the DNA damage response, a lot of chromatin modifications and alterations in 

its structure have been reported at the site of the breaks [Price and D'Andrea, 2013; Shi and Oberdoerffer, 

2012]. At the nucleosomal scale, the most studied modification is the phosphorylation of histone variant  



 

47 
 

 

 

 

 

Figure 15: Molecular actors involved in non-homologous end-joining and homologous 

recombination. 

Upon the formation of a double-strand break in the DNA molecule, two major pathways can be 

activated to handle the damage, NHEJ and HR. Shown are the major factors involved, both in NHEJ 

and HR, in the recognition and repair of DSBs, and restoration of the damaged DNA to its native 

chemistry and configuration. 

From Brandsma and Gent, 2012. 
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H2AX by the PIKK family of kinases, including ATR, ATM, and DNA-PKs that will help in signaling the damage 

and in the recruitment of other factors [Rogakou et al., 1999; Lukas et al., 2004; Lou et al., 2006]. This 

phosphorylation event, along with others, can lead to the recruitment of specific DDR factors that harbor 

phosphor-binding domains such as BRCT or FHA [Mohammad and Yaffe, 2009]. Ubiquitylation is another 

PTM that is supposed to play a role as soon as the first steps of DNA damage signaling, thanks to the 

recruitment of RNF8 and RNF168 among others [Doil et al., 2009; Huen et al., 2007]. It has been shown to 

help in the DNA damage induced repression of gene expression such as cyclin B1 and chdk1 which will 

ultimately lead to the cell cycle arrest to allow time for the repair to occur [Shimada et al., 2008]. 

Independently, acetylation also occurs at early times during the DNA damage response, notably by the 

p300/CBP or the NuA4 histone acetyltransferase (HAT) complexes [Jiang et al., 2010; Murr et al., 2006]. 

HAT inhibitor treatment or depletion of either one of those complexes significantly impairs the DNA 

damage repair capacity of cells [Ogiwara et al., 2011]. Methyl-transferases are also involved in the DDR, 

especially through their action on histones to later act as platform for recruitment of proteins with a 

chromodomain or a tudor domain for instance [Taverna et al., 2007], such as 53BP1, HP1 or TIP60 [Cheutin 

et al., 2003; Sun et al., 2009]. In this process, and through those epigenetic marks are also recruited 

chromatin remodeling complexes. Even if their direct mechanism of action and their purpose at the site of 

breaks is still not a consensual topic, the ISWI [Erdel et al., 2010], INO80 [Wu et al., 2007], SWI/SNF [Smith-

Roe et al., 2015] complexes and members of the CHD family [Ahel et al., 2009, Polo et al., 2010] have all 

been associated with the DNA damage response.  

While the study of the molecular players and PTMs involved in the DDR led to great advancements in the 

field, chromatin was disregarded for a long time. Nevertheless, all those events are bound to have a major 

impact on its structure and more recent studies have tried to investigate this matter.  

  Chromatin relaxation and mobility changes upon DNA Damage 

While chromatin displays similar dynamics in yeast and human cells in undamaged conditions, as 

previously discussed, differences arise when assessing the behavior of chromatin upon the induction of 

DSBs in these two eukaryote species. These differences might come from the fact that NHEJ is 

predominantly used to deal with DSBs in mammalian cells lines while, in yeast, HR dominates [Sonoda et 

al., 2006]. 
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   Chromatin dynamics upon DNA damage in yeast 

Chromatin mobility was assessed in yeast in many studies by tracking fluorescently-tagged loci after DSB 

induction using either pharmacological treatment or restriction enzymes. As briefly touched on above, 

DSB repair by HR first involves the processing of DNA ends before the homology search and homologous 

recombination can occur [Seeber and Gasser, 2016]. During this first step, damaged chromatin loci actually 

display a hindered diffusion capacity [Saad et al., 2014], probably due to the need to keep the two DNA 

ends close together for the proper subsequent homology search. During this next step, as one would 

expect, chromatin loci show an increased mobility [Dion et al., 2012; Miné-Hattab and Rothstein, 2012]. 

Some molecular players have been successfully linked to this process, such as Mec1 or Rad9 [Dion et al., 

2012]. Furthermore, it has been shown that this higher chromatin mobility is not restricted to the damaged 

locus and that it spreads to the entire nucleus in diploid cells [Miné-Hattab and Rothstein, 2012]. Mec1, 

Rad53, and INO80 are known to be involved in this overall increased mobility effect [Seeber et al., 2013]. 

It is important to note, however, that not all damage in yeast triggers enhanced chromatin mobility. 

Spontaneous damage or DNA adducts repaired by exchange with a sister chromatin or through NHEJ do 

not induce this effect [Dion et al., 2012], hinting at the importance of this regulated process for proper 

DSB repair when a homology search through the nucleus is required.  

Interestingly, large directed motion of damaged loci has also been reported in yeast. Indeed, a recurring 

debate regarding DSB repair is the possible formation of “repair factories” [Meister et al., 2003], structures 

presumed to be formed by the recruitment of multiple DSBs and constituting a form of functional 

clustering inside the nucleus. Even if some studies have demonstrated such cluster formation [Lisby et al., 

2003] or relocation to the nuclear periphery [Nagai et al., 2008; Kalocsay et al., 2009], those movements 

seem to be restricted to specific, yet undefined, conditions. 

   Chromatin dynamics upon DNA damage in mammals 

In coherence with the use of HR as a major DSB repair pathway in yeast, increased mobility of damaged 

chromatin loci is well documented and firmly established for this organism. The situation in mammalian 

cells seems, instead, more complicated. Indeed, consistent with the fact that the major DSB repair pathway 

in mammals is NHEJ and that increased mobility might not be beneficial in this case, a lot of studies 

reported that no apparent change in mobility was observed upon DNA damage induction using either UV-

laser irradiation [Kruhlak et al., 2006], X-ray irradiation [Nelms et al., 1998], ion irradiation [Jakob et al., 

2009], or enzymes [Soutoglou et al., 2007; Roukos et al., 2013]. Nevertheless, some others found damaged 
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loci to have enhanced mobility compared to undamaged DNA [Krawczyk et al., 2012; Lottersberger et al., 

2015], and even regroup to form clusters [Aten et al., 2004], hinting once again at potentials “repair 

factories”. Moreover, directed motion of damaged loci towards euchromatin areas was also reported 

specifically for DSBs occurring in dense heterochromatin areas [Jakob et al., 2011; Ježková et al., 2014]. 

This phenomenon has been proposed to occur to prevent possible harmful chromosomal rearrangements 

following illegitimate recombination within the highly repetitive chromatin environment. It was shown 

recently to be restricted to specific conditions, both in space, as pericentric heterochromatin seems more 

prone to relocate than centromeric heterochromatin, and in time as it is suggested to only occur during 

the S/G2 phases of the cell cycle when HR would be used to repair DSBs [Tsouroula et al., 2016]. As 

opposed to the yeast model, no global change in chromatin mobility has been reported in human cells.  

Besides this potential enhanced chromatin mobility, many reports stated that induction of DNA damage 

will affect the chromatin compaction state. In fact, it was shown in 1978 that UV -induced DNA damage 

leads to an increased sensitivity of chromatin to nucleases [Smerdon and Lieberman, 1978]. This higher 

accessibility has been since correlated with chromatin relaxation observed at the micrometer scale 

accessible by light microscopy [Kruhlak et al., 2006; Ziv et al., 2006]. This fast occurring process is followed 

by a slow re-condensation of chromatin until it reaches again its normal compaction state [Khurana et al., 

2014], or even possibly reaches higher compaction levels than its pre-damage state [Burgess et al., 2014]. 

A lot is still unknown regarding the mechanisms driving this decondensation process upon DNA damage. 

Indeed, proteins involved, as well as signaling and demarcation through time and space of the area 

supposed to undergo relaxation, or even the purpose of this phenomenon still require more work to 

elucidate. 

In extreme cases, when the amount of DNA damage is too important for the cell to handle, a complete cell 

cycle arrest followed by apoptosis will occur [Farrell et al., 2011; Kulms and Schwarz, 2000]. Programmed 

cell death upon the accumulation of unrepaired DNA damage will involve the same signaling pathways as 

DNA damage and repair [Farrell et al., 2011; Schou et al., 2008], and the shift towards apoptosis has been 

proposed to be driven by the persistence of these signals, with a possible prominent role for the 

phosphorylation of H2AX by ATM [Schou et al., 2008]. Chromatin is also at the center of this process as it 

will over-condense dramatically before being degraded and separated into individual bodies [Yuan, 1996]. 

Even if the subject of chromatin dynamics upon DNA damage is currently the focus of intense research 

and if great advancements were achieved over the last decades, we still lack an understanding of the 

bridge between molecular players described in the classical view of DNA repair and the chromatin  
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Figure 16: Chromatin dynamics upon DNA damage in yeast and mammals. 

In yeast, induction of double-strand break triggers enhanced locus mobility, mechanism proposed to 

help in finding and pairing with the homologous sequence of the genome in order to repair the 

damage using homologous recombination. In mammals, non-homologous end-joining is the major 

pathway used to repair double-strand breaks and no enhanced locus mobility is observed. Instead, a 

local chromatin decondensation occurs, which has been proposed to help DNA repair factors access 

damaged DNA.  
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reorganization observed at the micrometer scale. PARP1, a central player in the DDR that has re cently 

been the focus of many studies interested in the role of chromatin structure in DNA damage repair as it 

has been shown to be involved both in chromatin architecture and in the DNA damage response, may help 

fill this gap.  

 

 PARP1 and PARylation 

Among the numerous chromatin PTMs observed in the early stages of the DNA damage response 

described above, one seems to play a key role in the regulation of chromatin structure at DNA breaks, 

poly(ADP-ribosyl)ation (PARylation). This modification was actually discovered more than fifty years ago 

[Chambon et al., 1963], but has drawn more and more attention these last decades as it was shown to not 

be only involved in DNA damage, but also in a plethora of other nuclear processes [Bock and Chang, 2016]. 

Furthermore, its potential role in cancer development has led to promising results, drawing even more 

attention on this modification [OʼSullivan Coyne et al., 2015]. Indeed, the level of PARP enzymes in cancer 

cells represents a valuable biomarker of prognosis and can help in the choice of further treatment for 

certain cancers, and the first PAR enzymes inhibitor has recently been approved b y the FDA for the 

treatment of specific breast cancers, paving the way for many more [OʼSullivan Coyne et al., 2015].  

Writers of PAR: the PARP family 

PARylation represents the addition of ADP-ribose units on a substrate over one another to generate 

poly(ADP-Ribose) (PAR) chains [D'Amours et al., 1999]. Each ADP-ribose addition on a substrate requires 

one NAD+ molecule to act as a donor molecule [D'Amours et al., 1999]. Even if PARylation has been shown 

to occur primarily on acidic residues (aspartate and glutamate) [D'Amours et al., 1999; Zhang et al., 2013], 

it has also been shown to target lysine and cysteine residues [Altmeyer et al., 2009; Vyas et al., 2014], and 

more recently serine residues as well [Fontana et al., 2017]. PARylation, like any PTM, will affect its target 

by either altering its binding affinities for its partners, modifying its enzymatic activity, or target it to a 

specific location [Bock and Chang, 2016]. Unlike other PTMs however, PARylation consists in the formation 

of a non-polypeptide polymeric structure, possibly branched [Miwa et al., 1979], exhibiting a really high 

amount of negative charges [D'Amours et al., 1999]. These unique features differentiate PARylation from 

the rest of PTMs since PAR chains will display more similarities with DNA or RNA than with any other PTM 

product. Thus, in addition to the impact of PARylation on a substrate, PAR molecules can also regulate 

protein activity and function through non-covalent binding [Kassner et al., 2013].  
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PARylation is catalyzed by the PAR Polymerase (PARP) family of enzymes, also known as ADP-

ribosyltransferase diphtheria toxin-like (ARTD) [Hottiger et al., 2010]. Even if only four enzymes have a 

well-documented PARylation activity, namely PARP1 and 2 and two tankyrases, this family is composed of 

seventeen members (fig. 17) [Barkauskaite et al., 2015], the others having either no detectable enzymatic 

activity or a mono-ADP-ribosylation (MARylation) activity [Barkauskaite et al., 2015; Vyas et al., 2014; 

Kleine et al., 2008]. The structure of the catalytic domain of PARP1, the founding member of the family, 

has been unraveled twenty years ago [Ruf et al., 1996]. Besides the presence of this ART domain that 

allows the interaction with NAD+ and characterizes the family, PARP enzymes are quite diverse and 

frequently possess DNA- or RNA-binding motifs, as well as other regulatory domains [Steffen et al., 2013]. 

This diversity translates in the diversity between PARP family members in terms of subcellular location, 

activity, and function [Steffen et al., 2013]. In the case of PARP1, in addition to the ART domain linked to 

a helical subdomain, five others are described. Three zinc fingers motifs allow the recognition of specific 

DNA structures, while an auto-modification domain bears the major auto-modification sites of PARP1 

[Langelier et al., 2012]. The last domain is a “WGR” domain. Even if its function is not yet established, it 

has been shown to be essential [Altmeyer et al., 2009]. 

Even considering the versatility of domains characterizing different PARP enzymes, categories can be 

established based on their prominent known function [Barkauskaite et al., 2015]. In this way, PARP1, 2, 

and 3 represents DNA-dependent PARP, tankyrases (PARP5a and 5b) are defined by the presence of 

ankyrin repeats, CCCH zinc finger PARP (PARP7, 12, and 13) have the ability to bind viral DNA, and macro 

PARPs (PARP9, 14, and 15) possess a PAR-binding domain [Vyas et al., 2014]. Due to lack of knowledge on 

their precise function, the six other PARPs remain, for now, unclassified.  

In addition to the impact of PARylation on its target, and on the possible effect of free PAR chains on other 

molecules, PARP enzymes have also been shown to have a role independently of their catalytic activity. 

Indeed, some PARPs have been shown to bind and sequester proteins, or RNAs without involving 

PARylation (or MARylation) in the process [Hassa and Hottiger, 2008]. Furthermore, PARPs with RNA-

binding motifs can also regulate the stability of specific RNAs and thus, the expression levels of specific 

proteins [Hassa and Hottiger, 2008].  Altogether, the PARP family appears to regulate a lot of  cellular 

functions, and this through many possible ways. 
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Figure 17: The PARP family. 

Shown are the schematic representations of the 17 members of the PARP family with the location of 

their known domains. 

From Barkauskaite et al., 2015. 
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Readers of PAR: signaling through PAR-binding domains 

Like any PTM, PARylation needs writers to apply the mark, but also readers to translate the signal. 

Excluding the possible roles of free PAR chains on surrounding molecules, PARylation on a target can h ave 

a structural or chemical effect on its own, regulating proteins interaction, function or location, but can also 

fulfill its purpose through the interaction with PAR-binding factors [Teloni and Altmeyer, 2016]. Indeed, 

recent advancements in proteome-wide analysis of the cellular PARylome has led to the conclusion that 

more than 800 proteins interact with PAR [Gagné et al. 2008], hinting at the fact that a high localized 

PARylation event can have tremendous effects on nuclear protein redistribution and influence many 

different cellular pathways. Therefore, finding PAR-interacting domains has been the focus of many 

studies over the last years, and great advancements were achieved in the field (fig. 18) [ Teloni and 

Altmeyer, 2016]. 

The first domain discovered to bind PAR was named PBM (PAR-binding motif) and characterized less than 

20 years ago [Pleschke et al., 2000]. It is defined as a cluster of around 20 hydrophobic amino acids spaced 

by basic residues, and more than 800 proteins are presumed to bear this motif [ Pleschke et al., 2000; 

Gagné et al. 2008]. The vast majority of those proteins are involved either in DNA and RNA functions, or 

stress signaling and cell cycle regulation [Gagné et al. 2008]. Interestingly, a single protein can bear 

multiple PBMs, hinting at a possible higher regulation of PAR interactors taking into account the length 

and topology of PAR chains. The PAR-binding zinc finger (PBZ) domain is another sequence of 30 amino 

acids that can interact with PAR [Ahel et al., 2008; Isogai et al., 2010]. Two proteins only have been 

described to interact with PAR through zinc finger domains, APLF (aprataxin and PNK-like factor) and CHFR 

(checkpoint with forkhead and ring finger domains) , both involved in the DNA damage response. 

Interestingly, PBZ domains of those two proteins were shown to be critical for their proper recruitment at 

the site of damage and subsequent function [Rulten et al., 2008; Oberoi et al., 2010]. Variations of this PBZ 

motif are described and may also enable interaction with PAR, but more work is needed for their proper 

characterization [Ahel et al., 2008; Min et al., 2013]. 

Other PAR interactors encompass 3-dimensional domains that can recognize this modification. Twelve 

human proteins possess a WWE domain, named after its most conserved amino acids, and are regrouped 

in only two families of proteins, PARPs and ubiquitin ligases [Wang et al., 2012]. Macrodomains are other 

readers of PAR [Timinszky et al., 2009; Gottschalk et al., 2009]. The macrodomain possesses unique 

features as it is the only PAR-binding domain known to date to recognize single ADP-ribose moieties, 

granting its bearer possible interaction with both PARylated and MARylated proteins [Ahel et al., 2009]. 
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Figure 18: Readers of poly(ADP-ribose).  

PAR polymerases use NAD+ to generate highly anionic linear and branched (not shown) PAR chains 

of different size and branching complexity. Besides the classical, well-characterized PAR reader 

modules WWE, PBZ, PBM, and macrodomains (top) also newly emerging PAR reader modules such 

as FHA, OB-fold, PIN domain, RRM, SR, and KR repeats, RGG repeats and BRCT (bottom) appear as 

PAR readers and effectors. Multi-branched arrows indicate that the exact binding sites have not been 

defined. 

From Teloni and Altmeyer, 2016. 

 

 

 

 

 

 

 



 

57 
 

Eleven proteins possess one or several macrodomains, including PARPs and chromatin interactors 

[Timinszky et al., 2009; Ahel et al., 2009]. Interestingly, PARPs that encompass one or several PAR-binding 

motifs have not been shown to possess a PARylation catalytic activity, hinting at another possible different 

role and specialization among PARPs. The rest of the PAR-binding domains known to date were described 

previously for another function but have been shown recently to interact with proteins carrying this 

modification. This list includes FHA (Forkhead-associated) and BRCT (BRCA1 C-terminal) domains [Breslin 

et al., 2015; Li and Yu, 2013] and a lot of DNA and RNA binding domains such as the RNA recognition motif 

(RRM) [Gagné et al., 2003], the RG and RGG motifs (regions rich in arginine and glycine) [Haince et al., 

2008] or the PIN domain (PilT N-terminus) [Zhang et al., 2015]. 

Erasers of PAR and the complexity of PAR signaling 

PARylation also shares with other PTMs the fact that it is a reversible modification. However, while most 

PTMs are reversed through a single reaction involving a single specific type of enzyme, PARylation shows 

once more an increased complexity. Indeed, at least two different enzymes are needed to completely 

remove PAR from a target as the hydrolysis of the last ADP-ribose moiety requires a different enzymatic 

activity than for the rest of the PAR chain. The main eraser of PAR in the cell is PAR glycohydrolase (PARG) 

[Barkauskaite et al., 2015]. This enzyme displays both exo- and endo-glycohydrolase activities [Dunstan et 

al., 2012], but is unable to remove the last, or the only in the case of MARylated proteins, ADP -ribose 

bound to the target [Slade et al., 2011]. Its macrodomain recognizing ADP-ribose moieties and its double 

enzymatic activity give this eraser the power to degrade PAR chains almost entirely and terminate the 

signal, or to free PAR chains of different length from their targets, potentially altering the signal on the 

target protein while allowing free PAR chains to retain their role as scaffolding polymers [ Brochu et al., 

1994].  

After the complete degradation of a PARylation signal on a protein by PARG, or in the case of MARylation, 

mono-ADP-ribose hydrolases are required to remove the last ADP-ribose unit. The three members of the 

ARH family (ARH1, 2, and 3) have been shown to be able to fulfill that purpose, as well as a few other 

proteins, namely TARG1 (terminal ADP-ribose protein glycohydrolase, also known as C6orf130), macroD1 

and macroD2 [Rosenthal et al., 2013]. Interestingly, ARH3 has been shown to also act as a PAR 

glycohydrolase, even if its affinity for PAR chains is far below the one of PARG [Oka et al., 2006]. Also 

important to note is that TARG1 has been proposed to act on the ADP-ribose unit linked to the target even 

in the case of PARylation, suggesting the same kind of regulation described for PARG endo-glycohydrolase 

ability [Sharifi et al., 2013]. 
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The termination of the PARylation signal is supposed to be as important as its induction, as shown by the 

embryonic lethality of PARG knockout mice [Koh et al., 2004] and the induction of a specific type of cell 

death, parthanatos, due to excessive PARylation in the nucleus [Wang et al., 2011]. In fact, PARylation 

represents a highly transient and dynamic signal, since PAR was shown to be processed in a matter of 

seconds, and MAR in a timescale of minutes [Wielckens et al., 1982].  

  PARP1 and PARylation in chromatin architecture and dynamics 

Considering the diversity of PARP enzymes, and the complexity of PAR signaling and PAR levels regulation, 

both PARPs and PARylation are bound to have a major impact on the regulation of nuclear physiology 

through a wide range of effects, including the regulation of chromatin structure and dynamics. Since 

PARP1 was the first PARP enzyme discovered and seems to be the most active PARylator in the cell, it has 

been the focus of most studies and both its roles as a DNA-binding protein and as a PARP enzyme have 

been investigated.  

PARP1 has been shown to act as a structural component of chromatin without any involvement of its 

catalytic activity. Indeed, in the absence of NAD+, PARP1 is able to bind strongly to nucleosomes in a way 

similar to that of H1, and induce chromatin condensation in vitro [Kim et al., 2004]. The binding of PARP1 

to nucleosomes was shown to involve both entry and exit sites of linker DNA, like H1 [Clark et al., 2012]. 

Nevertheless, even if the binding of both those proteins has been shown to promote heterochromatin 

formation, PARP1 seems to be associated with less condensed chromatin [Clark et al., 2012] and large, 

non-overlapping, chromatin regions bound to PARP1 or H1 can be observed [Kim et al., 2004]. This hints 

at the fact that PARP1 and H1 binding to chromatin is a regulated process that leads to the formation of 

structurally different heterochromatin. Interestingly, this competition between H1 and PARP1 for binding 

to the nucleosome has been shown to play a part in transcription regulation where an exclusion of H1 in 

promoter regions of PARP1-regulated genes is observed [Krishnakumar et al., 2008]. In addition, the 

exclusion of H1 from promoter regions in the case of transactivation can also occur in a PARylation-

dependent manner [Shan et al., 2014].  

Besides its role as a structural component of chromatin, PARP1 can also PARylate a lot of chromatin 

structural components. The vast range of its targets include all canonical core histones [Messner et al., 

2010], linker histone H1, as well as CTCF [Yu et al., 2004] and a tremendous amount of proteins involved 

in DNA metabolism [Gagné et al., 2008]. In the case of histone modifications, PARylation is presumed to 

destabilize DNA-histone or histone-histone interactions and promote chromatin relaxation [Mathis and 
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Althaus, 1987]. The case of CTCF is interesting as the presence of CTCF stimulates the activation of PARP1 

which will, in turn, PARylate CTCF as well as inhibiting DNA methylation. Those two events contribute to 

the insulator behavior of the chromatin region [Yu et al., 2004, Guastafierro et al., 2008]. Also important 

to note is that PARylation is tightly linked to all other chromatin epigenetic modifications. Indeed, the loss 

of PAR through chemical inhibition or depletion has been shown to lead to genome-wide dramatic changes 

in terms of histone acetylation [Verdone et al., 2015], methylation [Erener et al., 2012], or DNA 

methylation [Caiafa et al., 2009]. 

Altogether, PARP1 appears as a guardian of chromatin conformation in unstressed conditions, 

participating in the maintenance of epigenetic marks, insulator regions, and heterochromatin definition. 

However, the main event that triggers PARP1 activation, that has led to its discovery and has therefore 

been the subject of intense research, is DNA damage. It will be discussed in the following section. It is 

important to note that, while most studies interested in chromatin structure and dynamics have focused 

on PARP1, a lot is still unknown about possible roles of other PARPs in chromatin regulation and this 

question should be addressed in future studies. 

  PARP1 and PARylation in the DNA damage response 

Along with PARP2 and PARP3, PARP1 is categorized as a DDR-PARP and seems to be the major player in 

this context as it is responsible for more than 90% of the overall PARylation triggered by the alterations of 

DNA [Rank et al., 2016]. Moreover, PARP1 is the only protein that has been shown to be involved in almost 

every repair pathway described to date, demonstrating its importance in the recognition of multiple sorts 

of DNA alterations [Wei and Yu, 2016]. Indeed, upon DNA damage, PARP1 acts as a sensor and is recruited 

at the site of the breaks within seconds after their induction [Ahel et al., 2009]. Binding of PARP1 to 

damaged DNA was proposed to occur in a very different way than its binding to chromatin in unstressed 

conditions [Langelier et al., 2012]. Indeed, the recognition of altered DNA structures involving two DNA-

binding domains, as well as its WGR domain, has been predicted to induce a conformational change in the 

molecule triggering its catalytic activation [Langelier et al., 2012, Altmeyer et al., 2009]. The recognition of 

damaged DNA by PARP1 will lead to a fast and high increase of PARylation levels at the site of DNA damage 

[Timinszky et al., 2009]. Interestingly, the main acceptor of PAR upon DNA damage is PARP1 itself [Ogata 

et al., 1981], and its auto-modification in vitro weakens its affinity for chromatin, but not for DNA 

[Muthurajan et al., 2014], possibly hinting at the regulation of its dual role in chromatin structure.  
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This PARylation event is correlated with a fast and local chromatin relaxation at the site of DNA damage 

[Ahel et al., 2009, Kruhlak et al., 2006], observed at the micrometer scale accessible by light microscopy. 

This process is followed by a slow re-condensation event [Khurana et al., 2014], presumably following the 

DNA damage repair. Since all histone proteins are targets of PAR, this process has been proposed to be 

dependent on their PARylation at DNA damage sites, loosening the tides between histones and DNA 

[Mathis and Althaus, 1987]. However, in vivo data is still lacking to prove this assumption. Another 

hypothesis is that PARylation at DNA damage sites could also induce chromatin relaxation through the 

recruitment of proteins encompassing PAR-binding modules. Indeed, several chromatin-remodeling 

enzymes have been shown to be recruited to the site of DNA damage in a PAR-dependent manner [Chou 

et al., 2010; Polo et al., 2010; Smeenk et al., 2013]. Other proteins with chromatin PTM activities that are 

recruited at DNA damaged sites and involved in DNA repair could also play a role in the chromatin 

relaxation process. However, the link between possible nucleosome remodeling and chromatin PTM 

events happening at the molecular scale and the chromatin relaxation occurring at the nuclear scale 

remains to be elucidated.  
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MATERIAL AND METHODS 

Cell Culture and Transfections 

  Plasmids 

The core histone H2B, subcloned from the pH2B-mCherry vector ( a gift from J. Ellenberg, [Neumann et 

al., 2010], Euroscarf P30632), was cloned into pPATagRFP-N1 using NdeI and BamHI restriction sites. 

pPATagRFP-N1 was a gift from V. Verkhusha ([Subach et al., 2010], Addgene plasmid # 31941). The histone 

H1.1-PAGFP, along with H1.2-5, was a gift from J. Ellenberg ([Beaudouin et al., 2006], Euroscarf P30503). 

Another construct of H1.1-PAGFP was produced with the PAGFP tag on the other side of the protein to 

ensure that similar results could be obtained with both constructs [Hutchinson et al., 2015]. H1.1 was PCR 

amplified from the H1.1-PAGFP plasmid and subcloned into pmEGFP-N1 using BglII and ApaI to obtain the 

H1.1-EGFP construct. The same thing was done with all other H1 isoforms. PARP1-mCherry, described 

previously [Timinszky et al., 2009], was used to generate PARP1-EGFP by exchanging mCherry with EGFP. 

The sequence of PARP2 was a gift from Gyula Timinszky and PARP2-EGFP was generated by PCR using 

NheI/SmaI and placed into pmEGFPC1 (Clontech). PARP3-EGFP (short isoform) was a gift from C. Prigent 

[Rouleau et al., 2007]. PAGFP was replaced by EGFP to produce the H1-tail-EGFP plasmid. The GFP protein 

alone was expressed using the pEGFP-C2 plasmid (Clontech). The plasmid pmEGFP5 was a gift from J. 

Ellenberg ([Bancaud et al., 2009], Euroscarf P30624). The EGFP2 plasmid was purchased (Euroscarf 

P30623). The plasmid pEGFP-LacI was a gift from G. Timinszky, and the plasmids BZip-Ruby2 [Tsekouras et 

al., 2015], TetR-GFP and RevTetR-GFP [Normanno et al., 2015] came, respectively, from S. Pressé and from 

M. Dahan. Mammalian expression was under the control of CMV promoter. All constructs were sequence 

verified. 

  Cell culture 

Wild-type U2OS or knock-out U2OS cell lines were routinely cultured in Dulbecco’s modified Eagle’s 

medium (with 4.5 g/L glucose) supplemented with 10% fetal bovine serum, 2 mM glutamine, 100 μg/mL 

penicillin, 100 U/mL streptomycin in 5% CO2 at 37 °C. For microscopy experiments, cells were plated on 

Lab-Tek II chambered coverglass (Thermo scientific) and the medium was replaced immediately prior to 

imaging by Leibovitz’s L-15 medium (Life Technologies) supplemented with 20% fetal bovine serum, 2 mM 

glutamine, 100 μg/mL penicillin and 100 U/mL streptomycin. 
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  Generation of the PARP1 knock-out cell line 

The knock-out cell line was designed according to the protocol described by the Zhang lab [Ran et al., 

2013], and using their web-based CRISPR design tool (http://www.genome-engineering.org) to identify 

the target sequence for PARP1 (5'-GTCCAACAGAAGTACGTGCAA-3'). The sgRNA oligos were introduced 

into pX458 expressing Cas9 nuclease fused to GFP (Addgene #48138). pSpCas9(BB) -2A-GFP (PX458) was a 

gift from Feng Zhang (Addgene plasmid # 48138). Plasmids were transfected using XtremeGENE HP (Roche) 

according to manufacturer’s protocol. Single GFP positive cells were sorted into 96-well plates using FACS. 

Cell lines grown up from single cells were identified by western blot using a specific antibody. 

  Transfections 

Transient transfections were performed 24h after plating cells using XtremeGENE HP (Roche) or JetPRIME 

(Polyplus Transfection) according to manufacturer's instructions. Cells were imaged 48 to 72h after 

transfection. 

Treatments 

Cells were pre-sensitized for 1h prior to imaging in medium containing 0.3 µg/mL Hoechst 33342 (Life 

Technologies). PARP inhibitor AG-14361 (Euromedex) was used at 30 µM 10 minutes before and during 

acquisition. ATP depletion was achieved as described by Platani and colleagues [Platan I et al., 2002]. The 

osmotic shock procedure was previously described by Walter and colleagues [Walter et al., 2013]. ATM 

inhibition and DNA-PK inhibition were achieved using, respectively, KU-55933 (Euromedex) and NU7441 

(KU-57788, Euromedex) at 10 µM 6h before and during the acquisitions. All experiments were performed 

on unsynchronized cells. 

  DNA labeling with fluorescent nucleotides 

U2OS cells expressing H2B-PATagRFP were synchronized at the G1/S phase transition using aphidicolin 

(Sigma) at 5 μg/mL for 18h. After aphidicolin release, the cell layer, bathed with growing medium 

containing 10 μM of dUTP-ATTO633 (Jena-Bioscience), was scraped using a silicon stick to allow nucleotide 

loading and integration to the DNA during replication (Schermelleh et al., 2001). 



 

63 
 

Microscopy 

  Photo-activation and FRAP experiments 

Photo-activation and Fluorescence Recovery After Photobleaching (FRAP) experiments were performed 

on an inverted confocal spinning disk (imaging scan head CSU-X1 from Yokogawa and microscope body Ti-

E from Nikon) equipped with a single-point scanning head to allow laser micro-irradiation and local photo-

activation using a 405-nm laser, or photo-bleaching using a 488-nm laser. A Plan APO 63x oil immersion 

objective lens (O.N. 1.4) and an sCMOS ORCA Flash 4.0 camera (Hamamatsu) were used for imaging. The 

pixel resolution at the object plane was 108 nm. The fluorescence of EGFP and PAGFP was excited with a 

laser at 488 nm and the fluorescence of mCherry and PATagRFP was excited with a laser at 561 nm. Band 

pass filters adapted to the fluorophores were used for fluorescence detection. Laser power and acquisition 

time-lapse conditions were adjusted to minimize photobleaching and possible photo-toxicity during 

imaging. Photo-activation and DNA damage were induced simultaneously with a 405-nm laser. For FRAP 

experiments, DNA damage and photo-bleaching were induced simultaneously with a 405-nm laser and a 

488-nm laser. Laser powers at 405 nm and 488 nm were measured at the sample level and adjusted before 

each experiment to stay in the same conditions throughout all experiments. Cells were always irradiated 

along a 16 µm-long vertical line crossing the nucleus. Cells were maintained at 37°C using a heating 

chamber during all experiments.  

  Fluorescence Correlation Spectroscopy (FCS) experiments 

FCS experiments were performed on a Leica SP8 confocal microscope equipped with a Plan APO 63x/1.2 

NA water immersion objective. The mEGFP fluorescence was excited with a 488-nm laser and selected by 

a bandpass filter at 500-550 nm.  Laser power used for FCS measurements was adjusted to minimize 

photobleaching and avoid the induction of photo-damage in sensitized cells. Single photons were detected 

and counted using a τ-Single Photon Avalanche Photodiode and a PicoHarp module from PicoQuant. Each 

FCS acquisition lasted 45 seconds to reduce the noise on the autocorrelation curves. In those conditions, 

no recruitment of either 53BP1, PARP1, or Alc1 was detected in sensitized cells. To estimate the residence 

time of EGFP-tagged proteins in the focal volume, autocorrelation curves were fitted with a one-specie 

model assuming pure diffusion and neglecting the contribution of the photophysics of the EGFP using the 

FFS Data Measurements and Analysis suite (SSTC - Scientific Software Technologies Center). For each 

probed nucleus, FCS traces were acquired at three randomly chosen positions inside the pre-photo-

irradiation region and the fitted residency times were averaged. Another round of three FCS traces was 

obtained 2 minutes after DNA damage induction, i.e. after the initial chromatin relaxation phase, at three 
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different locations inside the photo-damaged area and the fitted residency times were averaged. DNA 

damage and photo-activation were accomplished using a 405-nm laser. The power of the 405-nm laser 

was measured at the sample level and adjusted before each experiment to ensure similar irradiations 

throughout all experiments. Cells were maintained at 37°C using a heating chamber during all experiments. 

  Data Representation and statistics 

Mean curves corresponding to chromatin decondensation, protein releases or recoveries are presented 

with SEM. The fluorescence intensity measured inside the photo-irradiated area is always divided by the 

one of the entire nucleus through all experiments to correct for photobleaching during the acquisition as 

well as possible focus drifts. Moreover, a step of normalization is applied to compare results between 

multiple cells and experiments. For chromatin decondensation and photoactivation experiments, data is 

normalized using the value of the fluorescence inside the irradiated area (divided by the one of the entire 

nucleus) at the first image after photo-irradiation. For recruitment and FRAP experiments, the reference 

taken is the last image before photo-irradiation. In this case, the mask created using the first image after 

photo-irradiation is applied to the image immediately preceding photo-irradiation.  

Boxplots are generated using a web-based tool developed by the Tyers and Rappsilber labs 

(‘http://boxplot.tyerslab.com/’). The box limits show the first and third quartiles and the median is 

displayed inside the box. Whiskers extend 1.5 times the interquartile range and outliers are represented 

as dots. Unless stated otherwise, p values are calculated using unpaired t-test assuming unequal variances. 

Respectively, *, **, ***, **** are displayed for p<0.05, p<0.01, p<0.001, p<0.0001, n.s. stands for ‘non-

significant’. 
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RESULTS 
 

During my Ph.D., I focused my attention on three main topics. Firstly, I wanted to further our 

understanding of the mechanisms driving the PARylation-dependent chromatin relaxation upon DNA 

damage. To this end, I followed this chromatin decondensation using live cell imaging and photo-

manipulation techniques in various conditions. Following the results obtained in this first part, I 

investigated the role of histone H1 in this process and studied precisely its  dynamics upon DNA damage 

and its possible role in chromatin decondensation. Finally, I performed fluorescence correlation 

spectroscopy (FCS) experiments, as well as fluorescence recovery after photo-bleaching (FRAP) 

experiments to study the dynamics of several proteins at the site of the breaks and outside of the breaks. 

These advanced fluorescence microscopy techniques are used to probe the crowding conditions at the 

DNA breaks and understand the physical properties of the damaged chromatin environment and its impact 

on protein dynamics and interactions with chromatin. 

 An assay to follow chromatin relaxation at DNA damage sites in living cells 

In order to follow chromatin dynamics upon DNA damage, an assay was developed in the team using U2OS 

cell lines in which histones H2B are tagged with a photoactivatable fluorescent protein. Two proteins were 

used in our experiments: PATagRFP and PAGFP. Both possess the advantage to be slightly visible even 

before photo-activation, allowing for the location of transfected cells and the estimation of proper 

expression levels, and a possible activation upon irradiation with a laser emitting at 405 nm. Pre-sensitizing 

cells with Hoechst at 0.3 µg/mL for 1h allows for the simultaneous DNA damage induction and photo-

activation of dyes with the same 405-nm laser micro-irradiation (fig. 19.1). This way, only in the damaged 

area is the chromatin visible and relaxation upon DNA damage can be followed through time using live cell 

imaging (fig. 19.2 and 3). For each experiment, a control with the same conditions except for Hoechst 

treatment can be executed. By expressing a second fluorescently-tagged protein in the cell, one can follow, 

in parallel to chromatin remodeling, its recruitment to DNA damage sites (fig. 19.3 and 4). Moreover, 

exchange kinetics for this protein can also be assessed by performing a s imultaneous FRAP experiment or 

another photo-activation experiment to study, respectively, its recovery to damaged chromatin, or its 

release from damaged chromatin. Photo-irradiation conditions and the power of the laser used for photo-

damage have been chosen in order to induce damage in Hoechst-sensitized cells but not in non-sensitized 

cells. Moreover, the conditions and pattern of irradiation were unchanged throughout all experiments, 

and the laser power was rigorously measured at the sample level before each experiment. 
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Figure 19: Workflow of the chromatin decondensation and protein recruitment assay. 

Shown are the major steps of our H2B photo-activation-based assay developed to follow the 

relaxation of chromatin upon DNA damage induction, as well as the simultaneous release, recovery, 

or recruitment of another factor at or from the site of DNA damage. Results for the recruitment of 

PARP1-GFP are shown as an example.  
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  Validation of the assay 

The first needed validation for the assay was to confirm that DNA damage was indeed induced in our 

conditions, and more specifically, induced in Hoechst-treated cells and not in untreated cells. To this end, 

the recruitment of PARP1-GFP was assessed upon DNA damage in U2OS cells expressing H2B-PATagRFP, 

as well as the resultant chromatin relaxation. A strong recruitment of PARP1 can be observed within 10 

seconds after photo-irradiation in Hoechst-treated cells, while no recruitment was seen after photo- 

irradiation in untreated cells (fig. 20, A). The same conclusions were reached while looking at the 

recruitment of 53BP1, a well-studied DDR actor that is rapidly recruited to DNA damage sites (Panier and 

Boulton, 2014; fig. 20, A). Moreover, the thickness of the photo-activated line of H2B molecules displayed 

a 50% increase over time in Hoechst-treated cells after 60 seconds (fig. 20, B), probably reflecting local 

chromatin relaxation, while no significant change was observed in untreated cells over the same time-

lapse (fig. 20, C). 

Secondly, in order to ensure that the increase in the size of the fluorescently-tagged H2B area was indeed 

reflecting chromatin relaxation and not the local release of H2B molecules from the damaged chromatin, 

another experiment following the behavior of fluorescently-tagged DNA loci upon DNA damage was 

performed. By incorporating fluorescent nucleotides during replication and after a few  cell divisions, this 

technique allows generating cells with a discontinuous DNA labeling composed of trackable loci. Inducing 

DNA damage as described above within cells stably expressing H2B-PATagRFP, fluorescent DNA loci within 

the photo-activated H2B region displayed a directional motion away from the irradiated area (fig. 21, A, 

B). The calculated speed of this motion was similar to the speed of increase of the size of the photo-

activated H2B area (fig. 21, C), validating the use of photo-activated H2B to follow chromatin dynamics 

upon DNA damage. 
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Figure 20: Laser irradiation upon Hoechst treatment induces PARP1 recruitment and 

chromatin relaxation.  

(A) In cells not pre-sensitized with Hoechst, the 405-nm irradiation induces local photo-activation of 

the H2B-PAGFP but no recruitment of PARP1-mCherry. In contrast, in the case of Hoechst pre-

sensitization, the 405-nm irradiation induces both photo-activation of the H2B-PAGFP and a marked 

recruitment of PARP1-mCherry, indicating the presence of DNA lesions. Similarly, the recruitment of 

53BP1-GFP to the H2B-PATagRFP photo-activated area was only observed in Hoechst-sensitized 

cells. Bar = 4 µm. (B) Confocal image sequence of a human U2OS nucleus expressing H2B-PAGFP. The 

automatic segmentation of the histone H2B channel is shown in red below the raw images. The 

average thickness of the segmented line can be plotted as a function of time after irradiation, as shown 

in (C) for cells pre-sensitized (n=17) or not (n=23) with Hoechst (mean ± SEM). Based on this analysis, 

the ratio between the thicknesses of the photo-converted line at time = 60 s and time = 0 s can be 

calculated to estimate the relative relaxation of the irradiated region. 

A 
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 Analysis of the data 

Image Analysis – ImageJ and MatLab 

Whether looking only at chromatin relaxation upon DNA damage in different conditions or following at 

the same time the dynamics of another protein, this assay generates a lot of data. In order to analyze those 

data in a reliable and robust way, the analysis was automated and divided into several parts. First, 

visualization of Tiff images for quality control and individual cell cropping was done under ImageJ 

(http://rsb.info.nih.gov/ij/) using custom-made macros. Then, chromatin decondensation, protein 

recruitment, and release at or from the site of DNA damage was performed with a custom-made program 

running under MatLab (MathWorks). During this analysis, the nucleus of each cell is segmented using a 

two-clusters k-means segmentation on the images taken before photo-irradiation (fig. 19.3). This step is 

performed using the ‘protein channel’, meaning the second channel used when following the recruitment, 

recovery or release of a protein at DNA damage sites, if applicable, or the ‘chromatin channel’,  meaning 

the H2B-tagged channel, if only looking at chromatin relaxation. The photo-activated area is then 

segmented, also using a two-clusters k-means segmentation, on each of the post-photo-activation images 

of the timelapse in the H2B channel. An ellipsoid is fitted onto this photo-activated area, frame by frame. 

Chromatin decondensation is assessed following the width of this ellipsoid through time ( fig. 19.3 and fig. 

20, C). To assess protein dynamics on another channel, a ratio of fluorescence intensities is calculated 

dividing the signal inside the photo-activated area by the signal gathered from the entire nucleus, frame 

by frame. Any measure of intensity presented has been background-subtracted. When considering a GFP 

or mCherry channel, the background is estimated by measuring the average intensity outside of the 

nucleus, this area being defined using the inverse of the mask of the nucleus. When looking at a 

photoactivatable protein, background represents the slightly visible fluorescence coming fro m non-

activated fluorophores and is defined using the average fluorescence intensity inside the nucleus before 

photo-irradiation. I developed several variations of this program to assess the dynamics of other proteins 

upon simultaneous FRAP or photo-activation to follow their dynamics inside or outside the damaged 

chromatin area. 

 

 

 



 

70 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21: DNA foci exhibit the same directional motion as photo-activated H2B upon DNA 

damage. 

(A) Confocal image sequence of a U2OS cell expressing H2B-PATagRFP (red) and labeled with 

fluorescent nucleotides dUTP-ATTO633 (green). (B) Enlarged view of the region overlaid in yellow 

on the previous panel. On the images are shown the segmentation of the photoconverted chromatin 

area (red outline) and trajectories of individual foci labeled with fluorescent nucleotides (green). (C) 

Comparison between the speed at which the width of the H2B labeled region is growing and the speed 

of the dUTP-labeled foci perpendicular to the irradiation line. We show the average speed for the 30 

s subsequent to laser micro-irradiation. p values were calculated by paired t-test. 
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  Validation of the analysis 

The confocal microscope equipped with a spinning disk and a photo-manipulation module used to perform 

these experiments allows for a fast acquisition and low photo-toxicity while keeping a resolution sufficient 

to assess chromatin relaxation and proteins dynamics inside and outside of the damaged area (fig. 22, A). 

Nevertheless, both segmentation errors due to lack of sufficient signal and acquisition photo-bleaching in 

the case of low signal can compromise the results obtained. In order to easily detect segmentation errors, 

a value is calculated frame by frame and used to assess the quality of the results as it  should remain 

constant throughout the experiment. This calculated parameter is, in the H2B channel, the integrated 

intensity of the signal inside the photo-activated region divided by the integrated intensity of the signal 

inside the whole nucleus (fig. 22, B and C). Any instability of this parameter indicates that segmentation of 

either the photo-irradiated area or the nucleus was not conducted properly throughout the timelapse and 

cells showing such features were discarded.  
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Figure 22: The quantification in the H2B channel serves as a validation during the analysis. 

(A) Schematic representation of the photo-irradiation of a cell in our system. The light pathway 

coming from the FRAP module (purple) allows for a focused and precise 405-nm laser irradiation to 

photo-activate the fluorophore(s) and induce DNA damage. The light pathway coming from the 

spinning-disk head (blue) allows for diffuse illumination during acquisition, keeping photo-toxicity 

and photo-bleaching at their minimum. (B) Confocal image sequence of a human U2OS nucleus 

expressing H2B-PATagRFP. The automatic segmentation of the nucleus (red) and the photo-damaged 

area (blue) in the histone H2B channel are shown below the raw images. In the third row are 

displayed the background-subtracted images used for signal quantification, as well as the outline of 

the two masks in their corresponding colors. (C) The integrated intensity of the signal inside the 

photo-activated H2B area is divided by the integrated intensity of the signal inside the whole nucleus, 

normalized using the first ratio after photo-perturbation, and plotted through time. Shown are 

experimental data obtained with wild-type U2OS cells expressing H2B-PATagRFP and pre-sensitized 

(n=18) or not (n=20) with Hoechst (mean ± SEM).  
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DNA Damage, Chromatin relaxation and PARylation  

PARylation triggers chromatin relaxation at DNA damage sites 

Using the assay described above, a strong and fast chromatin relaxation can be observed upon the 

induction of DNA damage in our conditions. Indeed, the photo-damaged chromatin area is already starting 

to expand 2 seconds after irradiation and reaches a maximum of about 150% its original size after 1 minute 

(fig. 20, C). Interestingly, this relaxation process is followed by a slower re-condensation phase restoring 

the initial size of the area in about 20 minutes (fig. 23, B). A specific inhibitor of PARylation, AG-14361, was 

used to assess the role of the PARylation signaling in this process. Importantly, treatment with AG-14361 

allows to completely block PARylation, as seen by the absence of recruitment of the PAR-binding domain 

WWE, but does not affect the recruitment of PARP1 to DNA damage sites (fig. 23, A). Treatment with this 

inhibitor at 30 µM 15 minutes before photo-irradiation led to complete abolition of chromatin relaxation 

upon DNA damage. Interestingly, PARP inhibitor treatment not only abolished chromatin relaxation at 

DNA breaks but also induced a chromatin over-compaction after laser irradiation. Indeed, while cells 

untreated with Hoechst kept a stable chromatin compaction state, independently of PARylation activity, 

DNA damage induction led to a slight, yet significant, reduction of the thickness of the photo-activated 

chromatin line in cells treated with PARP inhibitor (fig. 23, B and C). As it is for chromatin relaxation, this 

over-compaction is followed by a slow decondensation process leading towards the previous undamaged 

chromatin compaction state (fig. 23, B). This result shows that PARylation upon DNA damage is necessary 

for chromatin relaxation, even counteracting an over-condensation phenomenon occurring when 

PARylation is blocked. 
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PARP1 binding on chromatin leads to over-condensation 

Even if PARP1 has been reported to be responsible for more than 90% of the PARylation induced upon 

DNA damage [Rank et al., 2016], PARP2 and PARP3 are also rapidly recruited to sites of DNA damage (fig. 

24, A). Therefore, in order to characterize precisely the role of PARP1 in chromatin relaxation upon DNA 

damage, our collaborators in the team of Gyula Timinszky designed a PARP1 knockout (KO) cell line taking 

advantage of the CRISPR/Cas9 methodology. Performing the same experiment in this cell line resulted in 

a strongly impaired relaxation upon DNA damage and no over-compaction, as for WT cells, under PARP 

inhibition, was observed (fig. 23, C and D). Furthermore, in those PARP1 knockout cells, the PARP inhibitor 

treatment had no effect on chromatin relaxation (fig. 23, C). This experiment shows that, while PARP2 and 

PARP3, and maybe other PARPs, could still play a small role in chromatin relaxation upon DNA damage, 

PARylation by PARP1 seems to be the main driving force behind this process. Moreover, since no alteration 

of the chromatin compaction state is observed upon DNA damage and PARP inhibitor treatment in the 

PARP1 KO cells, it also suggests that PARP1 recruitment and binding to chromatin, without catalytic 

activity, is responsible for a local over-compaction of the chromatin.  
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Figure 23: PARP1 activity controls chromatin relaxation at DNA damage sites. 

(A) Recruitment at DNA damage sites of PARP1 and the PAR-binder WWE domain of RNF146 in cells 

co-expressing PARP1-EGFP, or WWE-EGFP, and H2B-PATagRFP, pre-sensitized with Hoechst and 

treated or not with the PARP inhibitors AG-14361 (30 μM, 1h). (B) Dynamics of the chromatin 

compaction state at DNA damage sites over long time scales (mean ± SEM) measured in wild-type 

U2OS cells expressing H2B-PATagRFP with (n=16) or without (n=14) treatment with AG-14361 (30 

μM, 1h). (C) Relative chromatin relaxation at 60 seconds after laser micro-irradiation in wild-type and 

PARP1 knockout cells (clone C8) transfected with H2B-PAGFP and treated or not with the PARP 

inhibitor AG14361 (30 μM, 1h). (D) Similar results were obtained with a second PARP1 KO cell clone 

(clone C12).  
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  The prominent role of PARP1 in chromatin relaxation upon DNA damage 

In order to validate those results, PARP1 was re-expressed in PARP1 knockout cells in order to rescue the 

phenotype. However, only a partial rescue could be obtained as chromatin decondensat ion did not reach 

the levels obtained in wild-type cells (fig. 24, B). A possible explanation for this partial rescue lies with the 

dual role that PARP1 plays in modulating chromatin structure, at the same time inducing over- 

condensation through its binding, and promoting chromatin relaxation through PARylation. This all hints 

at the fact that decondensation upon DNA damage is a very well -regulated process, and the key element 

of this mechanism might just be the level of recruitment and activation of PARP1 at the site of DNA 

damage. Indeed, while the level of chromatin decondensation is increased with a higher level of DNA 

damage (fig. 25, a and B), chromatin relaxation is not amplified by a higher level of PARP1 inside the cell. 

Indeed, an over-expression of PARP1 in wild-type cells actually leads to an impaired chromatin relaxation 

(fig. 25, C and D), suggesting that any dysregulation in the level of expression or recruitment to DNA 

damage sites of PARP1 will have dire consequences for the following chromatin relaxation, and thus, 

possibly also for the subsequent DNA repair and survival of the cell.  

Interestingly, both the recruitment to DNA damage (fig. 24, A) and the level of expression (fig. 24, C) of 

PARP2 and PARP3 seem unaffected by the knockout of PARP1, suggesting that no compensation 

mechanism between those different DDR-PARPs is taking place in the context of the DNA damage 

response. Moreover, the fact that a highly-hindered chromatin relaxation is still observed in PARP1 KO 

cells upon DNA damage with or without applying PARP inhibitory treatment suggests that PARylation by 

PARP2 and/or PARP3 is not likely to play a role in chromatin relaxation upon DNA damage. 
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Figure 24: PARP1 is the key player regulating chromatin compaction state at DNA damage 

sites. 

(A) Recruitment at DNA damage sites of PARP2 or PARP3 in U2OS wild-type or PARP1 KO cells co-

expressing PARP2-EGFP, or PARP3-EGFP, and H2B-PATagRFP, pre-sensitized with Hoechst and 

treated or not with the PARP inhibitors AG-14361 (30 μM, 1h). (B) Partial rescue of the impairment 

of chromatin relaxation in PARP1 KO cells by re-expression of PARP1-mCherry. (C) Western-blot of 

wild-type U2OS cells and the two PARP1 KO cell lines showing the relative amount of PARP1, PARP2 

and PARP3 in the different cell lines. 
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  Decondensation relies on ATP- and PAR-dependent processes 

In order to understand if chromatin relaxation upon DNA damage is the direct consequence of the 

PARylation event occurring at the site of lesions, or if PARylation only constitutes a mean to recruit factors 

responsible for this process, we decided to check for the requirement of other factors. Since ATP is 

necessary for the introduction of a lot of epigenetic marks that can modulate the chromatin compaction 

state, and used by all chromatin remodeling complexes, it appeared obvious to start by looking at 

decondensation upon ATP depletion. After bathing WT U2OS cells in the ATP depletion medium for 24h, 

chromatin decondensation upon DNA damage was strongly impaired (fig. 26, A), while the recruitment of 

the PAR-binding domain WWE of RNF146 remained unaffected (fig. 26, B). This suggests that the 

recruitment of PARP1 to DNA damage sites, as well as its activation and PARylation levels,  are unaffected 

by the lack of available ATP, while the DNA damage-triggered decondensation is hindered. 

However, since the absence of ATP inside the nucleus triggers an overall chromatin over-compaction (fig. 

26, C), this alteration of the basal chromatin compaction state alone could affect the relaxation process 

occurring upon DNA damage without any direct impact of the lack of ATP. In order to rule out this 

possibility, a global chromatin over-compaction was achieved by bathing cells in a hypertonic medium, 

mimicking the effect of the depletion while keeping normal levels of ATP inside the cell (fig. 26, C). In those 

cells, chromatin relaxation upon DNA damage was actually slightly enhanced (fig. 26, D) , suggesting that a 

basal higher level of chromatin compaction actually allows for a higher level of decondensation. In those 

cells, the recruitment of the WWE domain of RNF146 was comparable to the one in untreated cells, 

indicating that hypertonic treatment affects chromatin relaxation without modifying PARP1 activity (fig. 

26, E). This experiment suggests that chromatin over-compaction before UV-irradiation, as observed in 

ATP depleted cells, is not, per se, sufficient to inhibit chromatin relaxation at DNA breaks, but could actually 

enhance it.  

Altogether, this seems to indicate that, even if PARylation itself could directly contribute to chromatin 

relaxation upon DNA damage, as 40% of the initial chromatin relaxation remains after ATP depletion, it 

could also serve as a platform for recruitment for ATP-dependent factors that will be involved in chromatin 

decompaction at DNA damaged sites. I next focused my research trying to understand how processes 

other than PARylation, ATP-dependent or not, could induce chromatin relaxation upon DNA damage. 
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Figure 25: The extent of chromatin relaxation depends on the level of DNA damage and on the 

level of PARP1 expression. 

(A) Confocal images of nuclei of WT U2OS cells transfected with H2B-PATagRFP and treated or not 

with Hoechst. Pictures are shown 20 seconds after photo-irradiation using different laser powers 

measured at the sample level. (B) Dynamics of the chromatin compaction state in those cells over 20 

seconds (mean +/- SEM). (C) Confocal images of nuclei of wild-type cells treated or not with Hoechst 

and transfected with either H2BPATagRFP alone, or along with PARP1-EGFP. Pictures are shown 60 

seconds after photo-irradiation using 0.125 mW of the 405-nm laser power. (D) Quantification of the 

chromatin relaxation 60 seconds after photo-damage in those cells.  

0 5 10 15 20 25
0,9

1

1,1

1,2

1,3

1,4

1,5

1,6

1,7

1,8

1,9

   +      0,125mW

   +      0,125mW

   +      0,25mW

   +      0,375mW

Time after irradiation (s)

N
o

rm
a
liz

e
d

 t
h
ic

k
n
e

s
s
 o

f

th
e

 p
h
o

to
c
o

n
v
e

rt
e

d
 l
in

e

- 

B 

A 

C D 



 

80 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 26: Chromatin relaxation at DNA damage sites partially depends on ATP. 

(A) Relative chromatin relaxation at 60 seconds after laser micro-irradiation in wild-type cells 

expressing H2B-PAGFP and depleted or not for ATP. (B) Accumulation of the WWE domain of RNF146 

at DNA lesions estimated 60 seconds after laser micro-irradiation in wild-type cells expressing an 

EGFP-tagged version of WWE and depleted or not for ATP. (C) Confocal image of U2OS cell nuclei 

stained with Hoechst and left untreated, depleted for ATP or bathed with hypertonic medium 

pseudocolored using the lookup table shown on the right of the images. (D) Relative chromatin 

relaxation at 60 seconds after laser micro-irradiation in wild-type cells expressing H2B-PAGFP and 

bathed in isotonic or hypertonic media. (E) Accumulation of the WWE domain of RNF146 at the DNA 

lesions estimated 60 seconds after laser micro-irradiation in wild-type cells bathed in isotonic or 

hypertonic media.  
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The Role of Histone H1 

  H1 is released faster from the DNA damage sites 

In order to understand the molecular mechanisms responsible for chromatin relaxation at DNA breaks, I 

took a particular interest in H1 dynamic binding to chromatin. This fifth histone is supposed to play an 

important part in the formation and maintenance of compacted higher order chromatin structures 

[Bednar et al., 2015]. The fact that no H2B molecule seems to be released from the site of the damage (fig. 

20 and 21; fig. 22, C) suggests that no nucleosome disassembly is occurring. It would then appear necessary 

in order for the decondensation to occur to remove the linker histone or at least decrease H1 binding 

abilities at the site of DNA damage. Moreover, H1 has been shown to be PARylated [Shan et al., 2014], 

which is supposed to decrease its affinity for DNA, and PARP1 has been shown to replace H1 on the 

nucleosome in specific areas [Kim et al., 2004; Clark et al., 2012]. Unlike canonical histones, H1 is highly 

dynamic displaying a residency time of no more than a few minutes on the nucleosome in normal 

conditions [Misteli, 2000]. Yet, the linker histone has been shown to display a low free pool of molecules, 

meaning that the vast majority of H1 proteins inside the cell is bound to chromatin at any given time 

[Misteli, 2000]. In order to understand the possible part played by H1 in the damaged chromatin relaxation 

process, I followed the dynamics of the fifth histone tagged to PAGFP while performing a decondensation 

assay. To analyze those data, I measured, frame by frame, the integrated fluorescence intensity inside the 

expanding region of interest defined by the “damaged chromatin mask” created with the signal coming 

from the chromatin channel. This method allows to look at all H1 molecules that were at the site of DNA 

damage when it was induced and follow them through time inside a growing, yet encompassing the same  

damaged chromatin, area. 

The highly dynamic behavior of H1 was confirmed in our experiments in untreated conditions as H1 

proteins photo-activated at the laser irradiation site rapidly spread outside of the area defined by the 

photo-activated H2B molecules (fig. 27, A; fig. 28). Interestingly, a clear increase of H1 release speed from 

the damaged chromatin area can be observed upon laser micro-irradiation (fig. 27, A). Similar accelerated 

release from DNA damage sites was also observed for other H1 isoforms (fig. 27). Those promising results 

led me to believe that H1 release from the site of DNA damage could be necessary, or even sufficient, for 

chromatin relaxation and I wanted next to investigate the driving force behind this behavior.  
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Figure 27: All canonical H1 isoforms display an accelerated release upon DNA damage. 

(A - E) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time of laser micro-

irradiation in WT cells co-expressing H2B-PATagRFP and one of the five canonical H1 isoforms tagged 

to PAGFP and pre-sensitized or not with Hoechst (mean ± SEM). H1 isoform constructs were obtained 

linking PAGFP to the C-terminal end of H1 proteins (F) Characteristic release time for H1 isoforms, 

representing the time needed for half the initial fluorescence inside the region of interest to be 

redistributed outside of this region. This indicator is used to assess the variability between different 

cells within the same experimental condition and apply statistical analysis, when possible. 
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Figure 28: The dynamic binding kinetics of histone H1 is modified upon DNA damage. 

Confocal image sequences of the dynamics of H1 photo-activated on a straight vertical line using the 

405-nm laser in wild-type and PARP1 knockout cells. Cells were transfected with H1.1-PAGFP, along 

with H2BPATagRFP (pictures not shown) to assess decondensation and perform required 

segmentation of the photo-activated, or photo-damaged area. WT cells were either left untreated, pre-

sensitized with Hoechst or treated with the PARP inhibitor AG-14361, or both. PARP1 knockout cells 

were left untreated or pre-sensitized with Hoechst.  
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H1 accelerated release is not driven by PARP1 recruitment or PARylation  

To understand the driving force behind this H1 increased release speed from damaged chromatin, I first 

focused my attention on PARP1. Indeed, as mentioned above, PARP1 could participate in H1 release from 

the damaged area both through PARylation or through competition for binding. In order to see if 

PARylation at the site of DNA damage could impact H1 behavior, I followed the dynamics of H1 tagged to 

PAGFP upon DNA damage with or without applying PARP inhibitor treatment using AG-14361 (fig. 28; fig. 

29, A). Interestingly, while inhibition of PARylation completely abolishes chromatin relaxation, it does not 

suppress the accelerated release of H1 at DNA breaks (fig. 29, B and D). Another interesting point is that 

PARylation inhibition leads to a small but significant decrease in H1 speed, both in the presence and the 

absence of DNA damage (fig. 29, D), probably reflecting the relationship between H1 and PARP enzymes 

in other cellular processes. This result demonstrates that H1 release from the site of DNA damage, even if 

it could be a necessary step towards chromatin decondensation upon DNA damage, is not sufficient to 

drive this process. At this point, the chromatin over-compaction observed in PARP inhibitory conditions 

still can, as well as the behavior of H1, result from a competition for binding between H1 and the 

concentrated PARP1 in the damaged area. 

In order to see if the high amount of PARP1 recruited at the site of DNA damage could compete for binding 

on nucleosomes with H1, I performed the experiment in the PARP1 knockout cell line. In those cells, H1 

still showed a faster release at DNA breaks compared to its dynamics in the absence of damage  (fig. 29, C 

and D). Those experiments showed that H1 is released faster from the site of DNA damage, but this 

behavior appears to be independent of the binding or the activity of PARP1. Following those results, I 

wanted to take a broader approach to figure out the driving force behind H1 release and tested its possible 

ATP requirement and its possible relation to classical DNA repair signaling pathways. 

 

 

 

 

 

 



 

85 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29: The speed of release of histone H1 is increased upon DNA damage. 

(A - C) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time of laser micro-

irradiation in WT cells or PARP1 KO cells co-expressing H2B-PATagRFP and H1.1-PAGFP, pre-

sensitized or not with Hoechst and treated or not with the PARP inhibitor AG-14361 (mean ± SEM). 

(D) Characteristic release time for H1, measured at half fluorescence decay, in WT and PARP1 KO 

cells. 
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  H1 accelerated release from DNA damage sites is unaffected by the lack of ATP 

Since H1 release seems independent from PARP1 and PARylation, and since ATP-dependent processes are 

involved in chromatin decondensation upon DNA damage (fig. 26), I next tested if H1 dynamics were 

affected by ATP depletion. Unsurprisingly considering its impact on chromatin conformation (fig. 26; fig. 

30, B), the lack of ATP greatly alters H1 behavior as its redistribution speed is slowed down in undamaged 

conditions (fig. 30, A). However, the accelerated release from the photo-irradiated area is still observed 

after Hoechst treatment, suggesting that ATP is not required for the accelerated release of H1 from the 

site of DNA damage (fig. 30, A, C, and D).  

As for the experiment focused on ATP and decondensation, a mean to differentiate the effect of the lack 

of ATP alone, and its impact on chromatin conformation, is necessary. This time, I wanted to look at H1 

dynamics in ATP depleted conditions while keeping the chromatin compaction state as unaltered by the 

treatment as possible. Thus, I used hypotonic shock, which induces a global chromatin decompaction, 

under ATP depleted conditions in order to restore the basal chromatin compaction state (fig. 30, B) and 

performed again the H1 photo-activation experiment. Once again, H1 displayed an increased release 

speed in those conditions upon DNA damage, again hinting at the fact that ATP may not be required for 

H1 release from damaged chromatin (fig. 30, C, D, and E). 
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Figure 30: The accelerated release of H1 from DNA damage sites does not require ATP. 

(A) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time of laser micro-

irradiation in WT cells co-expressing H2B-PATagRFP and H1.1-PAGFP, depleted or not for ATP (mean 

± SEM).  (B) Confocal image of U2OS cell nuclei stained with Hoechst and left untreated, depleted for 

ATP or bathed with hypotonic medium pseudocolored using the lookup table shown on the right of 

the images. (C - E) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time 

of laser micro-irradiation in WT cells depleted for ATP and co-expressing H2B-PATagRFP and H1.1-

PAGFP, pre-sensitized or not with Hoechst and or not with hypotonic medium (mean ± SEM).   
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  H1 release speed from damaged chromatin seems independent from ATM or DNA-PK 

Next, I wanted to see if the eviction of H1 from damaged chromatin could be dependent on the activation 

of classical repair pathways. I focused on two major molecular players with a central role in DNA repair 

that could potentially play a role, directly or indirectly, in H1 eviction from DNA damage sites: ATM and 

DNA-PK. Indeed, both those proteins were shown to be recruited and activated within seconds after 

damage induction, making them good candidates [Uematsu et al., 2007]. Moreover, as key actors in the 

DDR, both exhibit a wide range of targets including histones and chromatin epigenetic modifiers [Caron et 

al., 2015]. In addition, both can phosphorylate histone variant H2AX, modification known to weaken H1 

affinity for the nucleosome [Caron et al., 2015; Li et al., 2010], and both have been shown to be involved 

directly in H1 phosphorylation and dephosphorylation, modulating H1 affinity for the nucleosome [Guo et 

al., 1999; Kysela et al., 2005]. 

Chemical inhibition of those two protein activities was achieved using KU-55933 (ATMi) and NU7441 (DNA-

PKi) using experimental conditions previously tested (Golia et al., 2017). After 6 hours of treatment with 

either inhibitor, H1 still displayed in both cases an accelerated release from the damaged area (fig. 31). At 

this point, the factor driving H1 eviction upon DNA damage remains unknown even if it might be an 

essential element for chromatin decondensation upon DNA damage. This question should be answered in 

the future to better understand the purpose of H1 release from DNA damage sites during chromatin 

relaxation and learn more about this cellular response to DNA damage. 

H1 recovery is accelerated at the site of DNA damage 

During the previous photo-activation experiments, only H1 proteins located at the site of DNA damage are 

visible and can be followed. However, since H1 is in constant dynamic exchange, I also wanted to 

investigate the behavior of H1 proteins located outside of the damaged area, looking at the repopulation, 

or possible exclusion, of H1 to or from the damaged area. Indeed, H1 proteins located at the site of DNA 

damage when it occurs may receive specific modifications responsible for H1 accelerated release from the 

site of the breaks, H1 located outside of the breaks would then not be affected and display “normal” 

kinetics. On the contrary, the change could come from the environment that damaged chromatin 

represents; in this case, H1 located outside of the damaged area should behave the same way as H1 

located at the site of the breaks.  
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Figure 31: The accelerated release of H1 from DNA damage sites is independent of the 

signalization of the DNA repair proteins ATM or DNA-PK. 

(A - C) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time of laser micro-

irradiation in WT cells co-expressing H2B-PATagRFP and H1.1-PAGFP, pre-sensitized or not with 

Hoechst and treated or not with the ATM inhibitor KU-55933 or the DNA-PK inhibitor NU7441 for 6h 

before imaging at 10 µM (mean ± SEM). (D) Characteristic release time for H1, measured at half 

fluorescence decay. 
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In this simultaneous FRAP and DNA damage induction experiment, cells are co-transfected with H2B-

PATagRFP and H1-GFP and two lasers are used simultaneously for photo-irradiation, the 405-nm laser to 

photo-activate H2B proteins and induce damage upon Hoechst treatment, and the 488-nm laser to photo-

bleach H1 proteins present at the site of the damage when damage is occurring (fig. 32). Surprisingly, H1 

recovery speed is higher at DNA breaks than in the absence of damage (fig. 33, A and D). H1 then seems 

to have enhanced dynamics in a chromatin damaged area hinting towards an alteration of its binding 

abilities to damaged chromatin. However, even more surprising is the fact that this increased speed of 

recovery to the damaged area is dependent on PARylation. Indeed, performing the same experiment while 

blocking PARylation using AG-14361 results in a reverse phenomenon in which H1 recovery to DNA 

damage sites is slowed down compared to its recovery towards undamaged chromatin (fig. 33, B and D).  

To assess the role of PARP1 itself, I performed the same experiment in the PARP1 KO cells. I found that the 

recovery speed of H1 is similar in the presence or in the absence of DNA damage when PARP1 is missing 

from the cells (fig. 33, C and D). These results suggest that the recruitment of PARP1 lacking its catalytic 

activity slows down H1 recovery to the site of damage, probably through its direct binding on nucleosomes 

taking the place of H1. However, PARylation by PARP1 and/or decondensation, as the two phenomena 

cannot be separated, leads to an enhancement of the speed of recovery of H1 to DNA damage sites.  

Altogether, photoactivation experiments have shown that H1 release speed from damaged sites is 

increased in a PARylation- and decondensation-independent manner and FRAP experiments have shown 

that H1 recovery speed is increased to damaged sites in a PARylation- and decondensation-dependent 

manner. In order to try to reconcile those apparently contradictory results, I focused the third part of my 

work trying to understand the purpose of the DNA damage-induced chromatin relaxation and the 

implications of this phenomenon in regards to the modulation of interactions between chromatin and its 

partners. 
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Figure 32: H1 recovery after photo-bleaching from DNA damage sites. 

Confocal image sequences of the dynamics of H1 photo-activated on a straight vertical line using 

simultaneously the 405-nm and the 488-nm lasers in wild-type and PARP1 knockout cells. Cells were 

transfected with H1.1-GFP, along with H2BPATagRFP (pictures not shown) to assess decondensation 

and perform required segmentation of the photo-activated, or photo-damaged area. WT cells were 

either left untreated, pre-sensitized with Hoechst or treated with the PARP inhibitor AG-14361, or 

both. PARP1 knockout cells were left untreated or pre-sensitized with Hoechst.  
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Figure 33: The speed of recovery of H1 is increased upon DNA damage. 

(A - C) Kinetics of the release of the H1 proteins localized at the DNA lesions at the time of laser micro-

irradiation in WT cells or PARP1 KO cells co-expressing H2B-PATagRFP and H1.1-GFP, pre-sensitized 

or not with Hoechst and treated or not with the PARP inhibitor AG-14361 (mean ± SEM). (D) 

Characteristic recovery time for H1, measured at half fluorescence recovery, in WT and PARP1 KO 

cells. 

  

A B 

C D 



 

93 
 

 

DNA accessibility and the functional role of chromatin relaxation 

In order to better characterize the environment that damaged, relaxed, chromatin constitutes, I firstly 

wanted to investigate the possible impact of chromatin relaxation and PARylation on the macromolecular 

crowding levels at the DNA damage sites. To this end, I studied the volume occupation of GFP monomers, 

dimers and pentamers inside damaged and undamaged chromatin areas, as well as their dynamics before 

and after DNA damage induction using fluorescence correlation spectroscopy (FCS). Those three molecules 

were chosen as they do not interact with any nuclear components and should, therefore, diffuse freely, 

only according to their molecular weight, conformation, and the possible hindrance in diffusion due to 

macromolecular crowding. Moreover, different sized GFP arrays are used as crowding should affect 

proteins behavior differentially according to their molecular weight. Using our recruitment assay, which 

allows to simultaneously follow the recruitment of proteins while taking into account and measuring 

chromatin relaxation using tagged H2B proteins, I also investigated the behavior of chromatin-interacting 

proteins to test whether or not chromatin relaxation could lead to enhanced interaction with DNA-binding 

molecules. 
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  Chromatin relaxation and volume exclusion 

The first effect of macromolecular crowding, as described in the introduction, is volume exclusion. The 

volume occupied by a large number of surrounding molecules is not accessible. I wanted to investigate the 

possibility that chromatin relaxation upon DNA damage, i.e. a same amount of chromatin spread over a 

larger area, would diminish macromolecular crowding, and thus, volume exclusion, in that damaged area. 

This theory would fit well with speculations proposing that the purpose of chromatin relaxation is to 

increase access for repair proteins to damaged DNA [Smerdon, 1991]. In order to test this hypothesis, I 

compared the average fluorescence signal of GFP arrays composed of one, two or five GFPs inside a 

damaged chromatin area with their average fluorescence signal inside the undamaged neighboring area. 

Since GFPs should not interact with any nuclear component, their concentration in any given space should 

only lie on the accessible volume. 

GFP monomers and GFP dimers actually display a higher concentration in damaged chromatin areas 

compared to their concentration in undamaged conditions (fig. 34, A, B, C, and D). These results show that 

chromatin relaxation leads to a slight, yet very significant, increase in accessible volume for those two 

proteins. This effect is dependent on PARylation and chromatin relaxation as PARP inhibited cells do not 

display this increase (fig. 34, C and D). However, since only around a 5% gain in accessible volume is 

observed, freeing accessible volume does not appear to be the purpose, or the only purpose, of relaxation 

upon DNA damage as chromatin occupies an area 40 to 50% percent larger after relaxation upon DNA 

damage (fig. 20, C). Surprisingly, no change in accessible volume is observed for the GFP pentamer tracer 

(fig. 34, E). This result is counter-intuitive as theoretical predictions suggest that the volume exclusion 

effect caused by macromolecular crowding should have a greater impact on larger molecules [Mourão et 

al., 2014]. In those conditions, it would seem that the complex chromatin architecture reorganization that 

occurs upon DNA damage will confine this newly accessible volume to narrow regions.  

Altogether, it would seem that chromatin relaxation does slightly reduce macromolecular crowding, even 

if this effect seems limited compared to the extent of the chromatin decondensation and even if the 

topology and 3-dimensional organization of chromatin might restrict this newly accessible volume to small 

probes with sizes below 60 kDa. 
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Figure 34: Impact of the DNA damage-induced chromatin relaxation on the volume exclusion 

effect caused by macromolecular crowding. 

(A) Confocal images of a nucleus transfected with H2B-PATagRFP and GFP before or 60 seconds after 

DNA damage induction. Measurements of background-subtracted intensity are performed within the 

region of interest displayed on the GFP images, averaged in Y positions and normalized to obtain the 

graph (B). (C, D, E) Volume accessibility measured inside the photo-activated chromatin region for 

GFP, GFP dimer and GFP pentamer tracers fused to EGFP in cells co-expressing H2B-PATagRFP to 

identify the irradiated chromatin area. Cells are either treated with Hoechst, AG-14361, both, or are 

left untreated. The accessible volume inside the damaged area is calculated as a ratio between the 

averaged signal intensity inside the damaged area and the average of two same-sized neighboring 

regions. 
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  Chromatin relaxation doesn’t lead to enhanced diffusion at the site of DNA damage 

Following those first interesting results regarding the volume exclusion effect induced by macromolecular 

crowding, I investigated the possible impact of DNA damage-induced chromatin relaxation on the diffusion 

hindrance caused by macromolecular crowding in the nucleus. Thus, I followed the dynamics of GFP 

monomers, dimers and pentamers using fluorescence correlation spectroscopy inside damaged and 

undamaged area with or without applying PARP inhibitor treatment. By focusing a laser on a single point 

and studying the flow of molecules coming in and out of the small focal volume enlightened, and through 

the fitting of the autocorrelation curve obtained plotted through time (fig. 35, A), FCS allows to study very 

accurately the diffusion kinetics of GFPs in a very precise location of the cell. Thus, if macromolecular 

crowding is reduced, even slightly, as suggested by the volume exclusion eff ect reduction, diffusion of 

those non-binding proteins should be enhanced in damaged areas as compared to undamaged ones, and 

suppressed upon PARP inhibition.  

For those three proteins, no significant difference in the diffusion kinetics was observed between 

measurements performed in damaged and undamaged areas (fig. 35, B). The same conclusions are drawn 

regarding the results in PARylation inhibited conditions (fig. 35, B). Taking those results together with the 

previous experiments regarding the volume exclusion effect, two hypotheses can emerge. One is that 

macromolecular crowding is actually not reduced inside the damaged and relaxed chromatin area, and 

that the newly accessible volume to GFP monomers and dimers upon DNA damage and chromatin 

relaxation does not arise from a decreased macromolecular crowding in the area, but from a 

restructuration of chromatin inside the area. The second theory is that macromolecular crowding inside 

damaged chromatin areas is indeed slightly reduced, but this decrease is not sufficient to produce a visible 

effect on the diffusion kinetics of GFP monomers and dimers. Also important to note is that these results 

also suggest that chromatin over-compaction upon simultaneous DNA damage induction and PARP 

inhibition does not lead to a higher level of crowding in the photoactivated region.  
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Figure 35: Impact of the DNA damage-induced chromatin relaxation on the diffusion hindrance 

effect caused by macromolecular crowding. 

(A) Here is shown an example autocorrelation curve chosen randomly from one of the experiments 

fitted with a one-specie model assuming pure diffusion. (B) Diffusion speeds calculated by FCS for 

GFP, GFP dimers and pentamers obtained in cells cotransfected with H2B-PATagRFP. For each cell 

and each condition, three measurements are performed and averaged. FCS measurements are 

performed either before damage induction or two minutes after DNA damage induction. No 

significative difference was observed between damaged and undamaged conditions. 
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  Chromatin relaxation at DNA breaks leads to enhanced interaction between DNA and 

its interacting factors 

The last predicted effect of a modulation of the crowding level inside the damaged, relaxed chromatin 

area is the modification of the reaction kinetics in this area. More precisely in this case, a decrease in the 

crowding level should weaken interactions with chromatin and its binding partners. Even if the modulation 

of the macromolecular crowding levels in the damaged area is probably not the purpose of chromatin 

relaxation, it is still interesting to understand if this modified relaxed and PARylated environment has an 

impact on chromatin interactions. In order to quantify chromatin interactions in this context, I chose to 

look at the binding of chromatin interactors that should not be in any way recruited to DNA damage sites 

or play a role in the overall DNA damage response. Thus, using our recruitment assay, I followed the 

dynamics inside and outside of the damaged chromatin area of proteins that are not found in mammalian 

nuclei, namely two proteins of bacteria, LacI and TetR, that bind DNA in their respective operon, lac and 

tet, and the DNA binding domain of CEBP (CCAAT enhancer-binding protein) alone (BZip). Those three 

molecules have been shown to display a tendency to bind nonspecifically to DNA [Furini et al., 2010; 

Normanno et al., 2015; Tsekouras et al., 2015], making their diffusive properties sensitive to change in 

DNA accessibility. 

Surprisingly, all three proteins displayed a very strong “recruitment” to DNA damage sites (fig. 36). This 

enhanced-binding behavior is dependent on PARylation and/or decondensation as the “recruitment” of 

these DNA-binding probes is suppressed upon PARP inhibition (fig. 36). Changes in macromolecular 

crowding levels are therefore not likely to play a role regarding the binding kinetics of DNA interactors 

upon DNA damage, as the predicted effect of a decreased crowding level would be a reduction of the 

proportion of partners interacting together. However, changes are observed in the volume accessible to 

molecules in the damaged chromatin region, considering small proteins, and chromatin interactors there 

appear to display enhanced binding, suggesting that DNA accessibility is indeed modified upon DNA 

damage, possibly to facilitate access for repair proteins, even if the mechanisms driving this phenomenon 

remain, for now, unclear. 
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Figure 36: Impact of the DNA damage-induced chromatin relaxation on the interactions 

between chromatin and its binding partners. 

(A) Confocal images of nuclei transfected either with H2B-PATagRFP and LacI-GFP, H2BPATagRFP 

and TetR-GFP, or H2B-PAGFP and BZip-Ruby2 60 seconds after photo-irradiation and treated with 

Hoechst alone or along AG-14361. (B, C, D) Quantification of the background-subtracted and 

normalized integrated signal intensity inside the damaged chromatin area for LacI, TetR and BZip in 

Hoechst treated conditions with or without PARP inhibitor treatment with AG-14361 60 seconds 

after DNA damage induction.  
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DISCUSSION 
 

PARylation by PARP1 is the main force driving chromatin relaxation upon DNA 

damage 

This work helped to gain hindsight on the role of PARP1 and PARylation in the DNA damage-induced 

chromatin relaxation. Indeed, PARP1 is, in our conditions, recruited within seconds at the site of DNA 

damage (fig. 20), as shown by others [Ahel et al., 2009; Timinszky et al., 2009]. It would, by interaction 

with chromatin, most likely take the place of H1 at the entry and exit sites of DNA on the nucleosome, and 

induce chromatin over-compaction [Kim et al., 2004; Clark et al., 2012], if it was catalytically inactive (fig. 

23). However, the presence of DNA damage indeed triggers PARP1 catalytic activity which then leads to 

its auto-modification and chromatin relaxation [Ahel et al., 2009]. The mechanisms driving this shift in 

PARP1 interaction with chromatin and catalytic activation are not fully understood, but it was proposed 

that PARP1 could bind damaged chromatin, in this case single-stranded DNA or DSBs, in a very different 

way, involving different domains, than its binding on undamaged chromatin [Langelier et al., 2012]. The 

conformation in which PARP1 would bind damaged DNA would, in this model, trigger its catalytic activity 

while its binding to the entry and exit sites of DNA on the nucleosome would not [Altmeyer et al., 2009].  

This model fits nicely with our experimental data showing that recruitment of  PARP1 without catalytic 

activity leads to chromatin over-compaction, while PARylation activation triggered by DNA damage leads 

to chromatin relaxation (fig. 23). The fact that PARP1 binds to chromatin or to damaged DNA in two 

different ways could also help explaining data suggesting that PARP1 auto-modification, which occurs 

almost instantly after DNA damage recognition, leads to PARP1 detachment from chromatin [Ogata et al., 

1981; Kim et al., 2004]. Yet, PARP1 in our conditions remains at the site of the breaks after the initial phase 

of chromatin relaxation and is not released from the damaged area (fig. 19). To clarify these contradictions 

and fit those results in the model, it was shown recently that PARP1 auto-modification indeed weakens its 

affinity for chromatin, but not for DNA [Muthurajan et al., 2014], hinting at the possibility that PARylated 

PARP1 would actually have a higher binding affinity for damaged DNA than unmodified PARP1, amplifying 

PARP1 pro-decondensation response to DNA damage. 

It was also suggested that PARP1 could have a role in maintaining damaged chromatin fragments closer 

together [Ali et al., 2012], explaining PARP1 lingering presence at the site of DNA damage after its initial 

PARylation response. Here, PARP1 would have the dual role of keeping broken ends together by direct 

binding, while keeping neighboring DNA, damaged or undamaged, away from the break of interest through 
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PARylation (fig. 37) [Ali et al., 2012]. This would appear especially essential in the case of multiple DSBs in 

which the cell needs to puzzle together chromatin pieces before restoring the initial conformation and 

sequence of DNA. An interesting comparison to the situation in yeast cells can help strengthen this theory. 

Yeast cells predominantly use homologous recombination to repair DSBs [Seeber and Gasser, 2016], while 

human cells restrict the use of HR to specific phases of the cell cycle in which a sister chromatid template 

is readily accessible for recombination and repair, and use therefore non-homologous end-joining most of 

the time to repair DSBs [Brandsma and Gent, 2012]. One of the causes for this difference in repair pathway 

choice might simply be the difference in nuclear volume between those two species that renders any 

homology search without sister chromatid really difficult in human cells. But one of the molecular reasons 

for these differences might be the presence of PARP1 in human cells keeping DNA ends together to be 

rejoined, and its absence in yeast cells letting free DNA ends roam the nucleus in search for a homologous 

sequence. This would also go along with two recent studies, one showing that expression of PARP1 in yeast 

actually reduces UV-induced homologous recombination [La Ferla et al., 2015], and the other suggesting 

that PARP1 can actually covalently modify free DNA ends [Talhaoui et al., 2016]. 

A question still lingers, however: Why such a dual and complex role for a single protein switching its action 

on chromatin compaction from one opposite end to the other upon DNA damage and how are those two 

opposite effects regulated? We have shown here that the amplitude of chromatin relaxation upon DNA 

damage is dependent on the level of damage, but is also dependent on the level of recruitment and 

activation of PARP1 at the site of the lesions, as an inappropriate amount of PARP1, either way, will lead 

to an impaired chromatin relaxation (fig. 25), and thus potentially improper DNA repair [Rank et al., 2016; 

Sellou et al., 2016]. The regulation of this pivotal actor in the DNA damage response remains largely 

unknown and should be, in my opinion, the focus of future research in the field.  However, this might not 

be an easy task, as its regulation might depend on the regulation of its expression levels, the regulation of 

NAD+ availability, as well as the simultaneous regulation of the activity of PARG or other PAR erasers.  

 The role of other DDR-PARPs in chromatin relaxation upon DNA damage 

While PARP2 and PARP3 have been shown to be recruited to sites of DNA damage (fig. 24), their actions 

in DNA damage repair and signalization, as well as their targets, are widely unknown [Barkauskaite et al., 

2015]. Interestingly, neither one of those two proteins possess any proper DNA-binding site (fig. 17), and 

the question of the mechanism of their recruitment to DNA breaks has remained unanswered for a long  
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Figure 37: PARP1 tether broken DNA ends together while keeping other chromatin fibers 

away. 

Adapted from Ali et al., 2012. 
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time [Langelier et al., 2014]. Unlike the long N-terminal region of PARP1 that encompasses three Zn fingers 

domains (among others, fig. 17) able to bind DNA and that has been shown to be essential for DNA binding, 

PARP2 and 3 display a very short N-terminal region (NTR) with no known domain characterized [Langelier 

et al., 2012]. The C-terminal domains of those three enzymes are, however, very similar containing the 

same domains (fig. 17). The NTR of PARP2, slightly longer and of a different composition than the one of 

PARP3, has been proposed to play a role in DNA binding due to the high number of basic residues in this 

domain [Amé et al., 1999]. However, it was shown more recently that PARP2 and 3 NTR do not play a 

crucial role in DNA binding for these proteins and are not even thought to be essential for their DNA-

dependent activation [Langelier et al., 2014]. 

Based on these facts, one might have wondered if the recruitment of these two proteins might have been 

linked to PARP1 recruitment and PARylation at the site of DNA damage. We have shown here, for the first 

time, to my knowledge, that PARP2 and 3 do not require prior PARP1 recruitment and activation to be 

localized at DNA damage sites rapidly after damage induction, ruling out this possibility (fig. 24). Since it 

was proposed that the WGR domain of PARP1, along with its Zn fingers and CAT domains drove the DNA-

dependent activation of PARP1 [Langelier et al., 2012], we can hypothesize that the WGR domain of PARP2 

and PARP3 may also play a role in their binding and recruitment to damaged DNA and their possible 

subsequent activation. 

This said, their functions in DNA damage repair remain unknown. Since the double knockout of both PARP1 

and PARP2 induces embryonic lethality in mice [Boehler et al., 2011] while simple knockouts of those two 

proteins allow survival of the individual, some redundant functions exist between those two proteins. 

However, in our experiments and in the context of DNA damage, no apparent compensation for the lack 

of PARP1 has been observed regarding PARP2 or PARP3 (fig. 24). This suggests that PARP2 and 3 might 

function independently of PARP1 in the context of DNA damage. Moreover, I may add that, since a highly 

weakened chromatin relaxation of the same amplitude is observed in PARP1 KO cells both with and 

without applying PARP inhibitory treatment (fig. 23), PARylation by any other PARP than PARP1, including 

PARP2 and PARP3, is therefore not likely to play a role in chromatin relaxation upon DNA damage. It would 

be interesting in future studies to precisely identify the role of those two proteins in the DDR, as well as 

their targets and mechanism of action. 
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 What are the molecular causes responsible for chromatin relaxation? 

As demonstrated during these experiments, PARP1 is the key player responsible, directly or indirectly, for 

chromatin relaxation upon DNA damage. However, it is interesting to note that in no experiments 

presented above is chromatin decondensation fully abolished, except under PARP inhibitory conditions 

where PARP1 over-condensation action might hide other pro-decondensation mechanisms (fig. 23). This 

implies that other cellular pathways independent from PARP1 and PARylati on are activated upon DNA 

damage to fulfill the same role and may work in synergy with the action of PARP1 and PARylation to induce 

a proper chromatin relaxation.  

As any integration of epigenetic marks such as DNA modification, post-translational modification of 

chromatin components or histone variant integration could potentially, to some extent, modify the 

compaction state of chromatin, candidates likely to play a role in chromatin decondensation upon DNA 

damage are numerous. Among them, recent findings suggest a crucial role for the phosphorylation of KAP-

1 (KRAB-associated protein 1) at damaged chromatin areas. KAP-1 is known to be a co-repressor in 

transcription and its association with chromatin is correlated with higher compaction states [Ziv et al., 

2006]. Its phosphorylation, which occurs only at DNA damage sites and mostly performed by ATM, leads 

to its departure from the damaged area. Moreover, ablation of its phosphorylation site has been shown 

to lead to a highly impaired chromatin relaxation upon DNA damage [Ziv et al., 2006; Iyengar and Farnham, 

2011]. Another factor that has drawn more attention these last years in the field is Tip60. Indeed, Tip60 is 

recruited within seconds to DNA damage sites and has been shown to be able to acetylate histones H2A 

and H4 [Murr et al., 2006; Sun et al., 2010], modifications thought to lead to a more opened chromatin 

compaction state [de Wit and van Steensel, 2009], as well as other DDR factors such as p53 or ATM [Sykes 

et al., 2006; Sun et al., 2010]. Moreover, the inactivation of Tip60 has been shown to greatly impact 

chromatin relaxation upon DNA damage [Murr et al., 2006; Xu et al., 2010; Xu et al., 2012]. Modification 

of DNA at damage sites is also a subject of investigations and the recent findings of interplay between Tet 

enzymes, responsible for cytosine hydroxymethylation at DNA damage sites [Kafer et al., 2016], and PARP1 

[Ciccarone et al., 2015] place the labeling of DNA with hydroxymethylated cytosines, modification 

associated with more opened chromatin conformations [Kafer et al., 2016], as a potential actor in 

chromatin decondensation upon DNA damage. 

Moreover, we have shown in this work that ATP is another factor that is essential for a proper chromatin 

decondensation upon DNA damage to occur (fig. 26). I have not personally established the link between 

PAR- and ATP-dependent processes, but this work has been conducted in the team and led to the 
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characterization of two other players in the DNA damage-induced chromatin relaxation, Alc1 (Amplified in 

Liver Cancer 1) and CHD4 (Chromodomain Helicase DNA Binding Protein 4). Those two chromatin 

remodelers have been shown to be recruited to DNA damage sites in a PAR-dependent manner and act 

on chromatin conformation using the energy provided by ATP [Sellou et al., 2016; unpublished data from 

H. Sellou]. PAR- and ATP-dependent mechanisms are therefore tightly linked, even if there might also be 

ATP-dependent pro-decondensation processes occurring without the need for a prior PARylation event at 

the site of the breaks. Interestingly, impairment of the activity or recruitment capacity of either Alc1 or 

CHD4 leads to a severely hindered chromatin relaxation. This suggests that several processes are occurring, 

either simultaneously or sequentially, and acting in synergy to allow the proper response of chromatin to 

DNA damage [Sellou et al., 2016]. Based on these facts and knowing that chromatin relaxation never 

reaches lower levels than in the absence of PARP1, one can imagine that PARylation by PARP1 acts as a 

pioneering pro-decondensation event to initiate chromatin relaxation in any case, while other factors may 

be important to perform particular remodeling processes in specific chromatin areas (fig. 38). The list of 

those secondary specific factors might include Alc1 [Sellou et al., 2016], CHD-4 [unpublished data from H. 

Sellou], CHD-2 [Luijsterburg et al., 2016], the Tet enzymes [Ciccarone et al., 2015], SMARCA5 [Smeenk et 

al., 2013], Tip60 [Ikura et al., 2016], and probably many others. I would find it particularly interesting if, in 

future studies, a network of proteins could be identified working in concert or sometimes in opposite ways 

to allow the regulation of chromatin relaxation upon DNA damage.  

Altogether, PARP1 still appears to be among the first key DNA damage sensors allowing, upon PARylation, 

the recruitment of DDR factors and their subsequent actions leading to chromatin relaxation upon DNA 

damage. But is the role of PARylation limited to a mere scaffold, or does it alter chromatin conformation 

on its own like it was long ago predicted to [Mathis and Althaus, 1987]? This question remains unanswered 

for now, but it would appear interesting to gain a better understanding of this peculiar post-translational 

modification and the chromatin conformation changes it might induce. Can PARylation alone disrupt 

contacts between adjacent nucleosomes in vivo? Can it modify completely the electrostatic conditions and 

create a new and transient sub-nuclear compartment at damaged chromatin sites? Does the recruitment 

of PARP1 to DNA damage sites hinder its role at insulator regions, participating in chromatin relaxation? 

 The behavior of linker histone H1 at DNA damage sites 

Based on earlier studies depicting the relationship between PARP1 and H1, the linker histone was my first 

candidate as a possible mediator of chromatin relaxation, playing its role either upon PARP1 recruitment 

and competition for binding [Kim et al., 2004; Clark et al., 2012] or upon PARylation by PARP1 [Shan et al.,  
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Figure 38: PARP1 initiates chromatin relaxation and helps in the recruitment of specific 

factors that will extend relaxation dealing with specific DNA damage or specific chromatin 

areas.  
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2014] at DNA damage sites. Both those mechanisms could decrease H1 binding on chromatin, which could 

consecutively lead to chromatin relaxation. Indeed, I found that H1 release from DNA damage sites is 

accelerated (fig. 27). This is in agreement with a recent study in which it was suggested that the 

displacement of H1 upon PARylation could be behind chromatin decondensation [ Strickfaden et al., 2016]. 

Moreover, I found that this accelerated release was not specific to this particular isoform since four others 

display the same behavior (fig. 27). Surprisingly, however, we observed that inhibiting PARylation by AG-

14361 treatment or by knocking-out PARP1, while blocking chromatin relaxation, did not suppress the 

accelerated H1 release at DNA breaks (fig. 29). Those results exclude both mechanisms of H1 displacement 

by PARP1 previously reported in the context of transcriptional regulation, either through PARylation [Shan 

et al., 2014] or through competition for binding [Krishnakumar et al., 2008].  

Searching further for the cause of H1 accelerated release, and knowing that H1 has been shown to be the 

potential target of almost every PTM currently known [Wisniewski et al., 2007; Christophorou et al., 2014; 

Hergeth and Schneider, 2015], I focused my attention on ATM and DNA-PK as both those enzymes are 

recruited very rapidly to DNA damage sites and trigger major PTM cascades [Uematsu et al., 2007; Caron 

et al., 2015]. However, blocking their activity with specific inhibitors did not lead to any change in H1 

behavior (fig. 31). Testing the requirement for ATP, with or without performing hypotonic shock to restore 

the chromatin compaction state, led to the same conclusions (fig. 30). This suggests that phosphorylation 

of H1, or other chromatin components such as H2AX, is unlikely to be the key factor responsible for its 

eviction from DNA damage sites. Moreover, since ATP is not only required for phosphorylation but also 

serves as an energy provider for pre-modification steps of other PTMs, several modifications are less likely 

to play a role in its release, such as its ubiquitylation [Thorslund et al., 2015], even if this should be properly 

tested to confirm it. Acetylation [Wisniewski et al., 2007; Kamieniarz et al., 2012] or citrullination 

[Christophorou et al., 2014], possibly among others, still represent potential candidates of PTM that could 

participate in H1 release from DNA damage sites. 

Other than post-translational modifications of H1, a competition mechanism for binding on the 

nucleosome could also be responsible for H1 behavior. The first option that comes to mind when 

considering this idea would be the replacement of the linker histone present at the site of DNA damage 

by another, DNA damage specific, isoform. However, since five out of the seven somatic H1 isoforms 

display the same behavior, namely H1.1 to H1.5 (fig. 27), one may think the other two will share this 

behavior as well [Izzo and Schneider, 2015]. Nevertheless, H1.0 and H1X are the isoforms that differ from 

the other five sharing less sequence homology and being expressed independently of the cell cycle 
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[Marzluff, 2005]. Even if no study, to my knowledge, has tried to address this particular question, they 

could potentially possess specific and unpredicted functions during DNA damage repair. Its different 

isoforms are not the only proteins capable of competing for binding with H1 since multiple chromatin-

associated proteins have been shown to interact with the entry and exit site s of DNA on the nucleosome. 

Indeed, in addition to PARP1, MeCP2, HMGD1 and several HMGN proteins have been shown in vivo or in 

vitro to compete for binding with the linker histone [Riedmann and Fondufe-Mittendorf, 2016; Catez et 

al., 2004; Nalabothula et al., 2014]. Even if HMG proteins have been shown to play a role in DNA repair 

[Gerlitz, 2010], no study interested in a possible competition for binding with H1 was performed in the 

context of DNA damage, to my knowledge. It might be interesting to focus, in future work, on the 

relationship between those proteins and H1 upon DNA damage.  

 H1 eviction could be necessary for chromatin relaxation 

Whether it arises from a direct post-translational modification of H1 itself or its interacting partners in 

chromatin or a competition or sequestration mechanism, H1 accelerated release from DNA damage sites 

occurs in all conditions tested in this work. Those results led me to the thought that H1 eviction from DNA 

damage sites might be necessary for chromatin relaxation to occur and could be the initial step towards 

chromatin relaxation and DNA damage repair. Based on this work, one can even speculate that H1 eviction 

from DNA damage sites might be sufficient to induce a small chromatin relaxation on its own, as long as 

no other chromatin associated protein, such as PARP1, is present at the site of DNA damage to fulfill the 

role of the linker histone in its absence. The release of H1, in this theory, could be solely responsible for 

the small decondensation observed after DNA damage induction in PARP1 KO cells (fig. 23). Moreover, if 

the action of chromatin remodelers such as Alc1 or CHD4 [Sellou et al., 2016], recruited upon PARylation, 

is indeed the main driving force behind chromatin relaxation upon DNA damage, the presence of H1, or 

any other protein bound to the entry and exit sites of DNA on the nucleosome, might supposedly hinder 

or completely prevent their effects [Ramachandran et al., 2003; Maier et al., 2008], making it necessary to 

remove the linker histone before chromatin relaxation. 

Another possibility is that the linker histone release from DNA damage sites might not be related to 

chromatin decondensation, while still serving a purpose during DNA damage repair, consistent with the 

fact that H1 release is accelerated upon DNA damage. First experiments conducted on chromatin 

accessibility in the context of DNA damage stated that nucleosomes induce a sheltering effect on DNA, 

increasing the proportion of damage in linker DNA and reducing it in nucleosomal DNA [Takata et al., 

2013]. Therefore, one might suspect that this more accessible [Smerdon and Lieberman, 1978], more 
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prone to damage [Mitchell et al., 1990; Takata et al., 2013], DNA would be the first to be recognized by 

DNA damage sensors and repair might therefore start earlier for l inker DNA than for nucleosomal DNA 

[Meijer and Smerdon, 1999; Hara et al., 2000]. In this theory, eviction of the linker histone would then 

only reflect the action of the first DNA repair proteins focused on damaged linker DNA and would 

somehow be independent of the handling of damaged nucleosomal DNA, and possibly the necessary 

chromatin relaxation required to process DNA damage in those areas, further on. Another possibility that 

should not be excluded is that, since a very high amount of DNA damage would be occurring on linker DNA 

[Takata et al., 2013], DNA damage may simply alter the conformation of chromatin in these areas, 

impairing directly the capacity of binding of H1, forcing its release from chromatin. Future work in this field 

should aim at understanding the precise purpose of H1 accelerated release upon DNA damage.  

 Clues gathered from H1 accelerated recovery to DNA damage sites 

When H1 release from DNA damage sites may seem like an intuitive event in order to loosen interactions 

within chromatin and allow relaxation, the linker histone accelerated recovery to DNA damage sites is a 

bit more puzzling behavior (fig. 33). To reconcile those apparently contradictory results, one can imagine 

that, upon DNA damage and through some unknown mechanisms, H1 affinity for chromatin is weakened, 

not only at DNA breaks but all over the nucleus and its speed is therefore increased both inside and outside 

the damaged area. However, the fact that the increased recovery speed is dependent on PARylation while 

the increased release speed is not tells us that those two phenomena probably reflect different regulation 

mechanisms. Moreover, since H1 recovery is actually slowed down upon DNA damage in PARP inhibitory 

conditions (fig. 33), H1 behavior in FRAP experiments is more likely dependent on the damaged chromatin 

compaction state, rather than on PARylation itself.  

The behavior of H1 in FRAP experiments can help characterizing H1 release from DNA damage sites, and 

possibly understanding the complex reorganization that chromatin relaxation induces. Firstly, the driving 

force behind H1 increased release speed from DNA damage sites appears more likely to be a post-

translational modification or a direct consequence of DNA damage disrupting the conformation of 

chromatin, rather than a competition mechanism. Secondly, the fact that H1 recovery is accelerated in the 

case of DNA damage, and not equivalent to undamaged conditions (fig. 33), might suggest that H1 actually 

possess a higher affinity for damaged chromatin and possibly binds damaged chromatin in a different way 

than it binds undamaged chromatin. This peculiar conclusion does not itself lead to a better understanding 

of the damaged and relaxed chromatin topology but can surely pave the way for future studies that could 

aim at characterizing the shifts in accessibility, which will be the next topic of this discussion, that 
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chromatin undergoes upon DNA damage-induced chromatin relaxation. However, it cannot be excluded 

that this increased recovery speed can actually reflect H1 affinity for PAR chains present at the DNA 

damage sites, as H1 has been shown in vitro to possess high affinity for PAR [Malanga et al., 1998].  

 Deciphering the link between chromatin relaxation upon DNA damage and 

macromolecular crowding 

After trying to understand the mechanisms driving chromatin relaxation upon DNA damage, I also wanted 

to study the functional role of this modification of the chromatin compaction state. In order to test the 

straightforward theory that suggests that chromatin decondensation serves as a mean to increase DNA 

accessibility, I used the framework of macromolecular crowding. Indeed, the high crowding state of the 

nucleus, in which at least 30 % of the volume is inaccessible due to the presence of chromatin [Rouquette 

et al., 2009], has been shown to impact on reaction-diffusion kinetics of nuclear proteins thus potentially 

affecting all physiological processes in this compartment [Minton, 2006; Görisch et al., 2003]. Then, when 

looking at damaged chromatin swell up to 150% its original size upon DNA damage, I wondered if the shifts 

in DNA accessibility at DNA breaks described in early experiments [Smerdon and Lieberman, 1978] could 

be the result of a change in macromolecular crowding induced by the early chromatin relaxation. I then 

followed the three major parameters that should vary due to change in crowding levels: volume exclusion, 

diffusional capacity of molecules and reaction kinetics. 

Experiments conducted to study the volume exclusion effect on GFP tracers showed that a small volume 

percentage is indeed freed upon chromatin relaxation due to DNA damage (fig. 34). This effect is lost after 

PARP inhibitory treatment stating that this volume becomes accessible upon decondensation and/or 

PARylation and not upon damage itself (fig. 34). Interestingly, this effect is observed only for the smaller 

tracers as GFP pentamers display no change in accessible volume upon chromatin relaxation (fig. 34). It is 

interesting to point out that, in theory, larger molecules should be more affected by macromolecular 

crowding levels, in terms of volume exclusion, than smaller ones [Minton, 2006], and should, therefore, 

display an accentuated shift in volume accessibility upon a decrease in crowding levels. This means that 

the conformation of chromatin, along with its interacting partners, more than its compaction state, plays 

a crucial role in regulating its surrounding volume accessible to other molecules  (fig. 9). This newly 

accessible volume could reside within chromatin, due to the fact that both intra-nucleosomal and inter-

nucleosomal histone contacts are presumed to be loosened, possibly creating newly available space, or 

outside of chromatin. In this case, one might think that PAR chains, which could, upon DNA damage, 
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become the main crowder inside this specific chromatin area, might display a specific conformation in 

which some volume is accessible for small proteins, such as GFPs, but inaccessible to larger ones.  

Diffusion properties of the same GFP tracers, in contrast to volume exclusion, showed no change 

comparing undamaged and damaged chromatin regions (fig. 35). This suggests that the slight reduction of 

the level of macromolecular crowding within the damaged area observed previously is not sufficient to 

lead to a change in the diffusion kinetics of the GFP probes, probably due to the fact that diffusion might 

be more affected by the 3-dimensional structure of the environment than volume accessibility. This result 

might first seem surprising as a same amount of chromatin indeed occupies a larger volume after DNA 

damage induced-chromatin decondensation and the GFP probes should logically be able to roam more 

freely this damaged area. However, considering that PAR chains share more similarities with DNA than 

with any other post-translational modifications [Miwa et al., 1979; D'Amours et al., 1999], one might 

wonder if the PARylation levels occurring at the site of the breaks may compensate for the loss  of 

chromatin and thereby “restore” a somehow normal, i.e. comparable to undamaged chromatin, level of 

nucleic acid chains in this damaged area. Moreover, PAR chains are presumed to be the docking bay of an 

incredible amount of proteins [Gagné et al. 2008] that could also compensate for this loss. 

Experiments led on the study of reaction kinetics with damaged chromatin areas were performed using 

DNA-binding molecules that should not be, in any way, recruited to DNA damage sites, namely two 

bacterial proteins, LacI and TetR, and the DNA-binding domain of CEBP alone, BZip. Very surprisingly, those 

three molecules displayed a very fast and strong recruitment to DNA damage sites hinting at an enhanced 

binding affinity upon chromatin relaxation (fig. 36). This effect was completely abolished upon PARylation 

inhibition (fig. 36). This suggests that, even if the macromolecular crowding level inside the damaged area 

does not seem to be greatly altered based on the volume exclusion and diffusion kinetics experiments, 

DNA in this area appears to be more accessible for its binding partners. It is interesting to note that, 

according to theoretical predictions and in vivo data, lowering the crowding level inside a specific crowded 

area would tend to decrease interactions within this area, rather than increasing it as seen for the observed 

DNA-binding probes [Minton, 1998; Martin and Cardoso, 2010]. This further supports the fact that the 

possible regulation of the macromolecular crowding level in the damaged chromatin area may not be the 

way by which DNA gains higher accessibility.  
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 The purpose of chromatin relaxation upon DNA damage 

Following those experiments on macromolecular crowding in the nucleus, the purpose of chromatin 

relaxation seems to be a gain in DNA accessibility, as shown by the enhanced binding displayed by generic 

chromatin interactors (fig. 36). This would fit in with the theory that emerged right after the first 

experiments studying chromatin decondensation upon DNA damage stating that densely packed 

chromatin would need a way to allow access for repair proteins in order to handle the damage  [Smerdon 

and Lieberman, 1978; Smerdon, 1991]. To my knowledge, this theory regarding the purpose of chromatin 

relaxation has not been challenged by any other since.  

However, it might seem odd that a decrease in the level of crowding inside the damaged area would not 

be a factor granting higher diffusional capacity and a higher volume fraction accessible for DNA repair 

proteins. This raises the question of the way chromatin is actually able to display a higher accessibility 

while staying in what could be defined as an inaccessible environment. Moreover, a recent study showed 

that more than 70% of all transcription factors (included in the analysis) are rapidly localized at DNA 

damage sites, strengthening the results we observed using LacI, TetR and BZip [Izhar et al., 2015]. This also 

adds a new layer of complexity as this collection of chromatin interactors all localized in the same space 

would intuitively increase the crowding level in the area, and lower access of chromatin. It should, 

therefore, be a tightly regulated event in order not to overwhelm the DNA repair machinery in this 

damaged chromatin area, or maybe serve a yet unknown purpose.  

It is interesting to point out that chromatin relaxation actually defines two processes occurring at different 

scales. On the one hand, the enlargement of the damaged chromatin area observed by light microscopy 

(fig. 23), and on the other hand, the higher accessibility of DNA observed at the molecular scale (fig. 36). 

While increase in DNA accessibility could surely be achieved upon the action of chromatin remodelers and 

other epigenetic modifiers recruited through PARylation by PARP1 [Gagné et al., 2008; Clapier and Cairns, 

2009], it is difficult to grasp how those events occurring at the nucleosomal scale could induce a global 

change in the architecture of chromatin at the nuclear scale. Finding the link between those two events 

would surely increase our knowledge regarding the purpose of chromatin relaxation, and its implications 

for the global nuclear architecture. 

Moreover, the link between chromatin relaxation, DNA accessibility and DNA repair is not well -defined 

either. Indeed, one might think that handling of DNA damage would occur dire ctly after recruitment of 

DNA repair proteins achieved through higher DNA accessibility. However, some recent studies have linked 
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DSB repair to the recruitment of factors associated with repressive, more compacted chromatin 

conformations, suggesting that DNA repair could actually occur after the initial decondensation step and 

thus during the subsequent recondensation phenomenon [Ayoub et al., 2008; Khurana et al., 2014; 

Burgess et al., 2014]. The chromatin compaction state, directed by interactions between chromatin and 

its binding partners at DNA damage sites, has even been proposed to play a significative role in the choice 

of the repair pathway regarding specific DNA lesions [Khurana et al., 2014]. This work opens the door for 

another purpose of the regulation of chromatin compaction state at DNA damage sites, even if only too 

few studies have tried to study this particular role so far.  

 

GENERAL CONCLUSION 
 

To conclude, this work has helped gain hindsight on the dual role of PARP1 in the DNA damage -induced 

chromatin relaxation, placing this enzyme as the pioneering factor responsible for chromatin 

decondensation, as well as for the recruitment of other proteins essential to this process. It would be 

interesting to follow this study by furthering our understanding of PARP1 regulation, both in its shift from 

chromatin-associated protein to DNA damage sensor, and in the tight regulation of its activity from which 

depends the extent of the chromatin relaxation. The interesting behavior of linker histone H1 upon DNA 

damage induction has also been investigated here. The release of H1 from damage sites may be essential 

for chromatin decondensation as it has been shown to be a very early and, from what we have seen, 

systematic, response to DNA damage. This work should be pursued with the goal to unravel the driving 

force, as well as the purpose, of H1 behavior upon DNA damage. Regarding the functional role of 

chromatin relaxation, we have excluded here that a reduction of macromolecular crowding could be the 

mean to increase DNA accessibility. Moreover, we have shown that damaged chromatin is indeed more 

accessible to DNA-binding molecules in a PARylation and/or relaxation manner. Relating the changes 

observed in the chromatin compaction state with those observed in DNA accessibility upon DNA damage 

should, in my opinion, be the main focus of future studies.  

Although a lot of pieces of this puzzle of always-increasing complexity are becoming now more and more 

well-defined, especially during these last few years, we still lack the understanding of how all these pieces 

fit together, preventing us from totally grasping the entire nature and the true purpose(s) of this 

phenomenon. A lot of exciting work still awaits us in this field! 
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Abstract: Chromatin has a complex, dynamic architecture in the interphase nucleus, which regulates 
the accessibility of the underlying DNA and plays a key regulatory role in all the cellular functions 
using DNA as a template, such as replication, transcription or DNA damage repair. Here, we review 
the recent progresses in the understanding of the interplay between chromatin architecture and DNA 
repair mechanisms. Several reports based on live cell fluorescence imaging show that the activation 
of the DNA repair machinery is associated with major changes in the compaction state and the 
mobility of chromatin. We discuss the functional consequences of these changes in yeast and 
mammals in the light of the different repair pathways utilized by these organisms. In the final section 
of this review, we show how future developments in high-resolution light microscopy and chromatin 
modelling by polymer physics should contribute to a better understanding of the relationship between 
the structural changes in chromatin and the activity of the repair processes. 

Keywords: chromatin; nucleus; DNA repair; double strand break; homologous recombination; non-
homologous end joining; fluorescence microscopy; single particle tracking; anomalous diffusion; 
polymer physics 

 

1. Introduction  

Chromatin, one of the most complex supramolecular structures in the cell, displays several 
organizational levels spanning over four orders of magnitudes in size from the 2-nm diameter of the 
DNA double helix to the few tens of micrometers of chromosome territories in the nucleus [1]. This 
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packing state of chromatin is thought to influence all cellular functions acting on DNA. For example, 
even though the causal link between these two processes remains unclear, the modulation of 
transcription is associated with major changes in the chromatin organization [2]. While we have a 
relatively good understanding of nucleosome structure and function and that of the chromosome 
territories, the multiple organizational levels between these two extreme structures remain poorly 
understood and are the subject of intense research. 

In the present review, we will focus on the interplay between chromatin and DNA repair, which 
has been receiving growing attention over the last years. Recent studies have shown that major 
chromatin remodeling events occur in the vicinity of DNA lesions [3,4]. However, it is still largely 
unknown whether these remodeling events are a mere consequence of the repair processes or play an 
active role in the resolution of DNA breaks. We will first review our current knowledge about 
chromatin structure and dynamics in the absence of DNA damage and in response to the induction of 
such damage. Second, we will examine the potential functional roles of chromatin dynamics during 
the DNA repair processes. Finally, we will speculate on how recent chromatin polymer models 
combined with high-resolution spatio-temporal data could help to bridge the gap between the 
modifications of the internal organization of the chromatin fiber induced by the DNA repair 
machinery and the changes in chromatin dynamics assessed by light microscopy.  

2. The Organizational Levels of Chromatin: from the Nucleosome to Chromosome Territories 

Similar to proteins, chromatin displays a hierarchical organization [2]. The primary structure 
encompasses the nucleosome architecture and the internal packing of the chromatin fiber, meaning 
the spatial distribution of the nucleosomes along this fiber. For many years, the classical view has 
been that the beads-on-a-string fiber composed of nucleosomes alternating with linker DNA 
spontaneously folds into a thicker 30-nm fiber [5,6]. However, the existence of this folding level was 
recently questioned by several studies that failed to identify the 30-nm fiber in the interphase nucleus 
using different high resolution imaging methods [7,8]. More recently, data obtained in yeast with a 
new chromosome conformation capture approach leading to mono-nucleosome resolution [9] 
suggested the existence of small compact tetranucleosome structures similar to those previously 
observed in-vitro [6], but did not demonstrate the presence of longer regular 30-nm fibers. 

The secondary structuring level of the chromatin fiber relies on the formation of loops due to 
long-distance interactions along this fiber. Although the existence of chromatin loops of kilobase-to-
megabase sizes has been widely documented [9,10], their distribution along the fiber and their 
stability remain debated [11]. These loops may be the elementary component of a recently identified 
structural unit: the topologically associated domains (TADs) [12,13,14], which correspond to 
compact structures encompassing ~1Mb of DNA and characterized by a high probability of contacts 
along the chromatin fiber.  

Finally, the ternary structure of the chromatin corresponds to the spatial distributions of the 
TADs and, at larger scales, of the whole chromosomes, within the nucleus. The TADs associate to 
form larger compartments sharing similar features, such as an opened chromatin state or a defined 
gene density [15], reminiscent of the original definition of euchromatin and heterochromatin areas. 
Studies analyzing the spatial distributions of whole chromosomes showed that they were not 
widespread over the nuclear volume but occupy compact and largely mutually exclusive areas called 
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chromosome territories [16,17]. The positioning of these territories in the nucleus is not random and 
is probably partially defined by interactions with the inner nuclear membranes [18]. 

So far, we only described a snapshot of chromatin architecture. However, several studies have 
reported rapid chromatin motions at scales up to ~1 µm [19–22], which would suggest that chromatin 
architecture is highly dynamic at all the organizational levels below chromosome territories [23]. 
These local chromatin motions probably originate both from passive thermal fluctuations and active 
remodeling mechanisms but the relative contributions of each component is still a subject of 
investigations [24,25]. 

3. Current Methodologies Available to Analyze Chromatin Dynamics 

Chromatin dynamics in the living interphase nucleus can be directly analyzed at multiple scales 
in space and time using different fluorescence-based imaging methods. The main difference between 
these approaches resides in the size of the assessed chromatin area. The movements of chromosome 
territories within the nucleus can be followed by confocal microscopy using fluorescently tagged 
histones [26,27]. Single chromosomes or sub-chromosomal areas can be identified by local 
photobleaching or photoactivation of the fluorescent proteins [28]. This approach can also be used to 
characterize chromatin compaction, in the context of the DNA damage response [29]. The minimal 
chromatin area that can be studied with this approach is defined by the size of the laser spot used to 
photobleach or photoconvert the tagged histones, which probably encompasses several Mb of DNA 
wrapped around thousands of nucleosomes. 

To study the dynamics of smaller chromatin areas, DNA can be directly labeled by the 
incorporation of fluorescent nucleotides during replication [30]. The labeled areas thus correspond to 
replication foci that contain ~0.8Mb of DNA [31]. Another common labeling approach uses repeated 
bacterial sequences, such as the Lac or the Tet operator, integrated into the genome. The binding of 
the associated repressor proteins tagged by fluorescent dyes to this DNA stretch, whose size is 
approximately 100 kb, generates a fluorescent spot whose trajectory can be followed under the 
microscope [32]. Although this strategy has demonstrated its usefulness in analyzing chromatin 
motion (see below), it is known to suffer from several pitfalls. For instance, the integration of these 
DNA arrays containing a large number of repeated sequences tightly bound to repressor proteins 
induce the formation of fragile sites and the transcriptional silencing of the surrounding  
genes [33,34]. Interestingly, it was recently reported that shorter DNA recognition sequences of only 
one kilobase can be used to assess chromatin motions [35]. Moreover, the newly developed tools for 
genome editing such as the TALEs or CRISPR/Cas systems can also be applied to fluorescently tag 
short target DNA sequences in living cells [36,37]. These new approaches would allow not only to 
solve the issues related to the repetitive nature of the Lac or Tet arrays but also to follow the 
dynamics of smaller chromatin regions. The different methods mentioned so far to assess chromatin 
dynamics were based on the local labeling of predefined chromatin regions. An alternative is to label 
uniformly the chromatin, using for example fluorescently tagged core histones, and to use image 
correlation methods to characterize the local chromatin movements [38,39]. 
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4. Chromatin Dynamics in the Absence of DNA Damage 

Although the global architecture of chromatin is stable during interphase [26,27], local 
movements with amplitudes of 0.3 to 1 µm have been reported in multiple organisms: bacteria [22], 
yeast [19] and higher eukaryotes [40,41]. Most of the reports studying chromatin motion are based 
on the analysis of the mean squared displacement (MSD) curves calculated from the tracks of 
fluorescently labeled chromatin foci [42]. Diffusion coefficients derived from these MSDs range 
between 10−5 and 10−3 µm2/s [40,41]. By comparison, the diffusion coefficient of a 30 kD globular 
protein in mammalian nuclei is several magnitudes higher, 10–40 µm2/s. Interestingly, chromatin 
mobility is usually higher in yeast than in mammals, maybe due to the fact that mammalian 
chromosomes are longer than the yeast ones and thus more difficult to move [43]. The analysis of the 
MSD curves also indicates that chromatin dynamics do not correspond to pure diffusion but rather to 
anomalous diffusion or subdiffusion [44] (Figure 1). Such diffusion patterns arise either when 
molecules diffuse in complex heterogeneous media [45] or when studying thermal fluctuations 
within a polymer [46], both of which could explain the observed chromatin dynamics. Interestingly, 
the subdiffusive motion of the chromatin seems homogeneous within a large range of timescale from 
10−2 to 102 s [44,47], suggesting that the components responsible for these chromatin motions act at 
multiple timescales. In rare cases, transient directional chromatin movements have been also  
reported [20]. 

 

Figure 1. (A) Nucleus of a U2OS cell with its DNA labeled using fluorescent 
nucleotides. Bar = 5µm. The inset shows examples of trajectories displayed by the 
labeled chromatin foci. The trajectories were recorded for 30s at 2 frames per 
second. (B) Curves of the mean square displacement (MSD) calculated from the 
trajectories of the labeled foci. Each curve corresponds to the averaged chromatin 
dynamics within one nucleus (21 nuclei, 40 to 180 track per nucleus). The fact that 
the curves show a slope of ~0.5 in the log-log representation indicates that the 
chromatin dynamics is subdiffusive at the studied timescales. 

Although contradictory results have been reported [25,40], several studies indicate that local 
chromatin motions are principally due to ATP-dependent processes rather than thermal  
fluctuations [19,24,38]. Multiple active processes are probably responsible for chromatin dynamics. 
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While the influence of the DNA replication status is unclear [19,25,48], modulations of transcription 
levels correlate with changes in chromatin motions [49,50]. In this context, the ATP-dependent 
chromatin remodeler INO80 is an important regulator of chromatin dynamics [51]. In the case of 
directed motion related to transcription activation, the involvement of actin dependent transport has 
been reported [52,53]. Besides these active processes directly acting on chromatin, the nuclear 
environment surrounding chromatin also influences its movements. The tethering of chromatin to 
stable nuclear structures such as the lamina or the nucleoli reduces chromatin motions [54]. 
Moreover, a recent report revealed that the viscoelastic properties of the complex and heterogeneous 
nuclear environment also modulate chromatin dynamics [55]. 

5. Chromatin Dynamics upon DNA Damage 

Chromatin dynamics in the context of DNA repair mechanisms has been mainly analyzed for 
the most deleterious form of DNA damage: double strand breaks (DSBs). Eukaryotic organisms 
activate two main mechanisms to repair DSBs (Figure 2): homologous recombination (HR) and non-
homologous end joining (NHEJ). HR requires the pairing between the broken DNA and an intact 
homologous sequence, which is used as a template for the faithful repair [56]. Instead, NHEJ directly 
religates the broken ends without the need for an intact template, making this type of repair more 
error-prone [57]. The changes in chromatin architecture associated with the activation of these DSB 
repair pathways have been studied mostly in yeast and mammalian nuclei. While chromatin 
dynamics is in the same range in yeast and mammals in the absence of DNA damage, the induction 
of DSBs is associated with a very different response of the chromatin architecture in the two model 
systems. This observation may be related to the fact that HR is the major DSB repair pathway in 
yeast while NHEJ dominates in differentiated mammalian cell lines [58]. 

5.1. The yeast paradigm 

In yeast, chromatin dynamics was assessed by tracking fluorescently labeled chromosomal loci 
during two different steps of the DSB repair by HR: the early resection process and the later 
homologous pairing phase. During resection, a strong inhibition of the chromatin motions was 
observed [35]. Chromatin dynamics associated with homologous pairing was characterized mainly in 
terms of confinement radius, which corresponds to the size of the region explored by the tracked 
locus. The induction of DSBs by restriction enzymes or pharmacological treatment was associated 
with an expansion of the nuclear area explored by the mobile damaged locus, even if the amplitude 
of this expansion varies depending on the locus of interest and the ploidy of the cell [59,60]. 
Surprisingly, the induction of DNA damage not only affects the dynamics of the damaged site but 
also induces an overall increase of chromatin mobility in diploid cells [3]. The fact that this global 
effect was not observed in haploid cells under similar conditions [59] suggests that it only occurs 
when a damaged chromosome needs to explore the nucleus to find and pair with its homologue. It is 
also important to note that the modulation of chromatin movements at DNA breaks depends on the 
type of DNA damage since spontaneous breaks occurring during DNA replication display decreased 
mobility compared to undamaged DNA [48]. Several members of the DNA repair machinery are 
implicated in the modulation of the chromatin dynamics in relation to DNA damage: the 
recombinase protein Rad51, the ATR mediator Mec1 and the INO80 nucleosome remodeling 
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complex [59,60], but the exact mechanism by which these repair proteins regulate chromatin motions 
remains unknown. 

 

Figure 2. Schematic description of the two main pathways for repairing DNA 
double strand breaks. 

In addition to the increased chromatin mobility, several studies describe the clustering of 
multiple DSBs. Lisby et al. showed the co-localization of DNA lesions in foci containing the repair 
factor Rad52 suggesting that these multiple DSBs are driven to a shared location, the so-called 
“repair centers” or “repair factories” [61]. When no homology is found and DSBs persist, Rad51, a 
protein involved in homology pairing, remains on the broken DNA indicating persistent homology 
search which ultimately leads to the relocation of the DSBs to the nuclear periphery [62,63]. 
Altogether, the different data obtained in yeast thus suggest a global picture in which the 
enhancement of the mobility of DNA breaks is a key step for their efficient repair (Figure 3). 
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5.2. The mammalian paradigm 

While recent publications allowed us to draw a relatively clear picture of the modulation of 
chromatin dynamics in yeast upon induction of DSBs, the situation in mammalian nuclei appears 
much more complex. On the one hand, there are several findings similar to the yeast-like model in 
which damaged DNA gains mobility and, in some cases, relocates to repair-competent areas. After 
irradiation by α-particles, the damaged chromatin displays enhanced mobility compared to 
undamaged DNA [64] and tends to fuse into clusters [65]. Similarly increased dynamics was also 
found for uncapped telomeres, which can be recognized as DSBs [66]. Finally, damaged DNA in 
heterochromatin tends to move into euchromatin where γH2AX foci are formed, suggesting that this 
relocation step is necessary for proper signaling and repair [67,68]. This mechanism, which is also 
observed in Drosophila melanogaster [69], may limit the risk of deleterious chromosomal 
rearrangements within the highly repetitive heterochromatin. However, there are numerous reports 
that do not observe pronounced changes in chromatin mobility upon damage induced by γ or UV-
laser irradiation [29], X-ray irradiation [70], ion irradiation [71] or enzymatically-induced  
DSBs [72,73].  

Besides the analysis of chromatin movements, many publications also investigated the 
modulation of the chromatin compaction state at DNA breaks. Smerdon and Lieberman showed in 
1978 that UV-induced DNA damage gives rise to an increased sensitivity of chromatin to  
nucleases [74]. This higher accessibility at the nucleosomal level upon DNA damage is correlated 
with chromatin decondensation at the micrometer scales accessible by light microscopy [29,75], even 
though the causal link between these two remodeling events occurring at different scales is still 
unclear (Figure 3). Following this initial fast decondensation, the damaged chromatin area slowly 
recondenses [4], potentially reaching higher compaction levels than before damage induction [76]. 

Currently, we have no precise clue about the molecular mechanisms regulating chromatin 
packing upon DNA damage. Multiple proteins are recruited to the DNA breaks. Some of them, such 
as PARP1, promote chromatin decondensation [4,77], while others, such as HP1, induce the 
formation of a closed chromatin state [78,79]. It is unclear how the action of these proteins with 
opposite effects on chromatin packing is coordinated. Khurana and colleagues proposed that 
chromatin decondensation and compaction occur sequentially through a balance between the factors 
intervening in these two processes, this coordination being a key determinant of the choice of the 
repair pathway [4]. Alternatively, Hinde et al. suggested a model in which both chromatin expansion 
and compaction processes happen at the same time but in distinct regions of the chromatin in the 
vicinity of the DNA breaks [39]. 

6. Functional Roles of Chromatin Dynamics at the DNA Breaks 

The data reviewed so far identify major changes in both chromatin mobility and compaction 
state during the DNA damage response. In this section, we will investigate the functional roles of 
these chromatin-remodeling processes. 

Regarding the yeast model, it has been postulated that the increased mobility of DSBs may 
promote homology search, which is the limiting factor in HR (Figure 3). This is supported by the fact 
that the increased chromatin mobility upon DNA damage is absent in yeast depleted for proteins 
involved in homology search [59,60]. The increased chromatin movements may also promote the 
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merging of multiple DSBs in repair foci [61]. The formation of nuclear bodies is a classical cellular 
response to promote different functions due to the local accumulation of specific proteins [80].  

 

Figure 3. Schematic description of the changes in chromatin motions and 
compaction state observed at DNA breaks for yeast and mammals. 

In this context, the DSB clusters may constitute areas highly favorable for efficient repair. 
However, it is interesting to note that increased chromatin mobility at the DNA breaks is not 
generally observed in mammalian nuclei. Two reasons may explain these differences between yeast 
and mammals. The first is the amplitude of the nuclear movements relative to the size of the nucleus. 
In the yeast nucleus characterized by a 2 µm diameter, chromatin loci already explore a significant 
fraction, about 10–20 %, of the nuclear volume in the absence of DNA damage [81]. Following a 
modest increase in chromatin mobility, this value increases to ~50 % upon DNA damage [59], 
allowing the efficient search for the intact homologous sequence required in HR. In mammalian 
nuclei, the amplitude of chromatin motions in the absence of damage is in the same range than in 
yeast but the volume to explore is two orders of magnitude bigger. Consequently, the efficient 
exploration of the nucleus for homologous pairing would require a strong increase in chromatin 
movements, which may only be achieved by major unfolding of the chromatin fiber. Nevertheless, 
long-range chromatin displacements can occur in mammalian nuclei as observed in the case of 
transcriptional activation [52]. Thus, rather than the potential inefficiency of the nuclear exploration 
for homologous pairing, chromatin may not display increased mobility at DNA breaks in mammalian 
cells to limit the risk of deleterious chromosome translocations, which could ultimately lead to 
cancer development [51,73,82]. Indeed, a recent genome-wide analysis of chromosomal 
rearrangements in mammalian nuclei shows that the physical proximity to the DSB is a key 
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determinant in the probability of translocation events [83]. Altogether, the potentially inefficient and 
risky pairing step with the homologous chromosome required for HR in unreplicated genomes may 
explain why mammalian cells rather use NHEJ to repair DSBs in G1 and only switch to HR when a 
close-by sister chromatid is available. It remains however unclear why the risk of ectopic 
translocation inherent to HR might be more tolerable in unicellular organisms such as yeast than in 
multicellular higher eukaryotes. 

In addition to the modulation of chromatin movements, the activation of the DNA repair 
machinery is also associated with changes in chromatin compaction. It is assumed that chromatin 
decondensation following DNA damage is a necessary step and its impairment greatly inhibits the 
repair process [84]. A straightforward model is that chromatin decondensation facilitates DNA 
access to repair proteins (Figure 3) as illustrated by the hypersensitivity of the chromatin to nucleases 
at the DNA breaks. However, this simple model should be considered with caution because several 
studies reported that molecular tracers of sizes up to a few hundred kDa can easily diffuse through 
the nucleus and penetrate even the densely packed heterochromatin [85,86]. It was also proposed that 
the chromatin packing state may influence the way that proteins scan for binding sites, which 
correspond to DNA breaks in the case of repair proteins, along the chromatin fiber [86]. In addition, 
it was recently suggested that it is the over-compaction of chromatin at DNA breaks rather than its 
decondensation that may trigger the recruitment of some repair components [76]. The chromatin 
over-condensation or recondensation following DNA damage in association to the recruitment of 
heterochromatin proteins [4,76,79] may originate from the necessity to both inhibit transcription of 
the damaged DNA and keep the loose broken DNA ends in close proximity to facilitate repair.  

To reconcile these different and sometimes contradictory observations, we will require a better 
understanding of the types of DNA lesions created with the different DNA damaging  
methods [87,88]. Other parameters such as the differential activation of distinct DNA repair 
pathways depending on the cell type or the cell cycle, or the time-window at which the chromatin 
movements are assessed, must be also analyzed carefully. 

7. The Future Step: Relating the Changes in Chromatin Dynamics at DNA Breaks to the 
Activity of the DNA Repair Machinery 

The changes in the chromatin architecture at DNA breaks described in the previous sections 
may be the direct consequence of the modifications of the physical properties of the DNA polymer 
upon damage. DSBs occurring in particular in the linker DNA could dramatically destabilize the 
chromatin fiber. Single and double strand DNA breaks may also lead to a local release of topological 
constraints, a key component of the chromatin packing state [89,90]. However, the fact that the 
chromatin remodeling mechanisms observed at DNA breaks are inhibited when impairing specific 
DNA repair pathways [59,60,77] suggest that these remodeling mechanisms are not the mere 
physical consequences of breaks along the DNA but are rather driven by the activity of the DNA 
repair machinery.  

The DNA repair machinery directly acts on the chromatin fiber via three major mechanisms: i) 
nucleosome destabilization, ii) alteration of the nucleosome-nucleosome interactions within the fiber 
and iii) nucleosome repositioning [91]. These chromatin remodeling processes involve a complex 
choreography of molecular actors. The most canonical post-transcriptional modification found at 
DSBs is the phosphorylation of the H2AX histone variant, which is a major signal controlling the 
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recruitment of several members of the DNA repair machinery. It may also play a structural role by 
promoting chromatin relaxation [92] or nucleosome destabilization [93,94] at DNA breaks. The 
formation of negatively charged chains of poly-ADP-ribose, another post-transcriptional 
modification often found at DNA breaks [95], on the linker histone H1 is thought to induce the 
relaxation of the chromatin fiber due to the repulsion between the neighboring nucleosomes within 
the fiber [96,97]. The histone variant H2A.Z also appears as a key regulator of the nucleosome 
stability at DNA breaks [98]. Finally, multiple ATP-dependent chromatin remodeling enzymes are 
recruited at DNA damage sites. These enzymes are often part of multi-subunits complexes, fuelled 
by the energy provided by ATP hydrolysis to actively alter histone-DNA interactions leading to 
nucleosome sliding, eviction or histone exchange [99]. Altogether, these different molecular actors of 
the DNA repair machinery acting on the nucleosomes will have a major impact on the internal 
organization of the chromatin fiber, which we identified in the first section of this review as the 
primary structure of chromatin. It remains however largely unknown how these changes occurring on 
this primary structure will influence the higher hierarchical folding steps of the chromatin to 
ultimately lead to the modifications of the chromatin movements or compaction levels that were 
reviewed above .In the following, we will show how recent developments in high-resolution 
fluorescence microscopy and in the modeling of chromatin architecture by polymer physics may help 
in building an integrated description of the interplay between chromatin architecture and DNA repair 
mechanisms.  

Chromatin dynamics in living nuclei is usually studied by tracking diffraction-limited 
fluorescent spots corresponding to defined tagged chromatin areas. This approach allows to assess 
chromatin movements as small as a few tens of nanometer, well below the nominal spatial resolution 
of optical microscopy, provided that the signal-to-noise ratio (SNR) of the tracked spots is 
sufficiently high [100]. For many years, reaching high SNR required the labeling of chromatin 
regions containing about 0.1 to 1 Mb of DNA, thus preventing the direct characterization of the 
dynamics of the smaller structural units of chromatin [54]. The recent progress in single-molecule 
imaging abolished this limitation since single fluorescently labeled nucleosomes [101] or single dyes 
incorporated in the DNA [102] can be detected in living cells, allowing to follow their local 
movements [103]. When used in fixed samples for ultrastructure reconstruction, these single-
molecule imaging approaches also further our understanding of the fine-scale organization of 
chromatin [104,105,106]. These new methodologies will refine our description of the dynamic 
chromatin architecture in the absence of and following DNA breaks. To study the dynamic structural 
information of chromatin at an even smaller scale, the analysis of fluorescence resonance energy 
transfer (FRET) signals between fluorophores attached to chromatin components, such as histones, 
appears to be a promising method [107]. Because FRET is sensitive to variations of few nanometers 
in the distance between the two fluorophores, the recording of the variations of FRET signals upon 
DNA damage should help to identify subtle changes in the packing state of chromatin. 

Given the complexity of chromatin architecture and the diversity of experimental approaches to 
study chromatin structure and dynamics, the precise understanding of the interplay between the 
chromatin state and DNA repair mechanisms would clearly benefit from an integrated multiscale 
model describing the spatial organization of chromatin in the interphase nucleus. In 2009, Emanuel 
et al. made the provocative statement that, with the resolution of the experimental methods available 
at the time, any of the structural models could fit the data [108]. Nevertheless, since then, we gained 
significant quantitative understanding about the dynamic chromatin architecture. Based on these new 
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findings, different models have been proposed. A very simple polymer model was introduced by 
Rouse in 1953 [109]. The polymer is modeled as a chain of beads connected with springs and the 
contributions of volume exclusion and hydrodynamic interactions are neglected. Surprisingly, this 
model agrees very well with the experimental data describing chromatin movements in bacteria [110] 
and yeast [44]. Nevertheless, fitting these data with the Rouse model leads to an unrealistic highly 
flexible chromatin fiber with a persistence length of only few nanometer [44]. In addition, while the 
subdiffusive motion displayed by chromatin in bacteria and yeast appears homogeneous over the 
assessed timescales in agreement with the predictions of the Rouse model [44,110], the situation in 
mammalian nuclei is more complex with different subdiffusive regimes depending on the  
timescales [47]. These different results call for polymer models more complex than the Rouse chain 
to describe the subdiffusive chromatin movements [111]. 

In 2009, based on the spatial proximity maps obtained by Hi-C methods (high throughput 
sequencing combined to chromosome conformation capture), it was proposed that chromatin adopts 
a particular metastable compact configuration: the fractal globule [15,112]. Noteworthy, this fractal 
feature nicely agrees with data obtained using different methods [113]. Yet, this model suffers from 
several limitations. In particular, it fails to predict the compact structure of chromosome  
territories [114]. To obtain this compact configuration, multiple models have been proposed to take 
into account the formation of dynamic chromatin loops [114,115,116]. One interesting feature 
associated with the presence of loops is that they allow the generation of chromatin structures that 
agree with the fluorescence in-situ hybridization (FISH) data, while limiting the formation of knots, 
which are thought to be deleterious for the cells [117]. Despite not being a necessary condition [43], 
these loops may also contribute to the spontaneous unmixing of chromosomes, which could explain 
the existence of chromosome territories [118,119]. It remains, however, unclear whether the loop 
formation requires specific interactions along the chromatin fiber [114,120] or if non-specific, 
entropy driven, contacts are sufficient [121]. Very recently, Zhang et al. have used Hi-C contact 
maps to define an effective energy landscape for the chromatin fiber [122]. Based on this energy 
function, they could simulate chromatin architectures that recapitulate the formation of loops and 
their assembling into topologically associated domains. Besides the chromatin polymer itself, a 
global model should also include its surrounding heterogeneous environment. For example, the 
crowding induced by the numerous macromolecules (proteins, RNA...) diffusing through the nucleus 
seems to have a major impact on chromatin architecture [113]. 

8. Conclusion 

Even though if it is now clear that complex chromatin remodeling events occur at DNA breaks, 
we still have some difficulties to draw a clear picture of the interplay between the DNA repair 
processes and the dynamic chromatin architecture. Among others, two elements would help to make 
significant progress in this direction. First, we would need a global and integrated description of the 
chromatin architecture in the absence and upon DNA damage. Second, we should investigate more 
precisely the impact of the multiscale chromatin organization on the ability of DNA repair proteins 
navigating through the nucleus to find their target and bind to it. The recent technical breakthroughs 
achieved to investigate chromatin structure at high resolution and the development of complex 
polymer models of the chromatin will definitely help to answer these questions in the future. 
Altogether, we foresee that advances in the establishment of an integrated chromatin polymer model 
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together with the improving spatial and temporal resolution of the methods used to analyze 
chromatin architecture should greatly refine the description of chromatin organization. Once such a 
refined picture will be available, it will perhaps be possible to better understand how remodeling 
events occurring at the fiber level such as those induced by molecular actors of the DNA repair 
machinery, can influence chromatin architecture at multiple space scales. 
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The poly(ADP-ribose)-dependent chromatin 
remodeler Alc1 induces local chromatin 
relaxation upon DNA damage

ABSTRACT  Chromatin relaxation is one of the earliest cellular responses to DNA damage. 
However, what determines these structural changes, including their ATP requirement, is not 
well understood. Using live-cell imaging and laser microirradiation to induce DNA lesions, we 
show that the local chromatin relaxation at DNA damage sites is regulated by PARP1 enzy-
matic activity. We also report that H1 is mobilized at DNA damage sites, but, since this mobi-
lization is largely independent of poly(ADP-ribosyl)ation, it cannot solely explain the chroma-
tin relaxation. Finally, we demonstrate the involvement of Alc1, a poly(ADP-ribose)- and 
ATP-dependent remodeler, in the chromatin-relaxation process. Deletion of Alc1 impairs 
chromatin relaxation after DNA damage, while its overexpression strongly enhances relax-
ation. Altogether our results identify Alc1 as an important player in the fast kinetics of the 
NAD+- and ATP-dependent chromatin relaxation upon DNA damage in vivo.

INTRODUCTION
The complex multiscale architecture of chromatin poses a formidable 
challenge for the DNA repair machinery, which requires regulated 
access to DNA lesions. Early steps of the DNA damage response in-
volve chromatin remodeling, leading to an increased sensitivity of 
chromatin to nucleases (Smerdon and Lieberman, 1978). Experi-

ments in living cells have shown that DNA damage induced by laser 
microirradiation leads to an ATP-dependent but ataxia telangiectasia 
mutated (ATM)-independent chromatin relaxation at sites of DNA 
damage (Kruhlak et al., 2006). While the dense packing of chromatin 
may hinder the efficiency of DNA repair (Schuster-Böckler and 
Lehner, 2012), recent reports also show that chromatin overcompac-
tion at DNA lesions may also be important to inhibit transcription 
during repair and to keep the broken DNA ends in close proximity 
(Ayrapetov et al., 2014; Burgess et al., 2014).

One of the earliest events upon DNA damage is the recruitment 
and activation of poly(ADP-ribose) polymerase 1 (PARP1), a key reg-
ulator of chromatin structure during DNA repair and transcription 
(Lebeaupin et al., 2015). It is activated by DNA lesions and attaches 
poly(ADP-ribose) (PAR) to itself and other chromatin factors, includ-
ing histones. The binding of PARP1 to chromatin modifies its com-
paction state through multiple, sometimes opposite, mechanisms. 
Inactive PARP1 competes with the linker histone H1, leading to the 
formation of compact and transcriptionally repressed genomic re-
gions (Kim et al., 2004). In contrast, PARylated polynucleosomes ap-
pear as a loose, beads-on-a-string fiber, on electron micrographs 
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(Poirier et al., 1982). It was suggested that 
the PARylation of chromatinized H1 could 
counteract its ability to condense chromatin 
(Huletsky et al., 1989). Additionally, PARyla-
tion is also involved in the recruitment and 
the regulation of several chromatin-remod-
eling enzymes whose ATP-dependent activ-
ity could promote chromatin relaxation 
(Chou et al., 2010; Polo et al., 2010; Smeenk 
et al., 2013).

In the present work, we sought to ad-
dress the impact of PARP1 on chromatin 
structure and dynamics following DNA 
damage. Using photoactivated histones, 
live-cell imaging, and laser microirradiation 
in human cells, we analyzed the contribu-
tions of PARylation, linker histone H1, ATP, 
and the nucleosome remodeler Alc1 during 
the transient chromatin relaxation observed 
upon DNA damage.

RESULTS AND DISCUSSION
DNA damage induction by laser 
microirradiation induces a rapid 
chromatin relaxation at the DNA 
lesions
To assess large-scale chromatin reorganiza-
tion at sites of DNA damage in living cells, 
we established an assay using human U2OS 
cells expressing the core histone H2B la-
beled with the photoconvertible dyes 
PAGFP or PATagRFP. By irradiating a pre-
defined nuclear area with a 405 nm laser, we 
simultaneously photoconvert the tagged 
histones and, if cells have been Hoechst-
presensitized, induce DNA lesions, allowing 
us to compare chromatin dynamics in the 
presence or absence of DNA damage 
(Figure 1A).

On microirradiation at 405 nm of cells 
expressing photoactivatable H2B and pre-
sensitized with Hoechst, we observed a 
rapid increase of the size of the photocon-
verted chromatin area (Figure 1, B and C), 
indicating chromatin relaxation at DNA 
damage sites, as previously reported 
(Kruhlak et al., 2006). However, an alterna-
tive interpretation could be the local release 

FIGURE 1:  DNA damage induced by laser microirradiation induces transient chromatin 
relaxation. (A) Recruitment of PARP1 at the microirradiated area in cells coexpressing PARP1-
mCherry and H2B-PAGFP. Scale bar: 4 μm. In cells not presensitized with Hoechst, the 405 nm 
irradiation induces local photoactivation of the H2B-PAGFP but no recruitment of PARP1-
mCherry. In contrast, in the case of Hoechst presensitization, the 405 nm irradiation induces both 
photoactivation of the H2B-PAGFP and a marked recruitment of PARP1-mCherry, indicating the 
presence of DNA lesions. Similarly, we observed the recruitment of 53BP1 only in cells 
presensitized with Hoechst (unpublished data). (B) Confocal image sequence of a human U2OS 
nucleus expressing H2B-PAGFP. Scale bar: 4 μm. The automatic segmentation of the histone 
H2B channel is shown in red below the raw images. The average thickness of the segmented 
line can be plotted as a function of time after irradiation, as shown in C for cells presensitized 
(n = 17) or not (n = 23) with Hoechst (mean ± SEM). Based on this analysis, the ratio between the 
thicknesses of the photoconverted line at time = 60 s and time = 0 s can be calculated to 
estimate the relative relaxation of the irradiated region. (D) Confocal image sequence of a U2OS 
cell expressing H2B-PATagRFP (red) and labeled with fluorescent nucleotides dUTP-ATTO633 
(green). Scale bar: 4 μm. (E) Enlarged view of the region overlaid in yellow on the previous panel. 
The segmentation of the photoconverted chromatin area (red outline) and trajectories of 
individual foci labeled with fluorescent nucleotides (green) are shown. For this experiment, the 
power of the 405 nm laser used for simultaneous photoactivation and microirradiation was set 
to 250 μW at the sample level, instead of 125 μW, to induce an enhanced chromatin relaxation, 
allowing an easier identification of the phase of directed motion for the dUTP-labeled foci. 

(F) Comparison between the speed at which 
the width of the H2B-labeled region is 
growing and the speed of the dUTP-labeled 
foci perpendicular to the irradiation line. We 
show the average speed for the 30 s 
subsequent to laser microirradiation. p Values 
were calculated by paired t test. 
(G) Dynamics of the chromatin compaction 
state at DNA damage sites over long 
timescales measured in wild-type U2OS cell 
expressing H2B-PATagRFP (mean ± SEM, 
n = 16).
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for ∼85% of PARylation activity (Woodhouse and Dianov, 2008). 
Therefore, to address the specific role of PARP1 in chromatin relax-
ation, we generated PARP1 knockout (KO) U2OS cell lines. While 
PARP1 was absent from these cells, we could detect similar amounts 
of PARP2 and PARP3 as compared with wild type (Supplemental 
Figure S1F). Chromatin relaxation at DNA lesions was dramatically 
reduced in PARP1 KO cells (Figure 2, A and B), a phenotype that 
could be partially rescued by reexpressing wild-type PARP1 (Figure 
2C). Remarkably, laser irradiation in the PARP1 KOs did not lead to 
chromatin overcompaction, even after inhibition of PARylation 
(Figure 2A). Instead, we observed a residual chromatin relaxation 
independent of PARylation activity, suggesting that it was not trig-
gered by the activity of other PARPs, such as PARP2 or PARP3. Alto-
gether, since PARP inhibitors do not block the recruitment of PARP1 
to DNA damage (Timinszky et al., 2009), our data suggest that chro-
matin overcompaction when inhibiting PARylation is due to PARP1 
binding to DNA lesions, whereas its product, PAR, is responsible for 
chromatin relaxation. These findings reconcile oppositely reported 
effects of PARP1 on chromatin structure (Poirier et al., 1982; Kim 
et al., 2004).

Chromatin relaxation at DNA lesions is not directly 
triggered by the mobilization of linker histone H1
In vitro studies identified the linker histone H1 to be crucial for the 
formation of compact chromatin (Thoma et al., 1979). Because H1 is 
a substrate of PARP1, PARylation of H1 could trigger its dissociation 
from chromatin, as shown for regulated transcription (Ju et  al., 
2006), and lead to chromatin relaxation. To test this hypothesis, we 
analyzed H1 (H1.1 variant) dynamics at DNA lesions in cells coex-
pressing H2B-PATagRFP and H1-PAGFP, allowing us to simultane-
ously label the damaged chromatin area and follow the dynamics of 
the H1 proteins localized within this area at the time of irradiation 
(Figure 3A and Supplemental Movie 2). For quantification of the re-
distribution of photoactivated H1 from the irradiated area indepen-
dently of the co-occurring chromatin-relaxation process, the inte-
grated fluorescence signal for H1 was measured within the irradiated 
area defined by the segmentation of the H2B channel (Figure 3B).

We found that H1 initially localized within the irradiated area is 
released faster in the presence of DNA damage (Figure 3, B and C). 
Knowing that most H1 molecules are bound to chromatin at any 
given time (Beaudouin et al., 2006), this can only reflect impaired 
binding to chromatin. Once the photoconverted H1 proteins are 
redistributed over the entire nucleus, the DNA damage area ap-
pears to be depleted for H1 (Supplemental Figure S1G). This deple-
tion progressively disappears as chromatin slowly recondenses. At 
the same time, we observed no significant release of the core his-
tone H2B from the irradiated region (Supplemental Figure S1H).

Inhibiting PARylation reduced H1 dynamics both in the presence 
and absence of DNA damage, while deleting PARP1 only slowed H1 
dynamics in the presence of DNA damage (Figure 3C). These data 
are consistent with the observation that the PARylation of H1 in-
creases its dynamics (Ju et al., 2006). Nevertheless, even in the pres-
ence of PARP inhibitor or in the PARP1 KO cells, H1 dynamics were 
always much faster after DNA damage as compared with the dy-
namics observed when no damage was induced (Figure 3C). Be-
cause chromatin relaxation was abolished in cells treated with PARP 
inhibitors and strongly reduced in the PARP1 KOs (Figure 2A), this 
indicates that chromatin loosening at DNA lesions is not the direct 
consequence of PAR-driven H1 mobilization at DNA lesions. This 
result contrasts with a recent report that correlates H1 eviction and 
PAR-dependent chromatin relaxation at DNA lesions (Strickfaden 
et al., 2016). The discrepancy with our findings may arise from the 

of photoconverted H2B through nucleosome remodeling induced 
upon DNA damage (Polo, 2015). To distinguish between these two 
possibilities, we labeled DNA by incorporating fluorescent nucleo-
tides (Schermelleh et al., 2001). On irradiation, we observed the di-
rectional movement of fluorescent spots away from the irradiated 
line (Figure 1, D and E, and Supplemental Movie 1), with a speed 
similar to the one characterizing the expansion of the H2B photo-
converted area (Figure 1F). These results indicate that the changes 
in the size of the photoactivated H2B area upon DNA damage re-
flect the relaxation of chromatinized DNA, rather than the local re-
lease of photoactivated H2B. This fast initial chromatin relaxation 
upon DNA damage is followed by a slow recondensation with chro-
matin recovering a compaction state close to its predamage level in 
∼20 min (Figure 1G).

Chromatin relaxation at DNA damage sites is controlled by 
PARP1 activation
In agreement with recent reports (Khurana et al., 2014; Strickfaden 
et al., 2016), we observed that chromatin relaxation at DNA lesions 
is PARylation dependent (Figures 2A and Supplemental Figure S1, 
A–D). Interestingly, inhibiting PARylation not only abolished chro-
matin relaxation at DNA damage sites but also induced a small but 
significant chromatin overcompaction upon laser microirradiation 
(Figure 2A). The human PARP enzyme family has multiple members, 
and we found that PARP1, PARP2, and PARP3 are all recruited at 
DNA damage sites (Supplemental Figure S1E). PARP1 is responsible 

FIGURE 2:  PARP1 activity controls chromatin relaxation at DNA 
damage sites. (A) Relative chromatin relaxation at 60 s after laser 
microirradiation in wild-type and PARP1 KO cells (clone C8) 
transfected with H2B-PAGFP and treated or not with the PARP 
inhibitor AG14361 (30 μM, 1 h; PARPi). (B) Similar results were 
obtained with a second PARP1 KO cell clone (clone C12). (C) Partial 
rescue of the impairment of chromatin relaxation in the PARP1 KO 
cells (clone C8) by reexpression of wild-type PARP1 fused to mCherry.
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fect of ATP inhibition is chromatin hypercon-
densation (Figure 4C). To test whether chro-
matin hypercondensation could explain the 
inhibition of chromatin relaxation seen upon 
ATP depletion, we induced chromatin tight-
ening in another way. Cells were bathed in 
hypertonic medium to induce a shrinking of 
the nuclear volume (Figure 4, D and E), 
which in turn leads to chromatin hypercon-
densation. The chromatin patterns in hyper-
tonic cells visually resembled those obtained 
after ATP depletion (Figure 4C). The hyper-
tonic treatment itself does not activate the 
PARylation signaling pathway (Figure 4, F 
and G). In hypertonic cells, chromatin loos-
ening upon DNA damage was slightly in-
creased compared with isotonic controls 
(Figure 4H), while PARylation at the site of 
damage was unchanged (Figure 4I). Thus 
the reduction of chromatin relaxation at 
DNA lesions observed upon ATP depletion 
does not seem to be the mere consequence 
of a tighter chromatin packing before dam-
age induction.

The ATP-dependent remodeler Alc1 
contributes to chromatin relaxation at 
DNA damage sites
Several ATP-dependent chromatin-remod-
eling enzymes have been shown to be regu-
lated by PARP activation (Chou et al., 2010; 
Polo et al., 2010; Smeenk et al., 2013). How-
ever, the only chromatin-remodeling en-
zyme with an ADP-ribose–binding domain 
that actively remodels nucleosomes upon 
PARP1 activation is Alc1 (Ahel et al., 2009; 
Gottschalk et al., 2009; Pines et al., 2012). 

To address the role of Alc1, also known as CHD1L, in chromatin re-
laxation, we generated an Alc1 KO U2OS cell line (Supplemental 
Figure S2A). By coexpressing a fluorescently tagged version of Alc1 
together with H2B-PAGFP in these cells, we followed the recruit-
ment of this protein at DNA damage sites together with the relax-
ation process (Figure 5, A and B). The fast accumulation of Alc1 
observed at the site of DNA damage, with a maximum recruitment 
a few seconds after laser microirradiation, is compatible with a role 
for Alc1 in chromatin relaxation at DNA breaks, a process that lasts 
approximately 60 s. Moreover, the recruitment of Alc1 at DNA dam-
age sites was abolished by PARP inhibitor treatment or for Alc1 lack-
ing the PAR-binding macrodomain (Supplemental Figure S2, B and 
C), indicating that Alc1 recruitment, similar to chromatin relaxation, 
is fully controlled by PARP1 activation at DNA lesions.

The loss of Alc1 had no detectable effect on chromatin architec-
ture in the absence of DNA damage (Figure 5C and Supplemental 
Figure S2, D and E) but led to impaired chromatin relaxation upon 
laser irradiation (Figure 5D and Supplemental Figure S2, F and G). 
Expression of wild-type Alc1 in Alc1 KOs fully restored chromatin 
relaxation at DNA lesions in contrast to the expression of ATPase-
dead Alc1 mutants (Alc1-E175Q or Alc1-K77R) despite their effi-
cient recruitment at DNA damage sites (Supplemental Figure S2, B 
and H). Cells depleted for Alc1 using RNA interference (RNAi) be-
haved in a similar manner (Supplemental Figure S2, I and J). While 
ATP depletion only slightly reduced chromatin relaxation in the Alc1 

difference in laser-irradiation methods, which could lead to different 
DNA damage (Kong et al., 2009). Nevertheless, we cannot exclude 
that the PARylation-dependent chromatin relaxation requires con-
comitant H1 mobilization, which is always observed upon DNA 
damage independent of PARP1 activation. Furthermore, it is possi-
ble that the DNA damage–induced H1 mobilization accounts for the 
observed residual chromatin relaxation observed in the PARP1 KOs.

Contribution of ATP-dependent processes in chromatin 
relaxation at DNA lesions
In vitro PARP1 activation results in chromatin loosening in the ab-
sence of ATP (Poirier et al., 1982), whereas ATP depletion abolishes 
chromatin relaxation at DNA lesions in live cells (Kruhlak et al., 2006; 
Luijsterburg et al., 2012). To establish the role of ATP in our assays, 
we quantified chromatin relaxation and PARylation levels upon laser 
microirradiation in cells depleted for ATP. We found that ATP deple-
tion significantly impaired chromatin relaxation upon DNA damage 
(Figure 4A) while not affecting the level of PARylation at the lesions, 
as shown by the similar accumulation of the PAR-binder WWE do-
main of RNF146 at DNA damage sites (Figure 4B) (Wang et  al., 
2012). Nevertheless, ATP depletion did not fully abolish chromatin 
relaxation, its amplitude corresponding to approximately half of the 
control situation. This result suggests that PARylation may act on 
chromatin in both ATP-dependent and ATP-independent ways but it 
may also be due to only partial depletion of ATP. A confounding ef-

FIGURE 3:  The linker histone H1 is mobilized at DNA lesions. (A) Confocal image sequence of a 
U2OS nucleus coexpressing H2B-PATagRFP and H1.1-PAGFP. For the H1 channel, the image 
contrast was enhanced to allow the visualization of H1 redistribution over the entire nucleus 
following laser microirradiation. This led to an apparent saturation of the image at time = 0 s. 
Scale bar: 4 μm. (B) Kinetics of the release of the H1 proteins localized at the DNA lesions at the 
time of laser microirradiation in wild-type cells coexpressing H2B-PATagRFP and H1.1-PAGFP, 
presensitized or not with Hoechst and treated or not with the PARP1 inhibitor AG14361 (30 μM, 
1 h; PARPi) (mean ± SEM, for each condition, 17 < n < 28). (C) Characteristic release time for H1, 
measured at half fluorescence decay, in wild-type and PARP1 KO cells.
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KO cells (Figure 5E), the inhibition of PARylation completely sup-
pressed the relaxation process (Figure 5F), suggesting that the re-
maining chromatin relaxation observed at DNA damage sites in the 
absence of Alc1 is mediated mainly by the ATP-independent loos-
ening effect of PARylation. Importantly, the overexpression of Alc1 
in wild-type cells strongly increased chromatin relaxation at DNA 
lesions, while overexpressing the ATPase-dead Alc1-E175Q had no 
effect (Figure 5G). Altogether these results identify Alc1 as a media-
tor of PARylation-dependent chromatin relaxation through its ATP-
dependent remodeling activity. A recent publication also reported 
the role of the remodeler CHD2 in the chromatin relaxation at DNA 
lesions (Luijsterburg et al., 2016). Because CHD2 appears to be re-
cruited at the DNA damage sites slightly later than Alc1, the two 
remodelers may act sequentially to allow chromatin loosening. Fur-
ther work is required to understand how the activities of these two 
remodelers are coordinated.

In conclusion, our present work extends our understanding of 
the contribution of the PARylation signaling pathway in the early 
chromatin remodeling at DNA lesions. We demonstrate the dual 
impact of PARP1 on the chromatin structure. In line with in vitro ob-
servations (Kim et  al., 2004), our data in living cells indicate that 
PARP1 binding to DNA breaks leads to chromatin overcompaction 
while the formation of PAR chains due to PARP1 activity triggers its 
relaxation, in agreement with a recent report (Strickfaden et  al., 
2016). Moreover, our data show for the first time the direct contribu-
tion of the ATP-dependent chromatin-remodeling activity of the re-
modeler Alc1 in the rapid chromatin relaxation observed upon DNA 
damage induction. We also found that the absence of either PARP1 
or Alc1 reduces cell survival capacity upon X-ray irradiation (Figure 
5H). This result, which corroborates other reports showing that sev-
eral members of the PARylation signaling pathway are important for 
efficient DNA repair (Khurana et al., 2014; Nagy et al., 2016), argues 
for a key regulatory role of the PARylation-dependent modulation of 
the chromatin compaction state during the DNA damage response. 
In addition, we propose that the dramatic increase in chromatin re-
laxation together with the cell hypersensitivity to X-ray irradiation 
observed in the case of Alc1 overexpression (Figure 5, G and H) 
might underlie the oncogenic potential of this remodeler, which has 
been shown to promote cancer progression and metastasis (Cheng 
et al., 2013).

MATERIALS AND METHODS
Plasmids
The core histone H2B, subcloned from the pH2B-mCherry vector 
was a gift from J. Ellenberg, European Molecular Biology Labora-
tory, Heidelberg, Germany (Neumann et al., 2010; Euroscarf acces-
sion number P30632), was cloned into pPATagRFP-N1 using NdeI 
and BamHI restriction sites. pPATagRFP-N1 was a gift from V. Verkhu-
sha, Albert Einstein College of Medicine, Bronx, NY (Subach et al., 
2010; Addgene plasmid #31941). The histone H2B-PAGFP and his-
tone H1.1-PAGFP were gifts from J. Ellenberg (Beaudouin et  al., 
2006; Euroscarf accession numbers P30499 and P30503, respec-
tively). Another construct of H1.1-PAGFP was produced with the 
PAGFP tag on the other side of the protein to ensure that similar 

FIGURE 4:  Chromatin relaxation at DNA damage sites partially 
depends on ATP. (A) Relative chromatin relaxation at 60 s after laser 
microirradiation in wild-type cells expressing H2B-PAGFP and 
depleted or not for ATP. (B) Accumulation of the WWE domain of 
RNF146 at the DNA lesions estimated 60 s after laser microirradiation 
in wild-type cells expressing an EGFP-tagged version of WWE and 
depleted or not for ATP. (C) Confocal image of U2OS cell nuclei 
stained with Hoechst and left untreated, depleted for ATP, or bathed 
with hypertonic medium. Scale bar: 4 μm. (D) Middle x,y and x,z 
sections of raw confocal image stacks of a U2OS cell expressing 
H2B-EGFP before and after the change of the bathing medium from 
isotonic to hypertonic. Scale bar: 4 μm. For C and D, fluorescence 
signals are pseudocolored using the lookup table shown on the right 
of the images. (E) Change in nuclear volumes of U2OS cells 
expressing H2B-EGFP upon hypertonic treatment. The nuclear 
volumes were estimated by automatic segmentation of confocal 
image stacks. (F, G) Images and quantification of immunofluorescence 
staining with anti-PAR (10H) antibody performed in U2OS cells left 
untreated, subjected to hypertonic shock, or treated with H2O2 

(1 mM in PBS for 10 min). (H) Relative chromatin relaxation at 60 s 
after laser microirradiation in wild-type cells expressing H2B-PAGFP 
and bathed in isotonic or hypertonic media. (I) Accumulation of the 
WWE domain of RNF146 at the DNA lesions estimated 60 s after 
laser microirradiation in wild-type cells bathed in isotonic or 
hypertonic medium.
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fused to YFP was described previously 
(Gottschalk et  al., 2009).The Alc1-K77R 
construct fused to mCherry was obtained 
by first mutating a wild-type ALC1 con-
struct fused to YFP (Gottschalk et al., 2009), 
using QuikChange in vitro mutagenesis 
(Agilent, Santa Clara, CA), and then ex-
changing YFP for mCherry. The WWE do-
main of RNF146 (amino acids 99–183) was 
cloned into pmEGFP-C1 using BglII and 
EcoRI by PCR amplifying it from a cDNA li-
brary. PARP1-mCherry was described previ-
ously (Timinszky et al., 2009). This construct 
was also used to generate PARP1-EGFP by 
exchanging mCherry with EGFP. PARP2-
EGFP was generated by PCR amplification 
of PARP2, digestion with NheI/SmaI, and li-
gation into pmEGFPC1. PARP3-EGFP (short 
isoform) was a gift from C. Prigent, Institut 
de Génétique et Développement de 
Rennes, CNRS, France (Rouleau et al., 2007). 
Mammalian expression was under the con-
trol of cytomegalovirus (CMV) promoter. All 
constructs were sequence verified.

Cell culture, inhibitor treatments, 
and osmotic shocks
Cells used for this work were wild-type U2OS 
cells or KO cells made from parental U2OS 
cells. Cells were routinely cultured in DMEM 
(with 4.5 g/l glucose) supplemented with 
10% fetal bovine serum (FBS), 2 mM gluta-
mine, 100 μg/ml penicillin, and 100 U/ml 
streptomycin in 5% CO2 at 37°C. For micros-
copy, cells were plated on Lab-Tek II cham-
bered coverglass (Thermo Fisher Scientific, 
Waltham, MA). Presensitization was achieved 
by bathing cells for 1 h in culture medium 
containing 0.3 μg/ml Hoechst 33342 (Life 
Technologies, Carlsbad, CA). Immediately 
before imaging, the growth medium was re-
placed by Leibovitz’s L-15 medium (Life 
Technologies) supplemented with 20% FBS, 
2 mM glutamine, 100 μg/ml penicillin, and 
100 U/ml streptomycin. The PARP1 inhibitors 
AG14361 and Olaparib (Euromedex, Souffel-
weyersheim, France) were used at 30 and 
50 μM, respectively. ATP depletion was 
achieved as previously described (Platani 
et al., 2002). The osmotic shock procedure 
was as previously described (Walter et  al., 
2013). All experiments presented in this work 
were performed on unsynchronized cells.

Live-cell DNA labeling with fluorescent nucleotides
U2OS cells expressing H2B-PATagRFP were synchronized at the 
G1/S phase transition by treating the cells with aphidicolin (Sigma-
Aldrich, St. Louis, MO) at 5 μg/ml for 18 h. After aphidicolin re-
lease, the cell layer, bathed with growing medium containing 
10 μM of dUTP-ATTO633 (Jena Bioscience, Jena, Germany), was 
scraped using a silicon stick to allow nucleotide loading and inte-
gration to the DNA during replication (Schermelleh et al., 2001).

results could be obtained with both constructs (Hutchinson et al., 
2015). H1.1 was PCR amplified from the H1.1-PAGFP plasmid and 
subcloned into pmEGFP-N1 using BglII and ApaI to obtain the 
H1.1-EGFP construct. Wild-type Alc1 and E175Q Alc1 mutant fused 
to the C-terminus of enhanced green fluorescent protein (EGFP) or 
mCherry were obtained by exchanging yellow fluorescent protein 
(YFP) for the respective fluorescent protein in the constructs de-
scribed previously (Gottschalk et al., 2009). The Alc1-Δmacro mutant 

FIGURE 5:  The chromatin remodeler Alc1 contributes to chromatin relaxation upon DNA 
damage. (A) Confocal image sequence of a U2OS nucleus coexpressing H2B-PAGFP and 
Alc1-mCherry. Scale bar: 4 μm. (B) Relative kinetics of Alc1 recruitment and chromatin relaxation 
at the DNA lesions measured in Alc1 KO cells coexpressing H2B-PAGFP and Alc1-mCherry 
(mean ± SEM, n = 20). (C) Confocal images of wild-type and Alc KO U2OS cells labeled with 
Hoechst. Scale bar: 4 μm. Fluorescence signals are pseudocolored using the lookup table shown 
on the right of the images. (D) Relative chromatin relaxation at 60 s after laser microirradiation 
for wild-type vs. Alc1 KO cells cotransfected with H2B-PAGFP and an empty plasmid (Ø), 
wild-type Alc1 or the catalytic-dead mutant Alc1 E175Q, both fused to mCherry. Cells with 
comparable expression levels of the wild-type or mutant Alc1 constructs were chosen, as 
assessed by similar fluorescence signals in the mCherry channel. (E) Relative chromatin 
relaxation at 60 s after laser microirradiation in Alc1 KO cells expressing H2B-PAGFP and 
depleted or not for ATP. (F) Relative chromatin relaxation at 60 s after laser microirradiation in 
Alc1 KO cells expressing H2B-PAGFP and treated or not with the PARP1 inhibitor AG14361 
(30 μM, 1 h). (G) Relative chromatin relaxation at 60 s after laser microirradiation for wild-type 
cells expressing H2B-PAGFP and transfected with uncoupled mCherry, wild-type Alc1 fused to 
mCherry, or the catalytic-dead mutant Alc1 E175Q fused to mCherry. Cells with comparable 
expression levels of the transfected constructs were chosen, as assessed by similar fluorescence 
signals in the mCherry channel. (H) Clonogenic survival after different doses of X-ray irradiation 
for wild-type U2OS cells, KOs for Alc1 and PARP1, and wild-type cells overexpressing Alc1 fused 
to YFP.
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1 h (5% milk in PBS + 0.05% Tween-20), cells were incubated with 
anti–poly-ADPr mouse monoclonal 10H antibody (ascites) diluted 
(1:800) in blocking buffer overnight at 4°C. They were then washed 
three times with PBS + 0.1% Triton X-100 before being incubated 
with Alexa Fluor 488 anti-mouse IgG (4 μg/ml; Life Technologies) in 
blocking buffer for 1 h, after which they were washed three times 
with PBS + 0.1% Triton X-100, and nuclei were stained using Hoe-
scht (1 μg/ml) for 10 min. Cells were washed twice with PBS + 0.1% 
Triton X-100 before imaging.

Quantification of cell viability upon X-ray irradiation
Cells were seeded at a density of 500 cells per well in a 12-well 
plate. Plates were immediately treated with X-ray irradiation (1 or 
2 Gy) (Faxitron, Tucson, AZ) and returned to the incubator for 11 d 
to allow colony formation. Cells were washed once with PBS before 
being fixed and stained for 30 min with a 4% paraformaldehyde and 
0.5% crystal violet solution. Staining solution was removed, and 
plates were immersed in water to remove excess stain. The colony 
area percentage was calculated using the ColonyArea plug-in for 
ImageJ according to Guzmán et al. (2014). Average colony area per-
centage was normalized to an untreated control.

Live-cell imaging and laser microirradiation
Live-cell imaging was performed on an inverted confocal spinning 
disk (imaging scan head CSU-X1 from Yokogawa [Tokyo, Japan] and 
microscope body Ti-E from Nikon [Tokyo, Japan]) equipped with a 
single-point scanning head to allow laser microirradiation and local 
photoactivation using a 405 nm laser. We used a Plan APO 63×, oil-
immersion objective lens (numerical aperture [N.A.] 1.4) and a 
sCMOS ORCA Flash 4.0 camera (Hamamatsu, Hamamatsu, Japan) 
for imaging the cells. The pixel resolution at the object plane was 
108 nm. The fluorescence of EGFP and the activated form of PAGFP 
was excited with a laser at 488 nm, and the fluorescence of mCherry 
and the activated form of PATagRFP was excited with a laser at 561 
nm. For fluorescence detection, we used band-pass filters adapted 
to the fluorophores. Laser powers were adjusted to minimize bleach-
ing during the time-lapse acquisitions. Photoactivation and DNA 
damage were induced simultaneously using a 405 nm laser. The 
power of the 405 nm laser used for photoactivation and, for cells 
presensitized with Hoechst, induction of DNA lesions, was set to 
125 μW at the sample level, unless stated otherwise. Cells were ir-
radiated along a 16-μm-long line crossing the nucleus. The micro-
scope was equipped with a heating chamber to maintain cells at 
37°C during the imaging experiments. When long time-lapse ex-
periments of 30–60 min to study chromatin remodeling in response 
to DNA damage were performed, premature cell death that would 
indicate a phototoxic effect due to imaging was never observed.

Images shown in Supplemental Figure S1, A and C, were taken 
on an inverted AxioObserver Z1 confocal spinning-disk microscope 
(Zeiss, Oberkochen, Germany) equipped with a single-point scan-
ning head for laser microirradiation and local photoactivation using 
a 405 nm laser (Rapp OptoElectronic). We used a C-Apo 63×, water-
immersion objective lens (N.A. 1.2), and the images were acquired 
on a AxioCam HRm CCD camera (Zeiss). The pixel resolution at the 
object plane was 171 nm. The fluorescence of EGFP and YFP was 
excited with a laser at 488 nm, and the fluorescence of the activated 
form of PATagRFP was excited with a laser at 561 nm. For fluores-
cence detection, we used band-pass filters adapted to the fluoro-
phores. The microirradiation conditions at 405 nm were adjusted to 
obtain amplitudes of the chromatin relaxation at DNA lesions that 
were similar to those obtained with the system described above. A 
heating chamber was used to maintain the cells at 37°C.

Transfections and generation of stable and KO cell lines
Transient transfections were performed 12–24 h after cells were plated, 
using XtremeGENE HP (Roche, Basel, Switzerland) or JetPRIME (Poly-
plus Transfection, Illkirch, France) according to the manufacturers’ 
instructions. Cells were imaged 48–72 h after transfection.

To establish cell lines stably expressing H2B-PATagRFP or Alc1-
YFP (construct described in Gottschalk et al., 2009), wild-type U2OS 
cells were transfected with the appropriate DNA construct and 
grown in culture medium containing Geneticin (PAA Laboratories, 
Pasching, Austria) for selection. Clones with stably integrated H2B-
PATagRFP or Alc1-YFP were picked after 2 wk of Geneticin selec-
tion. Once selected, these cells were cultured in normal medium 
supplemented with 500 μg/ml Geneticin.

The KO cell lines were made according to the protocol described 
by the Zhang lab (Ran et al., 2013). The target sequence for ALC1 
(5′-GACTTCCCTCAAGTACGTTAG-3′) and PARP1 (5′-GTCCAACAG
AAGTACGTGCAA-3′) was chosen according to the Web-based 
CRISPR design tool from the Zhang lab (www.genome-engineering 
.org). The sgRNA oligos were introduced into pX458 expressing 
Cas9 nuclease fused to green fluorescent protein (GFP; Addgene 
#48138). pSpCas9(BB)-2A-GFP (PX458) was a gift from Feng Zhang 
(Broad Institute of MIT and Harvard, Cambridge, MA; Addgene plas-
mid #48138). We transfected the plasmids using the transfection re-
agent XtremeGENE HP (Roche) according to the manufacturer’s pro-
tocol. Single GFP-positive cells were sorted into 96-well plates using 
FACS. The KO cell lines grown from the single cells were identified 
by Western blot using specific antibodies against PARP1 or Alc1.

Small interfering RNA (siRNA) knockdown
For RNAi-mediated knockdown, we used SilencerSelect Negative 
Control No. 2 (ref. 4390846) and siRNA against Alc1 (CHD1L; ref. 
s18358) from Ambion (Thermo Fisher Scientific). Cells grown in nor-
mal culture medium were transfected with 500 nM siRNA using Oli-
gofectamine (Life Technologies) according to the manufacturer’s in-
structions. After 48 h, cells were used for imaging or harvested for 
protein analysis.

Western blot
Cell lysates were separated using SDS–PAGE, transferred to nitro-
cellulose membranes (GE Healthcare, Little Chalfont, UK), and 
blocked in 5% (wt/vol) milk powder in 0.05% (vol/vol) phosphate-
buffered saline (PBS)-Tween 20 at room temperature. The primary 
antibodies were diluted in 5% (wt/vol) milk powder in 0.05% (vol/
vol) PBS-Tween 20 and used at the following concentrations: affin-
ity-purified anti-Alc1 rabbit polyclonal, 1:2500; anti-actin (Sigma-
Aldrich; A5060), 1:1000; anti-PARP1 rabbit polyclonal, 1:10,000; 
anti-PARP2 polyclonal rabbit antibody (Active Motif, Carlsbad, CA; 
#39743), 1:1000; anti-PARP3 polyclonal rabbit (Thermo Fisher 
Scientific; PA5-21478), 2 μg/ml; and the mouse monoclonal (DM1A) 
anti-tubulin (Sigma-Aldrich; T9026), 1:20,000. Horseradish peroxi-
dase (HRP)-conjugated secondary antibodies were used to detect 
primary antibodies. The HRP-conjugated anti-rabbit immunoglobu-
lin G (IgG) and anti-mouse IgG antibodies (BioRad, Hercules, CA) 
were used at 1:10,000, and the blot was developed using the ELC 
reagent (Merck Millipore, Billerica, MA).

Immunofluorescence staining
Cells were washed once in PBS and incubated in serum-free DMEM 
containing either dimethyl sulfoxide, Olaparib (50 μM), or AG14631 
(30 μM) for 1 h. Cells were then exposed to H2O2 (0.5 mM) in serum-
free DMEM for 10 min and fixed in ice-cold methanol:acetone (1:1) 
for 10 min. After being washed once with PBS and then blocked for 
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percentiles, and the bold line indicates the median value. The whis-
kers extend 1.5 times the interquartile range, and outliers are shown 
by dots. The numbers in parentheses refers to the number of 
cells for each condition. Unless stated otherwise, p values were 
calculated using an unpaired Student’s t test, assuming unequal 
variances. On the box plots: *, p < 0.05; **, p < 0.01; ***, p < 0.001; 
****, p < 0.0001; n.s., not significant.

Image analysis
The time-lapse sequences were analyzed automatically using cus-
tom-made routines written in Matlab (Mathworks, Natick, MA) to 
quantify chromatin relaxation at DNA lesions. The chromatin area 
microirradiated at 405 nm and tagged with photoactivatable H2B 
was segmented by k-means segmentation. An ellipsoid was fitted to 
the segmented area, and its minor axis length was used to estimate 
the width of the microirradiated chromatin area and thus assess 
changes in the chromatin compaction level.

To analyze the release of the photoactivatable H1 proteins from 
the area irradiated at 405 nm, we measured the H1 integrated inten-
sity inside the segmented microirradiated chromatin area in cells 
coexpressing H1 and H2B tagged with two different photoactivat-
able dyes. This intensity was divided by the H1 intensity integrated 
over the whole nucleus to correct for bleaching and small focus 
drifts. For this step, whole nuclei were segmented using the low 
fluorescence signal coming from the nonactivated tagged H2B pro-
teins. The same approach was used to analyze the release of the 
H2B proteins from DNA lesions and to characterize Alc1 recruitment 
kinetics.

When necessary, nuclei movements occurring during the time-
lapse experiments were corrected using the ImageJ plug-in Stack-
Reg (Thévenaz et al., 1998).

The accumulation of the fluorescently tagged WWE domain of 
RNF146 at the DNA lesions was quantified as follows. The mean 
fluorescence intensity in three areas was estimated by manual seg-
mentation: at the site of DNA damage (Id), in a region of the nucleus 
not subjected to laser irradiation (Ind), and outside the cells (Ibg). The 
accumulation of the WWE domain at the DNA lesions AWWE was 
then calculated as

A
I I
I IWWE

d bg

nd bg
=

−
−

For quantifying the immunofluorescence staining with anti-PAR 
(10H) antibody, the nuclei were segmented using Hoechst staining, 
and the mean fluorescence intensity for the anti-PAR antibody was 
measured inside each nucleus after background subtraction.

For chromatin texture analysis, wild-type and Alc1 KO U2OS 
cells were plated on Lab-Tek II chambered coverglasses, fixed with 
4% paraformaldehyde for 10 min at room temperature, and stained 
with Hoechst 33342 (1 μg/ml) for 1 h. Confocal images were cap-
tured on a Leica SP8 confocal microscope using a Plan APO 63×, 
oil-immersion objective lens (N.A. 1.4). Hoechst staining was ex-
cited with a 405-nm laser, and the emission band was chosen to 
optimize fluorescence collection. The pinhole was set to one Airy 
unit, and we used a pixel size of 60 nm. The GLCM ImageJ texture 
plug-in written by Julio E. Cabrera was used to analyze chromatin 
texture. The correlation and contrast parameters were chosen to 
characterize chromatin texture using a pixel-to-pixel distance of 7 
pixels, which allowed maximizing the differences measured be-
tween the cells bathed with the isotonic medium and those sub-
jected to osmotic stress.

In cells labeled with fluorescent nucleotides, the chromatin dy-
namics was assessed by tracking the fluorescently labeled DNA 
replication foci using the plug-in Particle Tracker from ImageJ 
(Sbalzarini and Koumoutsakos, 2005).

Statistics
In the figure legends, n refers to the number of cells used for a given 
experimental condition. Box plots were generated using a Web 
tool developed by the Tyers and Rappsilber labs (http://boxplot 
.tyerslab.com). The box limits correspond to the 25th and 75th 
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Figure  S1:  PARP1-dependent  chromatin  dynamics  at  DNA  damage  sites.  (A)  Confocal  images  of 
immunofluorescence staining with anti-PAR (10H) antibody performed in U2OS cells treated or not with PARP 
inhibitors. The PARP1 inhibitors AG14361 and Olaparib were used at 30 μM and 50 μM, respectively for 1 hour 
before H2O2 treatment. DNA damage was induced by treating the cells with 0.5 mM H2O2 in PBS for 10 min. 
Bar = 25 µm. For the fluorescence quantification (B), nuclei were segmented using Hoechst staining and the 
mean fluorescence intensity for the anti-PAR antibody was measured inside each nucleus.  (C) Recruitment at 
DNA damage sites of the PAR-binder WWE domain of RNF146 in cells co-expressing WWE-EGFP and H2B-
PATagRFP, pre-sensitized with Hoechst and treated or not with the PARP inhibitors AG14361 (30 μM, 1h) or 
Olaparib (50 µM, 1h). Bar = 4 µm. The strong recruitment of the WWE domain observed at DNA lesions in the  
control cells was completely abolished upon treatment with AG14361 or Olaparib, demonstrating the efficiency 
of  these  inhibitors.  (D)  Relative  chromatin  relaxation  at  60s  after  laser  micro-irradiation  in  U2OS  cells  
expressing H2B-PAGFP and treated or not with the PARP inhibitors AG14361 (30 μM, 1h) or Olaparib (50 µM, 
1h).  (E) Recruitment  of  human PARP1,  PARP2 and PARP3 at  DNA damage sites  induced by laser micro-
irradiation. U2OS cells were transfected with GFP-tagged PARP proteins. Images were taken 2 minutes after 
laser irradiation. Bar = 4 µm. Fluorescence signals are pseudocolored using the lookup table shown on the right 
of the images.  (F)  Western-blot of wild type U2OS cells and the two knockout cell lines showing the relative 
amount of PARP1, PARP2 and PARP3 in the different cell lines. (G) Confocal image sequence acquired at long 
time scales for a U2OS cell  co-expressing H2B-PATagRFP and H1-PAGFP. For the H1 channel,  the image 
contrast was enhanced to allow the visualization of H1 redistribution over the entire nucleus following laser 
micro-irradiation. This led to an apparent saturation of the image at time = 0s. Bar = 4 µm. (H) Kinetics of H2B 
release from the irradiated line in wild-type U2OS cells expressing H2B-PATagRFP and pre-sensitized (n=18) or 
not (n=20) with Hoechst (mean ± SEM).
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Figure  S2. The  chromatin  remodeler  Alc1  is  involved  in  chromatin  relaxation  at  DNA damage  sites.  (A) 
Western-blot of wild type U2OS cells and the Alc1 knockout cell line. (B) Recruitment of Alc1 at the DNA 
damage sites in cells co-expressing the wild-type version of Alc1 fused to mCherry and H2B-PAGFP. Cells were 
pre-sensitized with Hoechst and treated or not with the PARP inhibitor AG14361 (30 μM, 1h). Images were  
acquired 10 s after laser micro-irradiation. Bar = 4 µm. The recruitment of Alc1 at DNA lesions was fully  
abolished upon treatment with AG14361. (C) Recruitment of Alc1 mutants at the DNA damage sites in cells co-
expressing Alc1 mutants fused to GFP or YFP and H2B-PATagRFP. The Alc1-Δmacro is lacking the macro 
domain and the Alc1-E175Q and Alc1-K77R are  two ATPase-dead mutants.  Cells  were pre-sensitized with 
Hoechst. Images were acquired 10 s after laser micro-irradiation Bar = 4 µm. The recruitment of Alc1 at DNA 
lesions was fully abolished for the Alc1 mutant lacking the macro domain but not for the ATPase-dead mutants.  
(D-E) Quantitative analysis of the Hoechst patterns in wild-type and Alc knockout U2OS cells. Two parameters 
were assessed to characterize the chromatin compaction state: the contrast (D) and the pixel-to-pixel correlation 
(E).  As  positive  controls,  we analyzed the chromatin patterns  in  cells  bathed with hypertonic  or  hypotonic  
medium to induce chromatin hyper-compaction or decompaction, respectively. (F) Relative chromatin relaxation 
at  60s after  laser micro-irradiation for wild type cells  versus Alc1 knockout cells  co-transfected with H2B-
PAGFP and an empty plasmid  (Ø),  wild-type Alc1 or  the  catalytic-dead mutant  Alc1 K77R,  both fused to  
mCherry. (G) Integrated fluorescence signals in the mCherry channel measured for the nuclei studied in (F) and  
expressing the wild-type and K77R Alc1 constructs fused to mCherry.  (H) Kinetics of Alc1 recruitment at the 
DNA lesions measured in Alc1 knockout cells co-expressing H2B-PATagRFP and different Alc1 constructs fused 
to GFP. Three Alc1 constructs were analyzed: a wild-type version and two ATP-ase dead mutants E175Q and 
K77R (mean ± SEM, 26<n<34). (I)  Western-blot of U2OS cells treated with a scrambled siRNA or with a 
siRNA directed against Alc1. (J) Relative chromatin relaxation at 60s after laser micro-irradiation for wild type 
U2OS cells stably expressing H2B-PATagRFP and transfected with a scrambled siRNA or a siRNA directed 
against Alc1.
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Chapter 12

Poly(ADP-Ribose)-Dependent Chromatin Remodeling 
in DNA Repair

Théo Lebeaupin, Rebecca Smith, Sébastien Huet, and Gyula Timinszky

Abstract

The tightly packed and dynamic structure of chromatin can undergo major reorganization in response to 
endogenous or exogenous stimuli, such as the regulation of transcription or the cell cycle, or following 
DNA damage. A fast and local chromatin decondensation is observed upon DNA damage induced by laser 
micro-irradiation. This decondensation is under the control of poly(ADP-ribosyl)ation (PARylation) by 
PARP1, one of the first proteins recruited at the DNA damage sites. This chapter provides a step-by-step 
guide to perform and analyze chromatin decondensation upon DNA damage induction. The protocol is 
based on fluorescence microscopy of live cells expressing a core histone tagged with a photoactivatable 
fluorophore. Laser micro-irradiation is used to simultaneously induce DNA damage and activate the fluo-
rescence signal within the irradiated area. This photo-perturbation experiment can be easily implemented 
on any confocal laser-scanning microscope equipped with a photoperturbation module. The experimental 
framework can also be used to follow chromatin relaxation in parallel with the recruitment kinetics of a 
protein of interest at DNA lesions in cells co-expressing the tagged histones and a second protein of interest 
fused to a different fluorescent tag.

Key words DNA damage response, Chromatin remodeling, Poly(ADP-ribosyl)ation, PARP1, Live-cell 
imaging, Photo-activation

1  Introduction

Chromatin has a complex 3-dimensional architecture that allows is 
to reach the high degree of compaction that is required by the cell. 
However, chromatin is not a static structure. Instead, it is highly 
dynamic, altering compaction levels to allow specific DNA acces-
sibility depending on endogenous and exogenous stimuli such as 
cell cycle, transcriptional changes or in response to DNA damage.

As microscopy techniques have continued to develop, laser 
micro-irradiation combined with live cell fluorescence microscopy 

Electronic supplementary material:  The online version of this chapter (doi:10.1007/978-1-4939-6993-7_12) contains 
supplementary material, which is available to authorized users.
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has become an invaluable tool to analyze the DNA damage response 
of the cells. Upon DNA lesions induced by laser micro-irradiation, 
chromatin undergoes a rapid relaxation that is dependent on the 
activity of the poly(ADP-ribose) polymerase 1 (PARP1). PARP1 
recognition of damaged DNA triggers its activation and the synthe-
sis of PAR chains [1]. Over 90% of these PAR chains are linked 
directly to PARP1 itself and serve as a platform for recruitment of 
required proteins involved in the DNA damage response and pos-
sessing PAR recognition motifs [2]. PAR chains are also attached to 
a number of proteins involved in chromatin architecture and dynam-
ics such as histones, chromatin remodeling enzymes and a diverse 
range of transcription factors [3]. Similar to other post-translational 
modifications, the linkage of ADP-ribose or PAR on those proteins 
can affect their localization, their activity, or their affinity for differ-
ent substrates. PARylation at the site of DNA damage leads to fast 
chromatin relaxation, followed by a slow recondensation process  
[4, 5], identifying PARP1 as a major coordinator of the early steps 
of chromatin regulation upon DNA damage.

Using live-cell imaging combined with laser micro-irradiation, 
we describe here a methodology to study chromatin remodeling in 
response to PARP1 recruitment and activation at the site of DNA 
damage (Fig. 1). This relaxation can be assessed through a chro-
matin marker fused to a photoactivatable protein [6] such as the 
core histone H2B fused to the PATagRFP or PAGFP proteins, 
which both switch from a dark state to a florescent state upon illu-
mination at 405 nm. Pretreating cells with Hoechst sensitizes them 
to UV irradiation allowing simultaneous DNA damage and photo-
activation upon irradiation using a 405 nm laser. This experiment 
can be conducted on any confocal laser-scanning microscope capa-
ble of local photoperturbation. Furthermore, the protocol allows 
the use of two different fluorophores to follow the chromatin 
remodeling at DNA lesions and the recruitment of a given protein 
of interest to the damaged chromatin in parallel. We also provide a 
step-by-step analysis pipeline including tips and advice to help 
extracting the maximum of information from these experiments.

2  Materials

	 1.	 U2OS cells in exponential growth.
	 2.	 Dulbecco’s Modified Eagle Medium (with 4.5 g/L glucose) 

supplemented with 10% fetal  bovine serum, 2 mM glutamine, 
100 μg/mL penicillin and 100 U/mL streptomycin.

	 3.	 Lab-Tek II chambered coverglass (Thermo Scientific).
	 4.	 Phenol-Red-free Leibovitz’s L-15 medium supplemented 

with 20% fetal bovine serum, 2 mM glutamine, 100 μg/mL 
penicillin and 100 U/mL streptomycin.

2.1  Cell Culture 
Reagents

Théo Lebeaupin et al.
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	 5.	 Phosphate buffered saline (PBS).
	 6.	 Trypsin–EDTA.

Fig. 1 Workflow of the chromatin decondensation and protein recruitment assay. Cells are prepared for imag-
ing. This includes transfection and DNA pre-sensitization using Hoechst (1), followed by live cell imaging and 
photoperturbation using a confocal microscope (2). Image analysis is then performed using provided ImageJ 
and MatLab programs to extract a maximum of information from the images (3). Output files for decondensa-
tion and recruitment analysis are used for graphical representation and for statistical analysis (4)

Poly(ADP-Ribose)-Dependent Chromatin Remodeling in DNA Repair
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	 7.	 Trypan Blue and Hemocytometer for cell counting.
	 8.	 Humidified 37 °C incubator with 5% CO2.

	 1.	 H2B-PATagRFP (H2B was made by subcloning H2B from 
pH2B-mCherry [7] (Euroscarf accession number P30632) 
into PATag-RFP-N1 [8] (Addgene plasmid # 31941) using 
NdeI and BamHI restriction sites) or H2B-PAGFP plasmid 
[9] (Euroscarf accession number P30499).

	 2.	 PARP1-mEGFP [10] or PARP1-mCherry plasmid [5].
	 3.	 Hoechst 33342.
	 4.	 Fugene HD (Promega).
	 5.	 OPTI-MEM (Life Technologies).

	 1.	 Zeiss AxioObserver Z1 confocal spinning-disk microscope 
equipped with an AxioCam HRm 	 CCD camera (Zeiss), 
Yokogawa CXU-X1 scan head and a Zeiss C-Apochromat 	
63×/1.2 water-immersion objective

	 2.	 RAPP DL-405 nm diode laser coupled through the epifluro-
scence backboard of the microscope.

	 3.	 Compact power and energy meter console (Thor Labs) and 
standard photodiode power sensor, S120VC (Thor Labs)

	 4.	 Calibration slide (optional)

	 1.	 MatLab (MathWorks) - programs: ‘tiffread.m’, ‘findobject.m’, 
‘Chromatin.m’.

	 2.	 ImageJ  - macros: ‘TurboReg.ijm’, ‘StackReg.ijm’, ‘QC.ijm’, 
‘Registration.ijm’.

3  Methods

The following method has been optimized for U2OS cells. At the 
time of transfection, cells should be approximately 50–70% conflu-
ent. This may vary depending on the cell line used and might 
require optimization to achieve the desired transfection rates.

Cells are cultured in Dulbecco’s Modified Eagle Medium 
(with 4.5 g/L glucose) supplemented with 10% fetal bovine serum, 
2 mM glutamine, 100 μg/mL penicillin and 100 U/mL strepto-
mycin in a 37 °C humidified incubator with 5% CO2.

	 1.	 Aspirate media from cells at approximately 80% confluency.
	 2.	 Wash cells with PBS and aspirate.
	 3.	 To harvest the cells, incubate them with trypsin–EDTA at 37 °C 

for 2–3  min until cells begin to detach. Cells should appear 

2.2  Transfections 
and Treatments

2.3  Image 
Acquisition

2.4  Image Analysis

3.1  Cell Culture
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rounded when examined under bright field microscopy. Gently 
tap the plate/flask to fully detach cells.

	 4.	 Neutralize trypsin by adding fresh media and resuspend cells.
	 5.	 Count a small aliquot of cells and determine cell density.
	 6.	 Dilute cells to 20,000 cells/mL in fresh media and aliquot 

300 μL of cell suspension per well into an 8 well Lab-Tek II 
chambered coverglass. This number is optimized for subse-
quent transfection of cells. Cells that stably express H2B-
PATagRFP or H2B-paGFP should be diluted to 30,000–40,000 
cells/mL and can be imaged the following day.

	 7.	 Return cells to the incubator and allow them to adhere for a 
minimum of 4  h before progressing to transfection. 
Transfection is subject to user preference. Cells can be left for 
24 h before transfection, or may be transfected simultaneously 
with plating.

Transfection of H2B-PATagRFP or H2B-paGFP is described 
below for two wells of an eight-well Lab-Tek II chambered cover 
glass using Fugene HD transfection reagent. The protocol can be 
optimized for alternative transfection reagents. Reactions should 
be scaled as required. A minimum of two reactions should be made 
for a control well and a test well.

	 1.	 For a single transfection with H2B-PATagRFP or H2B-paGFP, 
dilute 1.5 μg of DNA in OPTI-MEM for a final volume of 
70.5  μL and mix gently. For a co-transfection with H2B-
PATagRFP/H2B-paGFP and PARP1-mEGFP/PARP1-
mCherry, dilute 1.5 μg of DNA of each plasmid in OPTI-MEM 
for a final volume of 66 μL and mix gently.

	 2.	 Add Fugene HD so there is a 3:1 ratio of Fugene HD to DNA 
and mix gently. For a single transfection, this is 4.5  μL of 
Fugene HD and for a co-transfection this is 9 μL of Fugene 
HD Allow to stand at room temperature for 15 min for com-
plexes to form before adding 30 μL of DNA-Fugene mixture 
dropwise to each well.

	 3.	 Return cells in Lab-Tek II chambered coverglass to the incu-
bator and incubate for 48–72 h. This timing is critical. Cells 
that are incubated for shorter periods, i.e. 24 h, might not 
have adequate photoactivable-tagged histone incorporated 
into chromatin. Unincorporated PA-tagged histones can dif-
fuse throughout the nucleus when photo-activated and may 
interfere with analysis.

As previously stated, any confocal laser-scanning microscope 
piloted by software offering a photoperturbation function is suit-
able for this experiment (see Note 1). To be able to analyze several 
cells per condition, and compare different conditions, DNA damage 

3.2  Transfection

3.3  Microscope 
Setup, Image 
Acquisition 
and DNA Damage
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induction should be as identical as possible for every cell. This 
means that the pattern of laser micro-irradiation, laser power, posi-
tion of the laser tracks in the field of view and duration of irradia-
tion, should be maintained constant throughout all the experiment. 
Due to differences between systems, multiple aspects need to be 
taken into consideration.

	 1.	 All lasers that are in use during this experiment, both for imag-
ing and for photo-perturbation need to be warmed up prior to 
use. It is suggested that lasers are turned on at least 60 min 
prior to imaging.

	 2.	 The 405  nm laser is used to induce DNA damage in pre-
sensitized cells (along a line crossing the nucleus). If this laser 
enters the microscope through a specific light-path indepen-
dent from the imaging light-path, it is important to adjust its 
focus so that it coincides with the imaging focal plane. 
Defocused micro-irradiation lasers will create inconsistent 
results as well as light scattering.

	 3.	 The efficiency of fluorophore photoactivation (see Note 2) as 
well as the amount of DNA damage depends on the light 
energy per unit area (or light energy density) reaching the irra-
diated cellular area. Consequently, the size of the irradiation 
spot will have an impact on the amount of energy required for 
photo-activation and DNA damage induction. Different 
microscopes are likely to have varying photopertubation mod-
ules; therefore, some values as a starting point for photoactiva-
tion and DNA damage are given in Subheading 3.3.3. An 
example calculation showing how to adapt these values for dif-
ferent microscope systems is also given.

	 4.	 We recommend using a power meter to measure the laser set-
tings needed for the micro-irradiation experiment. This step 
should improve comparability between systems. If a power 
meter is not available, an initial experiment should be com-
pleted to optimize the percentage of laser power that will be 
needed to photo-activate and induce DNA damage. 
Importantly, if high laser power is used to induce a large 
amount of DNA lesions, the center of the photoactivated line 
may be bleached, preventing further characterization of the 
chromatin relaxation process using the image analysis routine 
described below. This problem is more critical when tagging 
the core histones with PAGFP, which appears to bleach more 
easily than PATagRFP.

	 5.	 The duration of the laser irradiation should be kept constant for 
each cell to ensure the same level of DNA damage and photo-
activation. During irradiation, the laser is scanned along a 
defined irradiation line using scanning mirrors. Often, the irra-
diation line needs to be scanned multiple times to induce DNA 
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lesions. Such scanning can be bidirectional, the laser being kept 
on for both scanning directions, or unidirectional, the laser 
being on only for one scanning direction. This parameter will 
influence the total duration of the irradiation process.

	 6.	 The image analysis pipeline has been optimized for images 
acquired with a 63x objective and a camera characterized by a 
pixel size of 6.45 μm (classical size for CCD and sCMOS cam-
eras) used at maximum resolution (no pixel binning), thus giv-
ing a pixel size at the object plane of 107.5 nm. Increasing the 
pixel size (due to pixel binning, the use of lower magnification 
objective or cameras with larger pixels) will degrade the preci-
sion of the subsequent image analysis.

	 1.	 One hour prior to imaging, growth media should be aspirated 
from wells of the LabTek slide and replaced with complete 
media supplemented with 0.3 μg/mL Hoechst 33342. As two 
wells per condition are transfected, one well will be treated 
with Hoechst and the other will not. The 405  nm laser 
should not induce DNA damage in cells that have not been 
treated with a sensitizing agent such as Hoechst, however 
the histones tagged with the photoactivatable protein will be 
photoactivated.

	 2.	 Immediately prior to imaging, replace Hoechst-containing 
media with fresh imaging media without Hoechst (Phenol-
Red-free Leibovitz’s L-15 medium supplemented with 20% 
fetal bovine serum, 2 mM glutamine, 100 μg/mL penicillin 
and 100 U/mL streptomycin).

	 3.	 Switch on the equipment for imaging. This includes the 
microscope, the lasers used for imaging and micro-irradiation, 
and the incubator (set to 37  °C). Allow the equipment to 
equilibrate/warm up for 60 min.

	 4.	 Select the 63× water immersion objective. Apply the appropri-
ate immersion fluid.

Note: Before the start of experiments, the 405 nm laser used 
for micro-irradiation should be calibrated if applicable and its 
power measured. If the system used does not require or allow the 
calibration of the two scanners and there is no power meter at hand 
proceed to Subheading 3.3.4. If no laser power meter is available, 
the required laser intensities have to be tested and selected experi-
mentally by choosing an intensity setting that allows for reproduc-
ible and quantifiable chromatin relaxation.

	 1.	 For calibration, apply some fluorescent marker on a slide and 
cover with a coverslip that is the same thickness as the glass on 
the Lab-Tek II chambered coverglass. Load the slide and get 
into focus using bright-field.

3.3.1  Preparing 
for Imaging

3.3.2  Calibration 
of the Photoperturbation 
System
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	 2.	 Proceed to focusing the 405 nm laser in the photoperturba-
tion optical pathway. The following procedure applies for the 
Zeiss spinning disk equipped with the RAPP laser scanning 
system.

	 3.	 Set the exposure time on the imaging software to 10 ms and 
set the 488 nm imaging laser to around 1% (or the lowest set-
ting possible) and begin imaging using a continuous imaging 
mode.

	 4.	 On the RAPP software, set the 405 nm laser to around 5% and 
select manual calibration. A small fluorescent dot should 
appear in the middle of the screen. A focused laser beam 
should appear as a small dot. Adjust the focus of the micro-
irradiation laser in order to minimize the spot size.

	 5.	 Once in focus, the laser can be calibrated using automatic cali-
bration. The calibration should be done using imaging set-
tings and components that match that wanted for the image 
collection. Of particular importance is having the correct bin-
ning, magnification and camera.

	 6.	 Once calibrated, remove the slide and the immersion fluid.
	 7.	 Connect the power meter to the sensor and place the sensor 

on the objective. Select the 405  nm setting on the power 
meter. In the RAPP software, select manual calibration to turn 
on the 405 nm laser and change the percentage of laser output 
until the power level required for the experiment has been 
reached.

	 8.	 Remove the sensor from the objective and reapply immersion 
fluid.

In general, we suggest using between 0.7–1.1 μJ/μm2 J/m2 for low 
levels of DNA damage induction and 1.4–2.2 μJ/μm2 for high lev-
els of DNA damage. To determine the power (in mW) needed to 
induce the DNA damage two variables are needed; the size of the 
photoactivated area and the time it takes to draw the line.

	 1.	 Focus on cells expressing H2B-PATagRFP or H2B-PAGFP. 
These cells should not be treated with Hoechst.

	 2.	 Using the photoperturbation module, draw a line of defined 
length. We suggest the length of this line to be around 
16 μm. It is important that the length of line is the same as 
that is going to be used in the decondensation experiment 
for each cell.

	 3.	 On the photoperturbation software, ensure that the number 
of iterations is set to 70. Drawing a line multiple times at a 
lower power is the optimal way to photoactivate and induce 
DNA damage.

3.3.3  Determining Power 
Levels to Use 
for Decondensation
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	 4.	 Less iteration at higher power have a higher chance of causing 
photobleaching and side scatter which will interfere with the 
calculations and analysis. Alternatively, if the number of runs 
on the system cannot be manually changed, it is possible to 
choose an illumination time instead. In this case, a minimum 
of 350 ms should be chosen. The laser power for drawing this 
line should be low enough to not cause photobleaching, how-
ever it needs to be high enough for adequate photoactivation.

	 5.	 Take note of the time needed to draw the line. If the scanning 
laser moves in a single direction make sure that the time noted 
is for object illumination and not total time.

	 6.	 Export the image as a TIFF.
	 7.	 Using ImageJ, use the line tool to measure the length of the 

line and the width of the line drawn in pixels. Use these values 
and the pixel resolution of the camera to determine the area 
illuminated in m2.

	 8.	 Shown in this step is for 1 μJ/μm2.
(a)	 The length of line determined by ImageJ is 16 μm with a 

width of 2.5 μm.
(b)	Area = 16 μm × 2.5 μm

= 40 μm2

(c)	 Object illumination =350 ms
(d)	Given that J = Watt (W) × seconds (s)

then μJ/μm2 = (μW × s)/μm2

1 μJ/μm2 = (μW × 0.35 s) / 40 μm2

and W = (1 μJ/μm2 × 40 μm2 )/0.35 s

W = 114 μW

	 1.	 Place the Lab-Tek slide containing cells into the slide holder 
and focus on the cells using bright-field illumination. DO 
NOT use a DAPI epifluorescence filter cube to look for 
Hoechst stained nuclei as this will lead to photo-activation 
impeding further experiments.

	 2.	 Once cells are in focus, find nuclei that express tagged his-
tones. Both PAGFP and PATagRFP display a low basal (i.e. 
pre-activation) fluorescence that can be used to select the cells 
expressing the tagged histones. Selecting cells with low basal 
fluorescence will produce a defined line upon photo-activation 
with the 405 nm laser that is easily detectable with imaging 
conditions classically used for live cell confocal imaging.

	 3.	 Using the RAPP software, select sequence mode and draw a 
line of a predefined length and change setting to show 70 runs 

3.3.4  DNA Damage 
Induction and Imaging
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or a defined object illumination. Change the percentage of 
laser used to the corresponding power value calculated in 
Subheading 3.3.3. Copy and paste the line for all the cells  
in the field of view. Upload the sequence, ready for the 
experiment.

	 4.	 Images should be collected every 2–4 s over a total time of 
several minutes, according to the demands of your experi-
ment, using the appropriate channels for the experiment. The 
frequency of image collection can be modified according to 
the demands of the experiment, as well as the range of the 
time-lapse acquisition. How often the images are collected is a 
variable that will be needed for the analysis. However, the fre-
quency of imaging needs to be a compromise between optimal 
time resolution for the study of chromatin relaxation and pro-
tein recruitment at DNA breaks, and minimization of fluoro-
phore photobleaching as well as cell phototoxicity.

	 5.	 Start imaging. Ensure to always take a few images before laser 
micro-irradiation as it will serve during the analysis for nor-
malization and background subtraction. When setting-up the 
timelapse acquisition, avoid simultaneous image acquisition 
and micro-irradiation or delete such image frames before anal-
ysis since they will perturb the image analysis pipeline.

	 6.	 Upon completion of the experiment, rename the experiment 
with an identifiable name and export images as an OME-TIFF 
or a Multi-TIFF file. Proceed to Subheading 3.4, image 
analysis.

Before starting the image analysis pipeline, some programs and 
macros need to be downloaded and installed. Two programs were 
selected for the analysis: ImageJ, an open source image processing 
program designed for scientific multidimensional images that has 
become widely popular in the field of image analysis in biology, 
and MatLab, a powerful and versatile tool used for numerical com-
putation and matrix-based operations that allows fast program 
writing and execution. ImageJ is used in this analysis during first 
steps and image visualization, as well as image registration, when 
needed. The ImageJ scripts were written for version 1.49 k with 
Java 1.6.0 and will work in any ulterior version. MatLab is used for 
the main analysis, segmentation, and intensity measurements. The 
MatLab programs were written for R2012a version (7.14.0.739) 
but have been shown to work with both older and later versions of 
MatLab. The code the analysis routines and some sample images 
can be downloaded at (Electronic Supplementary material). (See 
Notes 4–10) provide details regarding the development of an 
alternative analysis pipeline.

	 1.	 Install ImageJ (https://imagej.nih.gov/ij/download.html) 
and MatLab (licensed software from MathWorks).

3.4  Image Analysis 
Pipeline

3.4.1  Download 
and Install Required 
Software
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	 2.	 The ImageJ plugins TurboReg (http://bigwww.epfl.ch/
thevenaz/turboreg/) and StackReg (http://bigwww.epfl.
ch/thevenaz/stackreg/) should be installed in ImageJ.  To 
install these plugins, simply extract downloaded archives and 
cut and paste the ‘.jar’ and .java’ files inside the ‘ImageJ/
Plugins’ folder.

	 3.	 Download the ImageJ macros ‘QC.ijm’ and ‘Registration.
ijm’, as well as the ‘findobject.m’, ‘tiffread.m’, adapted from 
[11], and ‘Chromatin.m’ MatLab routines from (Electronic 
Supplementary material). Store ImageJ macros in the ‘ImageJ/
Toolset’ folder. The three MatLab programs should be acces-
sible for MatLab thus should be saved inside the default 
MatLab path.

	 4.	 Images to be analyzed should be Tiff stacks. The stack corre-
sponding to the chromatin marker should end with “ H2B.tif” 
and the one associated with the protein recruited at DNA 
lesions, if applicable, should end with “ Rec.tif”. For the analysis 
macro to recognize these labels a space must be before H2B 
and Rec. Aside from these two labels, names of the two stacks 
should be identical.

Note: The ‘QC’ and ‘Registration’ macros are written for acqui-
sitions containing two channels (chromatin marker and protein 
recruited at DNA lesions). For two channel acquisition, begin analy-
sis at Subheading 3.4.3. When analyzing chromatin relaxation only, 
crop individual cells manually (described in Subheading 3.4.2), and 
move to Subheading 3.4.4.

	 1.	 Open ImageJ.
	 2.	 Open the OME-TIFF or Multi-TIFF file.
	 3.	 Using the square tool, draw a box around a single cell that has 

been photoactivated.
	 4.	 Duplicate the stack.
	 5.	 Repeat steps 3 and 4 for each cell in the image.
	 6.	 Save each stack of images as a ‘.tif ’ into a new folder – Note, 

as these images are going to be used in a MatLab pipeline, the 
names of the images cannot be excessively long as this would 
cause the pipeline to crash. Use the saving step to rename each 
image with a short but identifying name.

	 7.	 Repeat step 3–6 for each condition.
	 8.	 Close ImageJ.
	 9.	 Proceed to Subheading 3.4.5 MatLab analysis.

If acquisition is performed cell by cell, skip this step and go directly 
to Registration after performing a quality control step manually, if 

3.4.2  Quality Control 
and Cell Cropping 
for Single Channel 
Acquisition

3.4.3  Quality Control 
and Image Cropping 
for Double Channel 
Acquisition
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necessary. In order for ImageJ macros to run properly, the filepaths 
should not contain any space characters.

	 1.	 Open ImageJ.
	 2.	 Drag the ‘QC’ macro in the ‘drag and drop’ command bar of 

ImageJ.
	 3.	 Click ‘Run’ on the macro window that opens.
	 4.	 Select the folder where the images for analysis have been saved 

and press enter.
	 5.	 Select a new folder for saving the new stacks of individually 

cropped cells.
	 6.	 For each stack of images, a movie combining both channels 

will be shown in order to view the photo-activated chromatin 
lines and the nucleus on the same image. Enter the number of 
cells you want to keep and press enter. To ensure the accuracy 
of the subsequent analysis, the cells should display a bright and 
continuous chromatin photo-activated area after photo-
perturbation and the nucleus should be visible. Cells that do 
not have these qualities should be disregarded.

	 7.	 Using the ImageJ rectangular drawing tool, draw a selection 
around the first cell and press ‘OK’. Repeat this for every cell 
of the movie.

	 8.	 Repeat steps 6 and 7 for all images inside one folder.
	 9.	 Repeat steps 3–8 for all folders/conditions.
	10.	 Close ImageJ.

	 1.	 Open ImageJ.
	 2.	 Drag the ‘Registration’ macro on the ‘drag and drop’ ImageJ 

command bar.
	 3.	 Click ‘Run’ on the macro ImageJ window.
	 4.	 Select the folder in which the cropped images are saved and 

press enter.
	 5.	 Select a new folder in which stacks of registered images will be 

saved and press enter. Warning: DO NOT perform any ImageJ 
function or interfere with the playing movie while registration 
is running.

	 6.	 Once registration is over, repeat steps 3–5 for every folder/
condition.

	 7.	 Close ImageJ.

	 1.	 Open MatLab.
	 2.	 Make sure that the programs ‘Chromatin.m’, ‘tiffread.m’ and 

‘findobject.m’ are included inside the default MatLab path. 
Otherwise, go to ‘File’, ‘Set Path’, click on ‘Add with sub-

3.4.4  Registration

3.4.5  MatLab Analysis
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folder’, select the folder in which those programs are stored 
and press ‘OK’. Click ‘Save’ and close window.

	 3.	 Click on the ‘Current Folder’ path to browse the location 
where the images are saved, press ‘OK’.

	 4.	 Run the program ‘Chromatin.m’ by either clicking ‘Run’ after 
opening the program in the editor window, or typing the name 
of the program in the command window (without the ‘.m’ 
extension, i.e. ‘Chromatin’).

	 5.	 Some user information needs to be specified here. The first win-
dow will prompt the user to enter the number of the first frame 
after photo-perturbation and press ‘OK’. In the second one, the 
pixel size (in μm) and the time between each frame (in seconds) 
must be entered, respectively, before pressing ‘OK’.

	 6.	 Next, browse and select all registered stacks ending with “ 
H2B.tif” for one condition and click on ‘Open’. MatLab can 
only integrate a defined number of characters in its file path. If 
an error message appears right after running the program in 
the command window, try selecting a smaller number of 
stacks. However, you need to select at least two movies for the 
program to run properly.

	 7.	 Finally, browse and type a name for the text file in which 
results of the analysis will be written. Choose a name describ-
ing the condition from which stacks are analyzed and click 
on ‘Save’.

	 8.	 Click on the appropriate option. “Decondensation Assay  
(1 channel)” will use only “ H2B.tif” files and complete the 
decondensation analysis. These images should not be pro-
cessed through to registration. Using registered images for the 
Decondensation Assay will cause incorrect fitting during anal-
ysis and therefore incorrect results. Selecting “Recruitment 
Assay (2 channels)” will recognize the “ H2B.tif” files and the 
corresponding “ Rec.tif” files and complete a decondensation 
analysis as well as the recruitment analysis. Registered images 
should be used for the recruitment assay.

	 9.	 A ‘Segmentation Results’ window will appear after each cell 
analysis. Ensure that the two segmented areas correspond to 
the photo-activated region and the nucleus throughout the 
whole movie. If not, remove the results obtained for this cell 
from the analysis by either re-run the program without the 
specified cell or deleting the results produced from this cell in 
the text file. A plot will also appear allowing the user to obtain 
an initial impression about the experiment.

10.	 Repeat steps 4–8 for all wanted conditions.
The output file is as follows. The first line displays the name 
of the analyzed stack and the headings describing the results 
below. After a decondensation assay, only two columns will 
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appear displaying the time points analyzed and the thickness 
of the photoactivated line, respectively. After a recruitment 
assay, several columns are written and each line shows the 
background-subtracted intensity measurements extracted 
from a frame starting with the first frame after photo-pertur-
bation. To properly visualize this file, open it using the text 
import wizard of any spreadsheet selecting ‘Space’ as a delim-
iter. Table  1 provides a more detailed description of the 
extracted data.

4  Notes

	 1.	 Photobleaching and photoactivation techniques are nowadays 
easily implemented on any confocal laser-scanning microscope 
[12], however the choice of the system is still critical and 
should be carefully assessed. The major features guiding this 
choice should be the spatiotemporal resolution of the system 
and the sensitivity of the detector/camera. The needs, in terms 
of resolution, strongly depend on the dynamics of the protein 

Table 1 
Descriptions of MatLab output measurements

Headings Measurement

Name of the 
stack

In the column which contains the name of the stack is 
stored the timepoints of the acquisition. First timepoint 
after photo-perturbation is 0

Rec_ROI Intensity in the ‘Rec channel’ inside the photo-activated 
chromatin area (ROI)

Rec_nucleus Intensity in the ‘Rec channel’ inside the whole nucleus

H2B_ROI Intensity in the ‘H2B channel’ inside the ROI

H2B_nucleus Intensity in the ‘H2B channel’ inside the whole nucleus

Thickness Normalized thickness of the ellipse fit on the ROI. First 
timepoint is 1

nRec Normalized intensity in the ‘rec channel’. The signal 
inside the ROI is divided by the signal inside the whole 
nucleus, frame by frame. Last timepoint before 
photo-perturbation is 1

nH2B Normalized intensity in the ‘H2B channel’. The signal 
inside the ROI is divided by the signal inside the whole 
nucleus, frame by frame. First timepoint is 1

“Heading” shows the title of each column in the output file. “Measurement” gives a 
full description of each measurement in the output file. Each row in the text file 
corresponds to a timepoint. Results from different stack of images analyzed in one 
program run are below each other separated by headings
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of interest and the properties of the fluorophore. The choice 
becomes critical when wanting to assess the recruitment of a 
tagged protein while following the decondensation process. 
A classical confocal laser-scanning microscope will allow for 
higher spatial resolution and will offer more options to opti-
mize the acquisition, whereas a spinning-disk confocal micro-
scope should allow for a better temporal resolution as well as 
reduced fluorophore photobleaching and cell phototoxicity.

	 2.	 The use of fluorescent proteins during experiments such as 
those described in this chapter are highly recommended since 
the photo-activation of chemical dyes are often associated with 
the production of toxic free radicals. Additionally the use of 
fluorescent chemicals usually requires more invasive and more 
complicated methods.

The fluorescent probe should display several important 
characteristics:

–– �High brightness to obtain maximal signal with a minimal 
illumination during the time-lapse acquisition

–– �High photostability for reduced photobleaching during 
the time-lapse acquisition

–– �Switch from dark to activated state as instantaneously as 
possible

–– �Little tendency for multimerization to avoid artifacts due 
to the aggregation of labeled proteins
Fluorescent proteins are constantly evolving and new ones 

are discovered regularly. At this time, PAGFP (Ex/Em  = 
488/517 nm) and PATagRFP (Ex/Em = 562/595 nm) will 
give the best results regarding photo-activation experiments, 
while mEGFP (Ex/Em = 488/507 nm) and mCherry (Ex/
Em = 587/610 nm) are at the top of the list for tagging pro-
teins to follow their recruitment to DNA damage [13]).

	 3.	 Many parameters of photoperturbation and acquisition can 
only be precisely determined after performing pilot experi-
ments. The parameters mentioned in this chapter can be used 
to start the empirical optimization steps. Like in any micros-
copy experiment, phototoxicity during the acquisition should 
be assessed. This is particularly important for the Hoechst-
sensitized cells as they show increased sensitivity to phototox-
icity. Fluorophore photobleaching during acquisition should 
be also carefully assessed and kept to a minimum by reducing 
the power of the laser used for image acquisition, or the fre-
quency of image acquisition. Photobleaching can be assessed 
by plotting the intensity over time measured for the chromatin 
marker inside the whole nucleus.

	 4.	 The MatLab routine provided with this protocol is optimized 
for the system and the conditions described in the Material and 
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Methods sections. However, this routine should operate cor-
rectly on stacks obtained with multiple systems and multiple 
conditions. Of particular importance are the signal-to-noise 
ratio and the resolution. To modify the program, open MatLab 
and click on ‘Open’ in the ‘Editor’ window. Browse to find the 
file ‘Chromatin.m’ and click on ‘OK’. The first thing to test in 
order to improve segmentation would be to optimize values 
chosen in the ‘Segmentation parameters’ section to best fit the 
experiment. If this does not improve the analysis, adding image 
filters in the ‘Segmentation’ or ‘Mask cleaning’ sections should 
be considered.

	 5.	 Segmentation of the photo-irradiated area is required for 
developing an analysis pipeline. In order to differentiate the 
damaged chromatin from undamaged one, as well as to quan-
tify the decondensation of chromatin observed upon DNA 
damage, a mask must be created frame by frame based on the 
fluorescent signal displayed by the photo-activated fluoro-
phore fused to the chromatin marker. As the photoactivation 
by laser irradiation results in a dramatic increase in the fluo-
rescence brightness of photoactivatable proteins, the segmen-
tation of the irradiated area should not be a problem using 
any kind of intensity thresholding method. A basic Otsu 
thresholding should be appropriate as long as acquisition 
photo-bleaching remains at an acceptable level through the 
whole movie [14].

	 6.	 Segmentation of the whole nucleus is required when perform-
ing a recruitment assay. Quantifying the total fluorescence 
within the nucleus will be required for background subtrac-
tion, normalizing the recruitment signal at DNA breaks and 
correcting photo-bleaching induced by image acquisition. 
The easiest way to segment the whole nucleus is to perform 
a basic thresholding of the images before irradiation in the 
channel of the protein of interest, for example using the 
Otsu algorithm. The same mask will then be applied all over 
the time-lapse sequence to measure total intensity inside the 
nucleus. This approach requires that the nuclei do not move 
over the sequence. If such movement occurs, it can be cor-
rected by image registration. Some commercial tools can 
perform this alignment such as the Bitplane AutoAligner, or 
the ImageJ plugin TurboReg [15]. An alternative would be to 
update the mask of the nucleus for each frame by applying the 
segmentation algorithm. However, after irradiation, the uneven 
distribution of the tagged protein due to its recruitment at 
the DNA lesions may perturb the proper segmentation of the 
nucleus.

	 7.	 Most images obtained with a confocal microscope greatly 
benefit from a denoising and filtering step that will enhance 
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the quality of the masks created afterwards. A basic Gaussian 
blur with a small radius should efficiently smooth high-fre-
quency noise while preserving the structures of interest. The 
radius can be modified and other, more advanced, filters can 
be applied on top of the blurred image or in parallel to com-
pare segmentation results. After the segmentation step, it is 
also recommended to clean up created masks by applying 
classical opening and closing morphological filters. It can also 
be useful to “fill the holes” inside masks, if necessary.

	 8.	 Every acquisition image contains background fluorescence 
coming from various sources, such as the medium or the glass 
coverslip. The camera signal intensities are also usually offset 
by approximately 100 gray values. Removing the contribution 
of the background intensity signal that is not due to the tagged 
protein of interest is critical since it will affect the quantifica-
tion of the recruitment kinetics when analyzing the accumula-
tion of a given protein at DNA lesions. An average background 
intensity value should be subtracted from every pixel of every 
frame of the movie. This assumes that the background fluores-
cence signal intensity is homogeneous both in space (over the 
entire image) and in time. This assumption should be verified. 
The background for the channel corresponding to the protein 
recruiting at DNA breaks can be estimated by calculating the 
mean intensity within the complementary mask of the one of 
whole nucleus (see above segmentation of the whole nucleus).

	 9.	 As stated previously, we chose to micro-irradiate cells on a 
straight vertical line of a fixed and defined length for every cell 
to ensure that the resulting DNA damage is as identical as pos-
sible in terms of quality and quantity from one cell to another. 
In this case, a way to extract a single parameter of decondensa-
tion that is comparable between cells and that reflects the 
variability of chromatin architecture between different cells as 
little as possible is to fit an ellipse onto the mask created with 
the intensity in the chromatin marker channel and measure the 
thickness of this ellipse. Other photo-irradiation patterns can 
be chosen in order to best fit the needs of the experiment with 
another parameter describing the relaxation of chromatin 
being identified and extracted, such as the total segmented 
area or, if the damage is induced in a circular region, the radius 
of the damaged area.

	10.	 The protocol was written to assess the recruitment of a 
fluorescently-tagged protein while following chromatin decon-
densation upon DNA damage induced by laser micro-
irradiation. This technique can be coupled with any inhibitor 
or siRNA treatment. It can also be coupled to another photo-
perturbation technique to follow the recovery or the release of 
any protein at, or outside the damaged chromatin. In order to 
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study the release of a protein from the DNA damage sites, 
co-transfection must be performed with the chromatin marker 
tagged to a photoactivatable fluorophore and the protein of 
interest tagged to another photoactivatable fluorophore. In this 
case, both fluorophores can be activated by the same 405 nm 
laser irradiation and the release of the protein of interest from 
the growing damaged chromatin area can be assessed.
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Abstract (<200 words)

The  cell  nucleus  is  a  highly  crowded  environment.  Indeed,  this  volume  of  few  picoliters

accommodates  2  meters  of  genetic  material  as  well  as  large  amounts  of  different  types  of

macromolecules  such  as  RNAs  or  protein  complexes.  This  high  degree  of  macromolecular

crowding is expected to strongly impact the dynamic behavior of biomolecules navigating through

the  nuclear  volume.  In  this  review,  we  present  the  consequences  of  crowding  on  molecular

concentration, diffusion and reaction equilibria which are predicted by theoretical and in-vitro data.

Next, we describe the experimental data that allowed quantitative assessment of the influence of

macromolecular crowding on protein reaction-diffusion dynamics inside the nucleus. Finally, we

review the recent  findings  investigating  the different  potential  physiological  roles  of  crowding.

These  results  suggest  that  crowding  is  likely  a  central  player  in  the  control  of  the  nuclear

organization by affecting both the chromatin structure, as well as the maintenance of the nuclear

sub-compartments. By regulating access to DNA, crowding may also affect all nuclear processes

based on DNA transactions.  

Keywords (5-10)

Macromolecular crowding, reaction-diffusion dynamics,  volume exclusion,  anomalous diffusion,

phase separation, nucleus, chromatin

Introduction

A classical image which is often used when introducing the question of the spatial organization of

the nucleus in eukaryotic cells is the one of the two meter long DNA fiber that needs to fit into a

nucleus  which  is  five  order  of  magnitude  smaller,  namely  ~10  µm  in  diameter.  While  this



comparison may not be fully relevant since the DNA fiber probably never adopts such an extended,

two meter long conformation, it immediately brings forward the question of the level of crowding

in the intranuclear environment. This question appears even more crucial when considering that,

besides  DNA,  the  nucleus  also  contains  protein  complexes,  including  more  than  10  millions

nucleosomes, RNAs and multiple other types of biomolecules. These macromolecules occupy a

significant fraction of the nuclear volume. Indeed, 30 to 50 % of the nuclear volume is attributed to

the chromatin [Lopez-Velazquez et al., 1996; Rouquette et al., 2009] while the contribution of the

other types of biomolecules being unclear. This high fraction of occupied volume, which is thus

inaccessible  to  other  molecules,  clearly defines  the  intranuclear  volume as  a  strongly crowded

environment  in  which  molecular  motions  as  well  as  chemical  reactions  will  be  dramatically

different from what is observed in dilute solutions [Minton, JCS, 2006].  Moreover, the nucleus is

not simply a crowded bag of randomly diffusing macromolecules. Indeed, while being a continuous

environment  in  contrast  to  the  cytoplasm  [Bancaud,  EMBOJ,  2009],  it  displays  a  multiscale

architecture  associated  with  a  spatial  compartmentalisation  of  the  different  nuclear  functions

[Hemmerich, Chrom Res, 2011]. The macromolecular crowding induced by such complex structure

is predicted to have a major impact on nuclear functions by tuning the way biochemical partners

meet, interact and react with each others. This influence of crowding has been largely overlooked so

far and we are just beginning to understand its biological implications [Huet, Int Rev Cel Mol Biol,

2014].

The main component of the intranuclear volume is the chromatin, which displays a hierarchical

architecture  spanning  over  three  order  of  magnitudes  in  space  [Sexton,  Cell,  2015].  During

interphase, this organization plays an important regulatory role in all cellular functions using the

DNA as a template: transcription, DNA replication and DNA repair [Pombo, NatRevMolCellBiol,

2015]. The first structural unit of the chromatin is the nucleosome, whose structure is now well

characterized. In contrast, our description of the spatial organization of these nucleosomes along the

chromatin fiber remains fuzzy. Although the classical  30-nm fiber model has been challenged by

several  recent  observations  [Nishino,  EMBOJ,  2012;  Maeshima,  EMBOJ,  2016],  an  alternative

model  has  not  yet  emerged.  It  was  suggested  that  the  highly  flexible  10  nm fiber  formed  by

nucleosomes  alternating  with  linker  DNA,  folds  into  a  compact  "polymer  melt"  in  which

interactions between nucleosomes located far apart from each other along the fiber dominates over

the interactions between neighboring nucleosomes [Maeshima, Chromosoma, 2014]. Within this

polymer  melt,  the  existence  of  small  clusters  composed of  2  to  10  nucleosomes  was  reported

recently [Hsieh, Cell, 2015; Ricci, Cell, 2015]. Distal interactions along the chromatin fiber are also

at  the origin of the formation of chromatin loops,  which are the elementary component  of the



secondary structural unit of the chromatin: the topologically associated domains (TADs) [Dixon,

Nature, 2012; Nora, Nature, 2012; Sexton, Cell, 2012]. Each TAD is defined as a compact domain

encompassing ~1Mb of DNA in which contacts along the chromatin fiber occur at much higher

frequency than with  the  exterior  of  this  domain.  The mechanism driving  the  formation  of  the

chromatin loops composing the TADs remains unclear. Some author attribute the stabilization of

these loops to the involvement of specific molecular actors [Barbieri, PNAS, 2012] while others

suggest that chromatin motions by diffusion is sufficient to create transient loops along the fiber

[Bohn, Plos One, 2010]. Noteworthy, the packing state of the chromatin fiber within a given domain

seems to tightly depend on the epigenetic status of this domain [Boettiger, Nature , 2016].  TADs

sharing similar properties in terms of gene density or compaction state tend to associate together to

form larger compartments [Bouwman, Genome Biol, 2016] which may overlap at least in part with

the euchromatic / heterochromatic domains identified nearly 90 years ago [Heitz, 1928]. Finally, the

highest structural level displayed by the chromatin corresponds to the spatial distribution of the

chromosomes within the nucleus.  Each chromosome occupy a compact volume and show little

intermingling with its neighbors. The position of the chromosome territories within the nucleus is

not random and seems to depend on the size of the chromosomes [Bolzer, PLOS Biol, 2005] as well

as their gene density [Croft, JCB, 1999]. While chromatin is probably the main component of the

intranuclear volume, it is not the only one. In fact, this volume is also composed of multiple sub-

compartments: nucleoli, cajal bodies, speckles ...[Hemmerich, Chrom Res, 2011], fulfilling specific

nuclear functions such as ribosome synthesis or RNA splicing.  In contrast to the cytoplasm, these

nuclear organelles are not isolated from the rest of the nuclear environment by a lipidic membrane,

instead, they are formed by the dynamic accumulation of specific scaffolding proteins via stochastic

or  hierarchical  mechanisms  which  often  use  particular  chromatin  domains  as  stable  seeding

platforms [Dundr, Cold Spring Harb Perspect Biol, 2010].

The interphase nuclear organization which was briefly described in the previous paragraph is not

static  but  displays  complex  dynamics  at  multiple  levels  from  macromolecules  to  the  nuclear

organelles.  Diffusion  of  macromolecules  appears  surprisingly fast,  given the  level  of  crowding

within the nucleus. An apparent viscosity only 3 to 4 higher than water was reported for diffusing

tracers of 30 to 100 kD [Pack, BJ, 2006] and all nuclear compartments, including the densest ones

such as the nucleoli,  are  readily permeable to  macromolecules  of sizes  up to  500 kD [Gorish,

ExpCellRes,  2003;  Bancaud,  EMBOJ,  2009].  By  comparison,  the  motions  displayed  by  the

chromatin polymer are much more restricted, with diffusion coefficients 3 to 4 orders of magnitude

lower than for proteins roaming the nucleus [Bornfleth, BJ, 1999;  Hajjoul, Genome Res, 2013].

Nevertheless, chromatin displacements over ~0.5 µm have been reported for recording periods of a



few  seconds  [Heun,  Science,  2001;  Levi,  BJ,  2005].  Such  amplitudes  of  movement,  which

corresponds to the typical size of the TADs, imply that all  chromatin folding levels up to,  and

including, the TADs undergo constant rapid rearrangements during interphase [Gibcus, MolCell,

2013; Lucas, Cell, 2014]. These chromatin movements, which are mainly driven by ATP-dependent

mechanisms [Weber, PNAS, 2012], seems to correlate with the activity of key nuclear functions

such as transcription [Khanna, Curr Biol, 2014] or DNA repair [Lebeaupin, AIMS Biophys, 2015].

At  higher  space  scales,  the  nuclear  organization  appears  stable  throughout  interphase  with

chromosome territories showing little changes in terms of their relative positions within the nucleus

[Gerlish, Cell, 2003], except perhaps at the beginning of G1 phase [Walter, JCB, 2003]. Similarly,

the  spatial  distribution  of  most  of  the  nuclear  organelles  is  globally preserved over  interphase

[Dundr, Cold Spring Harb Perspect Biol, 2010] even if local movements as well as fusion/fission

events between organelles have been observed [Platani, NCB, 2002; Brangwynne, PNAS, 2011]. 

As illustrated in this introduction, the intranuclear volume is filled with a variety of macromolecular

objects which are highly heterogeneous in terms of spatial and temporal characteristics. We are

currently missing an integrated model that would allow us to define the exact contribution of such

heterogeneous  crowding on the  nuclear  structure  and functions.  In  the  following,  we will  first

present  the  theoretical  and in-vitro  data  assessing  the  consequences  of  crowding  on molecular

concentration, diffusion and reaction kinetics. Second, we will describe the experimental results that

contributed to the initial assessment of the contribution of molecular crowding on the reaction-

diffusion dynamics of nuclear proteins. Finally, we will review the potential physiological roles of

molecular crowding in the control of the nuclear architecture as well as in the regulation of the

different cellular functions using DNA as a template such as transcription or DNA repair.     

1. Macromolecular crowding in the nucleus : the predictions of the theoretical and in-vitro 

data

The fundamental difference between dilute and crowded solutions is the fraction of the volume

which is occupied by inert co-solutes and thus, is not accessible to molecules of interest. A solution

is considered crowded when this inaccessible volume fraction is above 20-30 %, which corresponds

to  concentrations  of  200-300  g.L-1 for  background  macromolecules  of  biological  origin  [Ellis,

Trends  Biochem  Sci,  2001].  The  crowding  is  not  necessarily  induced  by  a  single  type  of

macromolecules  but  can  also  originate  from  a  mixture  of  different  co-solutes.  Based  on  this

definition, the intracellular environment appears as a highly crowded environment. In Escherichia

coli, the concentration of the biomacromolecules ranges between 250 and 350 g.L-1 [Zimmermann,



JMB,  1991;  Cayley,  Biochem,  2003].  When  considering  the  nucleus  of  eukaryotic  cells,  the

chromatin itself already occupies 20 % to 50 % of the nuclear volume depending on the cell type

[Lopez-Velazquez,  Histochem Cell  Biol,  1996;  Rouquette,  Chrom Res,  2009].  In such crowded

environments, the reaction-diffusion dynamics of the biological molecules significantly differ from

their behavior in dilute solutions [Minton, JCS, 2006]. Thus, macromolecular crowding is likely to

impact any intracellular process by affecting the kinetics of the biochemical reactions.

In the following, we will introduce the generic predicted impact of crowding on reaction-diffusion

molecular dynamics. At this step, we will consider that the only interaction between the different

macromolecules  present  in  the  crowded  volume  is  steric  repulsion,  disregarding  any  other

interactions  such  as  the  hydrodynamic  or  electrostatic  ones.  The  theory  predicts  that

macromolecular crowding has three main consequences on reaction-diffusion dynamics: i) volume

exclusion, ii) diffusion slowing down and iii) enhancement of binding rates [Minton, JCS, 2006]. 

1.2. Molecular crowding leads to volume exclusion

The origin of volume exclusion observed  in crowded environments is straightforward. The higher

the amount of background co-solutes, the less space is available for molecules of interest, leading to

an exclusion of the latter from the crowded area. This means that even freely diffusing tracers will

display an uneven steady-state concentration pattern in an environment characterized by an non-

homogeneous  degree  of  crowding.  This  may  initially  appear  counter-intuitive  considering  that

diffusion is supposed to smooth concentration gradients. Importantly, the level of volume exclusion

is not only a function of the fraction of the volume occupied by the background macromolecules but

also strongly depends on the size and shape of the molecules of interest that one tries to place in

such crowded environment. If  fbg is the portion of the volume occupied by crowding agents, an

infinitely small molecule of interest will have access to a volume fraction equal to 1- fbg. However,

as the molecule of interest gets larger, the accessible fraction rapidly decreases to eventually reach

zero [Hall, BBA, 2003].

1.3. The complex effect of crowding on molecular diffusion

The second predicted consequence of molecular crowding is the impediment of Brownian motion

[Zimmerman, Annu Rev Biophys Biomol Struct,  1993].  Indeed,  it  is  more difficult  to navigate

through a crowded environment in which background macromolecules act as obstacles hindering

the movements of diffusive tracers, than in a dilute solution. In contrast to volume exclusion, which



can be estimated theoretically quite precisely based on the characteristics of the background and

tracer molecules [Hall, BBA, 2003], it is difficult to quantitatively predict how crowding impacts on

the  motions  of  Brownian  tracers  [Muramatsu,  PNAS,  1998  ;  Phillies,  J  Chem  Phys,  1985].

Nevertheless,  both  theoretical  and  in-vitro  studies  indicate  that  the  amplitude  of  the  diffusion

hindrance, estimated as the ratio between the diffusion coefficient measured in the crowded medium

versus in water, depends not only on the concentration of the background molecules but also on

their structural characteristics [Phillies, J Chem Phys, 1985]. Most of these works also predicts that

the  larger  the  tracer,  the  more  hindered  the  diffusion  is  in  a  given  crowded  environment

[Muramatsu, PNAS, 1998 ; Ando, PNAS, 2010 ; Trovato BJ, 2014].

So far, we assumed that the diffusion in crowded solutions was purely Brownian and thus can be

fully characterized by the value of the diffusion coefficient. However, a recurring debate in the field

is whether crowding can lead to subdiffusive dynamics, also referred as anomalous diffusion [Dix,

Annu Rev Biophys, 2008 ; Saxton, ,Biophys J, 2012 ; Huet Int Rev Cell Mol, Biol, 2014]. The

classical way to assess anomalous diffusion is to calculate the mean square displacement (MSD)

curves from the tracer trajectories according to the following equation:

MSDn t =
1

N −n
∑
i=1

3

∑
j=1

n−N

[ x i jn t −x i j  t ]2 , (1)

where the tracer 3-dimensional positions along the trajectory are written as xi with i =1,...,3, t is the

time interval between consecutive positions and N the total number of positions [Huet, BJ, 2006]. If

the tracked object displays anomalous diffusion, the MSD curves follow a power law:

MSD t =A t  (2)

where  is called the anomalous coefficient. Pure Brownian motion corresponds to   = 1. In this

situation the prefactor A = 6D where D is the diffusion coefficient. For subdiffusive behaviors, 0 <

 < 1 and no proper diffusion coefficient value can be defined [Bouchaud,  Phys. Rep. Rev. Sec.

Phys. Lett., 2010]. In a situation where the crowding agents are immobile, 3-dimensional Monte-

Carlo simulations and experimental measurements in  in-vitro crowded media repeatedly reported

anomalous diffusion arising from the "bounce" of the tracer on the fixed obstacles [Fatin-Rouge,

BJ,  2004;  Höfling,  PRL,  2006].  Noteworthy,  below  the  percolation  threshold,  diffusion  is

anomalous at intermediate timescales but returns to pure Brownian characteristics at long timescales

[Höfling,  Rep  Prog  Phys,  2013].  This  crossover  to  pure  diffusion  is  observed  when  the  area

explored by the tracer exceeds the characteristic size of the crowding structures and thus when the

medium sensed by the tracer appears as an homogeneous viscous fluid [Banks, Soft Matt, 2016].

While, so far, we only considered fixed crowding structures, it is also important to point out that

tracer diffusion is usually much less anomalous if the obstacles are left mobile [Vilaseca, PCCP,



2011].  Thus,  the  presence  of  large  slow  background  molecules  tends  to  induce  subdiffusive

behavior while smaller, more mobile crowders rather lead to a high viscosity, and then slow pure

Brownian diffusion  [Banks,  Biophys  J,  2005].  More  recently,  experiments  performed in  model

crowded media close to the glass transition also demonstrated that the size asymmetry between the

tracer  and  the  crowding  agents  has  a  critical  influence  on  diffusion  anomality  [Sentjabrskaja,

NatComm, 2016]. Given the complexity and heterogeneity of the cell interior, these  in-silico and

in-vitro results  predict  that  crowding  will  have  various  effects  on  diffusion  depending  on  the

structural characteristics of the molecules which are considered [Hall, BiophysRev, 2010]. 

1.4. Macromolecular crowding can tune biochemical reaction rates

The last predicted effect of macromolecular crowding, which deals with reaction equilibria, might

be the most relevant for cell physiology. In a crowded environment, freeing an empty space to

accommodate a given molecule of interest costs free energy [Hall, BBA, 2003]. Yet, placing two

reactants in a crowded medium requires to free a larger empty volume, and thus cost more free

energy if the reactants are separated rather than if they are bound to each other. Consequently, the

bound state  is  entropically favored  in  a  crowded media  as  compared to  a  dilute  one  [Minton,

Methods Enzymol, 1998]. In the case of a generic reaction A+BC characterized by a reaction

constant K=ka/kd with ka and kd the association and dissociation rates, one can usually consider that

the activated state complex AB* and the product C occupy similar volumes [Minton, Mol Cell

Biochem,  1983].  The  presence  of  crowding  agents,  assuming  only  steric  interactions  with  the

reaction components,  will  favor the complex AB* over the separated reactants A+B due to the

smaller free volume required to accommodate AB*. This will lead to an increase of  ka.  Instead,

since the occupied volumes are similar between AB* and C, crowding will not affect kd. Ultimately,

the macromolecular crowding will thus displace the reaction towards the product with a reaction

constant K that can be increased by several orders of magnitudes as compared to its value in a dilute

environment  [Minton,  Methods  Enzymol,  1998].  Multiple  experiments  in  model  environments

confirm  that  crowding  strongly  influence  not  only  inter-molecular  binding  kinetics  but  also

macromolecular folding [Zhou, FEBS Lett, 2013].

So far, we have assumed that the kinetics of biochemical reactions are governed solely by the time

required to "chemically transform" reactants into products. By doing so, we assumed that the time

needed for the reactants to meet each other, which is an obvious prerequisite for the reaction to

happen, is negligible. However, this search time might need to be taken into account if reactant

diffusion is slowed down, as it occurs in crowded solutions. In the general case, for the generic



reaction A+BC mentioned above, the association rate ka follows the equation:

k a=
k D k react

k Dkreact
, (3)

where  kD and  kreact are the association rates obtained in the two extreme cases when the reaction

speed is either only limited by diffusion (  kD >>  kreact) or by the chemical reaction (  kreact >>  kD),

respectively [Zhou Annu Rev Biophys, 2008]. In a more crowded environment, kreact will increase,

as discussed in the previous paragraph, but instead, kD  will decrease due to the negative impact of

crowding on the mobility of the reactants. Consequently,  two regimes are often observed when

plotting the association rate  ka as a function of the amount of crowding macromolecules.  ka first

increases with crowding but above a certain threshold, the negative impact of crowding on diffusion

tends to slow down the association kinetics to ultimately completely prevent any chemical reactions

due to the impossibility for the reactants to meet each other [Ellis, Trends Biochem Sci, 2001]. The

contribution of diffusion appears particularly relevant to biochemical reactions in the case of the

cell  nucleus  given that  the  dynamics  of  many chromatin  interacting  proteins  seems limited  by

diffusion  [Beaudouin,  BJ,  2006].  The  previous  section  has  also  shown  that  macromolecular

crowding may not only slow down diffusion, but also lead to diffusion anomality.  Biochemical

reactions impacted by the anomalous diffusion of their components are thought to follow particular

kinetics  often  referred  as  "fractal  kinetics"  [Kopelman,  Science,  1988].  In  such  situation,  the

association rates are not constant but decrease with time in relation to the fact that, in the anomalous

diffusion regime,  it  becomes increasingly difficult  to explore larger  area in  comparison to pure

Brownian motion.

1.5.  The  impact  of  crowding  on  macromolecular  dynamics  strongly  depends  on  the

physicochemical properties of the crowding agents

In the previous sections, we only considered the influence on reaction-diffusion dynamics of the

steric repulsion by the crowding agents. Even though such steric component will always be present,

it may be counterbalanced or reinforced by other types of interactions between the molecules of

interest  and  the  crowding  agents.  This  is  particularly  critical  when  considering  the  impact  of

molecular crowding on reaction rates. Indeed, for example, attractive interactions with the crowding

agents will lower the free energy of the reactants or products of the reaction as compared to a dilute

situation leading to a displacement of the chemical equilibrium [Minton, JCS, 2006]. Due to the

high  amount  of  background  molecules,  even  weak  short-distance  interactions  with  any of  the

reaction  components  can potentially strongly influence not  only the reaction rates  but  also the

diffusion  of  the  molecules  of  interest  [Trovato,  Biophys  J,  2014].  Another  aspect  that  we



disregarded so far is the spatial distribution of the crowding agents. Indeed, we have assumed that

the crowded environment is a well-mixed solution in which the background molecules are randomly

positioned.  Such  simplified  medium  strongly  differs  from  the   complex  multiscale  spatial

organization  characterizing  the  intra-nuclear  space.  Yet,  theoretical  and  in-vitro  studies  have

demonstrated that the spatial distribution of the crowding molecules has a major influence on the

diffusion characteristics of mobile tracers [Fatin-Rouge, BJ, 2007; Hofling, RepProgPhys, 2013]

and thus on the time required for a given diffusing molecule A to find its target B [Condamin,

PNAS, 2008], a mandatory step to initiate the reaction between A and B. 

2. Current experimental evidences of the impact of crowding on molecular dynamics in the 

cell nucleus

While theoretical and in-vitro studies have flourished over the past three decades to describe the

impact of crowding on reaction-diffusion kinetics, experimental work exploring this question in the

nucleus of living cells remain relatively sparse. 

2.1. Assessing volume exclusion inside the nucleus

Chromatin  is  supposedly  the  most  predominant  crowding  agent  within  the  nucleus,  displaying

concentrations  ranging  from  ~  100 mg/mL  to  ~  400 mg/mL  [Dahan,  Biochemistry,  2000].

Nevertheless, other components, such as transcription complexes and ribosomal subunits in the case

of the nucleoli [Andersen, Nature, 2005], are also thought to contribute to crowding. Due to the

heterogeneous distribution of these crowding elements, molecules navigating through the nucleus

are  thought  to  experience  variable  levels  of  macromolecular  crowding.  Fluorescently  labeled

dextrans were found partially excluded from chromatin rich regions,  as well  as in the nucleoli,

suggesting enhanced molecular crowding in these areas [Görisch , Exp Cell Res, 2005 ; Verschure,

EMBO Rep, 2003]. The volume exclusion was increased with the size of the tracers in agreement

with  the  theoretical  predictions  [Bancaud,  EMBOJ,  2009].  Interestingly,  nuclear  proteins

[Verschure, EMBO Rep, 2003] or highly charged tracers [Görisch, Exp Cell Res, 2005] displayed

nuclear distributions markedly different from the ones obtained for neutral  dextrans,  suggesting

that, as discussed in the previous section, the contribution of macromolecular crowding strongly

depends on the interactions between the tracers and the crowding agents. Furthermore, the level of

exclusion  of  inert  tracers  was  shown  to  be  modified  when  altering  the  level  of  chromatin

compaction by different means [Gorish, JCS 2005; Martin, FASEB J, 2010; Walter, JSB, 2013],

confirming that chromatin is the main crowding agent in the nucleus.



2.2. Diffusion hindrance inside the nucleus 

The local diffusion of tracers of different molecular weights was assessed in cells by fluorescence

recovery  after  photobleaching  (FRAP)  [Seksek,  JCB,  1997]  and  fluorescence  correlation

spectroscopy (FCS) [Pack, BJ,  2006].  By dividing diffusion coefficients measured in cells with

those obtained in water, one could estimate the diffusion hindrance due to the intracellular medium.

For tracers up to 500 kD, diffusion coefficients measured in cells are three to four times lower than

in water [Seksek JCB, 1997; Bancaud, EMBOJ, 2009]. Diffusion hindrance appears slightly more

pronounced  in  the   nucleoplasm  compared  to  the  cytoplasm,  suggesting  a  higher  level  of

macromolecular crowding in the former compartment [Pack, BJ, 2006]. Assessing the mobility of

GFP multimers  within  the  nucleus  demonstrated  an  enhancement  of  the  diffusion  hindrance  in

supposedly  highly  crowded  nuclear  areas  such  as  the  nucleoli  and  the  heterochromatin  foci

[Bancaud, EMBOJ, 2009]. In line with the observations regarding volume exclusion, it was also

shown that the denser chromatin packing characterizing heterochromatin foci is responsible for the

enhanced  crowding-induced  diffusion  hindrance  observed  in  heterochromatin  compared  to

euchromatin [Walter, JSB, 2013]. These results demonstrate that intranuclear crowding, which is

induced  principally  by  chromatin,  impairs  diffusion  in  agreement  with  theoretical  predictions.

Interestingly, while diffusion hindrance varies within the nucleus, it seems largely independent of

the tracer size [Pack, BJ, 2006]. This surprising behavior, which appears generic to the intracellular

medium since  it  is  also  observed  in  the  cytoplasm [Seksek  JCB,  1997],  contrasts  with  many

theoretical  works aiming at  simulating the intracellular  molecular dynamics which predicts  that

diffusion hindrance should increase with the size of the tracer [Ando, PNAS, 2010 ; Trovato BJ,

2014].  This  discrepancy  may arises  from the  complex  spatial  organization  of  the  intracellular

components  impeding diffusion  as  well  as  from weak interactions  between the  tracers  and the

crowding agents [Ando, PNAS, 2010].

We showed in section 1.2.2. that crowding is predicted to affect diffusion not only quantitatively but

also qualitatively by leading to anomalous diffusion. Such anomalous behavior is indeed observed

inside the nucleus using FCS, that probes diffusion characteristics within a confocal volume of ~250

nm width and ~1µm height [Wachsmuth , JMolBiol, 2000]. Using  fluorescence redistribution after

photobleaching or photoactivation (FRAP) methods, anomalous diffusion was also reported in the

nucleus when probing local areas similar to those probed by FCS [Daddysman, J  PhysChemB,

2013]. Instead, FRAP redistribution kinetics measured for larger nuclear areas rather follow pure

diffusion models  [Beaudouin,  BJ,  2006].  Such crossover  from anomalous to pure diffusion fits



nicely with the predictions for spatially organized crowded media and suggests that  the largest

chromatin structures  sensed by the molecules  navigating inside the nucleus  are  ~1 µm in size.

Above this  characteristic size,  the nucleus can be viewed as an homogeneous viscous medium.

Importantly, this model is not supported by all results obtained by single particle tracking, which in

principle allows access to all space scales. While initial works analyzing the movements of large

tracers (quantum-dots, tagged mRNA or nuclear organelles) reported anomalous diffusion followed

by  pure  Brownian  motion  at  long  timescales  [Platani,  JCB,  2000  ;  Ishihama,  BBRC,  2009  ;

Bancaud, EMBOJ, 2009], more recent publications rather suggest that small tracers (size equivalent

to a single GFP) follow pure Brownian motion at all timescales [Izeddin, Elife, 2014] and that the

anomalous behavior is the consequence of transient unspecific binding to chromatin [Normanno,

Nat  Comm, 2015].  These discrepancies call  for more systematic  analysis  of  the movements  of

diffusing  single  molecules  inside  the  nucleus  using  tools  going  beyond  the  classical  MSD.  In

particular,  the  characterization  of  the diffusion  propagator  appears  instrumental  to  establish the

exact  origin  of  anomalous  behavior:  impeded  motion  in  crowded  structures  with  fractal

characteristics,  transient  trapping  within  short  live  cages  created  by  mobile  crowding  agents,

unspecific binding, etc. [Mitra, PRL, 1992 ; Szymanski, PRL, 2009 ; Banks, Sof Mat, 2016]. This

approach may even uncover anomalous microscopic dynamics despite linear, pure Brownian, MSD

curves [Chubynsky, PRL, 2014], a behavior which is observed in colloidal suspensions that are

thought to share common traits with the crowded intracellular environment [Kwong, J Phys Chem

B, 2014]. 

2.3. Reaction kinetics in the crowded nucleus

Synthetic  data  mimicking  the  complex  intracellular  medium  indicates  that  macromolecular

crowding is a crucial regulator of biochemical reaction kinetics [Tan, NatNanotech, 2013 ; Hansen,

ChemBioChem,  2016]  but  direct  experimental  evidences  confirming  this  result  in  living  cells

remain sparse. While Bancaud et al. reported enhanced binding of generic chromatin-interacting

proteins into dense heterochromatin foci as compared to euchromatin [Bancaud, EMBOJ, 2009],

other  publications  studying  association  kinetics  of  DNA molecules  [Schoen,  PNAS,  2009]  or

proteins [Sudhaharan, JBiolChem, 2009 ; Phillip, PNAS, 2012] reported little differences in the cell

nucleus or cytoplasm compared to diluted in-vitro solutions, suggesting that crowding does not

significantly affect reaction rates in the cell [Phillip, FEBS Lett, 2013]. One should nevertheless

bear  in  mind  that  crowding is  expected  to  have  two opposite  effects  on  reaction  kinetics:  the

entropy-driven  shift  towards  bound  states  may  be  compensated  by  the  slowing-down  of

encountering  rates  [Tabaka,  Frontiers  in  Physics,  2014].  Recent  work  performed  on  flexible



molecular crowding probes show that compact conformations are favored in the nucleus and, to a

smaller extent, in the cytoplasm, compared to dilute solutions [Boersma, NatMeth, 2015 ; Konig,

NatMeth, 2015]. Translating this result in the context of bimolecular interactions implies that once

two reactants have encountered each other,  the intracellular crowding should favor the compact

bound state over the, more extended, unbound state. Regarding the encountering rates, the slowing

down of diffusion in the intracellular medium compared to water that was described in the previous

paragraph will most probably influence the time required for two interacting partners to meet each

others. In the case of the nucleus, it was shown that proteins interacting with chromatin can display

fractal binding kinetics related to the anomality of the diffusion in the crowded nuclear environment

[Bancaud, EMBOJ, 2009].

Considering  that  the  dynamics  of  many  chromatin-interacting  proteins  is  limited  by  diffusion

[Beaudouin  et  al.,  2009],  it  will  be  crucial  to  improve  our  understanding  of  the  exploration

dynamics used by these proteins to find their target in the nucleus. Two types of exploration regimes

are possible: compact and non-compact (Figure 4). In a compact regime, a protein searching for a

binding site on the chromatin will screen all possible locations before exiting a given area while, in

a non-compact situation, the search will leave some locations unvisited to allow exploration of a

larger area [Benichou, NatChem, 2010]. A fundamental difference between these two regimes is the

dependence of  the time required to  find an immobile  target,  often estimated by the mean first

passage time (MFTP) towards the initial distance, d0, between this target and the diffusing seeker.

While the MFTP increases with d0 in a compact regime in agreement to intuitive expectations, it is

independent  of  d0 for  non-compact  exploration  [Condamin,  PNAS,  2008].  This  unexpected

behavior may have major implications in situations where a given protein has several potential

binding  sites  differentially  located  within  the  nucleus  [Benichou,  NatChem,  2010].  Recent

experimental work suggest that the search strategies differ from one chromatin-binding protein to

another [Izeddin, ELife, 2015] and also depend on the local chromatin structure, with more compact

explorations observed in dense heterochromatin foci [Bancaud, EMBOJ, 2009 ; Knight, Science

2015].

3. A physiological role for macromolecular crowding inside the nucleus ?

We  have  seen  in  the  last  sections  that  many  of  the  theoretical  predictions  concerning  the

consequences  of  intracellular  molecular  crowding on molecular  reaction-diffusion kinetics  have

been confirmed experimentally, in particular in the case of the cell nucleus. Nevertheless, one may

wonder if  this impact of crowding on the way molecules diffuse and interact with partners has



physiological consequences or regulates cellular functions. The easiest way to tune intracellular

molecular  crowding is  to  change the  cell  volume.  Such changes  can  be induced artificially by

bathing cells with hypo- or hypertonic media [Walter, J Struct Biol, 2013], but also occur naturally

during the cell life via multiple pathways regulating the cellular volume [Finan, J Cell Biochem,

2010].  Tuning the  cellular  volume is  known to  have  dramatic  physiological  consequences  that

cannot be simply explained by mass action laws, but  may reveal the non-linear dependence of

reaction-diffusion kinetics to molecular crowding [Mourao, BJ,  2014].  A recent  example of the

potential physiological impact of molecular crowding is the transition from an active to a dormant

state in yeast [Joyner, eLife, 2016] and bacteria [Parry, Cell, 2014]. Even if the exact mechanism is

still debated [Munder, Elife, 2016], it seems that entry into dormancy is associated with an increase

in intracellular crowding induced by cell shrinking, which in turn leads to the freezing of metabolic

activities due to slowing down of molecular diffusivity [Joyner, eLife, 2016]. This sharp change in

the diffusion properties upon cell shrinking, which is also observed in higher eukaryotes [Zhou,

PNAS, 2009], has been interpreted as a glass-transition from a liquid-like to a solid-like state of the

intracellular medium [Parry, Cell, 2014]. More specifically, molecular crowding also appear as a

key  regulator  of  particular  functions  such  as  cell  growth  [Klumpp,  PNAS,  2013]  or  nucleo-

cytoplasmic  signaling  [Miermont,  PNAS,  2013].  In  the  following,  we  will  review  the  recent

findings demonstrating the role played by molecular crowding in the regulation of nuclear structure

and function. 

3.1. Molecular crowding influences the nuclear architecture

Several recent findings indicate that the intranuclear crowding has a major influence on the multiple

folding levels displayed by chromatin.  One recurring debate in the chromatin community is the

relevance of the compact 30-nm fiber model to describe the spatial organization of the nucleosomes

along the chromatin fiber. While the chromatin spontaneously folds into a 30-nm fiber in dilute in-

vitro media,  this  specific  conformation  is  often  not  observed  in  the  dense  nucleus  [Fussner,

EMBORep,  2012].  To resolve this  apparent  discrepancy,  Maeshima et  al.  proposed a  model  in

which, in the highly crowded nucleus, inter-fiber nucleosome-nucleosome interactions are favored

over intra-fiber interactions leading to a loose 10-nm chromatin fiber instead of the compact 30-nm

fiber  observed  in  a  dilute  medium  where  intra-fiber  interactions  dominate  [Maeshima,

Chromosoma, 2014]. This model is supported by the recent observation that polynucleosome arrays

tend to self-assemble into structures lacking 30-nm fibers [Maeshima, EMBOJ, 2016], a process

that is promoted by molecular crowding [Hancock EBJ, 2008] and the presence of divalent cations

[Hansen,  Annu Rev Biophys  Biomol  Struct,  2002].  At  larger  scales,  it  is  well  established that



modifying the nuclear  volume by subjecting cells  to  osmotic  stress has a major  impact  on the

chromatin compaction state [Walter, J Struct Biol, 2013]. Since these osmotic treatments modify

both the crowding level and the ionic conditions, it is difficult to properly separate the contribution

of these two parameters on the chromatin architecture. Nevertheless, chromatin decondensed by

hypotonic treatment can recover its normal compaction state by adding crowding agents [Iborra,

Theor Biol Med Mol, 2007], showing that crowding itself influences the chromatin structure. 

The second nuclear structural characteristic that to be appears regulated by molecular crowding is

the compartmentalization of the intranuclear space. The exact mechanisms driving the formation of

the nuclear organelles remain unclear but a physical process that has recently gained interest to

address this question is phase separation [Zhu, Curr Opin Cell Biol, 2015]. This concept is very

common not only in the field of complex matter but also in our everyday life where it can be used

to explain, for example, the progressive demixing of the aqueous and lipidic phases in a vinaigrette.

Generally,  in  a  liquid,  molecules  with  different  physicochemical  characteristics  will  have  the

tendency  to  spontaneously  segregate  [Hyman,  Annu  Rev  Cell  Bio,  2014]  thus  counteracting

diffusive intermingling. Multiple recent evidence strongly suggests that phase separation is a major

driving-force in nuclear and cytoplasmic compartmentalization [Weber,  Curr Biol,  2015]. If  the

physicochemical properties of the segregating molecules is the primary factor influencing phase

separation  [Nott,  Mol  Cell,  2015],  other  characteristics  of  the  medium are  also  important,  in

particular,  molecular  crowding.  In  the context  of the nuclear  environment,  in-silico simulations

predict that crowding strongly promotes the formation of compartments by phase separation [Cho,

BJ, 2012]. Experimentally, it was also shown that molecular crowding contributes to the formation

and the maintenance of certain nuclear compartments such as the nucleolus [Hancock, J Struct Biol,

2004]. Nevertheless, this result does not seem generic to all compartments since the accumulation

of  heterochromatin  scaffolding  proteins  into  foci  is  independent  of  the  crowding  status  of  the

nucleus  [Walter,  J  Struct  Biol,  2013].  Interestingly,  phase  separation  may  not  only  drive  the

formation of nuclear compartments composed of elementary diffusing components but could also

be involved in the spatial organization of the chromatin fiber within the nucleus considering that

polymers with different physicochemical or mechanical properties tend to segregate [Finan, Chrom

Res, 2011].

3.2. Molecular crowding influences cellular functions using DNA as a template

Molecular  crowding  can  potentially  influence  any  cellular  function  requiring  the  assembly  of

macro-complexes composed of several partners as it is thought to impact on binding equilibria.



Several recent findings indicates that the impact of molecular crowding may be particularly crucial

in nuclear functions involving DNA transactions. 

It  has  been  known  for  more  than  a  decade  that  the  activation  of  gene  transcription  is  often

associated  with  local  chromatin  relaxation  [Chambeyron,  Genes  Dev,  2004  ;  Hu,  JCB,  2009].

Together with the well-known observation that the transcriptionally silent heterochromatin displays

a more compact state than the transcriptionally active euchromatin, these different results suggest a

straightforward  model  in  which  the  high  crowding  due  to  chromatin  compaction  prevents

transcription factors to access their DNA target sequences thus requiring chromatin relaxation prior

to transcription initiation. However, knowing that the transcription machinery actively remodels the

chromatin  fiber  at  the  molecular  level,  it  is  also  possible  that  chromatin  relaxation  is  just  the

consequence  of  the  transcription  process.  Definitive  evidence  to  decide  between  these  two

alternative  models  are  still  missing.  Nevertheless,  it  was  recent  reported  that  modulating  the

chromatin  compaction  state  by  osmotic  stress  or  mechanical  stretching  is  sufficient  to  tune

transcription  activity  [Tajik,  Nat  Mat,  2016  ;  Hausnerov,  BiolCell,  2017],  demonstrating  the

crowding induced by chromatin compaction directly influences  transcription. Beside this regulatory

role, results obtained in synthetic cells also predicts that crowding reduces gene expression cell-to-

cell variability and thus contributes to the robustness of the cellular transcriptional pattern [Tan,

Nature Nanotech, 2013]. This increased robustness seems related to the impact of crowding on the

diffusion of transcription factors [Golkaram, PLOS Comput Biol, 2016] which could influence the

mode of exploration used by these transcription factors to find their DNA target sequences [Meyer,

BiophysJ,  2012].  Future  work  performed  in  living  samples  should  allow  validation  of  this

regulation of the gene expression noise by molecular crowding.  

Another key cellular function which appears to be influenced by molecular crowding is the DNA

repair process. One of the earliest event characterizing the activation of the cellular response to

DNA damage is the active remodeling of the chromatin leading to its rapid relaxation in the vicinity

of the DNA lesions [Sellou, MBoC, 2016].  Impairing this chromatin relaxation process inhibits the

recruitment of some pioneering DNA repair factors to the DNA lesions and reduces DNA repair

efficiency [Murr, NCB, 2006 ], a phenotype that can be rescued by pre-decondensing the chromatin

structure prior to DNA damage induction [Murr, NCB, 2006]. If these results clearly support the

idea  that  the  early chromatin  relaxation  allows  reducing  local  molecular  crowding to  promote

access  to  DNA lesions,  this  simple  generic  model  is  difficult  to  reconcile  with  several  other

findings.  First,  inhibiting chromatin relaxation at  DNA lesions impairs the recruitment of some

repair factors while others accumulate normally [Luijsterburg, EMBO J, 2012]. Moreover, Burgess



et al. have shown that the recruitment of some repair factors is actually triggered by the chromatin

recondensation process that follows the initial relaxation phase [Burgess, Cell Rep, 2014]. These

data  imply  that  increasing  accessibility  to  DNA lesions  by  lowering  local  crowding  is  not  a

necessary step for the recruitment of all repair proteins. Future work will be necessary to understand

this differential impact of the chromatin compaction state on the recruitment of the repair factors at

DNA lesions.  It  might  also  contribute  to  validate  the  interesting  possibility  that  the  chromatin

relaxation step is involved in the choice of the repair pathway [Khurana, Cell Rep, 2014].   

Conclusions and future challenges 

Considering the high degree of crowding encountered by biomolecules inside the nucleus, it was

not  completely  unexpected  to  find  that  the  reaction-diffusion  dynamics  displayed  by  these

molecules in such crowded environment differ from those measured in dilute medium. However, as

shown in this review, it is only recently that we have started to quantitatively assess the specific

impact of macromolecular crowding on the diffusion and binding equilibria inside the cell nucleus.

Nevertheless, since it is usually very difficult to distinguish the effect of steric hindrance due to

molecular crowding from other types of weak attractive or repulsive interactions, more work will be

necessary to define whether the impact of molecular crowding on the reaction-diffusion kinetics

estimated so far for particular nuclear probes is also relevant other biomolecules. Establishing such

a  generalized  description  of  the  contribution  of  macromolecular  crowding  to  the  dynamics  of

nuclear biomolecules would be essential to properly interpret the recent findings pointing towards a

central role for crowding in the maintenance of the nuclear architecture and in the regulation of

several physiological functions occurring inside the nucleus.  

Another  aspect  of  this  question  that  would  benefit  from  future  in-depth  investigations  is  the

assessment of the specific contribution of chromatin to the crowding state of the nucleus compared

to other types of macromolecules present inside this organelle. Indeed, if our current simplified

view of the nucleus assumes that the chromatin fiber that fills the nucleus is the only crowding

agent present in the nucleus, we have currently no idea of the contribution of other biomolecules

such as RNAs or diffusing protein complexes. The observation that the nucleolus, that is largely

devoid of chromatin but filled with high densities of RNA and proteins, is characterized by a high

degree of crowding [Bancaud, EMBOJ, 2009] plaids in favor of such precise analysis of the relative

contribution of the main nuclear components to molecular crowding. 

Finally,  since  we have  shown in  this  review that  the  consequences  of  molecular  crowding on



reaction-diffusion kinetics depend not only on the amount of crowding agents but also on their

spatial distribution and dynamic properties, the analysis of the contribution of molecular crowding

to  nuclear  functions  would  greatly  benefit  from the  drawing  of  a  precise  map  of  the  nuclear

topography. This question has made tremendous progress over the last years [Sexton, Cell, 2015]

and investigating the influence of this refined nuclear organization on the diffusion properties and

binding kinetics of biomolecules navigating through the nucleus presents itself as the next important

step in furthering our understanding of the functional and structural roles of crowding inside the

nucleus.

Figure legends

Figure  1: Molecular  crowding  induces  volume  exclusion.  (A)  The  space  available  in  a  given

volume, represented in light green on the sketch, depends on the amount of background co-solutes

present in this volume. For a given probe, the presence of each background molecule creates an

exclusion  area,  represented  by  the  dotted  circle,  whose  radius  is  the  sum of  the  radii  of  the

background and probe molecules. (B) The volume exclusion is stronger for larger molecular probes.

Figure 2: Molecular crowding slows down diffusion. In the presence of small mobile background

molecules, the probe displays pure diffusion with a reduced diffusion coefficient as compared to the

one measured in the absence of crowding agents. If the background co-solutes are largely immobile,

the diffusion of the probe becomes anomalous as shown by the downward curvature of the MSD

curve.

Figure  3: Molecular  crowding  favors  bound  states.  Energy diagram for  a  generic  bimolecular

reaction  A+BC in a dilute or crowded solution. The increase in free energy of each state in the

presence  of  the  background  molecules  depends  on  the  volume  required  to  accommodate  the

reaction components in the crowded environment. This volume is equal to VA+VB for the reactants,

VAB* for transition state and VC for the product. Since VA+VB > VAB* while VAB* ≈ VC, the gain in free

energy  is  more  pronounced  for  the  reactants  than  for  the  transition  state  or  the  product.

Consequently, the reaction equilibrium is shifted towards the product in the presence of crowding

agents.  

Figure 4: The architecture of the crowding structures as well as the diffusion characteristics of the

chromatin-interacting proteins dictate the exploration regime displayed by the proteins to find their

target on the chromatin. The sketch illustrates the two alternative exploration regimes: compact and

non-compact.
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