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Abstract

In turbulent flows of practical interest, turbulence interacts with confinement and external forces,

leading to statistical inhomogeneity and anisotropy. Isolating their contributions to some tar-

geted statistics is indispensable for understanding the underlying physical phenomena. The

aim of this thesis has therefore been to gain further insight into direction- and scale-dependent

anisotropy in a set of idealized and realistic contexts.

Both spectral space and separation space statistical characterizations have been employed.

The spectral characterization concerns the anisotropic statistics of turbulence under the form

of directional energy, polarization and helicity spectra. The separation space characterization is

built on two-point second- and third-order velocity increment moments, and two-point velocity

correlations.

First, we studied the effect of large-scale spectral forcing. The considered forcing methods

are the non-helical and the helical Euler scheme, and the ABC-scheme. We showed that both

forcings have a drawback in that, if the number of sufficiently excited modes is too low, anisotropy

is bound to arise even at small scales. In the case of Euler forcing, this depends on both the

range of forcing wavenumbers and its helicity contents. The ABC forcing, for which the amount

of injected helicity cannot be controlled, excites only six modes and therefore always generates

anisotropy at all resolved scales.

Our second step was to analyze the scale- and direction-dependent anisotropy of homoge-

neous rotating turbulence. Surprisingly, anisotropy arises at all scales even at low rotation rate.

In particular, we identified two anisotropic ranges with different features. In the large scales,

directional anisotropy is larger and decreases with wavenumber. At smaller scales, it is much

weaker—although still significant—and slowly increases with wavenumber all the way to the dis-

sipative scales. Another interesting and original conclusion of this part of the work concerns the

role of the Zeman scale and its link with the flow scale-dependent anisotropy. The Zeman scale

was previously argued to be the characteristic lengthscale separating rotation-affected scales
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from isotropic ones. Upon closer investigation using several simulations at different parameters,

we found that the separating scale between large and weak anisotropy is rather the character-

istic lengthscale at which rotation and dissipation effects balance. This result, however, does

not contradict Zeman’s argument about isotropy recovery in the asymptotic limit of vanishing

viscosity, since the separating scale vanishes at infinite Reynolds number, and therefore only the

decreasing anisotropy range should persist and scales much smaller than the Zeman one may

recover isotropy.

Finally, we considered the von Kármán flow between two counter-rotating bladed disks in a

cylindrical cavity. We repeated the separation space analysis in different small sub-regions, in

order to question the possible analogies in the flow dynamics with that of homogeneous rotating

turbulence. We found that, in the regions of the domain where the mean flow has a larger

average rotation rate, the distributions of the statistics in separation space display some of the

features typical of rotating turbulence.
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Résumé

Pour les écoulements turbulents d’intérêt pratique, la turbulence interagit avec le confinement

et les forces externes, ce qui cause inhomogénéité et anisotropie statistiques. Isoler leur contri-

butions à des statistiques ciblées est indispensable pour comprendre les différents phénomènes

physiques. Le but de cette thèse a donc étè d’acquérir une meilleure connaissance de l’anisotropie

en fonction de la direction et de l’échelle dans un ensemble de contextes idéalisés et réalistes.

On a utilisé une caractérisation statistique dans l’espace spectral ainsi que dans l’espace de

séparation. Le caractérisation dans l’espace spectral concerne les statistiques anisotropes de

turbulence sous forme de spectres directionnels d’énergie, polarisation et hélicité. La caractéri-

sation dans l’espace de séparation s’appuie sur les moments des incréments de vitesse à deux

points du deuxième et troisième ordre, et sur les corrélations de vitesse à deux points.

Tout d’abord, on a étudié l’effet du forçage spectral de grandes échelles. Les schémas de

forçage considérés sont le schéma de forçage de type Euler, non hélicitaire et hélicitaire, et le

schéma ABC. On a montré que les deux forçages ont un inconvénient, dans le sens que, si le

nombre de modes suffisamment excités est petit, de l’anisotropie se produit même aux petites

échelles. Dans le cas du forçage Euler, cela dépend de la gamme de nombres d’onde forcés

ainsi que de leur hélicité. Le forçage ABC, pour lequel le niveau d’hélicité injectée ne peut pas

être controlé, n’excite que six modes et donc il produit toujours de l’anisotropie et à toutes les

échelles résolues.

Ensuite, on a analysé l’anisotropie en fonction de l’échelle et de la direction pour la tur-

bulence homogène en rotation. Chose étonnante, l’anisotropie se produit à toutes les échelles

même si la rotation est faible. En particulier, on a identifié deux gammes d’échelles anisotropes

qualitativement différentes. Aux grandes échelles, l’anisotropie directionnelle est plus grande et

décroit avec le nombre d’onde. Aux petites échelles, elle est beaucoup plus faible—mais encore

significative—et croit lentement avec le nombre d’onde jusq’aux échelles dissipatives. Une autre

conclusion intéressante et originale de cette partie du travail concerne le role de l’échelle de Ze-
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man et son lien avec l’anisotropie aux différentes échelles de l’écoulement. D’après des travaux

précédents, l’échelle de Zeman devrait être l’échelle de longueur caractéristique qui sépare les

échelles affectées par la rotation par les échelles isotropes. Après une plus ample investigation,

en utilisant simulations à differents paramètres, on a découvert que l’échelle de séparation entre

grande et faible anisotropie est plutôt l’échelle de longueur caractéristique pour laquelle les effets

de rotation et de dissipation s’équilibrent. Ce résultat, toutefois, n’est pas en contradiction avec

l’argument de Zeman sur le rétablissement de l’isotropie dans la limite asymptotique de viscosité

nulle, comme l’échelle de séparation s’annule à nombre de Reynolds infini, et donc seulement la

gamme d’anisotropie décroissante devrait persister et les échelles beaucoup plus petite que celle

de Zeman pourraient récupérer l’isotropie.

Enfin, on a considéré l’écoulement de von Kármán entre deux disques équipés de pales en

contre-rotation dans une cavité cylindrique. On a répété l’analyse dans l’espace de separation

dans plusieures petites sous-régions, afin d’inquêter les analogies possibles entre la dynamique

de l’écoulement et celle de la turbulence homogène en rotation. On a découvert que, dans les

régions du domain où l’écoulement a un taux de rotation moyen plus grand, les distributions

des statistiques dans l’espace de séparation montrent certaines des caractéristiques typiques de

la turbulence en rotation.
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Introduction

The understanding of turbulence is fundamental in a wide range of applications, including for

instance atmospheric and oceanic currents, flows around vehicles, chemical reactors, and other

engineering applications. These flows are usually highly complex and often involve mixed or

coupled phenomena, so that a holistic approach is rarely possible. Complexity can come from

their geometry, and some studies have shown that boundary layers can pilot to some extent the

evolution of the inner turbulent flows. Complexity can also come from coupled phenomena, as

for instance in flows of conducting fluid subject to a magnetic field inducing a Lorentz force. In

geophysical flows, the coupling can be due to the presence of buoyancy effects due to density

gradients, or from the action of the Coriolis force. In both cases, there exists a regime in which

wave nonlinear interaction is the dominant means of transfering energy. Therefore, in a rotating

system, the fluid dynamics may be realized by mixed phenomena due to inertial waves and

turbulence. In rotating confined systems, wave reflection can add to the level of complexity, so

that the global system can hardly be grasped as a whole.

A researcher is therefore faced with a series of challenges in order to progress in the un-

derstanding of such flows. They first need to find a suitable conceptual representation of the

turbulent flow, second they seek to characterize it in a way which is necessarily oriented towards

a chosen reduced objective, and thirdly they have to propose models that can serve both as

practical tools but also for improving our understanding of the flow dynamics.

The theory of turbulence relies mostly on the representation proposed by Richardson [71]

of the turbulent cascade from large to small scales until eventually dissipation takes over. This

description therefore suggests a separation between the largest turbulent scales and the smallest

ones, with an inertial range in between. This is further supported by the theory of Kolmogorov

[39, 40] wherein the Reynolds number is assumed so large that there is a perfect decoupling

between the reservoir of energy—the energy containing scales—and the dissipative scales whose

size is of order of the Kolmogorov lengthscale. Actual flows do not abide strictly by this concep-

9



tual picture, since they are confined and their Reynolds numbers are not infinitely large, even

not always very large. For instance, the −4/5-th law for the third-order moment of velocity

increment is an important exact statistical result obtained in the framework of Kolmogorov

theory; but the actual convergence towards the predicted value when the Reynolds number in-

creases is rather slow, and values of order 106 have to be reached before a good approximation

is obtained [3].

Another assumption linked with the theory of Kolmogorov is isotropy, so that statistics do not

depend on spatial direction, and, for instance, a unique two-point velocity correlation lengthscale

can be used to characterize the size of turbulent structures, whatever their orientation. In real-life

turbulence, this condition is rarely met, and anisotropy is ubiquitous. In the above-mentioned

example of flows subject to an external force, its direction introduces a symmetry breaking, and

additional direction-dependent statistics are called for a good characterization of the phenomena.

In this work, we are therefore addressing questions relative to these two features of actual

turbulent flows: how does the anisotropy of the large scales influence that of the smaller scales,

in flows in which the Reynolds number is moderately large? In addition, considering the effect

of solid body rotation on turbulence, what is the amount of anisotropy due to the Coriolis force?

In so doing, we state that our model of turbulence is rather simple, since we forget about the

physical confinement of the flow and we assume statistical homogeneity in space. Only in the

last chapter do we relax this latter assumption in order to investigate a more complex flow and

test our statistical characterization method on the von Kármán flow.

The second point is therefore the choice of a given characterization for rotating homogeneous

forced turbulence. Since the rotation rate vector introduces a preferential direction, the flow is

statistically axisymmetric and significant anisotropy can arise in the turbulent dynamics. From

existing studies, we know that rotating turbulence often exhibits structures elongated along

the axis of symmetry, so that one requires a means of quantifying their anisotropy. We will

analyze scale- and direction-dependent anisotropy by computing two-point velocity correlation

spectra and second- and third-order moments of the velocity increment. This permits to con-

sider a separation vector or a wavevector with a given norm—hence the scale dependence—and

orientation—hence the dependence with direction. The choice of these precise statistics stems

from two ideas. First, spectra contain the same information as the correlation itself, but in

spectral space modal decomposition is far easier than in separation space. It is desirable to

project the two-point velocity spectral tensor on given modes in order to exhibit the presence of

different kinds of anisotropy, and thus to provide a very fine tool for analyzing the structure of
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the flow. This decomposition brings the directional energy, polarization and helicity spectra [73].

Second, considering velocity increments permits to relate our study to existing theoretical or

experimental results. For instance, the above-mentioned −4/5-th law of third-order moments of

velocity increment can be used as a reference to measure the departure of the anisotropic flow

dynamics from the exact high Reynolds number isotropic state. Along with the second-order

moment and two-point velocity correlation, the third-order moments also permit to compute all

the terms in the Kármán-Howarth-Monin equation, as we propose in Chapter 4. Accessing all

the terms that balance this equation provides an alternate way of considering the flow dynamics

with respect to the Lin-type equation for the energy spectral density, which is the Fourier trans-

form of the Kármán-Howarth-Monin equation. In both equations each term corresponds to a

precise mechanism: dissipation, nonlinear transfer, forcing or time-derivative term. Evaluating

these terms is the key for investigating the dynamics of rotating turbulence with an emphasis on

anisotropy. Previous characterizations are oriented towards the specific action of inertial waves

[32], or are more focused on inertial-range scalings of horizontal or vertical spectra [18], or on a

more phenomenological approach based on inertial waves propagation [75]. Experimental results

for the chosen statistics were obtained in an experiment of towed-grid turbulence in a tank [21].

These experiments provide a reference for comparison, although they do not give access to the

full three-dimensional space-resolved quantities, since, as in all experiments, the metrology has

limited capacities.

The third ingredient in our methodology is finally the chosen model of forced homogeneous

rotating turbulence. We have mentioned theory and experiments, but we will concentrate here

on simulations. We choose to perform Direct Numerical Simulations (DNS), using a pseudo-

spectral method, so that all the scales of the flow are resolved. This said with respect to e.g.

large eddy simulation, which is valuable for achieving higher Reynolds numbers, but at the price

of parameterized small scales. In our numerical simulations we use a periodic domain which is

appropriate for representing statistically homogeneous turbulence, and a statistically stationary

state is reached by introducing an external working force. We use large-scale spectral forcing

so that an energy cascade towards smaller scales develops, in agreement with the concept of

Richardson cascade. We choose two kinds of forcing which have been used in previous studies,

referred to as ABC and Euler [52, 68]. However, since only a finite number of low wavenumbers

are excited in such a discretized approach, anisotropy may develop from the forcing itself, and

interfere with other physical sources of anisotropy, here the effect of rotation. Therefore, the

first concern of this thesis work will be to detect this kind of artificial anistropy in the above-
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mentioned forcing schemes, and to identify the conditions that allow it to develop, as well as

the affected scales. We will explore a variety of regimes of rotating turbulence, characterized

by the Reynolds and Rossby numbers. We expect that large Rossby number flows will be less

affected by rotation, while low Rossby number ones will respond with strong anisotropy to the

distorsion caused by rotation. Thanks to the above-mentioned directional statistics, we will be

able to characterize this reponse in a qualitative as well as quantitative way. Several results are

expected from our study, some of which shall confirm existing results, but original findings will

also be obtained. For instance, the Zeman lengthscale has been identified in previous studies

to be a key lengthscale indicative of the presence or not of anisotropy in the flow structure

at given scales [25, 53], but we find that another characteristic lengthscale is also relevant in

the investigated regimes. Another very important object is the third-order vector moment in

separation space, its divergence being the dual of the spectral energy transfer in Fourier space,

which has been measured experimentally [21] or for which a theoretical inertial expression is

proposed by [30]. We compute this quantity, compare it to its predictions, and explain how one

can reconcile seemingly contradictory trends. Finally, and as a last sample of the coming analysis,

we show from both the third-order vector moment and the modal spectral decomposition that

anisotropy can extend throughout all scales.

Thanks to the versatility of the simulation platform, it is also possible to change the flow

configuration almost at will to progress towards more and more complex flows, the limit be-

ing the available computational power. (For instance in this work, since several values of the

parameters and flow configurations had to be investigated in order to scan a wide paramet-

ric space, resolutions as high as 10243 were used.) We have chosen to consider a flow which

can be thought of being closer to a real flow. This von Kármán flow is the flow between two

counter-rotating bladed disks and enclosed within cylindrical walls [43]. It is both anisotropic

and inhomogeneous, but since it contains two large-scale toroidal vortices (inducing opposite

average rotation rates in the upper and lower halfs), its features could be compared to the more

academic flow of rotating homogeneous turbulence. In addition, helicity is injected in the flow

through the blades—as it is injected in ABC- and Euler-forced simulations. We note that this

helical character is very important in some flows, for instance flows of conducting fluids, there

again increasing complexity. Therefore, the von Kármán flow seems to be a logical extension of

our work towards more complex flows. Although it is not homogeneous, velocity statistics can

nonetheless be computed in different small sub-domains, so that the effect of inhomogeneity on

the computed quantities can be estimated. In the last chapter, we thus show that valuable infor-
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mation about anisotropy in turbulence can be drawn when comparing the statistics of our two

homogeneous and inhomogeneous flows, also in a perspective of comparing with other studies

based on separation space statistics in inhomogeneous shear flow.

The thesis is organized as follows. In Chapter 1 we introduce the relevant statistical quan-

tities and analytical relations of homogeneous turbulence, and we describe the anisotropic fea-

tures of rotating turbulence. Special attention is put on two-point second- and third-order

statistics, in spectral space as well as in the space of the separation vectors in physical space.

We decompose the velocity spectral tensor in three contributions linked to energy, helicity and

polarization spectral densities. The evolution equations of the velocity spectral tensor—i.e.

Craya’s equation—and of the velocity correlation in physical space—Kármán-Howarth-Monin

equation—are derived. We also recall the inertial exact expressions of the third-order vector mo-

ment in separation space, for both isotropic and rotating turbulence. In Chapter 2, we present

the adopted numerical approach: the numerical methods we use in our simulations and how

we treat boundary conditions, the computation of the direction- and scale-dependent statistics

aimed at detecting anistropy, and the implementation of the forcing methods we use, i.e. the

non-helical and the helical Euler scheme, and the ABC scheme. In Chapter 3, the anisotropy

unnaturally induced by the spectral forcing is investigated through DNS. The use of angle-

dependent energy, helicity, and polarization spectra allows a direction- and scale-dependent

estimate of anisotropy. Chapter 4 is dedicated to the study of the anisotropy naturally induced

by the Coriolis force. Distributions in both spectral and separation spaces are employed to

characterize anisotropy at different scales, and to investigate the role of the characteristic scales

related to rotation. The numerical results are also compared to experiments by Cortet & Moisy

[21] and to the inertial laws. Finally, in Chapter 5, we consider the von Kármán flow and per-

form a similar statistical analysis in separation space. Since the flow is inhomogeneous, different

features emerge from this analysis in different regions of the fluid domain.
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Chapter 1

Homogeneous turbulence and
homogeneous rotating turbulence

In this chapter the statistical quantities and analytical relations used in the following chapters

are introduced. In particular we describe homogeneous turbulence with no mean flow with partic-

ular emphasis on turbulence subject to a background rotation. First, Fourier analysis is used to

study homogeneous turbulence and to derive some important classical results in spectral space.

Particular attention is put on the spectral velocity tensor, which fully characterizes second-order

velocity correlations, and its evolution equation, i.e. Craya’s equation. We also introduce a

modal decomposition of the velocity spectral tensor suitable for statistically axisymmetric turbu-

lence. Then, the evolution equation of the velocity correlation in separation space—the Kármán-

Howarth-Monin equation—is derived, and its link with the energy spectral density equation is

enlightened. We also recall the well-known Kolmogorov four-thirds or four-fifths law. Next, we

introduce the characteristic lengthscales of rotating turbulence and describe its anisotropic fea-

tures in both spectral and separation spaces. Finally, we recall the inertial law—corresponding to

the Kolmogorov four-thirds law in the isotropic case—valid for rotating turbulence under some

assumptions.

1.1 Spectral approach

1.1.1 Fourier transform

The goal of Fourier approach is to analyze functions as linear combinations of complex expo-

nential functions. This tool results to be central in the study of homogeneous turbulence, and
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therefore it is worth recalling here the definition of Fourier transform and its properties. The

vector velocity field u is a function of three spatial coordinates x (in addition to time), and

its statistical properties do not depend on the position in space. Nevertheless, for the sake of

simplicity, in this section only scalar functions with one independent variable are considered.

The Fourier integral, or Fourier transform, of a function u(x) is defined as

û(k) = 1
2π

∫
u(x)e−ikx dx (1.1)

(the integral is over all x). In order for this integral to exist some conditions are required.

For example, one possible sufficient condition is u(x) to be absolutely integrable. However,

when we deal with homogeneous turbulence, the velocity field is defined over all space, does

not tend to zero as |x| increases, and thus its (spatial) Fourier integral does not converge.

Of particular interest is then the approach in which Fourier analysis is tackled through the

generalised functions theory, see [47]. According to this approach, u(x) is defined by means of a

sequence of functions un(x), with u(x) = limn→∞ un(x), and with the members of this sequence

such that their Fourier transforms exist. Therefore, the Fourier transform of u(x) is defined as

the limit of the Fourier transform of un(x) as n tends to infinity. Following Mathieu and Scott

[49]—in the context of homogeneous-turbulence spectral-analysis—the convergence issue can be

more directly solved by defining a finite-range Fourier transform,

ûL(k) = 1
2π

L∫
−L

u(x)e−ikx dx, (1.2)

and then taking the limit of infinite L, if it exists. In this chapter we use spectral analysis

together with this tool to prove important results about homogeneous turbulence. In any case—

in the limit of infinitely large L—the properties of finite-range Fourier-transform do not formally

change with respect to the conventional transform properties. Some of these classical properties

(intended to be valid in the limit of infinitely large L) are listed below:

∂̂u

∂x
= ikû (1.3)

ûv = û ∗ v̂ (1.4)

where v is another function of x and ∗ stands for convolution product. Furthermore, if u(x) is

real valued

û(−k) = û∗(k) (1.5)

where û∗ is the complex conjugate of û.
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In the present chapter, finite-range Fourier transforms are indicated through both a hat and

a subscript L, while when the subscript L is missing the limit of infinitely large L has been

taken.

The quantities we deal with in homogeneous turbulence, typically the components of the

velocity field, are statistically homogeneous random real-valued functions. Therefore, we derive

here two useful results involving correlations that will be used in the next sections.

First, consider the ensemble averages C(r) = 〈u(x)v(x+ r)〉 (if homogeneity holds, C de-

pends only on r) and 〈û∗L(k)v̂L(k)〉, where now u(x), v(x) and their finite-range transforms are

random functions. By definition (1.2) one can write

〈û∗L(k)v̂L(k)〉 =
〈

1
2π

L∫
−L

u(x)eikx dx 1
2π

L∫
−L

v(x′)e−ikx′ dx′
〉

(1.6)

= 1
(2π)2

L∫
−L

L∫
−L

〈
u(x)v(x′)

〉
e−ik(x′−x) dx′ dx. (1.7)

By the change of variable x′ = x+ r

〈û∗L(k)v̂L(k)〉 = 1
(2π)2

L∫
−L

L−x∫
−(x+L)

〈u(x)v(x+ r)〉 e−ikr dr dx (1.8)

and defining

ĈL(k) = 1
2π

L−x∫
−(x+L)

C(r)e−ikr dr (1.9)

Eq. (1.8) becomes

〈û∗L(k)v̂L(k)〉 = L
π
ĈL(k). (1.10)

Note that, because of the modified limits of integration in Eq. (1.9), ĈL(k) is not exactly a finite-

range Fourier-transform as defined by Eq. (1.2). However, if u and v decorrelate sufficiently

rapidly as r → ∞, and in the limit of infinite L, both ĈL(k) and the finite-range transform of

C(r) tend to the conventional Fourier transform Ĉ(k).

Second, consider three random functions, say u(x), v(x) and w(x), and write the averaged

product of their transforms at wavenumbers −k, q, and k − q, 〈ûL(−k)v̂L(q)ŵL(k − q)〉. A

procedure similar to the one used to derive Eq. (1.10) leads to

〈ûL(−k)v̂L(q)ŵL(k − q)〉 = 1
(2π)3

L∫
−L

L−x∫
−(x+L)

L−x∫
−(x+L)

S(r, r′)e−iqre−i(k−q)r′ dr′ dr dx (1.11)
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where

S(r, r′) =
〈
u(x)v(x+ r)w(x+ r′)

〉
(1.12)

and finally

〈ûL(−k)v̂L(q)ŵL(k − q)〉 = L
π

ˆ̂
SL(q, k − q) (1.13)

where ˆ̂
SL is the finite-range double transform of S, i.e.

ˆ̂
S(q, k − q) = 1

(2π)2

∫∫
S(r, r′)e−iqre−i(k−q)r′ dr′ dr. (1.14)

Note that Eqs. (1.10) and (1.13) are special cases of more general results, i.e.

〈
û∗L(k)v̂L(k′)

〉
= δL(k − k′)ĈL(k) (1.15)

and 〈
ûL(k)v̂L(k′)ŵL(k′′)

〉
= δL(k + k′ + k′′) ˆ̂

SL(k′, k′′) (1.16)

(for details see Mathieu and Scott [49]), where the function

δL(k) = sin (kL)
πk

(1.17)

tends to Dirac’s delta as L increases.

1.1.2 Spectral velocity tensor

Given the space- and time-dependent random vector velocity field ui(x, t), the two-point velocity

correlation tensor is defined as

Rij(r, t) = 〈ui(x, t)uj(x + r, t)〉, (1.18)

where x = (x1, x2, x3) is the Cartesian coordinate in physical space, r is the separation vector, t

is time and 〈 〉 represents ensemble averaging. Note that, because of statistical homogeneity, Rij
does not depend on x. If Rij tends to zero sufficiently rapidly as |r| increases, we can consider

its Fourier transform, the velocity spectral tensor

R̂ij(k) = 1
(2π)3

∫∫∫
Rij(r)e−ik·rd3r (1.19)

(for simplicity, we drop here the dependence upon time t). From definition (1.18), the incom-

pressibility condition ∇ · u = 0 implies ∂Rij(r)/∂rj = 0 (the Einstein summation convention

is used here), which by property (1.3) leads to R̂ij(k)kj = 0. Furthermore, since Rij(r) is real
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Figure 1.1: Craya-Herring frame of reference.

and Rij(r) = Rji(−r) from its definition and homogeneity, R̂ij(k) is a Hermitian tensor, i.e.

R̂∗ij(k) = R̂ji(k).

When dealing with statistically axisymmetric turbulence, it is useful to project the tensor

R̂ij onto a polar-spherical orthonormal basis {e(1),e(2),e(3)} defined from the vector n bearing

the axis of symmetry, with

e(1) = k × n

|k × n|
, e(2) = e(3) × e(1), e(3) = k

k
, (1.20)

which is the so-called Craya-Herring frame [22], and is illustrated in Fig. 1.1. e(1) and e(2) are

referred to as toroidal and poloidal directions, respectively. From here on, n will be assumed to be

in the x3 direction (or to be “vertical”), without loss of generality. By enforcing incompressibility

and Hermitian symmetry

R̂ij(k) = Φ1(k)e(1)e(1) + Φ12(k)e(1)e(2) + Φ12∗(k)e(2)e(1) + Φ2(k)e(2)e(2) (1.21)

where Φ1/2 and Φ2/2 are the toroidal and the poloidal energy spectral densities.

The kinetic energy spectral density is defined as the Fourier transform of 1
2Rii(r),

e(k) = 1
(2π)3

∫∫∫ 1
2Rii(r)e−ik·r d3r (1.22)

or, using the components of the velocity spectral tensor in the Craya-Herring frame,

e(k) = 1
2
(
Φ1(k) + Φ2(k)

)
. (1.23)

By the Fourier inversion theorem and definition (1.22)

1
2Rii(r) =

∫∫∫
e(k)eik·r d3k (1.24)

so that, setting r = 0, the integral of e(k) equals the mean kinetic energy:

1
2 〈uiui〉 =

∫∫∫
e(k) d3k. (1.25)
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(When the spatial or wavevector dependence is not explicit, variables are considered at the

same point in physical or spectral space). Therefore, e(k) represents the kinetic energy contents

of wavevector k. The energy spectrum E(k) is obtained by integrating e(k) over a sphere of

radius k,

E(k) =
∫∫∫

e(k)δ(|k| − k) d3k, (1.26)

and it represents the energy contents of all wavevectors with modulus k.

1.1.3 Craya’s equation

In this section we derive the evolution equation of R̂ij . We consider an incompressible flow

whose velocity field ui is a solution of the Navier-Stokes equations

∂

∂t
ui + ∂

∂xl
(uiul) = − ∂

∂xi
P + ν

∂2

∂xl∂xl
ui + Fi (1.27)

∂

∂xl
ul = 0 (1.28)

and such that 〈ui〉 = 0. P is the hydrodynamic pressure divided by density, ν is the kinematic

viscosity, and Fi is an external (possibly random) force. If the equations are written in a rotating

frame and P includes the centrifugal contribution, the Coriolis force appearing in the momentum

equation (1.27) is an example of external force. Other examples of external forces, in the context

of numerical simulations, are an artificial forcing aimed at feeding turbulence, or a “penalty”

force replacing the boundary conditions in immersed boundary methods (see section 2.1.3).

Multiplying the momentum equation (1.27) by ui, ensemble averaging, and using homogeneity

and incompressibility (1.28), one obtains the energy balance equation

d

dt

〈uiui〉
2 = −ε+ φinj (1.29)

where

ε = ν

〈
∂ui
∂xl

∂ui
∂xl

〉
(1.30)

is the mean kinetic-energy viscous dissipation rate and

φinj = 〈Fiui〉 (1.31)

is the mean kinetic-energy injection rate.

Following Mathieu and Scott [49], we introduce the finite-range Fourier-transform of the

velocity field

ûLi(k) = 1
(2π)3

L∫∫∫
−L

ui(x)e−ik·x d3x, (1.32)
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where the triple integral is over a box of size 2L centered in x = 0. Taking the finite-range

Fourier-transform of Eq. (1.28) and using property (1.3)

klûLl = 0, (1.33)

while the transform of Eq. (1.27) leads to

∂ûLi
∂t

+ N̂Li = −ikiP̂L − νk2ûLi + F̂Li (1.34)

where N̂Li is the finite-range Fourier transform of the nonlinear term ∂ (uiul) /∂xl. From the last

equation, by scalar product with k and enforcing incompressibility, i.e. Eq. (1.33), one obtains

the Poisson equation for pressure in Fourier space

− ik2P̂L = klN̂Ll − klF̂Ll. (1.35)

Using this equation to eliminate P̂L in Eq. (1.34) leads to the momentum equation in Fourier

space
∂ûLi
∂t

= −PilN̂Ll − νk2ûLi + PilF̂Ll (1.36)

where Pij = δij− kikj

k2 is the operator that projects a vector onto the plane orthogonal to k. The

transform of the nonlinear term can be computed by properties (1.3) and (1.4) as

N̂Ll(k) = ikm
∫∫∫

ûLl(q)ûLm(k − q) d3q. (1.37)

Using Eq. (1.10) one can show that 〈û∗LiûLj〉 is linked to R̂ij through

〈û∗Li(k)ûLj(k)〉 =
(L
π

)3
R̂Lij(k) (1.38)

such that (L
π

)3 ∂

∂t
R̂Lij(k) =

〈
∂û∗Li
∂t

ûLj

〉
+
〈
û∗Li

∂ûLj
∂t

〉
. (1.39)

The momentum equation in spectral space, Eq. (1.36), can then be used to compute the evolu-

tion equation of the velocity spectral tensor. Therefore, multiplying the complex conjugate of

Eq. (1.36) by ûLj(k) and averaging〈
∂û∗Li
∂t

ûLj

〉
= −Pil

〈
N̂∗LlûLj

〉
− νk2 〈û∗LiûLj〉+ Pil

〈
F̂ ∗LlûLj

〉
. (1.40)

Using Eq. (1.38), the viscous term, −νk2 〈û∗LiûLj〉, is equal to −νk2 (L/π)3 R̂Lij . Similarly, by

Eq. (1.10) the forcing term in Eq. (1.40) becomes

Pil
〈
F̂ ∗LlûLj

〉
=
(L
π

)3
Pilφ̂Llj (1.41)
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where φ̂Llj(k) is the transform of the two-point correlation between external force and velocity

φlj(r) = 〈Fl(x)uj(x + r)〉 (1.42)

which is supposed to be independent of x and to decrease sufficiently rapidly as |r| increases.

For the nonlinear term in Eq. (1.40), one can use property (1.5) and the definition of N̂Ll (1.37)

to obtain

− Pil(k)
〈
N̂∗Ll(k)ûLj(k)

〉
= iPil(k)km

∫∫∫
〈û∗Ll(q)û∗Lm(k − q)ûLj(k)〉 d3q (1.43)

and then by Eq. (1.13)

− Pil(k)
〈
N̂∗Ll(k)ûLj(k)

〉
= iPil(k)km

(L
π

)3 ∫∫∫ ˆ̂
SLljm(k, q − k) d3q (1.44)

where ˆ̂
SLljm is the double Fourier transform of the third-order three-point correlation

Sljm(r, r′) =
〈
ul(x)uj(x + r)um(x + r′)

〉
. (1.45)

Equation (1.40) can thus be rewritten as〈
∂û∗Li(k)
∂t

ûLj(k)
〉

= iPil(k)km
(L
π

)3 ∫∫∫ ˆ̂
SLljm(k, q − k) d3q

−νk2
(L
π

)3
R̂Lij(k) +

(L
π

)3
Pil(k)φ̂Llj(k).

(1.46)

The expression of 〈û∗Li∂ûLj/∂t〉 can be computed in a similar way, leading to〈
û∗Li(k)∂ûLj(k)

∂t

〉
= −iPjl(k)km

(L
π

)3 ∫∫∫ ˆ̂
SLilm(q,k − q) d3q

−νk2
(L
π

)3
R̂Lij(k) +

(L
π

)3
Pjl(k)φ̂∗Lli(k).

(1.47)

Summing Eqs. (1.46) and (1.47), using Eq. (1.39), eliminating (L/π)3, and in the limit of

infinitely large L, one finally obtains Craya’s equation:

∂R̂ij
∂t

= Tij − 2νk2R̂ij + Φ̂ij (1.48)

where

Tij(k) = ikm
[
−Pjl(k)

∫∫∫
ˆ̂
SLilm(q,k − q) d3q + Pil(k)

∫∫∫
ˆ̂
Sljm(k, q − k) d3q

]
(1.49)

and

Φ̂ij(k) = Pil(k)φ̂Llj(k) + Pjl(k)φ̂∗Lli(k). (1.50)
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The evolution equation of the energy spectral density can be computed by taking half the

trace of Craya’s equation (1.48),

∂e(k)
∂t

= T (k)− 2νk2e(k) + Φ̂(k) (1.51)

where the nonlinear term, after some manipulations, is equal to

T (k) = km=
∫∫∫

ˆ̂
Siim(q,k − q) d3q (1.52)

and

Φ̂(k) = <φ̂ii(k) (1.53)

is the transform of the even part of φii, i.e.

Φ(r) = 1
2 (φii(r) + φii(−r)) (1.54)

which is also equal to 〈Fi(x) (ui(x + r) + ui(x− r))〉 /2.

Integrating Eq. (1.51) over a sphere of radius k and using the definition of E(k) (1.26) leads

to the well-known Lin’s equation

∂E(k)
∂t

= TE(k)− 2νk2E(k) + Φ̂E(k) (1.55)

where

TE(k) =
∫
T (k)δ(|k| − k) dk (1.56)

and

Φ̂E(k) =
∫

Φ̂(k)δ(|k| − k) dk. (1.57)

Under the hypothesis of statistical isotropy, e(k) depends only on the modulus k of the

wavevector, and thus Eq. (1.26) leads to E(k) = 4πk2e(k). Then, Eq. (1.55) can be trivially

obtained by multiplying Eq. (1.51) by 4πk2.

Integrate over all wavevectors the evolution equation of the energy spectral density, Eq. (1.51),

and use Eq. (1.25) to obtain

d

dt

〈uiui〉
2 =

∫
T (k) dk − 2ν

∫
k2e(k) dk +

∫
Φ̂(k) dk. (1.58)

By comparison with the energy balance equation (1.29) and using the definition of dissipa-

tion (1.30), since Eqs. (1.29) and (1.58) must be verified for an arbitrary positive value of ν and

for an arbitrary external force, one also obtains

ε = 2ν
∫
k2e(k) dk, (1.59)
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φinj =
∫

Φ̂(k) dk, (1.60)

and ∫
T (k) dk = 0. (1.61)

As for the nonlinear term T (k) in the energy spectral density equation (1.51), one can

prove through a direct computation that energy is also conserved within every nonlinear triadic

interaction. In other words, the Fourier transform of the third-order moment Sijl appearing in

the definition of T (k) (1.52) satisfies

km= ˆ̂
Siim(q,k − q) + km= ˆ̂

Siim(k − q, q)+ (1.62)

qm= ˆ̂
Siim(k, q − k) + qm= ˆ̂

Siim(q − k,k)+ (1.63)

(km − qm)= ˆ̂
Siim(k,−q) + (km − qm)= ˆ̂

Siim(−q,k) = 0. (1.64)

1.1.4 Helicity

In physical space, helicity density is the scalar product between velocity u and vorticity ω = ∇× u,

i.e. uiωi. Exactly like energy, its integral is an inviscid invariant [54, 55], even in the presence of

background rotation. The mean helicity balance equation can be computed from the momentum

equation (1.27) and by using statistical homogeneity as

d

dt
〈uiωi〉 = −εh + φh (1.65)

where

εh = −2ν
〈
ω · ∇2u

〉
(1.66)

is the mean helicity viscous dissipation rate and

φh = 2 〈ω · F 〉 (1.67)

is the mean helicity injection rate.

We call h(k) the Fourier transform of the velocity-vorticity correlation 〈ui(x)ωi(x + r)〉

(which by homogeneity is independent of x),

h(k) = 1
(2π)3

∫∫∫
〈ui(x)ωi(x + r)〉 e−ik·rd3r. (1.68)

Therefore, by the Fourier inversion theorem

〈ui(x)ωi(x + r)〉 =
∫∫∫

h(k)eik·rd3k (1.69)
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and setting r = 0 one finds that
∫
h(k) dk equals the mean helicity. Thus, h(k) represents the

helicity contents at wavevector k. The helicity spectrum is obtained by integrating h(k) over a

sphere of radius k,

H(k) =
∫
h(k)δ(|k| − k) dk (1.70)

and represents the helicity contents of all wavevectors with modulus k. Since vorticity is a

pseudo-vector, helicity is a pseudoscalar quantity, e.g. it changes sign under a reflection, or

by shifting from a right-handed frame to a left-handed frame, or by inverting all the axes of

the coordinate system. Therefore, any turbulent flow with non-vanishing mean helicity lacks

mirror-symmetry.

From definition (1.68), shifting to finite-range integrals and using Eq. (1.10)

hL(k)
(L
π

)3
= 〈û∗Li(k)ω̂Li(k)〉 , (1.71)

so that h(k) can also be computed as the limit of velocity-vorticity transforms correlation as

L → ∞. Similarly, for the energy spectral density

eL(k)
(L
π

)3
= 1

2 〈û
∗
Li(k)ûLi(k)〉 . (1.72)

Equation (1.71), together with the definition of vorticity and property (1.3), leads to

hL(k)
(L
π

)3
= iεilmkl 〈û∗Li(k)ûLm(k)〉 (1.73)

(εijk is the alternating Levi-Civita tensor), and using the Schwarz inequality |hL(k)| (L/π)3 ≤

k 〈û∗Li(k)ûLi(k)〉. Thus, by comparison with Eq. (1.72) and in the limit of infinitely large L, one

obtains the realizability condition

|h(k)| ≤ 2ke(k). (1.74)

Therefore, we define the relative helicity as Hrel = HLh/K where H =
∫
h(k) dk is the mean

helicity, K =
∫
e(k) dk is the turbulent kinetic energy and Lh is a modified lengthscale (different

from the integral lengthscale), defined from the spherically integrated kinetic energy spectrum

as

Lh = 1
2

∫
E(k) dk∫
kE(k) dk (1.75)

so that, from the above inequality, Hrel ≤ 1.

We want to express now h(k) in terms of the components of the velocity spectral tensor R̂ij .

From Eq. (1.73) and recalling Eq. (1.38),

h(k) = iεilmklR̂im. (1.76)
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Furthermore, h(k) can be expressed as a function of the imaginary part of Φ12(k) only, where Φ12

is the off-diagonal component of the spectral velocity tensor R̂ij in Craya frame (see Eq. (1.21)),

h(k) = ik
(
Φ12∗(k)− Φ12(k)

)
= 2k=Φ12(k). (1.77)

The evolution equation of the helicity spectral density can be computed from the momentum

equation in Fourier space (1.36), after shifting to finite-range integrals through Eq. (1.73):

∂h(k)
∂t

= Th(k)− 2νk2h(k) + Φ̂h(k) (1.78)

where

Th(k) = 2εilmkjkl<
∫∫∫

ˆ̂
Simj(q,k − q) d3q (1.79)

and

Φ̂h(k) = −2εilmkl=φ̂im. (1.80)

Finally, with a procedure similar to the one used in section 1.1.3 for energy, one can prove

that helicity is conserved within every nonlinear triadic interaction.

1.1.5 Anisotropy in two-point statistics

The characterisation of anisotropy in homogeneous turbulence addresses a two-fold question.

First, what physical quantities are suitable to qualitatively detect isotropy breaking in turbu-

lence subject to external distorsions such as solid body rotation, density gradient, mean shear,

etc.? Second, how does one quantify and compare the level of anisotropy? One therefore

needs a relevant characterisation of this anisotropy, and several choices are possible. For ex-

ample, one can compute the normalized anisotropic part of the Reynolds stress tensor Rij as

bij = Rij/Rkk − δij/3. If the off-diagonal components of bij are not zero the flow is anisotropic,

but these quantities only represent anisotropy from a global point of view—mostly related to

the large scales. A widely adopted characterisation of anisotropy based on bij is the method

proposed by Lumley & Newman (1977) [48] which consists in identifying the dominant struc-

ture of the flow from the position of the second and third invariants (I2,I3) of bij within the

so-called Lumley triangle. This tells if the flow structure is mostly 2-component axisymmetric,

1-component, or isotropic, depending on the closeness of the (I2,I3) point to one of the vertices

of the triangle. However, useful as this simple method may be, it does not tell which scales are

most anisotropic. A refined picture is for instance required for rotating turbulence in which one

has to identify isotropic and anisotropic subranges at different length scales.
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We therefore introduce hereafter a scale-by-scale evaluation of anisotropy in two-point statis-

tics through a modal decomposition of the velocity spectral tensor R̂ij . This description is suit-

able for a wide range of anisotropic flows, such as turbulence subject to solid body rotation,

stratified turbulence, flows subject to axisymmetric contractions or expansions or magneto-

hydrodynamic turbulence for a conducting fluid subject to an external magnetic field of fixed

orientation. Non axisymmetric cases are more complex and only a few studies have been devoted

to their statistical description (for instance in [44]).

1.1.6 Modal decomposition of the velocity spectral tensor

From Eq. (1.21), R̂ij can be rewritten as [17, 73]

R̂ij(k) = e(k)Pij(k) + < (z(k)Ni(k)Nj(k)) + iεijl
kl

2k2h(k) (1.81)

where N (k) = e(2)(k)− ie(1)(k) are helical modes [81]. The decomposition (1.81) displays three

important spectral functions which characterize fully the second-order velocity correlations of

the flow and carry useful physical meaning about the flow structure at different scales [17, 25, 73]:

1. The energy spectral density e(k), already introduced in section 1.1.2. If energy is con-

centrated in modes corresponding to wavevectors close to the plane k · n = 0, the flow

is almost bidimensional, while energy concentrated in wavevectors close to n indicates a

trend towards a vertically-sheared horizontal flow.

2. The helicity spectral density h(k), introduced in section 1.1.4. The helicity contribution

in Eq. (1.81) is imaginary and antisymmetric.

3. Finally, the complex-valued function

z(k) =
(
Φ2(k)− Φ1(k)

)
/2 + i<Φ12(k) (1.82)

is the polarization spectral density and contains information on the structure of the flow

at different scales. Consider for instance a shell of radius k in spectral space in which

the wavevectors closer to the horizontal plane k3 = 0 hold much more energy than the

others (which is the case of strongly rotating turbulence if Ω is parallel to the x3 axis).

In this special case, if the real part of polarization is mostly dominated by the poloidal

spectral energy Φ2, the corresponding flow structure at the scale 1/k is characterized by

axial velocity, or “jetal” structures, whereas if Φ1 prevails, axial vorticity is more important
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and the flow displays “vortical” structures. Detailed comments about the role of z(k) in

rotating turbulence or MHD turbulence can be found in [17, 25, 27].

In Chapter 3 we show normalized integrated spectra of the real part of z(k),

<Z(k)/E(k) = (Epol(k)− Etor(k))/E(k), where Epol(k) =
∫

Φ2(k)δ(|k| − k) dk and

Etor(k) =
∫

Φ1(k)δ(|k| − k) dk are the poloidal and the toroidal energy spectra, respec-

tively.

In the above decomposition (1.81) we have retained the general k dependence. Furthermore,

one can use axisymmetry to consider only the dependence of the spectra upon the axial and

horizontal components of the wavevector k (see for instance [32]), or upon the wavenumber k

and the polar orientation θ of k with respect to the axis of symmetry [16, 34].

We also recall here the fact that the anisotropy tensor bij , which carries a rough anisotropic

information, can be split as bij = b
(e)
ij + b

(z)
ij + b

(h)
ij into more informative contributions brought

up by integrating the spectra:

b
(e)
ij = 1

〈ukuk〉

∫∫∫ [
e(k)− E(k)/(4πk2)

]
Pijd

3k

b
(z)
ij = 1

〈ukuk〉

∫∫∫
< [z(k)Ni(k)Nj(k)] d3k

b
(h)
ij = 1

〈ukuk〉

∫∫∫
ih(k)εijl

kl
2k2d

3k

= 1
〈ukuk〉

∫∫∫
iH(k)
4πk2 εijl

kl
2k2d

3k + 1
〈ukuk〉

∫∫∫
i
[
h(k)− H(k)

4πk2

]
εijl

kl
2k2d

3k.

For instance, in exactly isotropic mirror-symmetric three-dimensional turbulence, bij = b
(e)
ij =

b
(z)
ij = b

(h)
ij = 0, whereas two-dimensional turbulence (for which helicity is identically zero) with

only two components of velocity in the plane (1,2) is characterized as the departure from 3D

isotropy by b33 = −1/3, b(e)33 = 1/6 and b(z)33 = −1/2 [17]. Thus the e, z, h-related contributions

to the deviatoric tensor bij provide useful quantitative indicators about anisotropic trends in

the flow, but retaining the spectral information permits to qualify the flow structure in a scale-

dependent way.

Finally note that in the following chapters we will focus on directional and polarization

anisotropy, and the word “anisotropic” will refer to any isotropy breaking but mirror-symmetry

breaking.
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1.2 Separation-space view

The quantities presented in the previous section, and the related results obtained with spectral

analysis for homogeneous turbulence, have their counterparts in the space of separation vectors

in physical space. In this section we only derive the equivalent of the energy spectral density

equation, i.e. the Kármán-Howarth-Monin equation, highlight the relationship between the two,

and finally recall the exact four-thirds Kolmogorov law.

1.2.1 Kármán-Howarth-Monin equation

The Kármán-Howarth-Monin equation [28] is the evolution equation of half the two-point ve-

locity correlation

R(r) = 〈ui(x)ui(x + r)〉 , (1.83)

i.e. half the trace of the velocity correlation tensor Rij(r) introduced in section 1.1.2. Again,

the general external force Fi possibly includes the Coriolis force (if a rotating frame is considered

and P includes the centrifugal contribution) or of an artificial numerical forcing. Here we denote

x′ the variable x + r, such that ∂/∂x′i = ∂/∂xi at constant r, ∂/∂x′i = ∂/∂ri at constant x and

∂/∂ri = −∂/∂xi at constant x′. Multiplying the momentum equation (1.27) by ui(x′) and

ensemble averaging, one obtains〈
ui(x′)

∂ui(x)
∂t

〉
= −

〈
ui(x′)

∂

∂xl
(ui(x)ul(x))

〉
−
〈
ui(x′)

∂P (x)
∂xi

〉
+ν

〈
ui(x′)

∂2ui(x)
∂xl∂xl

〉
+
〈
ui(x′)Fi(x)

〉
.

(1.84)

Using incompressibility and homogeneity the pressure term vanishes, and therefore, after some

manipulations,〈
ui(x′)

∂ui(x)
∂t

〉
= ∂

∂rl

〈
ui(x′)ui(x)ul(x)

〉
+ ν

∂2 〈ui(x′)ui(x)〉
∂xl∂xl

+
〈
ui(x′)Fi(x)

〉
. (1.85)

Computing in a similar way the contribution of 〈ui(x)∂ui(x′)/∂t〉, summing the result to the

last equation and dividing by 2

1
2
∂

∂t
R(r) = 1

2

(
∂

∂rl

〈
ui(x′)ui(x)ul(x)

〉
− ∂

∂rm

〈
ui(x)ui(x′)um(x′)

〉)
+ν ∂2

∂rl∂rl
R(r) + 1

2 (φii(r) + φii(−r)) .
(1.86)

We recall that φij = 〈Fi(x)uj(x + r)〉 has already been introduced in section 1.1.3 (Eq. (1.42)).

Using homogeneity and incompressibility, the nonlinear term can be shown to be equal to the
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divergence (in separation space) of the third-order vector moment

Fi(r) = 〈δuiδujδuj〉 (1.87)

where δui = ui(x′)− ui(x). Therefore Eq. (1.86) becomes

1
2
∂

∂t
R = 1

4∇ ·F + ν∇2R+ Φ (1.88)

which is referred to as Kármán-Howarth-Monin equation [28, 58]. Φ(r) is the even part of

φii(r) and has already been defined in section 1.1.3, see Eq. (1.54). Note that only forces that

produce work, i.e. when the force-velocity correlation is non-vanishing, can have a non-vanishing

contribution Φ in Eq. (1.88). This is not the case of the Coriolis force, as explained in section 1.3.

If r = 0 the velocity correlation R becomes the mean kinetic energy and the Kármán-

Howarth-Monin equation becomes the energy balance equation, similarly to the energy spectral

density equation after integration over all wavevectors (see section 1.1.3). Furthermore, since

Eq. (1.29) and Eq. (1.88) for r = 0 must be verified for an arbitrary positive value of ν and for an

arbitrary external force Fi, using a procedure similar to the one used to obtain Eqs. (1.59)-(1.61),[
ν∇2R

]
r=0

= −ε (1.89)

Φ(r = 0) = φinj (1.90)

[∇ ·F ]r=0 = 0. (1.91)

Moreover, since the Fourier transform of 1
2
∂
∂tR(r) is equal to e(k), the transform of any term

in Eq. (1.88) is equal to the corresponding term in Eq. (1.51), i.e. 2k2e, Φ̂ and T are the Fourier

transforms of ∇2R, Φ and 1
4∇ ·F , respectively.

1.2.2 Four-thirds Kolmogorov law

Consider statistically stationary turbulence forced through an external force Fi that does work,

so that at large times the time derivative in the Kármán-Howarth-Monin equation (1.88) van-

ishes. Furthermore, let the kinematic viscosity ν tend to zero, which makes the dissipative term

vanish at any finite scale r = |r|, and then consider infinitely-small scales r = |r| → 0. Under

these assumptions, if the forcing term Φ is continuous in r = 0, it tends to the mean energy

injection rate φinj, which by statistical stationarity and the energy balance equation (1.29) is

equal to the mean energy dissipation rate ε. Therefore Eq. (1.88) leads to

∇ ·F(r, t) = −4ε (1.92)
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[28, 58]. Consider now unforced decaying turbulence, so that the forcing contribution in the

Kármán-Howarth-Monin equation (1.88) vanishes, and let again ν and then r tend to zero.

Under these assumptions[
∂R(r)
∂t

]
r→0

=
[
∂

∂t
〈ui(x)ui(x + r)〉

]
r→0

= 2 ∂
∂t

〈uiui〉
2 (1.93)

which by the energy balance equation (1.29), in the absence of an external force that produces

work, is equal to −2ε. Therefore, from the Kármán-Howarth-Monin equation (1.88) one obtains

the inertial relation (1.92) again.

In homogeneous turbulence experiments or numerical simulations, if the viscosity is small

enough and if the possible external force is smooth enough, there exists a range of scales much

greater than the dissipative scale η and much smaller than the integral lengthscale. In this

range, which is referred to as inertial range, ν∇2R ≈ 0 and Φ (in the case of statistically

stationary forced turbulence) or −1/2∂R/∂t (in the case of decaying unforced turbulence) is

approximately equal to ε, so that the inertial relation (1.92) is expected to be approximately

verified. For example, in the following chapters we will analyze spectral simulations forced

through large-scale spectral forcing, in which φ̂ij vanishes for wavevectors with modulus greater

than a relatively small wavenumber kF , i.e. the working external force acts only at “large scales”.

Then, since the viscosity is small, we are able to consider a range of scales in which −1/4∇ ·F

is almost constant and close to ε.

Note that in the derivation of the inertial relation (1.92) we did not assume isotropy.

Under the isotropy assumption the third-order vector moment depends only on the modulus

of the separation vector r (in addition to time), and only its radial (parallel to r) compo-

nent Fr = 〈δurδuiδui〉, where δur = δuiri/
√
rjrj , is non-zero. Then, if the flow is statistically

isotropic, one can integrate the inertial relation (1.92) over a full sphere of radius r and use the

divergence theorem to find the well-known four-thirds Kolmogorov law,

Fr =< δurδuiδui >= −4
3εr (1.94)

[4]. An equivalent form for the above relation is

< δu3
r >= −4

5εr (1.95)

[39], which is referred to as four-fifths Kolmogorov law.
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1.3 Rotating turbulence

Rotating turbulence is relevant in many contexts, for instance astrophysical, geophysical and

industrial flows, or academic configurations such as the von Kármán-forced turbulence (see

Chapter 5). We will focus here on homogeneous rotating turbulence. The rotation rate vector Ω

introduces a preferential direction, which is assumed here to be parallel to the x3 (“vertical”) axis

without loss of generality. The flow is statistically axisymmetric about this axis. It is nowadays

commonly admitted that background rotation introduces significant anisotropy in the turbulent

dynamics through both linear and nonlinear mechanisms [17, 24, 33, 81]. For example, even if the

Coriolis force gives rise to no production term in the energy spectral density equation (as shown

below), when rotation is strong enough the spectral energy transfer is anisotropic [17]. Because

of this, energy is concentrated in modes corresponding to wavevectors close to the (x1, x2) plane,

which is the plane normal to the rotation rate vector Ω, and the flow is almost bidimensional (but

3-component). In physical space, this trend towards bidimensionalization manifests through the

presence of structures elongated along the direction of rotation (“columnar” structures), see e.g.

[23, 56, 75, 83, 86]. Also, the pdf of the axial component of the vorticity is asymmetric, and

in particular its skewness is positive, which is referred to as cyclone-anticyclone asymmetry, see

e.g. [7, 29, 36, 59, 60, 78].

In this section, we present the main features of homogeneous rotating turbulence. There-

fore, writing the momentum equation (1.27) in a rotating frame, and including the centrifugal

contribution in the pressure gradient, the Coriolis force

FCi = −2εijlΩjul (1.96)

(or F C = −2Ω× u) appears explicitly:

∂

∂t
ui + ∂

∂xl
(uiul) = − ∂

∂xi
P + ν

∂2

∂xl∂xl
ui − 2εijlΩjul + Fi (1.97)

or in spectral space

∂

∂t
ûLi = −PilN̂Ll − νk2ûLi − 2PilεljmΩj ûLm + PilF̂Ll. (1.98)

Since the scalar triple product uiεijlΩjul is identically zero, the contribution of the Coriolis force

in the energy balance equation vanishes, i.e. the Coriolis force does no work, see Eqs. (1.29) and

(1.31). Using Eqs. (1.41), (1.50) and (1.96), the contribution of the Coriolis force in the Craya

equation, Eq. (1.48), is equal to

Φ̂Cij = −2εlmnΩm

(
PilR̂nj + PjlR̂in

)
. (1.99)
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However, as expected, its contribution in the evolution equation of the energy spectral density

(Eq. (1.51)) vanishes. This can easily be proved by contracting Eq. (1.99) and again noticing

that uiεijlΩjul = 0.

Similar considerations apply to the contribution of the Coriolis force in the evolution equa-

tions of global helicity and helicity spectral density, since using Eqs. (1.41) and (1.96) and after

some manipulations, Φ̂h (defined in Eq. (1.80)) vanishes too.

Since the Kármán-Howarth-Monin equation (1.88) is the Fourier transform of the energy

spectral density equation, the contribution of the Coriolis force to the time derivative of R(r)

must vanish. As a consequence the inertial relation (1.92) does not change in rotating turbulence.

Of course the four-thirds and four-fifths laws, Eqs. (1.94) and (1.95), which require isotropy, are

no longer valid in the presence of a background rotation.

Note that, even if the possible rotation rate Ω does not appear in the evolution equations of

energy, helicity and velocity correlation, Eqs. (1.51), (1.78) and (1.88), the third-order moments

T (k), Th(k) and F(r) (and its divergence ∇·F) depend on the rotation rate too, and therefore

e(k), h(k) and R(r) are expected to be anisotropic in general.

Nevertheless, under the usual assumptions of vanishing viscosity and infinitely small scales

the inertial relation Eq. (1.92) is recovered again starting from the Kármán-Howarth-Monin

equation, which means that ∇·F is asymptotically constant and thus isotropic, but F does not

need to be.

1.3.1 Dimensional analysis

Homogeneous rotating turbulence is characterized by four independent dimensional parameters:

viscosity ν, a large-scale characteristic velocity U [e.g. the root-mean-square (r.m.s.) velocity],

a large-scale characteristic lengthscale L (e.g. the integral scale), and the rotation rate Ω. In

general, the dissipation ε represents a further degree of freedom, but we assume that it scales as

U3/L at high Reynolds numbers. This assumption has been extensively investigated in isotropic

turbulence. A precise scaling law for Cε = ε/(U3L) has been obtained for non-equilibrium (e.g.

decaying) turbulence (see [79] for a review). For forced turbulence Cε has been found to be

constant and independent of the forcing scheme and the forcing wavenumber, even if turbulence

is quasi-periodic and time averages are considered [12, 35].

In addition to the above mentioned dimensional parameters, the flow regime also depends on

the initial velocity field (in the case of unforced decaying turbulence) or the energy production

mechanism (in the case of statistically stationary forced turbulence). If the initial velocity field
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and the working external force are not taken into account, the flow regime can be characterized

by two independent non-dimensional parameters. One possible choice is the Reynolds number

ReL = UL/ν and the macro-Rossby number RoL = U/(2ΩL). The micro-Rossby number is

defined as Roω = ω′/(2Ω) [17, 56], where ω′ is the r.m.s. vorticity. The macro- and the micro-

Rossby numbers quantify the relative importance of advection with respect to the rotation rate.

In particular, they can be obtained by comparing the nonlinear term in the momentum equation

(1.97) with the Coriolis force 2εijlΩjul, the difference between RoL and Roω being the choice of

the relevant scales.

In addition to L, three relevant lengthscales can be defined: (i) the Kolmogorov scale

η = (ν3/ε)1/4; (ii) the Zeman scale [82, 88] at which the inertial timescale (r2/ε)1/3 equals the

rotation timescale 1/Ω, rΩ =
√
ε/(2Ω)3; (iii) the scale at which the dissipative timescale r2/ν

equals the rotation timescale, rΩd =
√
ν/(2Ω). From the above definitions of η and rΩ, one can

obtain rΩd = r
1/3
Ω η2/3. Therefore, an alternative choice for the independent parameters may

be two characteristic lengthscale ratios, e.g. L/η and rΩ/L. Furthermore, if one assumes that

ε ∼ U3/L, the ratio of the integral scale to the Kolmogorov scale and the ratio of the Zeman scale

to the integral scale are linked to ReL and RoL: L/η ∼ ReL3/4 and rΩ/L ∼ RoL3/2. Similarly,

assuming ω′ ∼ ν/η2 one finds Roω ∼ (rΩ/η)2/3, and ε ∼ U3/L also leads to Roω ∼ (ReL)1/2RoL.

Note that Roω (or the equivalent parameters rΩ/η and ReLRoL2) does not depend on large-

scale characteristic quantities such as the integral lengthscale or the r.m.s. velocity. It is indeed

the only nondimensional parameter that arises from dimensional analysis if only ε, ν and Ω are

considered.

If ν tends to zero (and the Reynolds number tends to infinity), both η and rΩd tend to zero.

Then, if the integral lengthscale L tends to infinity, the only relevant characteristic lengthscale is

rΩ. Therefore, in the asymptotically inviscid limit, classical dimensional arguments [25, 53, 88]

support the following phenomenology: scales much larger than rΩ are mainly affected by rotation

while scales much smaller than rΩ are dominated by the nonlinear dynamics and are expected to

return to isotropy. In the following chapters we will refer to characteristic wavenumbers instead

of lengthscales: kη = 1/η, kΩ = 1/rΩ and kΩd = 1/rΩd. If the rotation rate is not too large

kη > kΩd > kΩ. Figure 1.2 displays the relative importance of rotation, inertia and dissipation

in every range. On the contrary, if Ω is too strong both kΩ and kΩd become larger than kη, and

rotation dominates at any scale larger than η.
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Figure 1.2: Characteristic wavenumbers in rotating turbulence.

1.3.2 Inertial theory in rotating turbulence

Since in homogeneous rotating turbulence the flow is statistically axisymmetric about the rota-

tion axis, the third-order vector moment F depends on both the modulus of r and the polar

angle between r and Ω, but not on the azimuthal angle ϕ, and is not radial in general. Under

some additional assumptions with respect to the isotropic case, Galtier [30, 31] derived an in-

ertial law for F valid in rotating turbulence with large rotation rate. We briefly illustrate here

this theory.

We denote θ the angle between the separation vector r and Ω. ρ = r sin θ, ϕ and ζ = r cos θ

are the components of the separation vector in the cylindrical frame (ρ, ϕ, ζ) with the axis ζ

parallel to Ω. The key assumption of Galtier’s theory is F to be tangent to the revolution

surface Sr obtained by rotating the curve

ζ = ρ0

(
ρ

ρ0

)n
(1.100)

in the ρ − ζ plane about the ζ axis. This relation represents a general power-law dependence

between ζ and ρ, where the exponent n is to be determined. Note that, given n, for any point

in the separation space there exists a value of ρ0 such that this point belongs to a revolution

surface corresponding to Eq. (1.100). The unit vector tangent to the curve (1.100) is

eT =

(
1, n (ρ/ρ0)n−1

)
√

1 + n2 (ρ/ρ0)2(n−1)
(1.101)

which can be recast as

eT = (1, nζ/ρ)√
1 + n2ζ2/ρ2 . (1.102)

34



(a) (b)

Figure 1.3: Sphere (a) and truncated revolution surface (b) in separation space.

The above assumption corresponds to Fp ‖ eT , where Fp is the vector projection of F onto the

plane (ρ, ζ). In the isotropic case F is radial and the four-thirds law (1.94) can be obtained by

integrating the inertial relation (1.92) over a full sphere before using the divergence theorem (see

section 1.2.2). We want now to integrate Eq. (1.92) over the surface Sr truncated at a generic

height ζt. Figure 1.3 displays the integration regions for both the isotropic and axisymmetric

cases. The reason of doing so is that, because of axisymmetry, the integral of |Fp| over the

truncation circle can easily be computed, and a simple expression of Fp can be found again.

Consider then two revolution surfaces truncated at the same ordinate ζt, but corresponding

to different values of ρ0, meaning that their abscissas ρ1 and ρ2 at ζ = ζt are different, say

ρ2 > ρ1. The volume in between can be computed as

∆V = nπ

n+ 2ζt
(
ρ2

2 − ρ2
1

)
. (1.103)

Therefore, integration of the inertial relation (1.92) over ∆V leads to∫
St

F · n dSt = −4ε nπ

n+ 2ζt
(
ρ2

2 − ρ2
1

)
(1.104)

where n is the vertical unit vector bearing the axis of symmetry and St is the horizontal trun-

cation surface between the two truncation circles. Note that the azimuthal component of F is

irrelevant here, since because of axisymmetry it is constant with respect to ϕ and thus it has

no contribution in the divergence term of the inertial relation (1.92). Now, letting ρ2 → ρ1 = ρ,

Eq. (1.104) becomes

F · n2πρdρ = −4ε nπ

n+ 2ζt2ρdρ, (1.105)

and using the fact that Fp is parallel to eT , Eq. (1.102), one finally obtains

Fp = −f(θ)ερeT (1.106)
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Figure 1.4: Plot of g(θ) as defined by Eq. (1.109).

where

f(θ) = 4
(
1 + n2 cot2 θ

)1/2
n+ 2 (1.107)

or, equivalently,

Fp = −g(θ)εreT (1.108)

where

g(θ) = 4
(
sin2 θ + n2 cos2 θ

)1/2
n+ 2 . (1.109)

The value of n can be estimated—under some assumptions—through dimensional analysis,

leading to n = 4/3. For details about this result we refer to [30]. g(θ) is plotted for n = 4/3

in Fig. 1.4, which shows that the modulus of F is greater for small θ (i.e. separation vectors

closer to Ω) with respect to large θ (i.e. separation vectors closer to the horizontal plane).
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Chapter 2

Numerical tools

In this chapter the adopted numerical approach is described. First, we introduce the pseudo-

spectral method, and present the numerical algorithm used in our simulations and the penaliza-

tion scheme used for the treatment of boundary conditions in the confined simulations. Then

we describe in detail the computation of the statistics used in the following chapters to detect

anisotropy in both spectral and separation spaces, and the implementation of two large-scale

spectral forcing schemes, the ABC and the non-helical and helical Euler forcings.

2.1 Numerical approach

2.1.1 Turbulence in a periodic domain

Classical Fourier-spectral algorithms (see e.g. [66]) solve the Navier-Stokes equations in a three-

dimensional cube C in physical space with periodic boundary conditions. If the cube is large

enough with respect to the integral lengthscale and the flow is homogeneous in the cube, its

features are similar to ideal homogeneous turbulence ones. For the sake of simplicity let the size

of C be 2π. The periodic velocity field u(x) can be expanded as an infinite Fourier series,

u(x) =
∑

k

û(k)eik·x, (2.1)

where now k represents discrete wavevectors with integer components and

û(k) = 1
(2π)3

∫
C

u(x)e−ik·xdx (2.2)

is the Fourier coefficient of u(x) corresponding to wavevector k. It is easy to prove that, since the

velocity field is periodic, its Fourier coefficient û(k) is equal to its finite-range integral transform
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multiplied by (π/L)3 in the limit of infinitely large L or if L is equal to an integer multiple of

π, compare the definition of the finite-range Fourier transform (1.32) and the definition of the

Fourier coefficient (2.2).

Note that all the results presented in section 1.1 are still valid if Fourier integral transforms

are replaced by Fourier discrete transforms and integrals in spectral space are replaced by sum-

mations over discrete wavevectors. Furthermore, û(k) can be projected onto Craya-Herring

frame (see section 1.1.2),

û(k) = u(1)(k)e(1)(k) + u(2)(k)e(2)(k) (2.3)

with no component of û along e(3) because of the incompressibility condition k·û(k) = 0. Rij(r)

is periodic too, and the tensor R̂ij(k) = 〈û∗i (k)ûj(k)〉 represents its Fourier coefficients. The

decomposition developed in section 1.1.6 for R̂ij may be repeated here with no formal difference.

In addition, the spectral densities appearing in Eq. (1.81) are now directly linked to û(k), i.e.

e(k) = 1
2〈û

∗(k) · û(k)〉, (2.4)

h(k) = 〈û∗(k) · ω̂(k)〉, (2.5)

z(k) = 1
2〈u

(2)∗(k)u(2)(k)− u(1)∗(k)u(1)(k)〉+ i〈<u(1)(k)<u(2)(k) + =u(1)(k)=u(2)(k)〉. (2.6)

2.1.2 Numerical algorithm

The pseudo-spectral method [63, 66, 80] is the numerical spectral method we use to solve the

Navier-Stokes equations through direct numerical simulations (DNS). Fourier-spectral methods

consist in approximating u(x) with a truncated series in place of the infinite series (2.1), which

leads to a finite number of degrees of freedom, and solving the momentum equation in Fourier

space
∂ûi
∂t

= −PijN̂j − νk2ûi + PijF̂j (2.7)

(where incompressibility has already been taken into account) for the Fourier coefficients. How-

ever, the transform of the nonlinear term is a convolution product, and therefore, since it is both

nonlinear and nonlocal in spectral space, it requires much computational effort. The pseudo-

spectral method consists in computing the nonlinear term in the physical space, which implies

going back and forth between spectral and physical spaces. In particular the Fourier coefficients

of velocity and its spatial derivatives are inverse Fourier transformed, then the nonlinear term

in physical space is computed over a regular grid through pointwise products, and finally its
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(a) (b)

Figure 2.1: Energy spectra of statistically stationary forced turbulence computed through 643

resolution runs, with (a) kmaxη = 1.2 and (b) kmaxη = 0.1. kF is the forcing wavenumber.

discrete transform is performed and is projected onto planes normal to wavevectors in order to

take into account incompressibility. Since for the transforms the fast Fourier transform (FFT)

algorithm is used, which strongly reduces the required computational effort, the pseudo-spectral

method results to be suitable for unconfined turbulence simulations.

In our simulations the rotational form for the nonlinear term, N = ω × u, is used. We

also adopt the 2/3-rule for dealiasing and the third-order Adams-Bashforth (explicit multistep)

scheme for time marching.

The viscous term is treated exactly and implicitly by a change of variables before time

advancing. This is possible because multiplying the momentum equation (2.7) by e−νk2t leads

to

e−νk2t∂ûi
∂t

= −e−νk2tPijN̂j − e−νk2tνk2ûi + e−νk2tPijF̂j , (2.8)

so that
∂v̂i
∂t

= −e−νk2tPijN̂j + e−νk2tPijF̂j (2.9)

where v̂i = e−νk2tûi.

The criterion we use to check that we achieve good resolution is setting the simulation pa-

rameters such that kmaxη ≥ 1.2 (see [26] for details about the effect of the grid resolution on

numerical computations). kmax is the maximum wavenumber after dealiasing, i.e. kmax = n/3,

where n is the number of points used to discretize the periodic domain in each direction. When

kmaxη is too low, the effect of spectral truncation is also evident in energy spectra. Figure 2.1

displays the energy spectra of two 643 resolution statistically stationary forced simulations, cor-

responding to kmaxη = 1.2 and kmaxη = 0.1 respectively. In the poor resolution run, Fig. 2.1(b),
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a thermalised range appears at large wavenumbers. In this range wavevectors statistically hold

the same amount of energy and thus E(k) ∼ k2. For thermalization in spectrally truncated

Euler flows see [11, 20, 42].

2.1.3 Treatment of boundary conditions

In addition to unconfined (periodic domain) simulations, we also perform confined simulations of

the von Kármán flow (see Chapter 5) by coupling the pseudo-spectral algorithm to an immersed

boundary method, in particular a volume penalization method. This penalization method was

developed by Kolomenskiy et al. [41] and implemented by Jause-Labert et al. [15], and is briefly

described in this section.

Immersed boundary methods [64, 65] consist in treating the boundary conditions, e.g. the

presence of solid bodies, by means of an additional “penalty” term in the equations. The main

advantage of this approach is that the mesh does not need to fit the solid walls, so that the flow

can be computed in rather complex domains with relative ease. However, when an immersed

boundary method is used in a spectral code, spectral accuracy is lost.

In the case of a penalization method [5], a penalty force of the form

F = − 1
µ
χ (u− uS) (2.10)

is added in the momentum equation. µ is the penalization parameter, uS(x, t) is a prescribed

velocity field which equals the boundary condition for u in the solid part S of the domain, and

χ(x, t) is a mask function defined as

χ(x, t) =


1, if x ∈ S

0, otherwise.
(2.11)

On one hand, F vanishes in the flow region, and therefore the original momentum equation is

recovered. On the other hand, in the solid region, it depends on the penalization parameter,

the boundary condition and the velocity field. The solution of the penalized problem has been

proven to converge to the corresponding Navier-Stokes solution with no-slip boundary conditions

and fixed bodies as µ→ 0 [2].

After spectral discretization of the penalized equations, from the momentum equation (2.7)

and the expression of the penalty force (2.10), one obtains

∂ûi
∂t

= −PijN̂j − νk2ûi − Pij
1
µ
χ(uj − uSj)
∧

. (2.12)
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In order to overcome the stability constraint for the time step [41], ∆t < 6
11µ for the third-

order Adams-Bashforth scheme, the penalization term can be treated by the method described

in [41] and tested for the Burgers’ equation, i.e. χ(uj − uSj)
∧

can be estimated at the time step

where the system state is unknown. Of course this makes the scheme implicit, because the

product in physical space between the mask and the velocity becomes a convolution in Fourier

space by property (1.4). However, while in the case of Burgers’ equation one can come back to

an explicit formulation by estimating the penalization term in physical space [41], in the case of

Navier-Stokes equations the presence of the projector operator Pij in Eq. (2.12) does not allow

this.

Our code uses a splitting method to compute the nonlinear and the penalization contributions

to the velocity time-derivative separately, at the cost of an additional round trip between physical

and spectral spaces, see [15] for details about the implementation. As a simple illustration, in

the case of a first-order scheme, this method leads to

ûi(t+ ∆t) = PijFT

FT−1
{
ûj(t)−∆tPjlN̂l(t)

}
+ ∆t

µ χ(t+ ∆t)uSj(t+ ∆t)

1 + ∆t
µ χ(t+ ∆t)

 (2.13)

where FT and FT−1 denote Fourier and inverse Fourier transform, and ∆t is the time step.

2.2 Anisotropy detection

2.2.1 Directional spectra

In the modal decomposition of the velocity spectral tensor, see Eq. (1.81), we have retained the

general k dependence. Under the assumption of axisymmetry one can consider only the depen-

dence of the energy, helicity and polarization spectral densities upon the axial and horizontal

components of the wavevector k (see for instance [32]), or upon the wavenumber k and the polar

orientation θ of k with respect to the axis of symmetry [16, 34]. Therefore, in our analysis of

spectral anisotropy (see Chapter 3), we shall present direction-dependent spectra, discretizing k

between minimal and maximal values set by the computational box size and the resolution, and

considering angular averages of spectra in five angular sectors in the interval θ ∈ [0, π/2], i.e.

[(i − 1)π/10, iπ/10] with i = 1, · · · , 5. We call Ei(k), Hi(k) and <Zi(k) the spectra of energy,

helicity and real part of polarization. They are obtained by summing the corresponding spectral

densities over these sectors, e.g.

Ei(k) = Cki
∑

sector i
shell k

e(k). (2.14)
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Figure 2.2: Angular sectors (left) and corresponding angle-dependent energy spectra for rotating

turbulence (right). kF is the forcing wavenumber.

The factor Cki is the ratio of the shell sector volume to the number of discrete wavevectors in

it (if the size of C is not 2π, one also has to multiply by the wavevectors density in spectral

space), and normalizes the spectra for all angular sectors such that for directionally isotropic

turbulence they collapse onto the corresponding spherically-integrated spectrum, e.g. the Ei(k)

spectra collapse on E(k). Figure 2.2 shows direction-dependent energy spectra for strongly

rotating turbulence together with a representation of the related angular sectors. The limited

number of sectors is imposed by the need of a minimal number of discrete wavevectors in every

sector for achieving decent sample size from DNS data. Even so, in the small wavenumbers,

very few wavevectors lie within the averaging regions.

The energy spectrum is also used to compute the integral lengthscale, defined as the integral

of the longitudinal velocity correlation divided by the mean squared velocity, which under the

isotropy assumption can be shown [49] to be equal to

L = 3
4π
∫
E(k)/k dk∫
E(k) dk . (2.15)

One could estimate L by summations over k-centered shells:

L = 3
4π
∑
E(k)/k∑
E(k) (2.16)

where k are integer values identifying the shells. However, since in general small wavevectors

hold much more energy than large ones, this estimation of L essentially depends on the small

wavenumbers part of the energy spectrum. Therefore, since the integer values k used in Eq. (2.16)

significantly differ from the right wavenumbers at large scales, an error arises. In order to improve

the estimation of L, we compute the average wavenumbers in every shell and use them instead
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of the integer values k. For example, for the spectrum shown in Fig. 2.1(a) Eq. (2.16) leads to

a 20% error with respect to the improved estimation using average wavenumbers.

Using the average values of the wavenumbers for plotting the spectra also improves their

appearance, but the difference is slight.

If a statistically stationary state is reached and velocity decorrelates rapidly in time [49],

ensemble averages can be estimated through time averages. Spectra presented in Chapter 3 are

obtained by time averaging the instantaneous spectra.

2.2.2 Statistics in separation space

We also compute the quantities apearing in the Kármán-Howarth-Monin equation, i.e. R(r),

F(r), ν∇2R(r) and Φ(r), see Eq. (1.88), and plot their distributions in the (ρ-ζ) plane, where

ρ and ζ are the horizontal (normal to x3 axis) and vertical (parallel to x3 axis) components

of r. The considered separation vectors r = x − x′ lie along the four azimuthal directions

ϕ = 0, π/2, π, 3π/4 and are such that |r| ≤ rmax ≤ π (rmax is a suitably defined value) and

such that x and x′ correspond to numerical grid points. For example, in the plane (r2 = 0, r1,

r3 ≥ 0), r = 2π
n [i, 0, k] with i, k = 0, ..., n/2− 1 where n is the numerical resolution.

First, for every separation vector R(r, t) and F(r, t) are directly obtained through averaging

in physical space and possibly by averaging in time. Values corresponding to 5123 equally spaced

nodes in physical space are used to average, independently of the resolution.

Then, ν∇2R(r) is computed through a second-order finite differences Laplace operator over

a five-point stencil in the same nodes where R(r) and F(r) values are available, and ∇·F(r) is

computed through first-order finite differences over a staggered grid. Of course, axisymmetry is

taken into account in the estimation of these quantities. The simplest way to do so is expressing

the Laplacian and divergence operators in the cylindrical frame (ρ,ϕ,ζ):

∇2R = 1
ρ

∂

∂ρ

(
ρ
∂R

∂ρ

)
+ ∂2R

∂ζ2 (2.17)

∇ ·F = 1
ρ

∂

∂ρ
(ρFρ) + ∂Fζ

∂ζ
. (2.18)

Because of axisymmetry the analysis of these quantities can be restricted to the (ρ,ζ) plane

and to positive values of both ρ and ζ. Axial symmetry and the definitions of R and F ,
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Eqs. (1.83) and (1.87), can further be used to obtain the following symmetries:[
∂2m+1

∂θ2m+1R

]
θ=0

=
[
∂2m+1

∂θ2m+1Fr

]
θ=0

=
[
∂2m+1

∂θ2m+1 (∇ ·F)
]
θ=0

= 0

(2.19)[
∂2m

∂θ2mFθ

]
θ=0

=
[
∂2m

∂θ2mFϕ

]
θ=0

= 0

(2.20)[
∂2m+1

∂θ2m+1R

]
θ=π/2

=
[
∂2m+1

∂θ2m+1Fr

]
θ=π/2

=
[
∂2m+1

∂θ2m+1Fϕ

]
θ=π/2

=
[
∂2m+1

∂θ2m+1 (∇ ·F)
]
θ=π/2

= 0

(2.21)[
∂2m

∂θ2mFθ

]
θ=π/2

= 0

(2.22)

for m ≥ 0 (the zero-th order derivatives are included, e.g. Fθ = 0 in θ = 0).

The computations of statistics in separation space have been validated through the isotropic

turbulence relationships [49]

〈δuiδui〉 = 4
∫ (

1− sin kr
kr

)
E(k) dk (2.23)

R = 2
∫ sin kr

kr
E(k) dk (2.24)

〈
ur(x)ur(x′)

〉
= 2

∫ sin kr − kr cos kr
k3r3 E(k) dk (2.25)

and through the Kármán-Howarth-Monin equation (1.88).

2.3 Forcing schemes

When performing direct numerical simulations of homogeneous turbulence, one would like to

force turbulence for two reasons. First, it permits to reach higher Reynolds numbers than in

freely decaying turbulence. Second, under some assumptions [49], statistics can be obtained

with time-averaging rather than ensemble averaging, which would be very costly considering the

fact that refined statistics require a large number of samples. Also, forcing turbulence can be

useful to represent—through a model force—the effect of forcing mechanisms in more complex

turbulent flows, and to reproduce, without simulating complete complex systems, situations of

actual flows, such as e.g. injection of energy by large-scale instabilities in atmospheric flows, or

44



stirring devices in industrial flows. For instance, the well-known von Kármán experiment (see

Chapter 5) consists of two counter rotating rotors that not only inject energy at large scales in

the flow, but also helicity.

In order to study statistically stationary turbulence, many velocity forcing schemes have

been used so far in numerical simulations. In homogeneous spectral simulations, large-scale

forcing methods consist in providing energy to the low wavenumber modes, which is consistent

with the concept of Richardson cascade, see e.g. [1, 26, 76]. For example, considering a working

external force F which is a linear combination of sines and cosines with wavevectors of modulus

lesser than or equal to kF , by Eqs. (1.41), (1.50) and (1.53) the forcing contribution in both

Craya’s equation and energy spectral density equation vanishes at wavenumbers greater than kF .

Therefore, in statistically stationary turbulence, this external force feeds low wavenumbers and

then part of this energy is transferred to larger wavenumbers through the nonlinear term T (k)

in the energy spectral density equation (1.51). In other words, considering that νk2e(k) ≥ 0 in

Eq. (1.51), T (k) is negative at wavenumbers lesser or equal to kF and positive at wavenumbers

greater than kF .

However, since only a finite number of wavenumbers is excited by large-scale spectral forcing

schemes, anisotropy may develop at low wavevenumbers and eventually branch out to smaller

scales. Detecting this kind of anisotropy requires direction-dependent statistics, and is the main

purpose of Chapter 3. In this section we describe in detail the two forcing schemes that we use

for such investigation, the non-helical and the helical Euler forcing method and the ABC forcing

method [37, 52, 68], as well as their implementation.

2.3.1 ABC forcing

The ABC forcing consists in adding in the momentum equation (1.27) an external force F ABC

corresponding to an Arnold-Beltrami-Childress flow (see e.g. [19]):

F ABC = [B cos(kF y) + C sin(kF z)] ı̂ + [C cos(kF z) +A sin(kF x)] ̂

+ [A cos(kF x) +B sin(kF y)] k̂, (2.26)

for a given large scale wavenumber kF . Since F ABC is an eigenfunction of the curl operator with

eigenvalue kF , the corresponding contribution (1.80) in the helicity equation (1.78) is nonzero

and thus the ABC forcing injects helicity, in addition to energy, in the flow. For the sake of

simplicity let the constants A, B and C be equal to 2. Then in Fourier space the expression
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(a) (b)

Figure 2.3: (a) ABC, and (b) Euler forcing schemes in spectral space.

(2.26) becomes

F̂ ABC = [0 ±i 1] if k = [∓kF 0 0]

F̂ ABC = [1 0 ±i] if k = [0 ∓kF 0]

F̂ ABC = [±i 1 0] if k = [0 0 ∓kF ]

F̂ ABC = [0 0 0] otherwise.

(2.27)

In Fig. 2.3(a) F ABC is represented in spectral space.

In terms of flow structure, the large-scale flow induced by the ABC forcing is very much

like Taylor-Green vortices, but extended to three dimensions. More precisely, F ABC induces

permanent large-scale curved helical rotors associated with a single wavelength.

Thus, F̂ ABC is a steady force that excites only six modes and injects a given amount of

helicity. In rapidly rotating turbulence, an inverse energy cascade can arise so that it can be

difficult to reach a statistically stationary state [72]. Indeed, similarly to ABC-forced rotating

simulations present in the literature, for the ABC-forced rotating run analyzed in Chapter 4,

spectra are computed by time-averaging, although a statistically stationary state is not reached.

2.3.2 Non-helical and helical Euler forcing

In order to overcome some of the limitations of ABC forcing, we use the Euler forcing [68], which

can be thought of as introducing three-dimensional large-scale vortices that evolve in time by

interacting with each other—but not with the other scales of the flow—in a manner closer to

actual inviscid turbulent nonlinear dynamics. Unlike the ABC forcing, the external force induced

by the Euler scheme is unsteady and chaotic, the number of excited modes depends on kF , and

the amount of injected helicity can be controlled.
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We now describe in detail how the Euler forcing is implemented. The Euler-forced simulations

are inspired by the truncated Euler dynamics [11, 20, 42]: the lowest-wavenumbers modes,

corresponding to wavevectors k such that 0 ≤ |k| ≤ kF (kF is the largest forcing wavenumber),

obey the three-dimensional incompressible Euler equations (possibly with background rotation)

and are independent of the other modes. Of course the modes corresponding to wavenumbers

k such that |k| > kF are solutions of the incompressible Navier-Stokes equations and also

depend on the modes in the Euler forcing sphere. Figure 2.3(b) illustrates the forced and

unforced regions in spectral space. For the spherically truncated inviscid system, we compute

the quadratic nonlinear term through a convolution in Fourier space so that no aliasing error

arises.

Since energy and helicity are conserved within every nonlinear triadic interaction (see sec-

tions 1.1.3 and 1.1.4), in this truncated system total energy and helicity are conserved as well.

Background rotation does not affect this conservation property, since the Coriolis force has van-

ishing contributions in both energy and helicity evolution equations (for the truncated system

as well as for every non-linear triadic interaction), see section 1.3. Of course, while in spectral

methods the spatial operators do not introduce a numerical error (and thus do not modify the

total energy and helicity in the Euler system), the temporal error affects energy and helicity

if a non-conservative scheme is employed. Since we use the classical fourth-order Runge-Kutta

scheme, this is our case. However we verified that this temporal error is negligible in our sim-

ulations, as shown by Fig. 2.4 which plots the Euler system energy dissipated or produced as

a function of time for the simulation corresponding to the spectrum of Fig. 2.1(a). Note that,

because of the conservative dynamics of the lowest modes |k| ≤ kF , the Euler forcing prevents

the development of any inverse cascade.

If energy is concentrated at large scales in the initial spectrum, the transient dynamics of

spectrally truncated 3D incompressible Euler equations behaves like dissipative Navier-Stokes

equation and displays a K41 scaling [20]. However, we are interested here in the statistically

stationary solution (statistical or absolute equilibrium). The exact solutions for the statistical

equilibrium energy and helicity spectra are [42]

E(k) = 4π
α

k2

1−
(β
α

)2
k2
, H(k) = 8πβ

α2
k4

1−
(β
α

)2
k2
, (2.28)

where α and β depend on the total energy and helicity and are constrained by the realizability

condition |h(k)| ≤ 2 |k| e(k) such that α > 0 and |βkF | ≤ α. At a given truncation wavenumber,

the solution depends only on the constant total energy and helicity. Therefore, there is only
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Figure 2.4: Energy dissipated or produced by temporal numerical error in the spherically

truncated Euler system as a function of time t. kF = 1.5 is the truncation wavenumber, K and

K0 are the energy and the initial energy.

one independent non-dimensional parameter, e.g. the relative helicity (the possible presence

of rotation, which represents an additional degree of freedom, is not discussed here). Figure

2.5 shows the exact and numerical spectra for different relative helicities with kF = 5.5. If

Hrel = 0, every wavevector holds the same amount of energy, and the energy spectrum is

therefore proportional to k2. As the relative helicity increases, large wavenumber energy and

helicity densities become larger and larger with respect to their low wavenumber counterparts.

Note that, with respect to previous works using the Euler forcing [61, 68], our implementation

allows to control helicity injection and to vary kF arbitrarily, so that it is not restricted to

non-helical turbulence and kF = 1.5. In Euler-forced runs, Fourier coefficients for the forcing

wavenumbers are initialized as a random homogeneous solenoidal velocity field with a given

energy spectrum. The mean helicity can be computed as
∑

k h(k), where the helicity density

h(k) = û∗(k) · ω̂(k) can be recast as h(k) = 2 k · (<û×=û). In helical Euler-forced simulations,

the initial values of the forced modes are modified in order to obtain the maximal achievable

helicity densities without changing the energy densities, i.e.

û(k) = e(k)1/2 ei γ
(
e(1)(k) + ie(2)(k)

)
(2.29)

where γ is a uniformly distributed random angle so that the initial Euler field is homogeneous.

Since the relative helicity in a helical forced simulation depends on the prescribed energy

spectrum, we use different shapes for the initial energy spectrum in order to achieve different

relative helicities. The considered spectrum is E(k) = kpe−p/2(k/kF )2 , with a maximum at k = kF
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(a) (b)

Figure 2.5: Exact energy and helicity spectra of the spherically truncated Euler system for

different relative helicities (continuous line) and DNS time-averaged spectra (markers). The

truncation wavenumber is kF = 5.5.

and different possible values for p.

In non-helical Euler-forced simulations, we ensure exact vanishing net helicity in the initial

field by adjusting angles between the real and imaginary parts of all the forcing modes, so that∑
k h(k) = 0.

Our implementation of the truncated Euler equations has been validated against the spec-

tra (2.28) predicted by Kraichnan [42], as shown in Fig. 2.5. The agreement between analytical

spectra and DNS points is good at all relative helicities.

In order to verify that the system is ergodic, we compared two simulations initialized with

different energy spectra but same values of kF and Hrel and checked that the same spectra

were obtained through time averages, for the forced wavenumbers as well as for the unforced

ones. It is understood, however, that some special initial values for the Euler modes would

not lead to the same statistically stationary solution as the initializations described above. For

example, if only one mode in the Euler sphere is nonzero, no triadic interaction happens and

thus energy does not spread out to the other modes. Another special case is when some or

all the largest wavenumber modes are initialized with maximal helicity, i.e. |h(k)| = 2ke(k)

(see the realizability condition, Eq. (1.74)), and all the other modes vanish. In this case, while

interactions among maximal wavenumber modes are possible (if the corresponding wavevectors

form a triad), no interaction with the other modes is possible. This can be understood by

observing that transfering an amount of energy from a maximal wavenumber mode to a lower

wavenumber mode would necessarily cause a decrease in the global helicity, which on the contrary
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is an inviscid invariant.

2.3.3 Shell-Euler-forcing

In the presence of background rotation, the Euler and ABC forcing schemes give rise to sub-

stantially different physical systems. Indeed, as already explained in sections 2.3.1 and 2.3.2,

while in Euler-forced runs the modes in the spherically truncated system evolve independently

of the other modes, the low wavevectors modes in ABC-forced runs are coupled with all the

other modes. As a consequence, if rotation is large enough, energy is allowed to cascade back-

wards. This inverse cascade (see e.g. [72]), manifests as an increase of the energy in the smallest

wavenumbers, and as a consequence the flow is not statistically stationary.

In Chapter 4 we compare rotating runs forced through ABC and Euler forcings. Then,

because of the presence of rotation, one may wonder if the differences observed in the simulations

depend mainly on the intrinsic nature of the schemes or on the presence of an inverse cascade in

ABC-forced runs. For this reason, in order to investigate the role of an inverse cascade, we also

implemented a helical shell-Euler-forced scheme, in which the truncated system includes only

modes corresponding to wavenumbers k such that 4.6 ≤ k ≤ 5.4. In order to verify that, within

the shell, energy can reach any mode starting from any other mode through triadic interactions,

we performed a simulation with large initial energy for only one mode (k = [2, 3, 4]) and small

initial energy for all the other modes. Of course it makes no sense to initialize with exactly zero

energy all the modes but one, because in that case no triadic interaction would exist. Energy

densities are plotted as functions of time in Fig. 2.6, and show that all modes finally receive

energy so that all modes are interconnected through nonlinear triadic interactions.
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Figure 2.6: Energy densities as functions of time divided by their initial value.
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Chapter 3

Anisotropy induced by forcing

In this chapter we study the effect of large-scale spectral forcing on the scale-dependent anisotropy

of the velocity field in direct numerical simulations of homogeneous incompressible turbulence

expected to be isotropic. This investigation also is a necessary pre-requisite before assessing

the global anisotropic structure of forced rotating turbulence, which is the aim of Chapter 4.

The considered forcing methods are the steady ABC single wavenumber scheme and the un-

steady non-helical or helical Euler scheme, both described in detail in Chapter 2. The results

are also compared with high resolution data obtained with the negative viscosity scheme. Our

fine-grained characterization of anisotropy is based on the modal decomposition of the spectral

velocity tensor introduced in Chapter 1. In particular we measure energy, helicity and polariza-

tion angle-dependent spectra. We show that anisotropy can be detected in most cases and that

its characteristics depend on the forcing nature, on the value of the forcing wavenumber kF , and

on the relative helicity of the spherically truncated system in the case of helical Euler forcing.

3.1 Distant triadic interactions

According to the classical Kolmogorov K41 theory [40] for turbulent flows at asymptotically

large Reynolds number, the large-scale dynamics should affect small scales statistical properties

only through the energy production rate, i.e. small scales should be statistically independent

of large scales, and have a universal behaviour. This assumption is referred to as the local

isotropy hypothesis and has been studied by many authors but it is still debated. On the one

hand, some authors agree about energy cascading from large to small scales mainly through local

triadic interactions in Fourier space. On the other hand, other works showed that the energy-

containing scales directly affect the small scales dynamics through distant triadic interactions.
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Such nonlinear interactions correspond to wavenumber triangles with very large scale separation.

In particular, [13, 14] analyzed the nonlinear interactions among Fourier modes in a single

triad with a wavenumber in the energy-containing scales: since this triad contribution does

not vanish at infinite scale separation, the small scales may not be independent of large scales

at asymptotically large Reynolds number. Yeung & Brasseur (1991) [84] confirmed this by

observing small scale anisotropy in numerical simulations with strongly anisotropic large scale

forcing. Since small scale anisotropy was found to increase with the wavenumber and to be

consistent with the distant triad equations, local anisotropy should therefore persist at high

Reynolds number. The local isotropy hypothesis was also shown to be violated in homogeneous

sheared turbulence by the measurement of statistical quantities in the physical space in direct

numerical simulations (DNS) [69, 70] and in experiments [74]. The detailed structure of small

scales in highly anisotropically forced turbulence was also investigated by [85] in both Fourier

and physical space. Anisotropic redistribution of energy and phase in high wavenumber shells

was predicted and observed in DNS. In particular, a reduction of energy was detected in the

directions of the forcing wavenumbers.

In any case, the study of anisotropic turbulence and of its scale-dependent features through

classical Fourier analysis requires to disentangle the effect of physical sources of anisotropy from

those of other artificial mechanisms, like energy and helicity production in forced simulations.

Identifying and quantifying the anisotropy induced by some widely used forcing schemes in

turbulence intended to be isotropic is our first concern. Note that, while in [84, 85] an explicitly

and highly anisotropic forcing was used, we investigate here the unwanted intrinsic anisotropy

of large scale spectral forcing schemes. Our second concern is to investigate homogeneous non-

helical and helical forced turbulence subject to a background rotation, by characterizing its scale-

and angle-dependent anisotropy (Chapter 4). The motivation comes for instance from previous

studies of freely decaying rotating turbulence [25], in which a refined anisotropic characterization

was absolutely required to understand the subtle effect of the Coriolis force on each scale of the

flow. However, the drop in Reynolds number was severe due to dissipation, so that forced

rotating turbulence should be considered.

3.2 Performed simulations

Except for the run forced through negative viscosity (for which only one velocity field is avail-

able), statistics of all the runs in this chapter and in Chapter 4 were obtained by time-averaging
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Run Forcing kF kmaxη kη Reλ ReL Hrel Resolution

Anh non-hel. 5.5 1.20 142 82.4 239 -2.74E-3 5123

A1
h helical 5.5 1.22 140 81.3 219 0.451 5123

A2
h helical 5.5 1.19 143 81.7 210 0.617 5123

AABC ABC 5 1.38 123 81.9 216 0.643 5123

Bh helical 3.5 1.22 139 115 396 0.617 5123

BABC ABC 3 1.45 117 116 397 0.622 5123

C1
nh non-hel. 1.5 2.71 62.6 110 432 9.61E-3 5123

C2
nh non-hel. 1.5 1.23 138 191 1208 7.38E-3 5123

C1
h helical 1.5 2.19 77.5 136 640 0.201 5123

C2
h helical 1.5 1.29 132 213 1469 0.227 5123

Dnv neg. visc. 2.5 1.94 498 430 5587 8.22E-4 20483

Table 3.1: Parameters used in the non-rotating simulations: kF is the maximal forcing wavenum-

ber, kmax is the maximal resolved wavenumber (after dealiasing), η is the Kolmogorov length-

scale and kη = 1/η. Reλ and ReL are Reynolds numbers based on the Taylor scale λ and on

the longitudinal integral lengthscale L respectively. Hrel refers to global relative helicity, i.e.

in Euler-forced runs it includes both the modes in the truncated system and the modes corre-

sponding to wavenumbers outside the Euler sphere. Letters A, B, C and D indicate different

sets of non-rotating runs at decreasing kF , subscripts nh, h, ABC and nv stand for non-helical

Euler, helical Euler, ABC and negative viscosity forcing, respectively.

over at least one eddy-turnover time after the statistically stationary state was reached. Table

3.1 reports the parameters of the non-rotating forced runs considered in this chapter.

For the runs in set A, kF = 5.5 (Euler forced runs) and 738 modes are in the Euler sphere,

or kF = 5 (run AABC, ABC forcing) involving only 6 modes, as in all ABC-forced runs. To

allow a close comparison between all runs of the A series, we have ensured that the flow regimes

are the same in terms of Reynolds numbers. While in run Anh (non-helical Euler forced) the

largest-wavenumber forcing modes contain the same energy as the lowest-wavenumber ones, in

run A1
h (helical Euler forcing) the 48 largest-wavenumber modes (among 738 forcing modes)

hold 15% of the total energy. In comparison, in run A2
h (highly helical Euler forcing) the 48

largest-wavenumber modes hold 92% of the kinetic energy in the Euler sphere and the relative

54



helicity is nearly equal to that of run AABC.

As for runs in set B, run Bh is a helical Euler-forced run with kF = 3.5 and large relative

helicity, and run BABC is an ABC-forced run with kF = 3. Similarly to A2
h, in run Bh the 8

largest-wavenumber modes (among 178 forcing modes) hold 81% of the Euler field energy, and

the relative helicity is comparable to that of run BABC.

The non-helical and helical Euler forced runs in set C at kF = 1.5 allow to investigate the

dependence on Reynolds number. kF = 1.5 is the lowest possible forcing wavenumber allowing

non-linear interactions in the truncated system, which leads to 18 forcing modes.

Finally, run Dnv is forced through the negative viscosity method and reaches the largest

Reynolds number in the considered simulations, i.e. Reλ = 430. Since kF = 2.5, 80 modes are

forced. These data are provided by Kaneda’s group [38]. Only one instantaneous velocity field

is available and—in the absence of time-averaging—the resulting spectra are not as smooth as

those from the other runs.

In terms of numerical resolution of the large scales, we note that the choice of kF affects

the integral lengthscale L, so that a possible effect of numerical confinement can appear. For

instance, [50] studied this in isotropic turbulence and [77] in the context of the Richtmyer-

Meshkov instability. Both noticed that the large scales—or equivalently the energy spectrum

close to its maximum—are sensitive to confinement effects if L becomes larger than 10% of the

computational domain size. However, [50] and [77] conclude that confinement has no effect on

small-scale statistics, which is the object of our study. In any case, all runs in sets A and B

satisfy the constraint L ≤ 10%2π. For runs in set C at kF = 1.5, L is between 16% and 19% of

the box size, only slightly larger than the recommanded threshold.

3.3 Energy spectra and energy directional anisotropy

Figure 3.1 shows the spherically integrated kinetic energy spectra for runs in sets A, B and C.

The forcing wavenumber appears clearly as a marked peak in Figs. 3.1(a) and (b) (kF ' 5 and

kF ' 3). In Fig. 3.1(c) at kF = 1.5, all the forcing wavevectors are included in the smallest shell,

so that no energy peak is visible. However, a weak disturbance in the spectral slope appears

close to the forcing wavenumber. The Kolmogorov inertial scaling k−5/3 appears in a wider

spectral range than in Figs. 3.1(a) and (b) due to higher Reynolds numbers. In all of these three

figures, the presence of helicity in the forcing, and thereby of a helicity cascade, modifies the

kinetic energy spectral scaling at wavenumbers slightly larger than kF . In particular, in helical
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(a) (b)

(c)

Figure 3.1: Spherically integrated kinetic energy spectra: (a) for runs in set A (kF ' 5); (b) for

runs in set B (kF ' 3); (c) for runs in set C (kF = 1.5). Spectra are shifted vertically for better

view, and are compensated by the Kolmogorov inertial scaling k5/3. kF indicates the forcing

wavenumber, as in the following plots.
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runs the energy spectra are flatter (and the compensated spectra have a larger slope) in a small

range neighbouring kF .

Figure 3.2 shows the direction-dependent kinetic energy spectra Ei(k) for runs of sets A, B

and D. At first glance, over these logarithmic plots, the inertial and small scales are isotropic

since all the curves at different orientations collapse on the spherically integrated spectrum E(k),

independently of the forcing method. Only in a vicinity of the forcing wavenumber, at large

scales, does one observe a separation between the curves. This can be both attributed to less

accurate sampling at low wavenumbers—although time-averages are used—and to the forcing.

Spectra of runs AABC and BABC (Figs. 3.2a-b) seem to be more prone to this departure from

isotropy over almost a decade of wavenumbers about the forcing one.

We however wish to focus more closely on the departure of the spectra from isotropy by inves-

tigating the relative difference between any directional spectrum and the spherically-integrated

spectrum, computed as ∆Ei(k) = (Ei(k)− E(k)) /E(k) for i = 1, · · · , 5. This quantity is plotted

in Figs. 3.3 (set A), 3.4 (set B), 3.5 (set C) and 3.6 (set D).

A quick observation of these figures shows that large-scale directional anisotropy develops in

several runs. More specifically, one observes that:

1. for the same values of kF and Reλ, the Euler-forced runs display an increasing anisotropy

as their relative helicity increases (compare runs Anh, A1
h and A2

h [Fig. 3.3(a)-(c)]);

2. for similar values of kF , Hrel and Reλ, the anisotropy is stronger in ABC-forced than in

Euler-forced runs (compare runs A2
h and AABC [Fig. 3.3(c) and 3.3(d)], or runs Bh and

BABC [Fig. 3.4(a) and 3.4(b)]).

These results can be interpreted by considering the number of sufficiently excited modes in each

run: the lower this number, the more anisotropy develops. This explains straightforwardly the

aforementioned item 2. In fact, the anisotropy level is the strongest in the ABC-forced runs

since the ABC force excites directly only six modes, four in the horizontal sector and one in

each vertical sector (see equation (2.27)). For runs AABC (Fig. 3.3d) and BABC (Fig. 3.4b), the

kF -centered horizontal and vertical sectors hold more energy than the others. Nevertheless the

opposite happens at small scales, which is consistent with the numerical and theoretical results

given by [13, 14, 84, 85] for highly anisotropic forcing as recalled in section 3.1.

Similarly, item 1 above can be explained by the fact that, when net helicity is large in the

truncated Euler dynamics, most of the energy remains concentrated in the largest wavenumbers

so that only the corresponding modes are significantly excited by the forcing scheme. Therefore,
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(a) (b)

(c)

Figure 3.2: (a) Directional energy spectra Ei(k) as functions of wavenumber k for the five angu-

lar sectors for set A (kF ' 5); (b) Directional energy spectra Ei(k) as functions of wavenumber k

for the five angular sectors for set B (kF ' 3); (c) Directional energy spectra Ei(k) compensated

by k5/3 as functions of wavenumber k for the five angular sectors for run Dnv. The five sectors

are indicated in legend, and the same colorcode applies throughout the present chapter and

Chapter 4.
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(a) (b)

(c) (d)

Run Anh Run A1
h

Run A2
h Run AABC

Figure 3.3: Directional anisotropy of the kinetic energy ∆Ei(k) for runs: (a) Anh; (b) A1
h; (c)

A2
h; (d) AABC. The insets focus on the large wavenumber inertial and dissipative ranges.

(a) (b)

Run Bh Run BABC

Figure 3.4: Directional anisotropy of the kinetic energy ∆Ei(k) for: (a) run Bh; (b) run BABC.
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if the number of the largest wavenumbers is sufficiently small, a small number of modes hold

most of the energy associated to the truncated Euler system and anisotropy develops. However,

the number of largest wavenumbers does not increase monotonically with kF , and a larger value

of kF may yield larger small-scale anisotropy than a smaller value of kF . Figure 3.7 shows

the number of largest forced wavenumbers in Euler-forced runs as a function of kF . This also

explains why the anisotropy level of run Bh (highly helical Euler forced, kF = 3.5, 8 largest

wavenumbers) is almost as large as that of run BABC (ABC forced, kF = 3), as seen in Fig. 3.4.

In addition, their anisotropies are opposite because they depend on the different orientations of

wavenumbers corresponding to the most excited modes.

We also observe in e.g. Figs. 3.3(a) and 3.5(a)-(b), that non-helical Euler-forced simulations

never develop strong directional anisotropy. In fact, even the lowest possible forcing wavenumber

allowing non-linear interactions in the truncated system, kF = 1.5, leads to 18 forcing modes,

which have the same energy densities if the net helicity of the truncated Euler system is zero.

Furthermore, the anisotropy level of a kF = 1.5 helical Euler forced run cannot be as strong as

that in run Bh (kF = 3.5, 8 largest wavenumbers) or in runs AABC and BABC (ABC-forced, 6

forcing modes), because in the sphere of radius kF = 1.5 there are 12 largest wavenumbers (the

ones with two unitary components and one null component). This is confirmed by Figs. 3.5(c)-

(d), that show the energy directional anisotropy in helical runs of set C.

We finally investigate the influence of the Reynolds number. Figure 3.5 shows the energy

directional anisotropy for both the non-helical and helical runs in set C (Euler forced, kF = 1.5,

at moderate and high Reynolds numbers). The helical runs C1
h and C2

h (with relative helicity

equal to about 0.2) are qualitatively similar to the non-helical runs C1
nh and C2

nh. By comparing

the moderate Reynolds number case in runs C1
nh and C1

h (Figs. 3.5a and 3.5c) with the higher

Reynolds number case in runs C2
nh and C2

h (Figs. 3.5b and 3.5d), no obvious trend towards

isotropy is observed at increasing wavenumber and Reynolds number. Instead, for the largest

Reynolds number, anisotropy clearly increases with the wavenumber, in agreement with [13,

14, 84, 85]. The same behavior is observed in run Dnv at an even higher Reynolds number, as

shown in Fig. 3.6 (note that the spectra plotted in this figure have been obtained by using larger

bins than in the other cases, since no time-averaging is possible over this single velocity field

snapshot).
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(a) (b)

(c) (d)

Run C1
h Run C2

h

Run C1
nh Run C2

nh

Figure 3.5: Directional anisotropy of kinetic energy ∆Ei(k) for: (a) run C1
nh; (b) run C2

nh; (c)

run C1
h; (d) run C2

h. Left column: Reλ ≈ 120; right column: Reλ ≈ 200.

Figure 3.6: Directional anisotropy of kinetic energy ∆Ei(k) for run Dnv.
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Figure 3.7: Number of largest forced wavevectors in Euler-forced runs as a function of the

forcing wavenumber. Markers indicate the values of kF for sets A, B and C.

(a) (b)

Figure 3.8: Directional helicity spectra Hi(k) for: (a) runs A1
h, A2

h and AABC; (b) runs C2
h and

C1
h.
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(a) (b)

Figure 3.9: Relative helicity spectra H(k)/(2kE(k)) compensated by k for helical runs in: (a)

set A; (b) set C.

3.4 Helicity spectra and helicity directional anisotropy

Figure 3.8 shows helicity directional spectra for helical runs in sets A and C. As in energy

directional spectra, no small scale anisotropy can be detected from these helicity spectra, and

large scales seem to be more anisotropic in the case of ABC forcing.

Figure 3.9 shows compensated relative helicity spectra H(k)/(2kE(k)) for helical runs in sets

A and C. A slope close to −1 at low wavenumbers indicates that energy and helicity spectra scale

with the same power of k at large scales. The observed small-scale −1/2 slope was reported in

previous studies of both isotropic [51] and rotating [53] helical turbulence. The maximal value

of relative helicity is approximately 1 and is obtained in the shells containing wavenumbers with

modulus kF for all five simulations.

As for the kinetic energy, we define the normalized departure of the directional helicity

spectrum from the spherically-integrated one as ∆Hi(k) = (Hi(k) −H(k))/H(k). Figure 3.10

shows this for the helical runs in sets A and B. The distribution of directional anisotropy is similar

between energy and helicity (compare Fig. 3.10(a-c) with Fig. 3.3(b-d), and Fig. 3.10(d,e) with

Fig. 3.4(a,b)). Conclusions similar to those presented in section 3.3 can therefore be drawn

for helicity, that is, the ABC-forced runs display a higher level of directional anisotropy with

respect to Euler-forced runs, and helicity directional anisotropy increases with relative helicity

in Euler-forced runs.

In summary, by looking at the results obtained for the most anisotropic forcings, that is

Figs. 3.3(d), 3.4(b), 3.10(c), and 3.10(e), that represent energy and helicity directional anisotropy

for the ABC-forced runs with kF = 5 and kF = 3, and Fig. 3.4(a) (directional anisotropy of
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(b) (c)

(d) (e)

(a)

Run A2
h Run AABC

Run Bh Run BABC

Run A1
h

Figure 3.10: Helicity directional anisotropy ∆Hi(k, θ) for: (a) run A1
h; (b) run A2

h; (c) run

AABC; (d) run Bh; (e) run BABC.
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the highly helical Euler-forced run with kF = 3.5), it is clear that the anisotropy for each

angular sector is constant down to the smallest resolved scales or that it even increases with

the wavenumber. This is consistent with the results of Yeung & Brasseur [84, 85] for highly

anisotropic forcings.

3.5 Polarization anisotropy

We focus now on the directional dependence of the polarization z(k), which has been in-

troduced in Chapter 1 (see also [17, 25, 27]) and which we compute numerically accord-

ing to Eq. (2.6). In particular, we compute the normalized spectrum and the normalized

directional spectra of its real part, respectively <Z(k)/E(k) = (Epol(k)− Etor(k))/E(k) and

<Zi(k)/E(k) = (Epol
i (k)− Etor

i (k))/E(k). We recall that we compute Epol and Etor as

Epol(k) =
∑

shell k

1
2〈u

(2)∗(k)u(2)(k)〉 (3.1)

Etor(k) =
∑

shell k

1
2〈u

(1)∗(k)u(1)(k)〉 (3.2)

where u(1) and u(2) are the components of û in the Craya-Herring frame introduced in sec-

tion 1.1.2. Also recall that Epol(k) = Etor(k) in strictly isotropic turbulence.

The <Z(k)/E(k) quantity is plotted in Fig. 3.11 for runs of set A. In the non-helical run

(Fig. 3.11a), <Z(k) displays the features expected in strictly isotropic turbulence (that is, its

spherically integrated spectrum and its directional spectra vanish up to statistical uncertainty),

both in the inertial and in the dissipative ranges. Runs A1
h (Fig. 3.11b) and A2

h (Fig. 3.11c)

clearly show that, in Euler forced runs, the presence of helicity induces a slight polarization

anisotropy over most of the inertial and dissipative ranges, and that isotropy is obtained only

at the smallest scales. Larger values of the polarization anisotropy are found in the inertial

range in the ABC-forced run (Fig. 3.11d) due to the relatively low number of excited modes. In

this run, the polarization anisotropy level is definitely larger with respect to the highly helical

Euler-forced run (Fig. 3.11c), although the relative helicity is the same in both runs.

Figure 3.12 displays the polarization anisotropy of runs in set B. The Euler-forced run Bh

(Fig. 3.12a) now is only slightly less anisotropic than the ABC-forced run BABC (Fig. 3.12b),

confirming that the polarization anisotropy, similarly to the energy and helicity directional

anisotropy, depends on the number of sufficiently excited modes.

In order to investigate the effect of an increase in the Reynolds number, we also plot the

polarization anisotropy for runs in set C in Fig. 3.13. No difference is observed up to statistical
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(a) (b)

(c) (d)

Run Anh Run A1
h

Run A2
h Run AABC

Figure 3.11: normalized directional polarization spectra <Zi(k)/E(k) for: (a) run Anh; (b) run

A1
h; (c) run A2

h; (d) run AABC.

(a) (b)

Run Bh Run BABC

Figure 3.12: normalized directional polarization spectra <Zi(k)/E(k) for: (a) run Bh; (b) run

BABC.
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(a) (b)

(c) (d)

Run C1
nh Run C2

nh

Run C1
h Run C2

h

Figure 3.13: normalized directional polarization spectra <Zi(k)/E(k) for: (a) run C1
nh; (b) run

C2
nh; (c) run C1

h; (d) run C2
h. Left column: Reλ ≈ 120; right column: Reλ ≈ 200.
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uncertainty between the moderate Reynolds number runs C1
nh and C1

h (Figs. 3.13(a,c)) and

the high Reynolds number runs C2
nh and C2

h (Figs. 3.13(b,d)), independently of the presence of

helicity. A comparison between the non-helical runs C1
nh and C2

nh (Figs. 3.13(a,b)) and the helical

runs C1
h and C2

h (Figs. 3.13(c,d)) confirms what has already been observed for set A (Fig. 3.11),

i.e. the presence of helicity in Euler-forced runs increases the polarization anisotropy.
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Chapter 4

Anisotropy induced by rotation

In this chapter, the direction- and scale-dependent anisotropy of rotating turbulence is studied. It

is first shown that in the ABC-forced simulations the level of polarization anisotropy is similar to

that obtained at lower Rossby number in Euler-forced runs and that the slope of the energy spec-

trum is altered. The first result is due both to the nature of the forcing itself and to the fact that

it allows an inverse cascade to develop, while the second one depends only on the presence of the

inverse cascade. Then, we show that, even at low rotation rate, the natural anisotropy induced

by the Coriolis force is visible at all wavenumbers. We also identify two different wavenum-

ber ranges in which anisotropy behaves differently, and show that the characteristic lenghscale

separating them is the one at which rotation and dissipation effects balance, provided that the

Rossby number is not too low. Finally, we analyze the distributions of the quantities appearing

in the von Kármán-Howarth-Monin equation. We confirm the results already obtained through

the spectral analysis: anisotropy is present at all scales and two different anisotropic ranges exist

even in separation space. By contrasting our numerical data with experiments by P.-P. Cortet

and F. Moisy [21] and with Galtier’s inertial law [30], we show that the experiments fit our small

scale range, while the large scale range is consistent with the inertial law.

4.1 Rotating turbulence simulations

In Chapter 3 we studied the anisotropy artificially induced by forcing. In the present chapter,

we consider forced rotating homogeneous turbulence which we simulate numerically as in the

previous chapter but setting Ω 6= 0 in the momentum equation (1.97). Anisotropy has now two

contributions: one, artificial, due to the forcing, and another one inherent to the phenomenology

of rotating flows per se. However—unlike in the non-rotating case—in the presence of background
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Run Forcing kF kmaxη kη kΩ Reλ ReL Roω RoL Hrel Resolution

R1
nh non-hel. 5.5 1.21 140 43.4 111 373 1.26 0.206 -6.60E-3 5123

R2
nh non-hel. 5.5 1.14 149 82.5 149 435 0.857 0.161 -2.70E-3 5123

Rh helical 5.5 1.34 127 48.0 116 307 1.10 0.228 0.522 5123

RABC ABC 5 2.42 70.2 25.7 111 351 1.13 0.195 0.591 5123

S1
nh non-hel. 5.5 1.16 295 9.01 151 808 5.91 0.605 -2.85E-3 10243

S2
nh non-hel. 5.5 1.17 290 44.1 187 959 2.03 0.216 -5.27E-3 10243

Sh helical 5.5 1.29 264 47.5 193 797 1.81 0.240 0.386 10243

Table 4.1: Parameters used in the rotating turbulence simulations. kΩ =
(
(2Ω)3 /ε

)1/2
is the

Zeman wavenumber. Letters R and S refer to runs at resolutions 5123 and 10243, respectively.

The other definitions are the same as in Tab. 3.1.

rotation, the Euler and ABC forcing schemes a priori give rise to substantially different physical

systems: in Euler-forced runs the modes in the spherically truncated system evolve independently

of the others, whereas low wavevectors modes in ABC-forced runs are coupled with all the other

modes. As a consequence, if the ABC forcing is employed and if rotation is large enough, energy

is allowed to cascade backwards. This inverse cascade, previously observed in [72], manifests as

an increase of the energy in the smallest wavenumbers, and the flow is not statistically stationary.

Table 4.1 reports the parameters of 5123 (set R) and 10243 (set S) rotating runs forced

through Euler and ABC schemes. Runs R1
nh, Rh and RABC have comparable Reynolds and

Rossby numbers, runs Rh and RABC also have comparable relative helicity, and run R2
nh has

a Rossby number significantly lower than the other three runs. Thus, by comparing run Rh

with run RABC one can estimate the differences of anisotropy between ABC-forced runs, with a

dual (direct and inverse) cascade, and helical Euler-forced runs, with only forward cascade. The

comparison of runs R1
nh and Rh allows to study the effect of helicity, and comparing run R1

nh

with run R2
nh allows to study the effect of a decrease in the Rossby number. High resolution

Euler-forced runs of set S have larger scale separation than runs in set R, and are used to study

the small-scale anisotropy that naturally arises because of background rotation in the absence

of inverse cascade.

Both the rotation rate vector and the fixed direction n defining the Craya frame are in the x3

direction. In all Euler-forced runs presented in Tab. 4.1, the spherically truncated Euler equation
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Figure 4.1: Spherically averaged energy spectra E(k) compensated by k5/3, for runs in set R.

includes the Coriolis force. We also performed runs without rotation in the Euler system and

observed no significant change in the small-scale anisotropy.

4.2 Effects of forcing anisotropy and inverse cascade

Figures 4.1, 4.2 and 4.3 show the spherically averaged energy spectra, energy directional spectra

and energy directional anisotropy for runs in set R.

In runs R1
nh (moderate Rossby number, non-helical Euler forced) and Rh (moderate Rossby

number, helical Euler forced) the slope of the energy spectrum is close to −5/3. Since the

Reynolds number is not very large, this is a consequence of weak rotation, as argued and observed

in DNS by [6]. However run RABC (moderate Rossby number ABC-forced), which has Reynolds

and Rossby numbers values comparable to those of the Euler forced runs R1
nh and Rh, shows

a steeper spectrum (about −7/3 slope), close to the one of run R2
nh (low Rossby number, non-

helical Euler-forced). Note that a slope equal to −2.2 was already observed in [52, 53] for rotating

DNS forced through the ABC forcing.

Figure 4.2 shows the direction-dependent kinetic energy spectra for the same runs. From

this energetic point of view, wavevectors closer to the horizontal plane k · Ω = 0 (red curves)

hold more energy than wavevectors closer to Ω (blue curves), thereby indicating a trend towards

two-dimensionalisation as expected in the presence of rotation. Directional anisotropy is larger

at large scales than at small scales, as shown by the departure between the less energetic vertical

orientation (θ ' 0) spectrum and the more energetic horizontal orientation (θ ' π/2) spectrum.

However, the small scales are still significantly anisotropic. In fact, for runs in set R, the Zeman

wavenumber kΩ is relatively large (1.8 ≤ kη/kΩ ≤ 3.2). Observing anisotropy at all scales is
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Figure 4.2: Directional energy spectra Ei(k), compensated by k5/3 for runs in set R. Markers

indicate the Zeman scale kΩ =
√

(2Ω)3 /ε.

therefore consistent with the classical dimensional argument according to which isotropy should

be obtained only at scales significantly smaller than the Zeman scale [25, 53, 88].

Considering only the relative anisotropy in the energy spectrum, we compute the scale-

normalized departure between each directional spectrum and the corresponding average spec-

trum, ∆Ei(k) = (Ei(k)−E(k))/E(k). Figure 4.3 shows this quantity for the four runs of set R.

It confirms that the relative anisotropy persists through the inertial scales down to the smallest

ones, and that the difference between E1(k) and E5(k) for the strongly rotating non-helical

Euler-forced flow (run R2
nh, Fig. 4.3(b)), is significantly larger than that for the other runs. The

energy directional anisotropy inherently induced by the ABC forcing and evidenced in Chap-

ter 3 is partly concealed in the anisotropy due to large rotation, as observed when comparing

Figs. 4.3(c) (helical Euler forced) and 4.3(d) (ABC forced). The effect of helicity can be de-

duced by comparing Figs. 4.3(a) and 4.3(c), which shows that the presence of helicity has no

significant effect on the energy spectrum small-scale anisotropy. Note finally that the presence

of the inverse cascade has no clear effect on small-scale energy directional anisotropy (compare

Figs. 4.3c and d).

The third quantity, plotted in Fig. 4.4 for runs in set R, is the directional

anisotropy of the real part of polarization normalized by the energy spectrum,

<Z(k)/E(k) =
(
Epol(k)− Etor(k)

)
/E(k). When rotation is strong enough, wavevectors close
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(a) (b)

(c) (d)

Run R1
nh Run R2

nh

Run Rh Run RABC

Figure 4.3: Relative directional anisotropy of kinetic energy ∆Ei(k) = (Ei(k)− E(k)) /E(k)

for: (a) run R1
nh; (b) run R2

nh; (c) run Rh; (d) run RABC.
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Run R1
nh Run R2

nh

Run Rh Run RABC

(a) (b)

(c) (d)

Figure 4.4: Real part of polarization normalized by the energy spectrum

<Z(k)/E(k) =
(
Epol(k)− Etor(k)

)
/E(k) for: (a) run R1

nh; (b) run R2
nh; (c) run Rh; (d)

run RABC.
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to the horizontal plane hold much more energy than wavevectors close to Ω and <Z(k) provides

information on the structure of turbulence at the considered scale. This concentration of energy

is observed for runs in set R in Fig. 4.3. Fig. 4.4 shows that, for all the runs, the real part of the

spherically averaged polarization is negative at small wavenumbers (close to kF ), and positive

at larger wavenumbers, which indicates that at large scales the toroidal energy is greater than

the poloidal one, while at small scales the opposite happens. This is related to the presence

of large scale “vortical” structures and of small scale “jetal” structures [25]. Upon comparing

Figs. 4.4(a) and (b), one sees that increasing rotation increases the normalized polarization

anisotropy, which is largest in the equatorial plane and vanishes in the axial direction, with a

monotonous dependence in between.

In run R2
nh (non-helical high-rotation Euler-forced, Fig. 4.4b), the real part of polarization

reaches a maximum before decreasing towards the smallest dissipative scales, although not

reaching isotropy at the largest resolved wavenumber kmax. In comparison, the slower rotating

case (run R1
nh) presented in Fig. 4.4(a) maintains moderate polarization anisotropy down to the

smallest scales, a behaviour similar to that of the helical case (Rh) of Fig. 4.4(c), even though the

presence of helicity clearly increases small-scale polarization anisotropy (compare Figs. 4.4a and

4.4c). Run RABC (moderate rotation ABC-forced, Fig. 4.4d), shows a polarization anisotropy

level similar to that of run R2
nh.

Therefore, although the relative helicity and the Reynolds and Rossby numbers of the ABC-

forced run RABC (Fig. 4.4d) are similar to those of run Rh (Fig. 4.4c), the polarization anisotropy

of the former is much higher than that of the latter. The level of this anisotropy for run RABC

is comparable to that obtained with a stronger rotation in Euler-forced runs (Fig. 4.4(b)).

At this point, one may wonder if the differences observed between ABC-forced and Euler-

forced simulations depend mainly on the intrinsic anisotropy of the ABC force or on the presence

of an inverse cascade. In order to answer this, we also performed a helical shell-Euler-forced

rotating run, in which the truncated system includes only modes corresponding to wavenumbers

k such that 4.6 ≤ k ≤ 5.4, as explained in section 2.3.3. Figure 4.5(a) shows the corresponding

energy directional spectra and spherically-integrated spectrum, the slope of the latter is clearly

stronger than −5/3 (we observe approximately k−8/3 for this run). Therefore, while an inverse

cascade does not affect substantially energy directional anisotropy, the reason for a steeper

energy spectrum slope in ABC forced runs is just the presence of an inverse cascade, absent in

standard Euler-forced runs (forced for k < kF ). The polarization anisotropy for the shell-Euler-

forced run, shown in Fig. 4.5(b), is larger than that of the equivalent Euler-forced run without
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(a) (b)

Figure 4.5: Helical shell-Euler forced run: the truncated system includes wavenumbers such

that 4.6 ≤ k ≤ 5.4 and does not include the Coriolis force. The parameters of the simulation

are Reλ = 180, Roω = 1.13, Hrel = 0.50. (a) Directional energy spectra compensated by k5/3;

(b) real part of polarization normalized by the energy spectrum.

inverse cascade (Fig. 4.4c), but smaller than the ABC-forced run (Fig. 4.4d). The increased

polarization anisotropy in ABC-forced rotating runs therefore seems to be induced both by the

intrinsic anisotropy of the ABC forcing and by the presence of an inverse cascade.

Of course in a forced simulation with inverse cascade, energy increases with time at large

scales, and therefore at some time the integral lengthscale L is too large with respect to the box

size and confinement effects cannot be neglected any longer. For the shell-Euler run and run

RABC—and in the considered time interval—L is about 20% of the box size, slightly larger than

the threshold value (10%) indicated in [50, 77]. However, in this section we analyzed statistics in

the inertial and dissipative ranges, and therefore the related results are only negligibly sensitive

to confinement [50].

4.3 Effect of rotation in higher Reynolds number cases

In this section we study the anisotropy that naturally arises in the presence of background

rotation through 10243 resolution simulations, i.e. considering runs in set S that have larger

Reynolds numbers than those of set R (see Tab. 4.1). Run S1
nh also has smaller Zeman wavenum-

ber, and thus allows to study the anisotropic features of scales much smaller than the Zeman

scale.

The directional energy spectra for runs of set S are plotted in Fig. 4.6. A wide inertial range

is observed, with a slope close to −5/3 for runs S1
nh and Sh due to weak rotation. At first glance,
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in the lowest rotation case (run S1
nh) directional spectra collapse on the spherically integrated

spectrum and small scales seem to return to directional isotropy.

Fig. 4.7 shows the relative directional energy anisotropy for runs in set S. A comparison

between run Sh and run S2
nh confirms that the presence of helicity has no substantial effect on

the energy directional anisotropy, as already observed for runs in set R. Surprisingly, this figure

shows that, notwithstanding the large scale separation (5.6 ≤ kη/kΩ ≤ 32.7) with respect to set

R, the relative anisotropy stays roughly constant down to the smallest scales, after decreasing

over the upper inertial spectral subrange. Even in the largest Rossby number case, run S1
nh

(Fig. 4.7a), the amplitude of the relative energy departure at small scales is still significant and

much larger than the anisotropy induced by forcing in the absence of rotation (compare Fig. 4.7a

with Fig. 3.3a).

A second important observation is that there seems to be two subranges in the inertial

spectral range over which anisotropy behaves differently. In the first one (smallest wavenumbers),

the relative anisotropy for all sectors decreases with wavenumber. Then, for wavenumbers greater

than an intermediate value, the relative anisotropy remains roughly constant. The separating

wavenumber is clearly larger than kΩ for run S1
nh (large Rossby number) and is close to kΩ for

the other runs, S2
nh and Sh, which have moderate Rossby numbers. Therefore, it is not clear how

the separating scale between these two anisotropic ranges depends on the Zeman wavenumber.

We will provide the answer to this question in section 4.4.

Finally, we present helicity directional spectra and directional anisotropy in Figs. 4.8(a)

and (b), respectively. These figures show that helicity directional isotropy (which does not

imply strict isotropy) is reached at some intermediate wavenumber, but that it disappears for

larger wavenumbers. Similarly to energy, at small scales, sectors closer to the horizontal plane

hold more helicity. Figure 4.8(c) also displays the relative helicity spectrum of every sector,

Hreli(k) = Hi(k)/ (2kEi(k)). From the viewpoint of relative helicity, no directional isotropy

is obtained, and—no matter the scale—sectors closer to the horizontal plane hold lower rela-

tive helicity. Therefore, even if both energy and helicity are concentrated in more horizontal

wavevectors, the relative contents of helicity is larger for the less energetic and more vertical

wavevectors.
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Figure 4.6: Directional energy spectra Ei(k) for runs in set S. Markers indicate the Zeman scale

kΩ =
√

(2Ω)3 /ε.

(a) (b)

(c)

Run S1
nh Run S2

nh

Run Sh

Figure 4.7: Energy directional anisotropy ∆Ei(k) for: (a) run S1
nh; (b) run S2

nh; (c) run Sh.
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(a) (b)

(c)

Figure 4.8: (a) Directional helicity spectra Hi(k), (b) helicity directional anisotropy ∆Hi(k),

(c) relative helicity directional spectra Hreli(k) = Hi(k)/ (2kEi(k)), for run Sh.
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4.4 Threshold wavenumber

Recall from Chapter 1 that if the kinematic viscosity ν tends to zero (and the Reynolds number

tends to infinity), both η and rΩd tend to zero. If the integral scale tends to infinity, the only

relevant characteristic lengthscale is then the Zeman scale rΩ, which is the scale at which the

characteristic rotation time equals the characteristic inertia time. For this reason, according to

classical dimensional arguments [25, 53, 88], in the asymptotically inviscid limit, scales much

larger than rΩ should be strongly affected by rotation and should therefore be more anisotropic,

while scales much smaller than rΩ are expected to be dominated by the nonlinear dynamics and

to have isotropic properties.

However, only finite Reynolds number turbulence can be tackled through simulations and

experiments, and very large Reynolds numbers are needed to achieve a good scale separation.

DNS by [25, 53] seem to confirm return to isotropy at small scales, while in experiments by

[46] the anisotropy is found to be stronger at small scales. In particular, in the forced rotating

simulation of [53] isotropization seems to occur at a precise wavenumber (close to kΩ). In [25], in

which decaying rotating turbulence is investigated, isotropy is obtained only if rotation is weak

enough, and a link between kΩ and the wavenumber corresponding to maximum anisotropy is

observed. Therefore, both the anisotropic character of small scales and the role of the Zeman

scale are not fully understood.

In section 4.3, our analysis—that uses normalized indicators and includes simulations with

large Rossby numbers—shows no return to isotropy, in contrast with previous numerical re-

sults [25, 53] but in agreement with experiments [46]. Nevertheless, even if isotropy is not

obtained at small scales in our simulations, two different anisotropic ranges with qualitatively

different anisotropic features can be identified (see e.g. Figs. 4.6 and 4.7). The low-wavenumber

range shows large anisotropy decreasing with wavenumber, while the anisotropy level at larger

wavenumbers is significantly lower, although not zero. Then, one may wonder if the threshold

wavenumber between these two ranges has a specific physical interpretation. In order to answer

this question, we analyze a larger number of Euler-forced runs (17 runs with 5123 resolution

and 6 runs with 10243 resolution), with Roω ranging from 0.69 to 9.6, Reλ ranging from 73.9 to

414, and scale separation rΩ/η ranging from 1.3 to 68. Note that this set also includes runs with

different forcing scales (kF = 1.5 and 5.5), different relative helicity (ranging from 0 to 0.84),

and runs that include or not the Coriolis force in the spherically truncated system.

First, we define a systematic method to compute the threshold wavenumber kT , separating

small-wavenumber (large anisotropy) and large-wavenumber (low anisotropy) ranges. Then, we
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investigate its dependence on the other parameters of the flow and look for a physical interpre-

tation of kT .

Since for every run five energy directional-anisotropy indicators ∆Ei(k) are available, we

first reduce them to a single indicator a(k). In particular, we normalize every ∆Ei(k) by its

mean value over the range k > kF , and then average them:

a(k) = 1
5

5∑
i=1

∆Ei(k)
∆Ei

. (4.1)

Figure 4.9 shows the anisotropy indicator a(k) corresponding to run S2
nh (Fig. 4.7b). In all

rotating runs we found that a(k) quickly decreases with wavenumber at large scales, reaches a

minimum and then slowly increases with wavenumber up to the dissipative scales. Therefore,

we compute kT as the wavenumber corresponding to the minimum of a(k), after smoothing.

Figure 4.9: Anisotropy indicator (defined by Eq. (4.1)) for run S2
nh.

As a first attempt, it is natural to investigate the dependence of kT on the Zeman wavenumber

kΩ, with the purpose of checking the existence of a range in which kT ∼ kΩ. In Fig. 4.10(a),

kT /kη is plotted as a function of kΩ/kη. For kΩ/kη . 1/4 (weak or moderate rotation), kT /kη
clearly increases with kΩ/kη, with a power law of exponent 1/3. For larger values of kΩ/kη,

markers are more scattered, and no clear trend is observed. One possible explanation for the

existence of these two regimes is that, if rotation is too strong (or equivalently kΩ/kη is too

large), the threshold wavenumber kT is located in the dissipative range, whereas in the opposite

case it is in the inertial range. These two ranges are phenomenologically different, and different

laws can be expected in the two cases. The rest of our discussion will be performed in the

regime kΩ/kη . 1/4, in which kT /kη ∼ (kΩ/kη)1/3. This amounts to discarding the lowest

Rossby number runs.
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(a) (b)

Figure 4.10: kT /kη plotted as a function of (a) kΩ/kη, (b) kΩd/kη. For comparison, the slope

corresponding to kT ∼ kΩ is shown too.

In short, Fig. 4.10(a) shows two important results: first, depending on the closeness of kΩ

to kη two subranges with different behaviours are observed and second, in the low kΩ range, kT
scales as k1/3

Ω k
2/3
η . In this regime, kT is therefore not proportional to kΩ, and depends on the

dissipative scale as well. Recalling from Chapter 1 that, from the definitions of kΩd, kΩ and kη,

kΩd = k
1/3
Ω k

2/3
η , this means that kT scales as kΩd. This result is confirmed by Fig. 4.10(b), which

furthermore shows that the factor between kT and kΩd is close to 1, therefore:

kT ≈ kΩd =
(2Ω
ν

)1/2
. (4.2)

This relation identifies kT as the wavenumber at which the rotation time equals the characteristic

dissipation time, provided that kΩ/kη is not too large (in practice, kΩ . kη/4). In other words, at

small wavenumbers anisotropy quickly decreases with the wavenumber, then reaches a minimum

at k ≈ kΩd, after which it slowly increases up to the dissipative scales. Also recalling from

Chapter 1 that, under the hypothesis ω′ ∼ νk2
η, Roω should scale as (kη/kΩ)2/3, Eq. (4.2) yields

kT ∼ kΩRo
ω. (4.3)

To check this, kT /kΩ is plotted as a function of Roω in Fig. 4.11(a). Again, this scaling is

satisfied for the data corresponding to kΩ < kη/4, and the proportionality factor is close to 1.

In order to make sure that the scaling law found above is not artificially induced by the

forcing, further investigation is required. If rotation is too weak, the threshold wavenumber kT
may be close enough to kF for the forcing scheme to affect its value. In Fig. 4.11(b), kT /kF
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(a) (b)

Figure 4.11: (a) kT /kΩ plotted as a function of Roω, (b) kT /kF plotted as a function of kΩ/kF .

Figure 4.12: Dependence of the kT scaling law on the Reynolds number.

is plotted as a function of kΩ/kF (runs for which kΩ > kη/4 are not included). No trend is

visible from these data, so that no forcing effect is detected. Such an effect might, however, be

evidenced in simulations with larger forcing wavenumber or larger Rossby number.

Finally, we investigate the dependence of the kT scaling law on the Reynolds number. In

Fig. 4.12 kT / (kΩRo
ω) is plotted as a function of Reλ. As already shown in Fig. 4.11(a), this

quantity is always close to one. Moreover, there is no correlation between it and Reλ. It seems

therefore that, in the range covered by our runs, the scaling law of kT (Eq. (4.2) or (4.3)) does

not depend on the Reynolds number.

Note that in the asymptotic inviscid limit, according to our scaling law, kT ∼ kΩd →∞
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and thus only the low-wavenumber anisotropic range (k < kT ) should persist. In this range

anisotropy decreases with wavenumber, which is consistent with the classical argument according

to which isotropy should be obtained at scales infinitely smaller than the Zeman scale (if the

minimum of a(k) tends to zero).

Comparing the above results—in particular the presence of small scale anisotropy and the

scaling law for the threshold wavenumber in large Rossby number rotating turbulence—with data

from other works in the literature would be essential. Three main articles focusing on small scale

anisotropy in rotating turbulence are currently available [25, 46, 53]. However, in [46, 53] no

scale-normalized indicator is shown, and therefore it is impossible to estimate the anisotropy

level at small scales and to compute the threshold wavenumber. In [25] a scale-normalized

indicator is shown for several runs, but only in one run this indicator displays a minimum and a

visual estimation of kT is difficult. Furthermore, in these three works non-equilibrium turbulence

(decaying turbulence in [25, 46] and forced unsteady turbulence with the presence of an inverse

cascade in [53]) is studied, which may give rise to different phenomenological laws with respect

to forced statistically stationary turbulence.

4.5 Statistics in separation space

In this section the anisotropic scale-dependent structure of rotating turbulence is analyzed in

the space of separation vectors in physical space. In particular, we show the distributions of

the quantities appearing in the Kármán-Howarth-Monin equation (1.88): the two-point velocity

correlation R(r), the third-order vector moment F(r) = 〈δuδuiδui〉 and its divergence, the

dissipation term ν∇2R(r) and the forcing term Φ(r), computed as described in section 2.2.2.

We only recall here that δu is the velocity increment and that we call ρ and ζ the horizontal

(normal to the axis of symmetry) and vertical (parallel to the axis) components of the separation

vector r in physical space. The separation distances are nondimensionalized by the Kolmogorov

scale η which can be easily computed in the simulations.

Our numerical results are also compared to experimental data obtained by P.-P. Cortet

and F. Moisy [21] from decaying turbulence generated by a towed grid. Similar measurements

were recently achieved by Lamriben et al. [46]. In these experiments, velocity is measured in

a vertical plane (containing Ω) using corotating two-dimensional particle image velocimetry.

When compared to data from simulations, the difference amounts essentially to the contribution

of the off-plane velocity component. Although experiments and simulations are not designed
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for a one-to-one comparison, rather universal features are observed, which attests of generic

mechanisms generating anisotropy in rotating turbulence. Estimating ε from −∂tR/2(r = 0) in

the experiment gives η ≈ 0.6 mm. The axes values in the experiment figures presented below

are in dimensional form and the axis labels rx and rz are the components of r in a cartesian

frame (x, y, z) with z parallel to Ω.

4.5.1 Two-point velocity correlation

Figure 4.13 provides the maps of the velocity correlation R(r) at Ω = 0 for runs Anh (Euler-

forced, kF = 5.5) and Dnv (negative viscosity scheme, kF = 2.5). The white dashed circle shows

the forcing scale LF = 2π/kF . The same quantity is plotted in Figs. 4.14(a) and (b), for the

non-rotating experiment by P.-P. Cortet and F. Moisy [21], at times t Vg/M = 50 and 400 after

the grid translation, where Vg = 1 m s−1 and M = 40 mm are the grid velocity and mesh size,

respectively. For run Anh no departure from isotropy can be detected at any scales, as shown in

Figs 4.13(a) and (b). For run Dnv in Figure 4.13(c), the large scales deviate slightly from isotropy,

but smaller inertial scales sufficiently separated from the forcing one quickly become isotropic

(Figure 4.13d). In the experiment, at t Vg/M = 50 the iso-level curves are nearly circular, but

a slight decrease of R(r) along the directions θ = 0 and θ = π/2 is observed for scales r larger

than 0.6M . However, at t Vg/M = 400, the distribution of R(r, t) is almost perfectly isotropic at

all the resolved scales (Fig. 4.14b). In all the simulations and in the experiment R(r) is maximal

at r = 0 and, for a fixed direction θ, it monotonically decreases with the scale.

The two-point velocity correlation is computed in DNS of forced rotating turbulence for

runs S2
nh (Reλ = 187 and Roω = 2.02) and R2

nh (Reλ = 149 and Roω = 0.857), and plotted in

Fig. 4.15. For the higher Rossby number run (S2
nh) the isolines of R(r) are clearly elongated along

the vertical direction. For the lower Rossby number run (R2
nh) the same behaviour (although

more evident) is observed at small scales, while at large scales R(r) is almost independent

of ζ. In all the rotating runs the correlation is systematically larger at lower θ, i.e. closer

to the rotation axis. Of course the isolines are more anisotropic in the lower Rossby number

case. For the rotating experiment by P.-P. Cortet and F. Moisy [21] (Figures 4.14c and d), at

tVg/M = 50, the two-point correlation is almost identical to that found at Ω = 0, confirming that

the turbulence generated by the grid is not affected by rotation. However, at time t Vg/M = 400,

R(r) is strongly anisotropic with an enhanced correlation along the rotation axis, in agreement

with the DNS.

These anisotropic features suggest the presence of vertically elongated structures, consistently
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(a) (b)

(c) (d)

Figure 4.13: Maps of the two-point velocity correlation R(r) for: (a) and (b) run Anh cor-

responding to non-rotating Euler-forced turbulence, and (c) and (d) run Dnv corresponding to

non-rotating turbulence forced through the negative viscosity scheme [38]. Two different plot-

ting ranges are used in the right and left columns. The white dashed circle shows the forcing

scale LF = 2π/kF .
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Figure 4.14: Maps of the two-point velocity correlation R(r) at times t Vg/M = 50 (a and c)

and t Vg/M = 400 (b and d) after the grid translation, for Ω = 0 and 16 rpm. Experimental

results by P.-P. Cortet and F. Moisy [21].
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(a) (b)

(c) (d)

Figure 4.15: Maps of the two-point velocity correlation R(r) for: (a) and (b) run S2
nh (Euler-

forced, Reλ = 187 and Roω = 2.02), and (c) and (d) run R2
nh (Euler-forced, Reλ = 149 and

Roω = 0.857). The white dashed circle shows the forcing scale LF = 2π/kF . The red circles

show the Zeman scale rΩ =
√
ε/ (2Ω)3.
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(a) (b)

(c) (d)

Figure 4.16: Modulus of the third-order vector moment |F(r)| for: (a) and (b) run Anh cor-

responding to non-rotating Euler-forced turbulence, and (c) and (d) run Dnv corresponding to

non-rotating turbulence forced through the negative viscosity scheme [38]. The white dashed

circle shows the forcing scale LF = 2π/kF .

with the analysis of the energy and polarization directional spectra carried out in sections 4.2

and 4.3. A purely 2D-3C turbulence would correspond to R(r) independent of ζ, i.e. to vertical

iso-R lines.

4.5.2 Third-order vector moment

We now consider the third-order vector moment F(r), and compare its magnitude |F | between

the non-rotating and rotating cases.

For the non-rotating case, the iso-magnitude curves are shown in Fig. 4.16 for the non-

rotating DNS and in Fig. 4.19b for the experiment by P.-P. Cortet and F. Moisy [21]. Since
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(a) (b)

(c) (d)

Figure 4.17: Modulus of the third-order vector moment |F(r)| for: (a) and (b) run S2
nh (Euler-

forced, Reλ = 187 and Roω = 2.02), and (c) and (d) run R2
nh (Euler-forced, Reλ = 149 and

Roω = 0.857). The red dashed circle shows the forcing scale LF = 2π/kF . The white circles

show the Zeman scale rΩ =
√
ε/ (2Ω)3.

the azimuthal component Fϕ is not measured in the experiment, the magnitude in Fig. 4.19

is actually the 2D norm in a vertical plane |(Fρ,Fζ)|. For both run Anh and the non-rotating

experiment, the iso-|F | are nearly circular. On the other side, the run forced through the

negative viscosity scheme (Dnv) displays a more anisotropic distribution for |F |, and only the

smaller scales are approximately isotropic. This behaviour depends on the anisotropy artificially

created by the forcing method, as explained in Chapter 3. Note that in the DNS a wider range

has been retained for Fig. 4.16 with respect to the experiment (Fig. 4.19b), where statistical

convergence limits the large-scale resolution to about 67η.

For the experimental case rotating at Ω = 16 rpm, Fig. 4.19(d), the iso-|F | lines show a
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(a) (b)

(c) (d)

Figure 4.18: Modulus of (Fρ,Fζ) for: (a) and (b) run S2
nh (Euler-forced, Reλ = 187 and

Roω = 2.02), and (c) and (d) run R2
nh (Euler-forced, Reλ = 149 and Roω = 0.857). The

white dashed circle shows the forcing scale LF = 2π/kF . The red circles show the Zeman scale

rΩ =
√
ε/ (2Ω)3.
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Figure 4.19: Third-order vector moment F at time t Vg/M = 400 after the grid translation for

Ω = 0 (top) and Ω = 16 rpm (bottom). In (d), the dashed line shows the “crest line” following

the local maximum of |F |. Experimental results by P.-P. Cortet and F. Moisy [21].
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strong anisotropy that extends up to the largest resolved scales, similar to that of R(r). At

fixed scale r, the maximum of |F | is systematically encountered for vertical separations (θ = 0).

Along the horizontal direction (θ = π/2) |F | reaches a maximum before decreasing. A similar

concentration of magnitude is also observed in the rotating DNS of runs S2
nh and R2

nh in Fig. 4.17.

Nevertheless, the shape of the isolines of Fig. 4.17(d) significantly differs from the experimental

one of Fig. 4.19(d). However, if one adopts the same way of computing F as the experiments,

i.e. by considering only the Fρ and Fζ components, Fig. 4.18 is obtained. This figure displays

a distribution more similar to that in the experiment, especially for the lower Rossby number

run (R2
nh, Figs. 4.18c-d). This also shows that the azimuthal component of F is relevant with

respect to the other ones.

Maps of the radial, polar and azimuthal components of F for the non-rotating and the

rotating DNS are plotted in Fig. 4.20. For run Anh (non-rotating, Euler-forced, panels a-c), the

amplitudes of Fθ and Fϕ are naturally much smaller than that of Fr, which is θ-independent,

so that their contribution to the third-order vector moment magnitude is unimportant. As

expected from the results of Chapter 3 on forcing anisotropy, for run Dnv (non-rotating, forced

through the negative viscosity scheme, panels d-f) the off-radial components are more important

and Fr slightly depends on θ. Therefore, these figures confirm the isotropic distribution in the

non rotating case of run Anh and the anisotropic effect of forcing in run Dnv. On the other

hand, for the rotating cases, Figs. 4.20(g)-(n) show that Fr is responsible for the concentration

of |F | along the vertical axis. In particular, at smaller scales Fr decreases with θ, while at larger

scales it increases with θ. At small scales Fϕ does not depend on ζ, is zero for ρ = 0 and it

increases with ρ. This is related to the cyclone-anticyclone asymmetry [7, 29, 36, 59, 60, 78].

Now both Fϕ and Fθ in Figs. 4.20(g)-(n) do contribute significantly to |F | and tend to shift its

peak away from the ζ-axis. Note that, while Fϕ is always positive in the range of scales shown,

Fθ is positive everywhere but in a small region at small scales and intermediate θ, where it is

slightly negative.

Although the third-order vector moment F is the most direct signature of non-linearity that

can be computed from the velocity fields, it enters into the KHM equation only through its diver-

gence. The physical interpretation of F itself is therefore delicate, and the anisotropy generation

mechanism is investigated in the following directly from the non-linear term Π = ∇ ·F/4, which

is the source of anisotropy for the two-point correlation in the KHM equation (1.88).
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(l) (m) (n)

Figure 4.20: Maps of the components of the third-order vector moment F in the polar-spherical

reference frame. Left column for the radial component Fr, middle column for the polar com-

ponent Fθ, right column for the azimuthal component Fϕ. Panels (a)-(c) for run Anh (non-

rotating Euler-forced); panels (d)-(f) for run Dnv (non-rotating forced through the negative

viscosity scheme); panels (g)-(i) for run S2
nh (moderate Rossby number, Euler-forced); panels

(l)-(n) for run R2
nh (low Rossby number, Euler-forced). The red circles show the Zeman scale

rΩ =
√
ε/ (2Ω)3.
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(a) (b) (c)

(d) (e) (f)

Figure 4.21: Maps of the terms appearing in the KHM equation, for DNS of isotropic turbulence,

for (a)-(c) run Anh corresponding to non-rotating Euler-forced turbulence, and (d)-(f) run Dnv

corresponding to non-rotating turbulence forced through the negative viscosity scheme. White

dashed circles indicate the forcing scale. A smaller range of scales is considered for the viscous

term ν∇2R.

4.5.3 Balance of the terms in the KHM equation

Isotropic case

In this section we examine in detail the distributions of the different terms in the KHM equa-

tion (1.88), in terms of scale and anisotropy. According to this equation, the dynamics of the

flow results from: (i) the non-linear term Π(r) = ∇ · F/4, which accounts for the effect of

advection; (ii) the dissipative term D(r) = −ν∇2R; (iii) the forcing term Φ(r) (statistically

stationary forced simulations) or ∂R(r)/∂t (experiments of freely decaying turbulence).

We show the maps of these quantities for the DNS data of isotropic turbulence with Euler

forcing and for the non-rotating experiment by P.-P. Cortet and F. Moisy [21] in Figs. 4.21 and

4.23, respectively. Both Φ in the simulation and −∂R/∂t in the experiment are maximal at

r = 0. As expected from the arguments explained in section 1.2.2, the DNS also show that Φ is

almost constant and approximately equal to ε in a range of small scales, this range being wider

95



(a) (b)

Figure 4.22: Maps of the nonlinear terms appearing in the KHM equation, for DNS of isotropic

tubulence, for (a) run Anh corresponding to non-rotating Euler-forced turbulence, and (b) run

Dnv corresponding to non-rotating turbulence forced through the negative viscosity scheme. A

reduced range of scales has been used with respect to Fig. 4.21. The red circles show the Zeman

scale rΩ =
√
ε/ (2Ω)3.
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Figure 4.23: Maps of the terms of the KHM equation for the non-rotating experiment at time

t Vg/M = 400. (a) Unstationary term −∂tR/2, (c) dissipative term D = −ν∇2R, (d) nonlinear

term −Π = −∇ · F/4, (b) r.h.s. of the KHM equation −Π + D. Experimental results by P.-P.

Cortet and F. Moisy [21].
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in the case of the larger Reynolds number run (Dnv, Fig. 4.21f). For run Anh, Φ also displays

a negative minimum close to LF = 2π/kF in Fig. 4.21(c). If only wavenumbers of modulus

kF were excited, the most negative contribution of the forcing term (which is the even part of

the velocity-external force correlation) would be at π/kF , but since Euler forcing involves lower

wavenumbers too this minimum shifts to a larger scale.

Figure 4.21(a) shows the non-linear term Π = ∇ ·F/4 for run Anh, with a slight departure

from exact circular distribution in the large scales due to noise, as also observed in the ex-

perimental data by P.-P. Cortet and F. Moisy [21] of Fig. 4.23(d). Π tends to zero at small

scales, and shows a broad negative minimum (close to −ε for the DNS) in an annular region,

as expected in the inertial range. Very good isotropy is obtained at smaller scales, as shown in

Fig. 4.22(a). For run Dnv (Figs. 4.21d and 4.22b) Π(r) is approximately isotropic at small scales

and is almost constant in a wide range of large scales.

The dissipative term shown in Figs. 4.21(b) and (e) for the DNS over a reduced range of

scales, exhibits a perfect isotropic distribution, while the noise inD = −ν∇2R for the experiment

in Fig. 4.23(c) originates from discretization effects at small scale in the computation of the

discretized Laplacian. The viscous term takes significant values only at small scales, for r . 20η

in the DNS.

A reasonable match between the shape of the experiment maps of −∂tR/2 and −Π + D is

observed in Figs. 4.23(a,b). The discrepancy, of order of 30% at this time, originates from the

missing azimuthal component in the 2D surrogates.

It is also useful to plot the quantities appearing in the KHM equation as a function of the

scale r for a constant θ. Figure 4.24 displays Φ, −Π = −∇ ·F/4 and D = −ν∇2R as functions

of r along θ = 0 and θ = π/2 for runs Anh and Dnv. Similarly, in Fig. 4.25(a) ∂R/∂t, −Π and

D averaged over θ are plotted as functions of the scale r for the non-rotating experiment by

P.-P. Cortet and F. Moisy [21]. The crossover between the inertial and dissipative terms in the

KHM equation (−Π = D) is found at rν ≈ 6η in numerical simulations of isotropic turbulence.

In the non-rotating experiment one finds rν ≈ 2.5 mm, corresponding to rν ≈ 4.5η, which is

slightly smaller (but of the same order) than the ratio reported in numerical simulations. A good

agreement is found in Figure 4.25(b) between the time evolutions of the measured crossover rν
and the computed value of 4.5 η. An extended inertial range, where Π(r) = −ε, is visible in

Fig. 4.24(c)-(d) for run Dnv. For run Anh (Fig. 4.24(a)-(b)) and the experiment (Fig. 4.25), only

in a small range of scales Π(r) ≈ −ε due to moderate Reynolds numbers.
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Anh θ = 0 Anh θ = π/2

Dnv θ = 0 Dnv θ = π/2

Figure 4.24: Terms of the KHM equation from DNS data of runs Anh (bottom row) and Dnv

(top row) along θ = 0 (left column) and θ = π/2 (right column).
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Figure 4.25: (a) Terms of the KHM equation averaged over θ for the non-rotating experiment

as functions of r at t Vg/M = 400. (b) Time evolution of the cross-over scale rν and 4.5η.

Experimental results by P.-P. Cortet and F. Moisy [21].
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(a) (b) (c)

(d) (e) (f)

Figure 4.26: Maps of the terms appearing in the KHM equation for (a)-(c) run S2
nh, and

(d)-(f) run R2
nh corresponding to rotating Euler-forced turbulence. A smaller range of scales

is considered for the viscous term ν∇2R. The white dashed circles indicate the forcing scale

LF = 2π/kF . The red circles indicate the Zeman scale rΩ =
√
ε/ (2Ω)3.

Rotating case

In Figs. 4.26, 4.27 and 4.28, we compare again the maps of the three terms of the KHM equation,

but now in the rotating DNS and the rotating experiment by P.-P. Cortet and F. Moisy [21]. The

budget is qualitatively similar to that of the non-rotating case. However, in the experiment and

in the DNS at sufficiently small scales Π = ∇ · F/4 and D = −ν∇2R show the characteristic

shape elongated along the rotation axis. The region where −Π is most positive is along the

horizontal axis, inducing a stronger reduction of the velocity correlation R at large θ than at

small θ, and therefore resulting in a relative growth of the correlation along the vertical axis.

Here again, this is consistent with a 2D trend. For the DNS, when even smaller scales are

considered (Fig. 4.27), a trend towards isotropy is observed in −Π, as in the dissipative term

(Fig. 4.26b).

A remarkable feature of Figs. 4.26 and 4.28 is that the balance between the dissipation term

and the nonlinear term now strongly depends on the polar angle θ. The terms of the KHM

equation for two polar angles θ = 0 and π/2 are shown in Fig. 4.29 for the rotating turbulence
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(a) (b)

Figure 4.27: Maps of the non-linear term appearing in the KHM equation, for (a) run S2
nh,

and (b) run R2
nh corresponding to rotating Euler-forced turbulence. A smaller range of scales is

considered here with respect to Fig. 4.26 in order to show small scale anisotropy. The red circles

show the Zeman scale rΩ =
√
ε/ (2Ω)3.

DNS data. Conclusions similar to the non-rotating DNS cases can be drawn. The larger cross-

over scale rν found at θ = 0 (vertical separation) is a simple consequence of the weaker nonlinear

term Π in the vertical direction. In order to quantify this effect, we also computed the cross-over

scales of other rotating DNS and plotted them as functions of the Rossby number in Fig. 4.30.

This figure shows that, while the horizontal cross-over scale rν(θ = π/2) is constant and equal to

the value corresponding to the isotropic case (rν ≈ 6η), the cross-over scale can vary significantly

for θ = 0: it is within a range from 6η to 12η depending on the value of the micro-Rossby number

in the range 9.6 (weak rotation) to 0.86 (strong rotation). In other words, decreasing the Rossby

number significantly affects only the vertical cross-over scale.

4.6 Inertial law and dissipative range anisotropy

Returning to the third-order vector moment, inertial laws are available from the literature in

both the isotropic and the rotating cases. In isotropic turbulence Fϕ = Fθ = 0 and Fr is given

by the four-thirds Kolmogorov law (1.94) [4] recalled in section 1.2.2.

Figures 4.32(a)-(b) show that the streamlines of F are exactly radial in the isotropic case

of the Euler forced run (Anh). However, Figs. 4.32(c)-(d) show that the anisotropy artificially
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Figure 4.28: Maps of the terms of the KHM equation for the rotating experiment at Ω = 16 rpm

at time t Vg/M = 400 (Re = 600, Ro = 0.06). (a) Unstationary term −∂tR/2, (c) dissipative

term D = −ν∇2R, (d) transfer term −Π = −∇ ·F/4, (b) r.h.s. of the KHM equation −Π +D.

Experimental results by P.-P. Cortet and F. Moisy [21].
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S2
nh θ = 0 S2

nh θ = π/2

R2
nh θ = 0 R2

nh θ = π/2

Figure 4.29: Terms of the KHM equation from DNS data of runs S2
nh (bottom row) and R2

nh

(top row) along θ = 0 (left column) and θ = π/2 (right column).
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Figure 4.30: Cross-over scales along the vertical (blue markers) and the horizontal (red markers)

directions as functions of the Rossby number.

generated by the forcing scheme in run Dnv significantly affects the third-order vector moment,

leading to non radial streamlines even at the smallest resolved scales. As expected, also for the

decaying isotropic turbulence experiment by P.-P. Cortet and F. Moisy [21], Fig. 4.19(a), F is

radial. Because the uncertainty on F for r > M is significantly larger than for second order

quantities, the experimental visualizations are restricted to r ≤ M ≈ 67η. Figure 4.31 also

shows the Kolmogorov-normalized radial component Fr/(−4εr/3) for θ = 0 and θ = π/2 for the

non-rotating runs Anh and Dnv, and for the rotating run S2
nh. In the isotropic case of Fig. 4.31(a)

the two curves superpose and the four-thirds Kolmogorov law is approximately verified in the

inertial range. Note that moderate Reynolds number simulations are expected to display values

Fr/(−4εr/3) < 1 [3]. Very large Reynolds numbers are required to reach Fr/(−4εr/3) = 1,

but Fr should never overshoot the theoretical inertial value. Figure 4.31(b) shows that the

anisotropy of run Dnv prevents Fr from reaching a plateau at this theoretical inertial value. In

the case of rotating turbulence (Fig. 4.31c), while Fr(θ = π/2) (red curve) seems to behave as in

the isotropic case, Fr(θ = 0) (blue curve) is significantly modified by rotation: compared with

Fr(θ = π/2) its modulus is smaller at small scales and larger at large scales (overshooting with

respect to the isotropic inertial value). Again, as observed above for the cross-over scale, only

the statistics along θ = 0 appear to be affected by rotation.

A corresponding inertial law for rapidly rotating turbulence has been proposed by Galtier
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(a) (b) (c)

Figure 4.31: Third-order vector moment radial component Fr non dimensionalized by −4εr/3,

along the directions θ = 0 and π/2. Data for (a) Euler-forced non-rotating run Anh; (b) run

Dnv, forced through the negative viscosity scheme; (c) rotating turbulence simulation S2
nh.

[30], the theory is also recalled in section 1.3.2. According to this theory, the streamlines of F

should be proportional to ζ = ρ4/3, |Fr| should slightly decrease with θ and Fθ should be positive,

i.e. F should be deflected towards the horizontal axis with respect to the radial direction.

We plot the streamlines ζ(ρ) in linear and logarithmic scale for runs S2
nh (moderate Rossby

number) and R2
nh (low Rossby number) in Figs 4.32(e)-(h). In both the moderate and the low

Rossby number runs the streamlines are basically divided into two parts, one at large scale with a

slope larger than one (corresponding to radial F), the other at smaller scale with a slope smaller

than one. However, only the low Rossby number run (R2
nh, Figs 4.32g-h) displays the predicted

4/3 slope in the inertial range, which is consistent with the assumption of rapid rotation of the

inertial theory.

We now quantitatively compare the radial and polar components of F in run S2
nh with the

predictions of Galtier’s theory. The other rotating runs have similar behaviours. Starting from

r = 0, where F = 0, Fr and Fθ quickly decrease with r (and their magnitudes increase), as

shown in Fig. 4.33(a). Furthermore, at a fixed small scale, Fθ(θ) displays a minimum while

Fr(θ) monotonically increases with θ (and its magnitude decreases). However, at some point

Fθ starts to increase and Fr(θ) start to flatten. Nevertheless, this dissipative range behaviour

persists up to scales significantly larger than the dissipative scale (consider that the vertical
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(a)
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Figure 4.32: Vector field (Fr,Fθ) in the (ρ, ζ) plane, and corresponding streamlines in linear

(left panels) and logarithmic (right panels) scale. (a)-(b) run Dnv corresponding to non-rotating

turbulence forced through the negative viscosity scheme, (c)-(d) run Anh corresponding to Euler-

forced non-rotating turbulence, (e)-(f) run S2
nh corresponding to moderate Rossby number rotat-

ing turbulence, and (g)-(h) run R2
nh corresponding to low Rossby number rotating turbulence.
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(a) (b)

(c) (d)

r = 15η r = 22.5η

r = 32.5η r = 45η

Figure 4.33: Solid lines: radial and polar components of the third-order vector moment F for

run S2
nh (rotating turbulence) as functions of θ at different scales r. (a) r = 15η; (b) r = 22.5η;

(c) r = 32.5η; (d) r = 45η. The dashed lines represent the values predicted by Galtier’s inertial

theory [30], see also section 1.3.2.
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cross-over scale corresponding to Fig. 4.33 is 6.8η). Clearly, these trends (Fθ < 0, Fr decreasing

with θ) are opposite to those predicted by the inertial theory, suggesting that larger scales need

to be considered to observe the inertial behaviour.

In the decaying rotating turbulence experiment by P.-P. Cortet and F. Moisy [21],

Fig. 4.19(c), at first sight the vector field F looks nearly radial, pointing towards the origin.

But a closer look shows that a departure from the radial direction appears at small scales, for

r < 10 mm≈ 17η, where a deflection towards the rotation axis is observed. This is consistent

with the anisotropic dissipative range of the simulations. Unfortunately, the limited large-scale

resolution in the experiment does not allow to investigate the inertial prediction.

Returning to the DNS data, Fig. 4.33(b) corresponds to the scale where Fθ(θ) = 0. At larger

scales Fθ(θ) is positive and displays a maximum. Figure 4.33(c) shows the components of F at

a scale where Fθ crosses the theoretical prediction and Fr is almost constant. At even larger

scales Fθ keeps increasing and Fr(θ) becomes a monotonically increasing function of θ (with a

decreasing magnitude), as illustrated in Fig. 4.33(d). The values of Fr and Fθ repeat almost

unaltered in the range 40 − 50η. For these inertial scales Fr(θ) is only slightly larger than its

theoretical prediction, with a maximal relative error of 15%, while Fθ is about two times its

prediction.

These qualitatively opposed trends at small and large scales in the separation space were

observed even in large Rossby number runs (not reported here), confirming the presence of

anisotropy even at scales much smaller than the Zeman scale.

In summary, one can again identify a dissipative and an inertial anisotropic range in sepa-

ration space, similarly to the low-wavenumber high-anisotropy range and the high-wavenumber

low-anisotropy range we observed through the spectral analysis of sections 4.4 and 4.3. The

features of the third-order vector moment at large-scales are consistent with Galtier’s inertial

law [30], while the anisotropic characteristics displayed in experiments by P.-P. Cortet and F.

Moisy [21] correspond to the anisotropic dissipative range in our DNS data. This explains the

apparently conflicting trends between experiments and inertial predictions.
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Chapter 5

Scale-dependent anisotropy in the
von Kármán flow

In this chapter we investigate scale- and direction-dependent anisotropy of a realistic turbulent

flow through the separation space indicators used in Chapter 4 in the context of homogeneous

isotropic and rotating turbulence. In particular, we perform confined simulations of the von Kár-

mán flow by coupling our pseudo-spectral code to the penalization method described in Chapter 2.

First, we compute the mean velocity field and the fluctuating field in the fluid domain. Then, we

investigate second- and third-order two-point statistics from the fluctuating velocity in separation

space. We show that anisotropy is present in all the studied distributions, and for the third-order

vector moment all the resolved scales are strongly anisotropic. Moreover, depending on the re-

gion of the domain and on the investigated quantity, trends typical of rotating turbulence can be

observed in the von Kármán flow as well. In particular, vertically elongated structures develop

in all the portions of the fluid domain that are studied, while the classical cyclone-anticyclone

asymmetry and the two anisotropic ranges described in section 4.6 arise in a part of the domain.

This region corresponds to a larger average rotation rate in the mean flow, suggesting that the

effect of rotation can overcome mechanisms depending on inhomogeneity.

5.1 Real turbulent flows and von Kármán flow

In Chapters 3 and 4 we studied statistically stationary homogeneous turbulence forced through

non-helical and helical spectral forcings. However, these forcing schemes do not represent a

specific physical configuration and are rather a model force aimed at feeding turbulence. Fur-
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thermore, in most real turbulent flows—even statistically stationary—no external force is present

and other mechanisms, like transport and production, directly feed turbulence. Studying real

turbulent flows is therefore fundamental to understand the actual features of turbulence in real

applications.

Special care must be taken when analyzing real turbulent flows: although they can be

statistically stationary (if an energy injection mechanism is present) they are never exactly

homogeneous. Indeed homogeneous turbulence simulations are more a research tool aimed at

disentangling the effects of turbulence from the effects of boundaries than a precise representation

of reality. Because of statistical inhomogeneity, classical Fourier analysis may not be suitable for

real turbulence. In practice, if the flow is only weakly inhomogeneous, a spectral analysis would

represent a first simple tool useful to extract qualitative conclusions and trends. On the other

hand, one can always perform instead an analysis in separation space, like the one described in

Chapter 4, although the computed distributions in general depend on the shape and size of the

region of the fluid domain selected for the analysis.

We choose to simulate the flow between two counter-rotating disks equipped with blades and

enclosed by cylindrical walls, and wish to investigate the features of the generated turbulence

far from the walls. This flow is referred to as von Kármán flow, even though it differs from

the so-called von Kármán swirling flow [8, 87], in which no blades are present and the rotating

disks are infinite. Many experimental studies about the von Kármán flow have been carried

out so far (see e.g. [57]), and different aspect ratios, blades shapes and numbers of blades have

been adopted. However, few numerical works have been devoted to the von Kármán flow. In

particular, [9, 10, 62] simulate the unbladed disks configuration. In [67] blades are taken into

account but, since they are difficult to represent in numerical codes, their effect on the flow is

modeled instead. In [45] and [43] the bladed disks are more realistically represented through an

immersed boundary method. For our simulations, we use the same code as [45], in which the

penalization method described in section 2.1.3 is implemented.

5.2 Geometry and symmetries of the flow

The turbulence generated in this type of flow also depends on the geometry of the cavity and

of the blades. We choose to investigate a counter-rotating configuration with a height-to-radius

aspect ratio equal to Hc/Rc = 1.8, where Rc is the radius of the cylinder and Hc is the distance

between the disks. Every disk has radius equal to Rd = 0.925Rc and is equipped with four
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straight blades of height equal to Hp = 0.2Rc. The Reynolds number based on the disks’ radius

and their rotation rate Ωd is equal to Re = R2
dΩd

ν = 21490. The upper disk rotates anticlockwise,

while the lower one rotates clockwise. The numerical domain consists of a parallelepiped of size

2π×2π×4π, a regular grid of 512×512×1024 equally spaced nodes is used for the discretization.

Rc is equal to 0.9π.

Consider a cylindrical frame (xρ,xϕ,xζ) with the origin in the center of the considered ge-

ometry, i.e. on the axis of the cylinder and at the same distance from the two rotors. xρ and

xζ are therefore the distance from the axis of symmetry and the signed distance from the hori-

zontal middle plane. Despite the presence of blades on the disks, we make the hypothesis that

sufficiently far from the blades the von Kármán flow is statistically axisymmetric. Furthermore,

since in our case the rotors are exactly counter-rotative, the flow possesses another symmetry: it

is statistically invariant under a rotation of π radians about any horizontal axis passing through

the geometrical center. The mean velocity field U with components Uρ, Uϕ, Uζ along xρ, xϕ,

xζ therefore possesses the following symmetries:[
∂2m

∂x2m
ρ

Uρ

]
ρ=0

=
[
∂2m+1

∂x2m+1
ζ

Uρ

]
ζ=0

= 0 (5.1)

[
∂2m

∂x2m
ρ

Uϕ

]
ρ=0

=
[
∂2m

∂x2m
ζ

Uϕ

]
ζ=0

= 0 (5.2)

[
∂2m+1

∂x2m+1
ρ

Uζ

]
ρ=0

=
[
∂2m

∂x2m
ζ

Uζ

]
ζ=0

= 0 (5.3)

for m ≥ 0 (the zero-th order derivatives are included).

In order to limit the effect of inhomogeneity, we use small regions of the domain to average

our statistics in space. Since we consider only cylindrical sub-regions centered on the symmetry

axis, in separation space we compute distributions only for positive values of ρ and ζ, where ρ

and ζ are the components of the separation vector r along xρ and xζ . Distributions in the (ρ,ζ)

plane are averaged in time, space (within the selected cylindrical sub-region in physical space)

and along the azimuthal direction in separation space ϕ.

The mean kinetic energy is plotted in Fig. 5.1 as a function of time normalized by the disks

rotation rate, tΩd. After less than 50 characteristic times the flow seems to reach a statistically

stationary state. The velocity fields analyzed in section 5.4 correspond to times later than

tΩd = 69.
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Figure 5.1: Mean kinetic energy normalized by (ΩdRc)2 as a function of time normalized by Ωd.

5.3 Mean velocity field

Since we are interested in the fluctuating velocity field, the mean velocity field has to be sub-

tracted from the total velocity. We compute the mean flow by space- and time-averaging. 100

velocity fields at 100 times in the interval 69 ≤ tΩd ≤ 192 are considered. At every time, space

average is computed over four azimuthal directions, xϕ = 0, π/2, π, 3/2π. For every value of

xϕ, we consider the velocity field over the nodes of the numerical grid that fall in the corre-

sponding plane. In order to further improve the estimation of the mean field we also perform a

7th-order polynomial fitting of the three components in the region xρ, xζ ≤ 0.45Rc, after taking

incompressibility and symmetries (5.1)-(5.3) into account.

Figure 5.2 shows the mean velocity in the (xρ, xζ) plane. As expected from symmetries

(5.1)-(5.3), the mean flow is weak near xρ = xζ = 0. However, Uζ increases with xζ . For small

values of xρ, Uρ and Uϕ stay weak, although the azimuthal shear ∂Uϕ/∂xρ increases with xζ .

For larger values of xρ, a strong azimuthal shear develops at xζ = 0 and both Uζ and Uϕ increase

at large xζ .

Once the mean velocity is estimated, we compute the fluctuating field used in the following

section to study the anisotropic features of the turbulent flow.

5.4 Scale-dependent anisotropy

Since the von Kármán flow is strongly inhomogeneous we restrict our study to the same analysis

performed in separation space for statistically homogeneous rotating turbulence in Chapter 4.

One way to show how a direct Fourier projection would affect the velocity field is to compute the
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(c) Uζ/(ΩdRc) (d) (Uρ, Uζ)

(a) Uρ/(ΩdRc) (b) Uϕ/(ΩdRc)

Figure 5.2: Mean velocity field normalized by ΩdRc: (a) radial (along xρ) component; (b)

azimuthal component; (c) axial component; (d) (Uρ, Uζ) vector field in the (xρ, xζ) plane.

The dashed lines represent the averaging regions in the fluid domain: the cylinder centered

in xρ = xζ = 0, the cylinder contained in the upper half of the domain with the lower base

in the middle pane, and the cylinder contained in the upper half of the domain centered at

xζ = 0.308Rc. All the represented cylinders have size equal to S = 0.14Rc.
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Figure 5.3: Averaging regions in the fluid domain: cylinder centered in xρ = xζ = 0 (blue

lines), and cylinders contained in the upper half of the domain (red lines). All the represented

cylinders have size equal to S = 0.14Rc.

same statistics in both spectral and separation space and then to compare the two computations.

As an example, we computed the turbulent kinetic energy in a cube of size 0.14Rc centered in

xρ = xζ = 0 before and after Fourier projection, and found that 2/3 of the energy gets lost in

the operation.

5.4.1 Core region

We consider first a region centered in xρ = xζ = 0, in particular a cylindrical sub-domain

with diameter equal to longitudinal length. This region is represented in Fig. 5.3 (blue lines).

As shown by Fig. 5.2, the portion of the domain near the center corresponds to a weak mean

flow. Furthermore, in the upper and lower parts of the core region the mean flow has opposite

rotation directions, and by symmetry the average rotation rate in the cylinder is zero. Since, as

explained in section 5.1, the computed statistics in general depend on the size of the cylinder, we

compute the velocity correlation R(r), the dissipative term −ν∇2R(r), the third-order vector

moment F(r) and −Π = −∇ · F/4 by spatial averaging in three cylinders of different sizes,

S/Rc = 0.14, 0.28, 0.56, where S is the diameter or the length of the cylinder. For the sake of

simplicity we keep the same symbols as in the previous chapters.

Figures 5.4(a)-(c) show the distributions of the viscous term −ν∇2R(r). The values on the

horizontal and vertical axes are slightly affected by numerical error. The maximal value in r = 0,

which we call ε̃, is plotted in Fig. 5.4(d) as a function of the cylinder size and is of the same
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(a) S = 0.14Rc (b) S = 0.28Rc

(c) S = 0.56Rc
(d)

Figure 5.4: −ν∇2R(r) normalized by Ω3
dR

2
d, where Ωd and Rd are the rotation rate and the

radius of the disks, computed in the core of the flow domain. (a) S = 0.14Rc; (b) S = 0.28Rc;

(c) S = 0.56Rc; (d) maximal value normalized by Ω3
dR

2
d as a function of the cylinder size

normalized by Rc. ∆x is the numerical grid resolution.
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(a) S = 0.14Rc (b) S = 0.28Rc

(c) S = 0.56Rc
(d)

Figure 5.5: Velocity correlation R(r) normalized by Ω2
dR

2
d, where Ωd and Rd are the rotation

rate and the radius of the disks, computed in the core of the flow domain. (a) S = 0.14Rc;

(b) S = 0.28Rc; (c) S = 0.56Rc; (d) ũ2
rms normalized by Ω2

dR
2
d as a function of the cylinder size

normalized by Rc. ∆x is the numerical grid resolution.

order for all of the three sizes (13% decrease between S = 0.56Rc and S = 0.14Rc). Moreover,

the qualitative features of the distribution do not depend on the size of the selected region. The

isolines are vertically elongated and a trend towards isotropy is observed at decreasing scales,

similarly to rotating turbulence (compare with Figs. 4.26b,e), meaning that the viscous term

is stronger for smaller θ, i.e. along directions closer to the vertical axis. In these figures, at

the largest resolved scales, −ν∇2R is about 10% of its maximal value, so that only for a small

range of the analyzed scales the dissipative term is expected to be negligible with respect to the

nonlinear term.

The distributions of R(r) and its maximal value in r = 0, ũ2
rms, are plotted in Fig. 5.5.
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Again, there is no evident dependence on the region size for both the distribution and ũ2
rms

(6% decrease between S = 0.56Rc and S = 0.14Rc). The velocity correlation is systematically

stronger at smaller θ, which means that, like in the case of rotating turbulence of Fig. 4.15,

vertically elongated structures are present.

The same conclusions about the negligible dependence of the statistics on the cylinder size

may be drawn for all the distributions we analyzed (in the range of the resolved scales) except

for the nonlinear term −Π = −∇ · F/4. In the rest of this section, apart from −Π, we will

therefore present only the smallest size cases, i.e. S = 0.14Rc.

Figure 5.6 displays the distributions of the components of the third-order vector moment

F(r), its modulus, and the vector field (Fr,Fθ) in the (ρ, ζ) plane. While for larger θ the radial

(along r) component Fr (Fig. 5.6a) is negative, at lower θ Fr > 0. The polar component Fθ
(Fig. 5.6b) is always negative in the range of displayed scales, and is of the same order as Fr.

As expected from the symmetry of the selected region, the azimuthal component (Fig. 5.6c) is

less important and reaches about 1/3 of the magnitudes of the other two components only at

the very largest scales, where r is of the same order as S and the statistical convergence error

is important. Observing now the behaviour of F(r) in the (ρ, ζ) plane (Fig. 5.6d), for a fixed

scale r, at large θ the vector field is almost radial (consistently with the symmetry condition

Fθ(ζ = 0) = 0) and oriented towards the origin, as usual in isotropic and rotating turbulence at

all orientations. However, as θ decreases F deflects toward the vertical axis, until at some point

the radial component becomes positive (the opposite of isotropic and rotating turbulence). |F |

isolines (Fig. 5.6e) are vertically elongated and therefore show that the anisotropic features of

the third-order vector moment are also evident in its modulus.

Finally, the distributions of the nonlinear term −Π = −∇·F/4, which is more sensitive to the

cylinder size, are plotted in Fig. 5.7 for different values of S. At smaller scales r, independently

of S, −Π is smaller (as expected, since Π(r = 0) = 0). Furthermore, the isolines are slightly

elongated along the vertical axis with a trend towards isotropy at decreasing scales, similarly to

rotating turbulence (compare with Fig. 4.27). At larger scales −Π presents a maximum, but the

corresponding r is close to the horizontal axis for the larger size cylinder and gradually shifts

towards the vertical axis as the region size decreases.

In summary, all the analyzed distributions present anisotropic features, the third-order vector

moment being the most anisotropic quantity with strong anisotropy at all resolved scales. Apart

from the distributions of R and ν∇2R, these statistics display anisotropic features strongly

different from those of rotating turbulence. This is not surprising, since the mean flow of the
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(a) Fr/(ΩdRd)3 (b) Fθ/(ΩdRd)3

(c) Fϕ/(ΩdRd)3 (d) (Fr,Fθ)

(e) |F |/(ΩdRd)3

Figure 5.6: Third-order vector moment F(r). (a) radial (along the separation vector r) com-

ponent; (b) polar component; (c) azimuthal component; (d) vector field (Fr,Fθ) in the (ρ, ζ)

plane; (e) modulus of F . ∆x is the numerical grid resolution.
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(a) S = 0.14Rc (b) S = 0.28Rc

(c) S = 0.56Rc

Figure 5.7: Nonlinear term −Π = −∇ ·F/4. (a) S = 0.14Rc; (b) S = 0.28Rc; (c) S = 0.56Rc.

∆x is the numerical grid resolution.
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(a) C′ (b) C′′

Figure 5.8: −ν∇2R(r) normalized by Ω3
dR

2
d, where Ωd and Rd are the rotation rate and the

radius of the disks, computed in (a) the cylinder C′ (upper half, lower base in the middle plane)

and (b) the cylinder C′′ (centered in xζ = 0.308Rc). ∆x is the numerical grid resolution.

selected portion of the domain (a cylinder centered on both the axis of symmetry and the middle

horizontal plane) is far different from a solid body rotation, as displayed in Fig. 5.2. Therefore,

if one looks for similarities between the von Kármán flow and homogeneous rotating turbulence,

upper regions (with a non-vanishing average rotation rate) should be investigated.

5.4.2 Upper regions

We compute the same statistics in: (i) a cylinder C′ contained in the upper half of the domain,

with the lower base lying in the middle plane, and (ii) a cylinder C′′ centered at an upper

xζ = 0.308Rc. These regions are represented in Fig. 5.3. In C′′ the average rotation rate is

stronger than in C′. When we show only one distribution for a quantity, the corresponding

cylinder has size equal to S = 0.14Rc, and it has been verified that the qualitative features of

the distribution do not depend on the size of the cylinder, even though these features may be

more or less important depending on S.

Figures 5.8 and 5.9 show the distributions of −ν∇2R(r) and R(r) computed in C′ and C′′.

Both the statistics in both the cylinders are similar to the corresponding distribution computed

in the perfectly centered cylinder, compare with Fig. 5.4.

Figure 5.10 displays the distributions of the components of F(r), the vector field (Fr,Fθ)

in the (ρ, ζ) plane, and |F(r)| computed in the cylinder C′ (upper half, lower base in the middle

plane). Fθ (Fig. 5.10b) is still negative at all scales, but now (Fr,Fθ) is almost horizontal
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(a) C′ (b) C′′

Figure 5.9: Velocity correlation R(r) normalized by Ω2
dR

2
d, where Ωd and Rd are the rotation

rate and the radius of the disks, computed in (a) the cylinder C′ (upper half, lower base in the

middle plane) and (b) the cylinder C′′ (centered in xζ = 0.308Rc). ∆x is the numerical grid

resolution.

and bidimensional (Fig. 5.10a,d,e), with a negative radial component Fr (Fig. 5.10a). Only

at lower ρ, where its magnitude is small, the third-order vector moment deflects towards the

origin, as shown in the Fθ distribution (Fig. 5.10b). Even though in C′ the azimuthal component

does not need to vanish, Fϕ is still smaller than the other two components of F , and becomes

significantly positive only at the largest resolved scales along large θ directions, after a slight

negative minimum.

Some of these features vaguely resemble those of rotating turbulence: the vertically elongated

isolines of R and −ν∇2R, and the third-order vector moment, for which Fθ < 0, Fr < 0 and

decreases with θ, which is similar to the behaviour of the anisotropic dissipative range of rotating

turbulence (see section 4.6 and Fig. 4.33a). Nevertheless, the other quantities clearly differ from

the rotating turbulence ones and no range with the typical inertial features (Fθ > 0, Fr < 0 and

increasing with θ, Fig. 4.33d) is visible in these figures, not even at the largest scales.

We repeat the same analysis for cylinder C′′ (centered in xζ = 0.308Rc, upper than C′ and

with a stronger average rotation rate) in Fig. 5.11. Now Fϕ (Fig. 5.11c) is clearly positive, it

increases with ρ and is only weakly dependent of ζ, exhibiting cyclone-anticyclone asymmetry

just like rotating turbulence (compare with Figs. 4.20i,n). The vector field (Fr,Fθ) in the (ρ, ζ)

plane (Fig. 5.11d) is mainly radial, with the radial component Fr (Fig. 5.11a) negative and

increasing with θ. As for Fθ, the negative values are restricted to the smallest scales (although
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(a) Fr/(ΩdRd)3 (b) Fθ/(ΩdRd)3

(c) Fϕ/(ΩdRd)3 (d) (Fr,Fθ)

(e) |F |/(ΩdRd)3

Figure 5.10: Third-order vector moment F(r) computed in the cylinder C′ (upper half, lower

base in the middle plane). (a) radial (along the separation vector r) component; (b) polar

component; (c) azimuthal component; (d) vector field (Fr,Fθ) in the (ρ, ζ) plane; (e) modulus

of F . ∆x is the numerical grid resolution.
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(a) Fr/(ΩdRd)3 (b) Fθ/(ΩdRd)3

(c) Fϕ/(ΩdRd)3 (d) (Fr,Fθ)

(e) |F |/(ΩdRd)3

Figure 5.11: Third-order vector moment F(r) computed in the cylinder C′′ (centered in xζ =

0.308Rc). (a) radial (along the separation vector r) component; (b) polar component; (c)

azimuthal component; (d) vector field (Fr,Fθ) in the (ρ, ζ) plane; (e) modulus of F . The

dashed white line in (b) represents the threshold between negative and positive values. ∆x is

the numerical grid resolution.
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Figure 5.12: Distribution of the polar component of F computed in the cylinder centered in

xζ = 0.308Rc (as C′′) but with size S = 0.28Rc (larger than C′′). The dashed white line represents

the threshold between negative and positive values. ∆x is the numerical grid resolution.

at orientations closer to the horizontal axis) and the large scales display positive values. The

dashed white line in Fig. 5.11b represents the threshold between negative and positive values.

This behaviour resembles the one already observed for rotating turbulence, with a small-scale

negative-Fθ range and a large-scale positive-Fθ range (Figs. 4.20m and 4.33). The negative

values are actually shifted towards larger xρ with respect to the rotating turbulence case of

Fig. 4.20(m). However, if a larger size cylinder (S = 0.28Rc, but centered in xζ = 0.308Rc like

C′′) is used, the distribution of Fθ, plotted in Fig. 5.12, becomes identical to the rotating case.

It is not clear if this difference between S = 0.14Rc and S = 0.28Rc depends on inhomogeneity

or on the lower number of samples used to average in space for the small size case. Also |F |

shows the characteristic anisotropy of rotating turbulence, with isolines elongated in the vertical

direction.

The last distributions we plot are the ones of −Π = ∇ · F/4, for C′ and C′′, in Fig. 5.13.

As for the core region, the large scale features in the −Π distribution depend on the cylinder

size, and are not discussed here. At small scales, the nonlinear term is stronger at lower θ, in

opposition with rotating turbulence (compare with Fig. 4.27).
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(a) C′ (b) C′′

Figure 5.13: Nonlinear term −Π = −∇ · F/4 normalized by Ω3
dR

2
d, where Ωd and Rd are the

rotation rate and the radius of the disks, computed in (a) the cylinder C′ (upper half, lower base

in the middle plane) and (b) the cylinder C′′ (centered in xζ = 0.308Rc). ∆x is the numerical

grid resolution.

5.5 Conclusions

In conclusion, in the von Kármán flow and for the parameters we chose (geometry, disks rotation

rate, viscosity), R(r), −ν∇2R(r), the components of F(r) and −Π(r) are anisotropic and may

display features similar to simple homogeneous rotating turbulence, depending on the region of

the domain and on the considered statistics. −ν∇2R(r) and R(r) are stronger at orientations

closer to the vertical axis (like in rotating turbulence), no matter the subdomain in which

they are computed; F(r) is the most anisotropic quantity, with anisotropy at all scales, and it

strongly depends on the region of the domain. In regions closer to the middle horizontal plane

its behaviour strongly differs from rotating turbulence trends. However, in upper sub-domains,

where the mean flow is closer to a solid body rotation, it shows (i) a positive Fϕ increasing

with ρ, like in rotating turbulence (Figs. 4.20i,n); (ii) a small scale range with Fθ < 0 and

Fr < 0 decreasing with θ (like in the rotating turbulence dissipative range, Fig. 4.33a), and

(iii) a large scale range with Fθ > 0 and Fr < 0 decreasing with θ (again typical of rotating

turbulence, in particular a situation between Fig. 4.33b and Fig. 4.33c). The limited large scale

resolution prevents us from checking the existence of a range of the type of Fig. 4.33(d), in which

Fr increases with θ. −Π(r) is affected by inhomogeneity at large scales, and we restricted our

analysis to small scales in its distribution. Surprisingly, −Π(r) resembles rotating turbulence
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in regions closer to the middle horizontal plane (compare Figs. 5.7 and 4.27), while in upper

sub-domains its trend is in opposition to rotating turbulence (compare Figs. 5.13 and 4.27).

One possible explanation for the fact that the trends typical of rotating turbulence are

observed in some statistics computed in the von Kármán flow, but they are not for others (the

nonlinear term −Π), is that the effect of the average rotation rate in the mean flow can overcome

mechanisms depending on inhomogeneity for the formers, while it does not for the statistics more

sensitive to inhomogeneity.
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Conclusion

In turbulent flows of practical interest, turbulence interacts with confinement and external forces,

leading to statistical inhomogeneity and anisotropy. Isolating their contributions to some tar-

geted statistics are the indispensable steps towards the understanding of the underlying physical

phenomena. We have chosen in this thesis to focus mainly on the role of anisotropy, and dis-

carded the explicit contribution of inhomogeneity, even in the von Kármán flow. After assessing

the anisotropy induced by the forcing of turbulence at large scales, we have introduced a back-

ground rotation as seen in several instances of geophysical, astrophysical or industrial flows. We

have therefore addressed the question of identifying the detailed anisotropic features specifically

induced by the Coriolis force.

The aim of this thesis has therefore been to gain further insight into direction- and scale-

dependent anisotropy in a set of idealized and realistic contexts, with the additional objective of

contributing to the detailed picture of rotating turbulence which is drawn by existing theoretical,

experimental and numerical results. Our original approach has been to use both spectral space

and separation space statistical characterizations. The spectral characterization concerns the

anisotropic statistics of turbulence under the form of directional energy, polarization and helicity

spectra. The separation space characterization is built on two-point second- and third-order

velocity increment moments, and two-point velocity correlations. These quantities describe the

structure of the flow and its dynamics by two equations: the Lin-type equation for the energy

spectral density and the Kármán-Howarth-Monin equation in separation space, the former being

the Fourier transform of the latter. Hence, our description of the flow dynamics is rather

complete, and we are able to close the balance equations by computing all the terms involved

in them. This brings additional information with respect to experimental results. For instance,

we have shown that projection in the azimuthal plane of the third-order vector moment causes

the loss of important information in the distribution of its divergence, which is the dual of the
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energy transfer term in spectral space.

Our systematic careful study of forced rotating turbulence anisotropy has started with an

inspection of the effect of large-scale spectral forcing, as a pre-requisite before considering rota-

tion effects. The considered forcing methods are the non-helical and the helical Euler scheme,

and the ABC-scheme. Although both were known and employed by previous research groups,

we have maybe been first to implement and exploit an Euler scheme in which the range of

forced wavenumbers can be chosen in a sphere of arbitrary diameter, and in which the amount

of injected helicity can be controlled. We showed that both forcings have a drawback in that, if

the number of sufficiently excited modes is too low, anisotropy is bound to arise even at small

scales. In the case of Euler forcing, this depends on both the range of forcing wavenumbers

and its helicity contents. The ABC forcing, for which the amount of injected helicity cannot

be controlled, excites only six modes and therefore always generates anisotropy at all resolved

scales. In terms of simulation technique, we conclude from our work that producing isotropic

turbulence in pseudo-spectral simulations with spectral forcing has to be considered with care,

lest unwanted anisotropy rears its head.

Our second step was to analyze the scale- and direction-dependent anisotropy of homoge-

neous rotating turbulence. We were confronted with the presence of an inverse cascade in the

ABC-forced simulations, which was already found and characterized by [72]. Therefore, ABC-

forced rotating simulations should be handled with care since an accumulation of energy in the

smallest resolved wavenumbers can occur due to confinement. This energy accumulation does

not correspond in general to a real physical phenomenon, since in actual flows such a backscatter

of energy can be compensated by other mechanisms dissipating energy or it can feed other fluid

motions, for instance a mean flow. We have then focused on Euler-forced simulations, which

involve by construction only a forward cascade, the largest-scale dynamics corresponding to an

energy conserving system. The cascade of energy towards small scales is ensured by a coupling

of the Euler system with the Navier-Stokes equations expressed for larger wavenumbers. Sur-

pringly, anisotropy arises at all scales even at low rotation rate. We have here to be rather

specific, so that we identified two anisotropic ranges with different features. In the large scales,

directional anisotropy is larger and decreases with wavenumber. At smaller scales, it is much

weaker—although still significant—and slowly increases with wavenumber all the way to the dis-

sipative scales. Another interesting and original conclusion of this part of the work concerns the

role of the Zeman scale and its link with the flow scale-dependent anisotropy. The Zeman scale

was previously argued to be the characteristic lengthscale separating rotation-affected scales
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from isotropic ones, so that scales larger than the Zeman one were highly anisotropic under the

effect of rotation whereas smaller ones should recover isotropy. Upon closer investigation using

several simulations at different parameters, we found that the separating scale between large

and weak anisotropy is rather the characteristic lengthscale at which rotation and dissipation

effects balance. This conclusion concerns the large Rossby number regime. However, our results

do not contradict Zeman’s argument about isotropy recovery in the asymptotic limit of van-

ishing viscosity, since the separating scale vanishes at infinite Reynolds number, and therefore

only the decreasing anisotropy range should persist and scales much smaller than the Zeman

one may recover isotropy. In other words, the fact that isotropy is not recovered at the smallest

resolved scales can possibly be a low Reynold number effect. Of course, higher Reynolds number

simulations are called for to investigate this further, but, as for the −4/5-th law convergence

at increasing Reynolds number, the return to isotropy of forced turbulence may require higher

Reynolds numbers than initially thought.

We also investigated the flow dynamics through the dissipative, nonlinear, and forcing terms

appearing in the Kármán-Howarth-Monin equation. We therefore plotted distributions in the

separation space of all these quantities, thus producing complete axisymmetric maps. The

third-order vector moment confirmed the results obtained through the spectral analysis about

the presence of anisotropy at all scales and the existence of two qualitatively different anisotropic

ranges. We found that the features of the large-scale range are consistent with Galtier’s inertial

law [30] for the third-order vector moment, while the anisotropic characteristics displayed in

experiments by Cortet & Moisy [21] correspond to the anisotropic dissipative range in our DNS

data. From a practical point of view, our simulations permitted to confirm the regime achieved

in the experiment, and to point out what additional measurements should be considered for a

full characterization.

Finally, we considered the von Kármán flow between two counter-rotating bladed disks in a

cylindrical cavity. We have chosen this flow because it is widely used in experiments to produce

high Reynolds number turbulence, although it is inhomogeneous. We repeated the separation

space analysis in different small sub-regions, in order to question the possible analogies in the

flow dynamics with that of homogeneous rotating turbulence. The motivation of this is to

investigate possible similar mechanisms that could persist in a variety of flow configurations,

independently of the specifics of the energy injection mechanism. We found that, in the regions

of the domain where the mean flow has a larger average rotation rate, the distributions of the

statistics in separation space display some of the features typical of rotating turbulence. In
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particular, the velocity correlation is stronger at separations closer to the vertical direction,

and the cyclone-anticyclone asymmetry is visible in the azimuthal component of the third-order

vector moment. Moreover, the two anisotropic ranges already detected in homogeneous rotating

turbulence can be observed as well. This suggests that the mean flow rotation rate can overcome

inhomogeneity effects in some regions of the von Kármán flow.

In this work we have found original results about anisotropy in turbulence, both from the

point of vue of large scale forcing anisotropy and regarding the effect of rotation. As mentioned,

some of the results have to be examined when higher resolution DNS data is available, espe-

cially the puzzling phenomenon of persistent anisotropy at the smallest scales. The extension

of our preliminary analysis of the von Kármán flow can be envisaged for other more or less

inhomogeneous flows. The Kármán-Howarth-Monin equation can be completed with the terms

accounting for inhomogeneity, and the computation of the corresponding statistics should be

possible from DNS fields.
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