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This vain presumption of understanding everything can
have no other basis than never understanding anything.
For anyone who had experienced just once the perfect
understanding of one single thing, and had truly tasted how
knowledge is accomplished, would recognize that of the
in�nity of other truths he understands nothing. [...]

[...] And when I run over the many andmarvelous inventions
men have discovered in the arts as in letters, and then re�ect
upon my own knowledge, I count myself little better than
miserable. I am so far from being able to promise myself,
not indeed the �nding out of anything new, but even the
learning of what has already been discovered, that I feel
stupid and confused, and am goaded by despair.

Galileo,
Dialogue Concerning the Two Chief World Systems, 1632.
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Introduction

Geometry and Physics
It is almost a commonplace to state that Geometry and Physics have always shared an intimate link. His-
torically indeed one can well appreciate that physical problems inspired new geometrical investigations and
conversely new geometrical ideas provided tools for solving physical problems. But when we mention this
link we actually think of something deeper than this mere exchange of courtesies. Something like a deep
connection. A feeling that, when it comes to the foundations, Geometry is the real language of Physics. A
feeling turned into a conviction manifested in the program of ‘geometrization’ of Physics initiated by Einstein
and promoted by him and some others.

However the persistence of this link through time should a priori sound quite surprising. Isn’t it strange
that while Physics progresses, and the concepts we use to understand Nature are deepening, Geometry re-
mains one of the most relevant tools? Not if we appreciate the fact that what today we call geometry would
not have been recognized as such by mathematicians of the early XIXth, except perhaps for the mathemati-
corum principi Gauss. And what Gauss considered as geometry would have seemed nonsensical to Galileo
and Newton. At their time Geometry was only Euclidean geometry, that is the synthetic method described
in Euclid’s Elements of mathematics. And yet, already the deep relation between Geometry and Physics was
praised, as testi�ed by the famous excerpt from Galileo’s Il saggiatore published in 1623:

“Philosophy is written in that great book which ever lies before our eyes – I mean the universe
– but we cannot understand it if we do not �rst learn the language and grasp the symbols, in which
it is written. This book is written in the mathematical language, and the symbols are triangles,
circles and other geometric �gures, without whose help it is impossible to comprehend a single
word of it; without which one wanders in vain through a dark labyrinth.”

And contrary to what one may think, this did not change with Newton. Indeed, in his Géométrie of 1637,
Descartes had introduced the method of coordinates, founding analytic geometry. Here is Newton’s appreci-
ation,

“ To be sure, their [the Ancients’] method is more elegant by far than the Cartesian one.
For he [Descartes] achieved the result by an algebraic calculus which, when transposed into
words (following the practice of the Ancients in their writings), would prove to be so tedious and
entangled as to provoke nausea, nor might it be understood. But they accomplished it by certain
simple propositions, judging that nothing written in a di�erent style was worthy to be read, and
in consequence concealing the analysis by which they found their constructions.”

Clearly committed to a strict separation of arithmetic and geometry he argues in the appendix of Arithmetica
Universalis published in 1707 and dedicated to the theory of algebraic equations,

“Equations are expressions of Arithmetical computation, and properly have no place in Geom-
etry, except as far as quantities truly Geometrical (that is lines, surfaces, solids, and proportions)
may be said to be some equal to others. Multiplications, Divisions, and such sort of computa-
tions, are newly received into Geometry, and that unwarily, and contrary to the �rst design of
this Science. For whosoever considers the construction of Problems by a right line and a circle,
found out by the �rst Geometricians, will easily perceive that Geometry was invented that we
might expeditiously avoid, by drawing lines, the tediousness of computation. Therefore these two
Sciences ought not to be confounded. The ancients did so industriously distinguish them from
one another, that they never introduced Arithmetical terms into Geometry. And the moderns, by
confounding both, have lost the simplicity in which all the elegance of Geometry consists.”
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This testi�es of the high esteem, almost devotional, Newton had (as many of his contemporaries) for the Greek
geometers. And as a matter of fact the Principia of 1687 are entirely written in the language of Euclidean
geometry, and make no explicit use of the Cartesian method or of Newton’s calculus of �uxion and �uent (the
basis of di�erential calculus), even if he used it to discover his results in the �rst place.1 This of course also
responds to the practical constrain of communicating his results to his peers.

So, contrary to Newton’s taste, and in a very Kuhnian paradigmatic shift, our notion of geometry had
broadened over time. The deep bond between Physics and Geometry is thus not to be seen as a static state of
a�airs, but as a dynamical, often synergistic relation.

With the advent of quantum physics, Geometry may seem to have stepped back. And indeed Einstein
himself, though a passionate defender of the geometrization of Physics (such he intended a uni�ed �eld theory
of gravitation and electromagnetism), admits in a letter to Langevin in 1935,

“In any case, one does not have the right today to maintain that the foundation must consist
in a �eld theory in the sense of Maxwell. The other possibility, however, leads in my opinion to
a renunciation of the space-time continuum and to a purely algebraic physics.”

Nevertheless the idea still remains potent that geometrical considerations may unravel the primeval mystery
of quantization. Indeed the program of geometrical quantization initiated in the early 60’s by Kirilov, Kostant
and Souriau, is still an active area of research. In another and less programmatic fashion punctual works, like
(Ashtekar and Schilling, 1999), show that geometry is still believed to be a relevant way to shed some lights
on the origin of quantization. These are attempts to understand quantum physics by the resources of what
is now admitted to be Geometry. But there are also explorations from the mathematical side, that propose to
enlarge still further the very notion of Geometry. We can think of the example of Connes non-commutative
geometry developed in the 70’s up to now, which has been proposed as the most natural framework for the
Standard Model. So with new mathematical breakthrough yet to come or germinating right now, we may
assist to a broadening of the notion of Geometry that will at last provide tools to push the limits of our
current understanding of Nature. Such a deepening of our notion of Geometry, freed of prejudices, is exactly
what Riemann argued for in the conclusion of his habilitation dissertation of 1854, On the hypothesis that lie
at the foundation of Geometry:

“Now it seems that the empirical notions on which the metric determinations of space are
based, the concept of a solid body and that of a light ray, lose their validity in the in�nitely small;
it is therefore quite de�nitely conceivable that the metric relations of space in the in�nitely small
do not conform to the hypothesis of geometry; and in fact one ought to assume this as soon as it
permits a simpler way of explaining phenomena.

[...] An answer to these questions can be found only by starting from that conception of phe-
nomena which has hitherto been approved by experience, for which Newton laid the foundation,
and gradually modifying it under the compulsion of facts that cannot be explained by it. Investi-
gations like the one just made, which begin from general concepts, can serve only to insure that
this work is not hindered by unduly restricted concepts and that progress in comprehending the
connection of things is not obstructed by traditional prejudices.

This leads us away into the domain of another science, the realm of Physics, in which the
nature of the present occasion does not allow us to enter.”

The example of gauge theories
The history of gauge theories is a fascinating one for it provides a marvelous example of the intertwining
of Physics and Geometry: how each developed along di�erent paths, yet starting from a common impulse,

1 To appreciate the geometric elegance alluded to by Newton, one can take a look at the transcription of the lesson Feynman gave
in 1963 at Caltech for �rst year students on the motion of planets around the Sun, (Feynman et al., 1996). Feynman gives elementary
Euclidean geometrical demonstrations of Kepler’s laws and shows, following essentially Newton’s approach, how the elliptical orbits
imply an inverse square law for Gravitation.
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Einstein’s General Relativity, and meet again. The so-called gauge principle, or principle of local symmetry,
is at the core of our understanding of the four fundamental interactions. The Standard Model of Particle
Physics, as well as the Standard Model of Cosmology, our best theories about the known particles and their
interactions and about the evolution the Universe, are based on gauge theories.

In the 20’s it was noticed that within the framework of the newborn Quantum Mechanics, demanding the
space-time dependence of an initially rigid symmetry described by the abelianU (1) Lie group (one speaks of
the ‘localization’ of the group), seemed to imply, under minimal assumptions, the introduction of the elec-
tromagnetic potential, its transformation law as well as its minimal coupling with charged particles.2 This
was a strong result, whose origin is found in the works of London, Fock and Weyl between 1927 and 1929.
In 1954 Yang and Mills, and independently Shaw in 1955, generalized the gauge principle to the non-abelian
SU (2) group to model the strong interaction. In 1956 Utiyama, still independently, gave the systematic means
to construct a gauge theory for any Lie group, showing in particular that General Relativity could be seen as
a gauge theory for the Lorentz group SO (1,3). For a nice historical review one can consult (O’Raifeartaigh,
1997) which contains translations of the most important original papers that paved the way toward modern
gauge theories.

It happens that gauge theories are perfectly formalized, at the classical level, in term of the geometry of
�ber bundles and of principal connections, also called Ehresmann connections, developed in the late 40’s and
early 50’s. It is not excessive to say that one feels a deeper sense of understanding once a clear mathematical,
geometrical picture is available. This is so with gauge theories. They provide a unifying framework to work
out model theories of the �elds in Physics, not only interaction �elds but also matter �elds of any kind. The
�rst section of the Chapter 1 illustrates this claim and describes the basic notions of bundles geometry.

Einstein’s General Relativity has been historically the root of the inspiration of Weyl’s work on gauge
invariance, which was revived in the context of Quantum Mechanics. But the question of the gauge structure
of gravitation had not been genuinely addressed before the work of Utiyama. Arguably though, his results
were already encompassed within the common generalization of Klein and Riemann geometries that Cartan
developed as early as 1922. It is the aim of the second section of Chapter 1 to show that actually Cartan geom-
etry and Cartan connections (which can be seen as ancestors of principal bundles geometry and Ehresmann
connections) are the natural framework that properly acknowledges the singularity of gravitation among the
other interactions.

The success of gauge theories is to provide a deeper understanding of the origin of the fundamental inter-
actions as emerging from symmetry principles. Nevertheless it happens that their bare structure presented
some di�culties in being reconciled with phenomenology. At bottom the problems came from the very thing
that was also the prime appeal of gauge theories: the gauge symmetry. The third section of Chapter 1 dis-
cusses brie�y these issues as well as the standard solutions devised to overcome it. A broad classi�cation in
three items is suggested.

The proposition of this thesis

This thesis proposes to add a new item to this classi�cation, a new geometrical tool to handle gauge symmetry
in gauge theories. This method we call the dressing �eld method. It is the aim of Chapter 2 to present the basic
de�nitions and results. In the easiest applications, the latter allows to construct gauge invariant composite
�elds and Lagrangians. We say that in this case the gauge theory has been geometrized. This dispenses to �x a
gauge, and may add something to the discussion about quantization. As a matter of ancestry it can be related
to the so-called Dirac variables, (Dirac, 1955), (Dirac, 1958). It turns out that if one follows Dirac’s physical
interpretation the name “dressing �eld” may be more relevant than initially expected.

In the less straightforward cases, it is possible to reduce only partially the gauge symmetry so that the
composite �elds display a residual gauge freedom. Several examples of application are proposed; ranging
from simple toy models to non-trivial examples like the electroweak sector of the Standard Model (following
the pioneering work of (Masson and Wallet, 2011)) and General Relativiy. In the case of the electroweak

2See (Martin, 2002) for a philosophical critic of the gauge principle.
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model, the method entails an interpretive shift with respect to the standard interpretation of the Englert-
Brout-Higgs mechanism, to the point were we are lead to challenge the very terminology of ‘spontaneous
symmetry breaking’.

The second part of Chapter 2 proposes already a generalization of the method and an application to the
2nd-order conformal structure, also known as Möbius geometry. See (Sharpe, 1996), (Kobayashi, 1972) and
(Ogiue, 1967). The latter can be seen as the geometry underlying a gauge theory of conformal gravity. This
example illustrates the possibility, if the dressing �elds satisfy some compatibility conditions, to compose the
dressing operation several times thus reducing the gauge symmetry by steps. Standard results of conformal
geometry are easily recovered. All calculations, from the composite �elds to their residual gauge freedom,
are performed through an operative matrix formalism.

Since its inception in the 70’s, the celebrated BRS framework has become a standard tool in gauge theories.
The BRS algebra of a gauge theory re�ects the in�nitesimal gauge symmetry. It is expected that the dressing
�eld method should interact with the BRS formalism. Indeed this question is investigated and solved in
Chapter 3. The central notion here is that of composite ghost which encodes the residual gauge freedom.
The corresponding modi�ed BRS algebra provides very easily the in�nitesimal transformations under this
residual gauge freedom. Again the conformal structure illustrates the scheme. The inclusion of in�nitesimal
di�eomorphisms of the base manifold in our modi�ed BRS framework is discussed.

Chapter 4 o�ers some preliminary considerations related to anomalies in Quantum Field Theory. The
main, and somewhat obvious, result to be mentioned is the following: if a gauge theory is susceptible to be
geometrized, it is anomaly free. The relevance of this result is highlighted when one remembers that the
electroweak sector of the Standard Model can be treated through the dressing �eld method. This guarantees
the model to be free of SU (2)-anomalies.

Along the study, some contacts with the literature (recent or older) are proposed to make clear how the
approach advocated here may underlie various constructions in a broad spectrum of topics within modern
gauge �eld theories. Some of them are analyzed in details, or simply commented, in Appendix A.



Chapter 1
Geometry of fundamental interactions

1.1 The geometry of gauge fields

The notion of �bered spaces, or �ber bundles, was developed by (Ehresmann, 1947). He also gave the modern
de�nition of the notion of connection in (Ehresmann, 1950). Fiber bundles and Ehresmann, or principal, con-
nections are the natural language for Yang-Mills �elds theory. It appears that the Yang-Mills gauge potential
can be interpreted as the local expression of the Ehresmann connection while the �eld strength is the local
expression of the curvature of the connection. Any matter �eld can be seen as the section of an associated
bundle, and the minimal coupling between the gauge �eld and the matter �eld is nothing but the covariant
derivative of the sections with respect to the connection.

1.1.1 The basics of bundle geometry
We would like to speak of the notion of “�elds” in a mathematically precise sense. Consider an example
borrowed from (Sharpe, 1996). The velocity �eld of a point describing a trajectory c in a n-dimensional space
is a smooth map v : c → Rn which assigns to each x ∈ c a vector v (x ) ∈ Rn . It is thus a vector-valued
function. We can see v (x ) as belonging to the 1-dimensional subspace Vx of Rn tangent to c in the point
x . That is,

{
Vx |x ∈ c

}
is a family of subspace parametrized by c . Moreover the velocity �eld is merely an

assignation of a particular element in each subspace of this family for each value x of the “parameter space”
c , what is called a section of the parametrized family.

Why such a roundabout description? Because the framework of �bered manifolds generalizes this picture:
the “parameter space” is the base manifoldM, the “parametrized family of something” is the total manifold E
and the “something” at each pointx ∈ M is the�ber Fx atx . Moreover the sections of a �bered space generalize
the notion of “something”-valued functions, and it is the adapted notion to describe �elds in Physics. We now
proceed to make this more precise and refer to (Sharpe, 1996), (Nakahara, 2003), (Azcarraga and Izquierdo,
1995) or (Göckeler and Schücker, 1987) for more complete treatment and proofs.

Fiber bundle Let E andM be smooth manifolds, the total manifold and base manifold respectively. The
canonical projection is a smooth surjective map π : E → M, that is π (p) = x for any p ∈ E and x ∈ M. The
typical �ber, F , is a topological space. The �ber, Fx := π−1 (x ), in each x ∈ M is di�eomorphic to F . The
quadruple (E,M,π ,F ) is a locally trivial �ber bundle with abstract �ber F if, for any open subset in a covering
{Ui } ofM, there is a di�eomorphism ϕi : π−1 (Ui ) → Ui ×F . This di�eomorphism is such that π ◦ϕ−1

i = projUi ,
i.e π ◦ ϕ−1

i (x , f ) = x , for any x ∈ Ui and f ∈ F . The pair (Ui ,ϕi ) is a local bundle coordinate system, or bundle
chart, and the collection {(Ui ,ϕi )} is an atlas for E.1
Despite its local triviality, the bundle E cannot in general be written as the global productM×F . The latter is
the trivial bundle, with projection π = projM . Actually �ber bundles are introduced to generalize this trivial
situation. A necessary and su�cient condition for E being trivial is the existence of a smooth map t : E → F ,
called a trivialization, such that t : π−1 (x ) = Fx → F is a di�eomorphism for any x ∈ M.

G-bundle A re�nement appears when one introduces a Lie groupG, the structure group, which acts smoothly
and e�ectively on F (on the left) as a group of di�eomorphisms. That is, there is a group homeomorphism
G → Di�(F ) with trivial kernel. In this case the bundle coordinate changes are controlled by maps with values
in G. Indeed, let (Ui ,ϕi ) and (Uj ,ϕj ) be two charts. If Ui ∩ Uj , ∅, then we have the change of coordinates

1For short, the �ber bundle is noted like its total space, E, or sometimes E π
−→M.
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Φ = ϕi ◦ ϕ
−1
j : Ui ∩Uj × F → Ui ∩Uj × F . It explicitly reads Φ(x , f ) = (x ,ti j f ), for x ∈ Ui ∩Uj and f ∈ F .

The maps ti j : Ui ∩Uj → G are the transition functions. Obviously, the transition functions satisfy, tii = e the
identity of G, ti j = t−1

ji and due to ϕiϕ−1
j ϕjϕ

−1
k = ϕiϕ

−1
k , we have the consistency condition ti jtjk = tik .

If we were given only the covering {Ui } ofM, the typical �ber F , the structure groupG and the set of transition
functions {ti j }, we could reconstruct the G-bundle by forming the disjoint union ⋃

i Ui × F and dividing out
by the equivalence relation (x , f ) ∼ (x ,ti j f ). This construction depends on the given covering {Ui } and the
bundle thus obtained is called a coordinate bundle. But the abstract/globalG-bundle, with data (E,M,π ,F ,G ),
is de�ned independently of a particular covering.

Sections A local section of a �ber bundle is a smooth map, σ : U → π−1 (U ), with U ⊂ M, satisfying
π ◦ σ = idU . Explicitly, σ (x ) = p ∈ π−1 (x ) = Fx . The set of local sections of E is noted Γ(E). A section
is a generalization of a “something”-valued function. Indeed, locally ϕ ◦ σ (x ) = (x , f (x )), with x ∈ U and
f (x ) ∈ F , is the graph of a F -valued function. In the case of the trivial bundle, the trivialization t allows to
identify the global section σ :M → E with the corresponding F -valued function, t ◦ σ :M → F .

Principal bundles Here is the most important kind (for us at least) of �ber bundles. A principal bundle is
a G-bundle whose �bers are homeomorphic or even di�eomorphic to the structure group G. Given a point
f0 ∈ F the di�eomorphism is the mapG → F sending f0 7→ д f0. Obviously the identi�cation is not canonical,
but once an identi�cation is chosen we have the �ber above x ∈ U ⊂ M, π−1 (x ) = Gx . Of course Gx does
not have the group structure of G. A principal bundle is noted P (M,G ), or P for short. It supports a �ber
preserving free right action P ×G → P given by (p,д) 7→ Rдp := pд, with p,pд ∈ Gπ (p ) . The right action is
compatible with the bundle chart: Rд′ϕ−1 (x ,д) = ϕ−1 (x ,д)д′ = ϕ−1 (x ,дд′).
A local section σ : U → P determines a canonical bundle chart, σ (x ) = ϕ−1 (x ,e ), so that any p ∈ π−1 (U ) is
associated to its coordinates, (x ,д) ∈ U ×G, through, p = σ (x )д. This is why a local section if often referred
to as a local trivializing section. Obviously if we have a global section σ :M → P, the previous construction
provides an isomorphism P → M × G, so P is a trivial principal bundle. Conversely, if P = M × G, then
a global bundle chart, ϕ−1 : M × G → P, allows to de�ne the global section σд := ϕ−1 (x ,д). Hence the
proposition: a principal bundle is trivial i� it has a global section.

Vector bundles A vector bundles E is a G-bundle whose typical �ber is a vector space F = V which is a
space of representation for the structure group G. The latter then acts e�ectively on the left on each �ber,
thus on E, through a representation ρ by, (д,v ) 7→ ρ (д)v , for any д ∈ G and v ∈ Vx = π−1 (x ).
A local section σ : U → π−1 (U ) is locally the graph of a V -valued function, v (x ). So a local section σ ∈ Γ(E)
is a vector �eld. Since the null vector 0 ∈ Vx is left invariant by the action ofG, a vector bundle admits a global
null section, σ0 : M → E, such that σ0 (x ) = ϕ

−1 (x ,0) in any bundle chart. Note that this in no way implies
the triviality of E, since obiously the demonstration achieved for a principal bundle cannot be carried for a
vector bundle.
There are operations de�ned on vector bundles. Given two vector bundles E and E ′ with typical �bers V
and V ′ respectively, one can form the Whitney sum vector bundle E ⊕ E ′ whose typical �ber is the sum
V ⊕V ′. But perhaps more interestingly one can form the tensor product bundle E ⊗ E ′ whose �ber isV ⊗V ′.
As a notable example, if TM and T ∗M are bundles with �bers TxM and T ∗xM respectively, then T r

s =⊗
r ,s TM ⊗ · · · ⊗ TM ⊗ T

∗M ⊗ · · · ⊗ T ∗M is a (r ,s )-tensor bundle and σ ∈ Γ(T r
s ) is a (r ,s )-tensor �eld.

Associated bundle Given a principal bundleP (M,G ) and a representation (V ,ρ) for the structure groupG,
one can de�ne a vector bundle associated toP as follows. First of all, de�ne a right action (P×V )×G → (P×V )
by

(
(p,v ),д

)
7→

(
pд,ρ (д−1)v

)
.2 This action de�nes an equivalence relation, (p,v ) ∼G

(
pд,ρ (д−1)v

)
, and the

equivalence class is noted [p,v]. The associated vector bundle is then, E = P ×V / ∼G := P ×G V . A point of E
is [p,v], and the projection, πE

(
[p,v]

)
= π (p), is clearly well de�ned. An associated vector bundle E is trivial

2The inverse ρ (д−1) in the second factor is here to secure the fact that we have indeed a right action by successive composition.
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if its underlying principal bundle P is.

From the above data we are able to draw an important conclusion: there is a bijective correspondence
between (local) sections of an associated vector bundle and (local) ρ (G )-equivariant maps on P:

ι : Γ(E) → Λ0 (P,ρ), (1.1)

where by de�nition Λ0 (P,ρ) =
{
ψ : π−1 (U ) ⊂ P → V | ψ (pд) = ρ (д−1)ψ (p)

}
. Indeed given ψ , the local

section ψ̃ := ι−1 (ψ ) : U ⊂ M → E is induced by the map, P → P ×V sending p 7→
(
p,ψ (p)

)
.

Bundle morphisms and gauge group Given two �bered spaces E and E ′ over base manifoldsM andM ′

respectively, a bundle morphism is a a pair of smooth maps (φ̄,φ) where φ̄ : E → E ′ and φ :M →M ′ satisfy
π ′ ◦ φ̄ = φ ◦ π . The latter condition implies that the map φ̄ is �ber preserving. This is easily remembered by
demanding the commutativity of the following diagram:

E
φ̄ //

π
��

E ′

π ′
��

M
φ //M ′

The map φ̄ is called the covering, or lift, of φ. Conversely, φ is called the projection of φ̄. Two bundles E and
E ′ over the same base manifoldM are equivalent if there is a bundle morphism (φ̄, idM ). In the latter case, if
E ′ =M × F , the bundle morphism shows that E is trivial.
A bundle automorphism is a bundle morphism (φ̄,φ) of a bundle onto itself: φ̄ is a �ber preserving di�eomor-
phism of E and φ ∈ Di�(M). We will note Aut(E) the group of �ber preserving di�eomorphisms of E which
project onto di�eomorphisms of M. The subgroup Autv (E) of vertical automorphisms of E, are those that
project to idM ; they don’t move the base point x and are just di�eomorphisms of the �ber Fx .
If E is aG-bundle and E ′ aG ′-bundle, one needs to add to the above maps a group homomorphism φ̃ : G → G ′

compatible with the respective group actions. Simply said, one requires the commutativity of the following
diagram:

E ×G
φ̄×φ̃ //

ActG
��

E ′ ×G ′

ActG′
��

E
φ̄ //

π
��

E ′

π ′
��

M
φ //M ′

In the same way as above we have G/G ′-bundle equivalence and triviality. It could simplify if G = G ′, i.e
φ̃ = id, so that both bundles are G-bundles. This is of course the case for G-bundle automorphisms and verti-
cal automorphisms.

In the case of a principal bundle P (M,G ), a vertical automorphism Ψ is a map commuting with Rд and
such that π ◦ Ψ = π . We write, Autv (P) =

{
Ψ : P → P | Ψ(pд) = Ψ(p)д, π ◦ Ψ(p) = π (p)

}
.

These Ψ are induced by maps γ : π−1 (U ) → G, through Ψ(p) = pγ (p). The γ ’s transform as γ (pд) = д−1γ (p)д,
in order to ensure the equivariance of Ψ. This suggests that the γ ’s can be seen as local sections of the bundle
P ×AdG G, through the identi�cation, ι, of sections and equivariant maps.
Now, given Ψ(p) = pγ (p) and Φ(p) = pα (p), the composition is,

Φ∗Ψ(p) = Ψ ◦ Φ(p) = Ψ
(
pα (p)

)
=




Ψ(p)α (p) = pγ (p)α (p),

pα (p)γ
(
pα (p)

)
= pα (p)α∗γ (p).
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This shows something worth mentionning: while the Ψ’s form a group under composition, despite the ap-
parences displayed by the �rst line above, the γ ’s do not form a group under pointwise (G-) mutiplication.
Indeed, we have the transformation law,

α∗γ (p) := γ α (p) = α−1 (p)γ (p)α (p), (1.2)

which expresses the action of α on γ . The maps γ : π−1 (U ) → G are called gauge transformations, and the
group,

G =
{
γ : π−1 (U ) → G | γ (pд) = д−1γ (p)д

}
' Γ(P ×AdG G ), (1.3)

is called the gauge group of the principal bundle P (M,G ). This terminology is mostly used by physicists.
Due to the group homomorphism G → Autv (P) explicitly given by Ψ(p) = pγ (p), it is frequent to identify
the two in�nite dimensional groups.

Bundle reduction theorem It can happen that a bundle P (M,G ) is reducible to a subbundle P ′(M,H ),
with H ⊂ G. This gives rise to the bundle reduction theorem. On this known result we refer to (Sharpe, 1996)
for a rigorous mathematical treatment, and to (Trautman, 1979), (Westenholz, 1980) and (Sternberg, 1994) for
neat exposures oriented toward the physics of spontaneous symmetry breaking. Actually, in the following
we adopt the viewpoint of (Sternberg, 1994) which is slightly sharper and, as it turns out, is better suited to a
comparison with the approach presented in Chapter 2.

Given a principal bundle P (M,G ) and a spaceV supporting a ρ (G )-action (often (V ,ρ) is simply a repre-
sentation ofG), we have the associated bundle E = P ×ρ (G ) V . A section in of E can be viewed, through (1.1),
as an equivariant map,

f : P → V , f (pд) = ρ (д−1) f (p).

Let us admit that the G-action on V is nor transitive nor e�ective, and that it a has cross section Γ whose
isotropy group is H ⊂ G. That is, we have3 V ' Γ ×G/H . Accordingly, the map f splits as,

f ' (r ,ū), (1.4)

both maps satisfying the equivariance property.
For the map r this reads, r (pд) = r (p), since by de�nition theG-action is trivial on Γ (each point of which

being aG-class). This means that r :M → Γ, i.e it is aG-invariant/gauge invariant �eld on the base manifold.
The map ū is the one which allows to perform the bundle reduction. To see this easily, we just need to

motivate the equality f −1
(
ρ (д−1)v

)
= f −1 (v )д, with v ∈ V . The latter, like the equivariance condition, stems

from the commutative diagram

P ×G
f ×ρ //

RG
��

V × ρ (G )

Lρ−1 (G )

��
P

f // V

being followed from the upper-right to bottom-left, and from upper-left to bottom-right respectively.
Now, de�ning

P ′ =
{
p ∈ P | ū (p) = eH

}
= ū−1 (eH ), (1.5)

we observe that if h ∈ H , then eH = ρ (h−1)eH , so ū−1 (eH ) = ū−1
(
ρ (h−1)eH

)
= ū−1 (eH )h. This means,

P ′ = P ′h, thus the set P ′ is stable by right H -action. Moreover, given p ′ and p in the same �ber of P ′, there
3Here we neglect the possibility for a small G-invariant singular set S , like the 0 element if V is a vector space, since this caveat

does not add much to the discussion. In this case we would have, V − S ' Γ ×G/H .



1.1 – The geometry of gauge fields 9

is a д ∈ G such that p ′ = pд. Applying the map ū we get, eH = ū (p ′) = ū (pд) = ρ (д−1)ū (p) = ρ (д−1)eH , so
д ∈ H and the H -action is transitive on �bers of P ′. Thus we conclude that P ′ is an H -reduction of P. As
such it carries its own group of automorphisms Aut(P ′) which is a subgroup of Aut(P), and in particular the
gauge group G of P is reduced to the gauge groupH of P ′.

Had we chosen another point дH ∈ G/H , we would have de�ned another subbundle of the bundle P by
P ′′ = ū−1 (дH ) = ū−1

(
ρ (д−1)eH

)
= ū−1 (eH )д = P ′д. Clearly P ′′ is also an H -reduction. From this, we see

that the structure group G can act on the space of H -subbundles, sending one into another. Both P ′′ and P ′
de�ne the same abstract H -bundle, they are simply di�erent realisations linked by an element of G.

Example 1 As mentionned above, the bundle reduction theorem is used to give a geometrical interpreta-
tion of the physics of the spontaneous symmetry breaking in the electroweak sector of the standard model.
There the data are: the bundle P

(
M,G = U (1) × SU (2)

)
, V = C2, Γ =

{(0
η

)
| η ∈ R+

}
and H as a subgroup of

SU (2) is isomorphic toU (1). We have the decompositionV '
(0
η

)
×SU (2), and accordingly a map φ : P → V

splits as φ ' (η,ū). The map η :M → R+ is a gauge invariant scalar �eld, the true observable Higgs �eld, and
ū : P → SU (2) realizes the subbundle P ′

(
M,H = U (1)

)
.

Example 2: Another noteworthy instance of bundle reduction is provided by the reduction of the frame
bundle, P = (M,GL) := LM, via a (pseudo) riemannian metric. Indeed, a metric is a map д̄ : LM →

T ∗xM ⊗ T ∗xM, with the equivariance property д̄(pд) = ρ (д−1)д̄(p). The ρ (GL)-action is explicitly given in
coordinates as, д̄α β = ∂x µ

∂xα
∂xν
∂x β д̄µν , with ∂xα

∂x µ = д ∈ GL.4
One formulation of the equivalence principle says that locally (in a point of space-time) a free falling

observer in a gravitational �eld cannot notice its presence. That is, locally there is a coordinate change
that allows to diagonalise an arbitrary metric tensor д̄µν into the Minkoswki/�at metric η̄ab . In coordinates
this is the well known identity д̄µν = ea µe

b
ν η̄ab . This means that there is a ρ (GL)-space decomposition,

T ∗xM ⊗ T
∗
xM ' η̄ × GL/SO , where η̄ is de�ned as the ρ (GL)-class and SO (the Lorentz/rotations group) is

its isotropy group. Accordingly we have the splitting д̄ ' (η,ū). The map η : M → η̄ can be viewed as the
�eld that gives the Minkoswki/�at metric in each point x . The map ū : P → GL/SO realizes the reduction by
de�ning: P ′ = {p ∈ LM | ū (p) = eSO } = ū−1 (eSO ). The subbundle P ′ is indeed an SO-reduction of LM.
Remark: When pulled-back onM, the equivariant map ū is, in coordinates, the vielbein: u = ea µ (x ).5 Also
called the tetrad �eld or moving frame, this is a well known object in the Palatini formulation of General Rel-
ativity.

The latter example is the reason for some authors to call a riemannian metric a “Higgs �eld for gravitation”.
See, e.g (Trautman, 1979) and (Sardanashvily, 2011). Indeed (Sternberg, 1994), (Trautman, 1979), (Westenholz,
1980), all name the equivariant map f a “Higgs �eld”. If so, then indeed the metric д̄ is one. But as brie�y
stressed above, it is actually the G-invariant map t (η in Example 1) which is the real observable Higgs �eld,
so deserves the name. We put forward this remark since, starting from another viewpoint, we’ll argue for
precisely the same conclusion in section 2.3.2 ahead.

1.1.2 Connection & Curvature

In this section we still focus on principal bundles and their associated vector bundles. For the matter covered,
we again refer to (Sharpe, 1996), (Nakahara, 2003), (Bertlmann, 1996), (Azcarraga and Izquierdo, 1995) and
(Göckeler and Schücker, 1987) for extensive treatment.

As a smooth manifold, a principal bundle P has a tangent space TpP in each point p, spanned by the
vectors X̄p tangent to P at p. Due to the right G-action there is a canonical subspace, the vertical tangent
space VpP ⊂ TpP, whose elements are thus called fundamental vectors and are constructed as follows. Given

4Here we’ve overlooked the fact that a local section σ : U ⊂ M → π (U ) ⊂ LM is needed in order to pullback the metric д̄ onM,
giving σ ∗д̄ as (part of) the associated section of T r

s . Only then do we have the asserted coordinate expression.
5Actually a SO-class of them.
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an element A ∈ g, the Lie algebra of G, we have a curve дt = exp(tA) in G.6 Then Rдtp = p exp(tA) is a curve
in the �ber Gπ (p ) ⊂ P. The vector �eld de�ned by,

X̄v f (p) =
d

dt

�����t=0
f (p exp(tA)) ,

with f : P → R a smooth map, is tangent to the �ber Gπ (p ) at p. Performed at each p ∈ P, this construction
de�nes the fundamental vertical vector �eld X̄v generated by A ∈ g. The map A 7→ X̄v is a Lie algebra
isomorphism. Obviously Rд∗X̄v

p = X̄v
pд and π∗X̄

v = 0. In other words the vertical vector �elds are right-
invariant, thus projectable, with trivial projection.

However there is, in general, no canonical complement of VpP in TpP. Had we such a space we could
canonically de�ne a parallel transport, that is a way to compare points in di�erent �bers, like vectors in
di�erent tangent spaces on a manifoldM, in the case of the tangent bundle TM. Unfortunately we do not.
So we need to make a choice of a complement, called the horizontal subspace HpP ⊂ TpP, so as to be able
to compare points in distinct �bers, or in other words, to connect them.7 Hence the notion of connection on
principal bundles articulated �rst in (Ehresmann, 1950).

Connection An Ehresmann connection is the choice of a smooth distribution {HpP} such that at any p ∈ P:

i HpP is a complement of VpP, so TpP = HpP ⊕ VpP, and X̄p = X̄h
p + X̄

v
p ,

ii Rд∗HpP = HpдP.

Since VpP = kerπ∗, the restriction π∗ : HpP → Tπ (p )M is an isomorphism. Then any X ∈ Γ(TM) with
integral curve c can be lifted to a unique X̄h ∈ Γ(HP) with integral curve c̄ , such that π∗X̄h = X and π (c̄ ) = c .
We say that X̄h/c̄ is the horizontal lift ofX /c . Conversely however, not all horizontal vector �elds on P project
as well de�ned vector �elds onM. Only projectable, i.e right-invariant, horizontal vector �elds do so.

If VpP is closed under the bracket operation, this is not so for HpP. Indeed given X̄h ,Ȳh ∈ HpP,
[X̄h ,Ȳh]v , 0 in general. By de�nition, only if the connection is integrable (or involutive) does HpP close
under the bracket.

As claimed, given a connection we can de�ne parallel transport. Indeed, let c (t ) ∈ M be a curve with
endpoints {x0 = c (0), x1 = c (1)}, and �x a point p0 ∈ π

−1 (x0) ⊂ P. There is a unique horizontal lift c̄ (t ) such
that c̄ (0) = p0 and a unique point p1 ∈ π

−1 (x1) ⊂ P such that p1 = c̄ (1). The point p1 is called the parallel
transport of p0 along c (t ). By varying the point p0 we obtain an isomorphism from π−1 (x0) to π−1 (x1) called
the parallel transport.

Let φ : P → V be an equivariant V -valued map. We de�ne the covariant derivative of φ along the vector
�eldX as, DXφ := X̄ (φ). It is also aV -valued equivariant function on P. We say that φ is covariantly constant
or parallel along X if DXφ = 0. This notion of covariant derivative of equivariant maps φ translates, through
ι, as covariant di�erentiation of sections φ̃ of associated bundles E = P ×ρ V .

This is a �ne geometric construction, but as it stands it is poorly suited for �eld theory in Physics. Since a
smooth distribution is as well described as the kernel of a smooth vector space-valued 1-form, an equivalent
but more tractable dual de�nition of a connection goes as follows.

An Ehresmann connection 1-form is a smooth g-valued 1-form on P, ω ∈ Λ1 (P,g), satisfying the condi-
tions:

i ωp (X̄v
p ) = A ∈ g, the Lie algebra element A generating X̄v ,

ii AdG -equivariance: R∗дωpд = Adд−1ωp .

The horizontal subspace at p is then de�ned as, HpP = kerωp . The �rst condition then implies that ω
realizes a projection ofTpP ontoVpP ' g, so that it is equivalent to the geometric condition i above. Moreover

6We suppose G connected.
7Applied to TM, this is the root of the theory of connections of Schouten and Levi-Civita (1917).
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the second condition implies that, R∗дωpд (X̄p ) = ω (Rд∗X̄д ) = д
−1ωд (X̄д )д = 0. Said otherwise, if X̄p ∈ kerω

then R∗дX̄p ∈ kerω. This is equivalent to the geometric condition ii.
Many choices of connection 1-forms are available. Denote the set of connections on P by AP . It is

an a�ne space, not a vector space. Indeed, given two connections ω0 and ω1, the sum ω0 + ω1 fails to be a
connection since it does not satisfy condition i above. The only possibility for a linear combination λ0ω0+λ1ω1
to be a connection is if λ1 = 1−λ0. Such “homotopic connections” are met in the study of characteristic classes
of �ber bundles. See e.g section 4.1.3 ahead.

Remarkable p-forms on P As a preparation for what comes next, here are some useful de�nitions.
A V -valued r -form on P, β ∈ Λr (P,V ), is said horizontal or semibasic when β (X̄1, . . . ,X̄r ) = 0 if any

X̄i ∈ VpP.
The p-form β is said equivariant, or pseudo-tensorial , of type (V ,ρ) if it satis�es, R∗дβ = ρ (д−1)β . If β is

both horizontal and equivariant of type (V ,ρ), it is said tensorial of type (V ,ρ). We denote by FP the set of
tensorial forms on P of all types. Notice that if β is a (g,Ad)-tensorial 1-form and ω is a connection 1-form,
then ω + β is still a connection.

If a r -form β is tensorial of type (V , id), i.e R∗дβ = β , it is said projectable. Projectable forms are a subset
of tensorial forms. They are also called basic forms since they lie in the image of π ∗.

The graded commutator of two V -valued r/s-forms α/β is de�ned as, [α ,β]grad = α ∧ β − (−)r sβ ∧ α . For
r odd we have, [α ,β]grad = 2α ∧ α .

Covariant derivative De�ne the projection map h : X̄ 7→ X̄h . The exterior covariant derivative of an
equivariant r -form β of type (V ,ρ) is de�ned as, Dβ := dβ ◦ h. Obviously Dβ is by de�nition a tensorial
r + 1-form. It satis�es the graded Leibniz rule, D (α ∧ β ) = Dα ∧ β + (−) |α |α ∧ Dβ , where |α | is the degree of
α . On tensorial forms the exterior covariant derivative reads

Dβ = dβ + ρ∗ (ω) ∧ β . (1.6)

This de�nes, modulo isomorphism (1.1), the covariant derivative of sections of an associated bundle E =
P ×ρ V since equivariant functions on P are tensorial 0-forms.

Curvature The connection ω is an equivariant 1-form of type (g,Ad). Through D we can associate to it
a tensorial 2-form, the curvature, de�ned as Ω := Dω. Explicitly evaluated on two vectors, Ωp (X̄p ,Ȳp ) =
Dωp (X̄p ,Ȳp ) = dωp (X̄

h
p ,Ȳ

h
p ) = X̄h

pωp (Ȳ
h
p ) − Ȳ

h
p ωp (X̄

h
p ) − ωp ([X̄h

p ,Ȳ
h
p ]) = −ωp ([X̄h

p ,Ȳ
h
p ]). So the curvature Ω

is a measure of the non-integrability of the distribution {HpP}.8 If the latter is integrable, Ω = 0 and the
connection ω is said �at.

Knowing that [X̄h
p ,Ȳ

v
p ] ∈ HpP, one can show by evaluation on the three possible pairs, (X̄h ,Ȳh ), (X̄h ,Ȳv )

and (X̄v ,Ȳv ), that the curvature satis�es Cartan’s structure equation:

Ω = dω +
1
2[ω,ω]grad = dω + ω ∧ ω, (1.7)

where the last equality hold for matrix-valued forms. From this it is easy to prove the Bianchi identity: DΩ = 0.
The curvature is related to the square of the covariant derivative. Indeed, β being tensorial of type (V ,ρ), we
have DDβ = ρ∗ (Ω)β , which in nonzero unless Ω is.

Action of the gauge group G Every object on P is acted upon by its group of vertical automorphisms
Autv (P) ' G. A vertical automorphism Ψ(p) = pγ (p) acts by pullback on forms.

On tensorial r-forms β of type (V ,ρ) we have, Ψ∗β := βγ = ρ (γ−1)β . This tells us that the gauge trans-
formations of a section of E or of a (V ,ρ)-tensorial 0-form, of its (V ,ρ)-tensorial covariant derivative 1-form
and of the (g,Ad)-tensorial curvature 2-form are respectively,

ψγ = ρ (γ−1)ψ , (Dψ )γ = ρ (γ−1)Dψ and Ωγ = γ−1Ωγ . (1.8)
8An equivalent formulation is to say that Ω measures the default for HpP to be a Lie algebra.
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We have tensorial transformations here.
On the connection 1-form ω, which is not tensorial, the action is more involved and the the gauge trans-

formation is non-tensorial,

Ψ∗ω = ωγ = γ−1ωγ + γ−1dγ . (1.9)

It is easily veri�ed that this expression combined with Cartan’s structure equation (1.7) gives the right trans-
formation for Ω, and that combined with (1.6) it indeed reproduces the right transformation for the covariant
derivative.

Being the products of an active transformation by a vertical automorphism Ψ, the results (1.8) and (1.9)
are referred to as active gauge transformations to be distinguished from passive ones described below.

Localization The connection, the curvature and the equivariant maps are all globally de�ned objects on
P. We would like to describe them as seen from the base manifoldM, if only because Physics is done there.

To achieve this goal we only need a local section of the bundle P, σi : Ui ⊂ M → π−1 (Ui ) ⊂ P. Then we
can de�ne the local connection 1-form on Ui as the pullback, σ ∗i ω = Ai = Ai,µdx

µ ∈ Λ1 (Ui ,g). Similarly the
corresponding local curvature 2-form on Ui is, σ ∗i Ω = Fi =

1
2Fi,µνdx

µ ∧ dxν ∈ Λ2 (Ui ,g). The local version of
Cartan’s structure equation holds,

Fi = dAi +
1
2[Ai ,Ai ]grad = dAi +Ai ∧Ai , (1.10)

which in coordinates reads, Fµν = ∂µAν − ∂νAµ + [Aµ ,Aν ].9 We recognize the familiar expression of the �eld
strength as a function of the gauge potential, encountered in non-abelian gauge �eld theory. The even more
familiar case of the Maxwell-Faraday tensor of electromagnetism is obtained when the bracket is zero, that is
when the underlying symmetry/structure group G is abelian.

The local version of an equivariant map is, σ ∗i ψ = φi . The local version of the covariant derivative is then
given by,

σ ∗i Dψ = dσ
∗ψ + ρ∗ (σ

∗ω)σ ∗ψ , that is, Diφi = dφi + ρ∗ (Ai )φi . (1.11)

In coordinates this reads, Dµφ = ∂µφ+ρ∗ (Aµ )φ. We recognize the expression of the minimal coupling between
a matter �eld φ and the gauge potential Aµ .

Given another trivialization (Uj ,σj ) such that on Ui ∩Uj , σj = σiдi j with дi j : Ui ∩Uj → G, we have the
gluing properties:

Aj = д
−1
i j Aiдi j + д

−1
i j dдi j , Fj = д

−1
i j Fiдi j , φ j = ρ (д

−1
i j )φi , and D jφ j = ρ (д

−1
i j )Diφi . (1.12)

These are known as passive gauge transformation since they arise as two local descriptions of one and the
same global object. One object seen in two coordinate systems, sort of.

The local version an active gauge transformation is an entirely di�erent matter. It relates, in a unique local
description (a single coordinate system), two di�erent global objects actively transformed into one another.
The active transformations, the vertical automorphisms, seen from Ui ⊂ M is σ ∗i Ψ := Ψi : Ui → P. These
are generated by maps σ ∗i γ := γi : Ui → G such that, Ψi (x ) = σi (x )γi (x ). The γi ’s constitute the local gauge
group Gloc . The local version of (1.8) and (1.9) are then,

A
γi
i = γ

−1
i Aiγi + γ

−1
i dγi , F

γi
i = γ

−1
i Fiγi , φ

γi
i = ρ (γ

−1
i )φi , and (Diφi )

γi = ρ (γ−1
i )Diφi . (1.13)

These are the local active gauge transformations, not to be confused with the passive ones despite the formal
similarity.

9From now on we will drop the subscript for the graded commutator. Its identi�cation and distinction from the usual bracket, as
here, should be understood from the context.
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Connections & tensorial forms on reduced bundles As we’ve seen at the end of section 1.1.1, given a
principal bundle P (M,G ) and an equivariant function f ' (r ,u) : P → V ' Γ ×G/H , the map u realises a
subbundle P ′(M,H ). The question arises as to what happens for connections and tensorial forms on P once
restricted to P ′.

If (V ,ρ) is a representation forG, it becomes a representation for its subgroup H by restriction. Moreover
the vertical vector �elds on P ′ are a subset of those on P. So a tensorial form on P restricts to a tensorial
form on P ′. Denote ı : P ′ → P the inclusion map, we have ı∗FP → F ′P .

For a connection the situation is a bit more subtle. Suppose we can �nd an AdH -invariant complement
vector space p to h in g.10 Accordingly the connection form splits as, ωg = ωh + ωp. Under restriction to P ′
we have ı∗ωg = ω̃g ∈ Λ1 (P ′,g). Clearly enough ω̃h = ı∗ωh satis�es,

R∗hω̃h = Adhω̃h and ω̃h (Ȳ
v ) = y, (1.14)

where y ∈ h induce Ȳv on P ′. So ω̃h is a connection 1-form on P ′. Besides, ω̃p = ı∗ωp sati�es,

R∗hω̃p = Adhω̃p and ω̃h (Ȳ
v ) = 0. (1.15)

That is, ω̃p is a tensorial 1-form of type (p,Ad). Thus we �nd that ı∗ : AP → AP′ × FP′ .
The curvature splits as Ωg = Ωh + Ωp. And under restriction,

ı∗Ωg = Ω̃g = Ω̃h + D̃ω̃p + ω̃p ∧ ω̃p . (1.16)

The �rst term, Ω̃h, is the curvature 2-form associated to the connection ω̃h on P ′. The second term D̃ω̃p =
dω̃p + [ω̃h,ω̃p], is the covariant derivative of the (p,Ad)-tensorial 1-form ω̃p on P ′. All terms indeed belong
to FP′ , as expected.

The gauge groupH of P ′ acts on ω̃h, Ω̃h, ω̃p and D̃ω̃p as described by (1.9), (1.8) (with ρ = Ad). The local
version is exactly as described in the previous paragraph.

As for the function f itself, its restriction is f̃ = ı∗ f = (ı∗r ,ı∗u) = (̃r ,eH ), where the second component is
constant on P ′ by de�nition. Then, on P ′, f̃ can be identi�ed with the map r̃ :M → Γ. The group H being
the isotropy group of each point of Γ, the action ρ∗ (h) on the latter is trivial. Therefore D̃ f̃ ' dr̃ + ρ∗ (ω̃p)r̃ .

Let us brie�y illustrate all this by a follow-up of the two examples given at the end of section 1.1.

Example 1 Given the map φ ' (η,u) : P → C2 ' Γ × SU (2), with Γ =
{(0
η

)
| η ∈ R+

}
, we reduce the

bundle P
(
M,G = SU (2) ×U (1)

)
to the bundle P ′

(
M,H = U (1)

)
.

The group G is indeed compact. Being a direct product, the two factors don’t see each other. Thus its Lie
algebra splits as g = u(1) + su(2), with no action of u(1) on su(2). Accordingly the connection on P splits as
ωg = au(1) + bsu(2) . Under restriction to P ′, ω̃g = ãu(1) + b̃su(2) , where ãu(1) is a U (1)-connection and b̃su(2) is
an

(
su(2),LU (1)

)
-tensorial 1-form.11 Both are SU (2)-invariant and the only gauge freedom left isU (1). Under

localization, ãu(1) and b̃su(2) describe the photon Aµ and the weak bosonsW ±,Z 0 respectively. The map φ̃ ' η
and its covariant derivative is D̃φ̃ ' dη + b̃η.

Example 2 The group GL is non-compact, so we couldn’t �nd a complement space of so in gl. However
the GL-connection Γ on P = LM, whose components are the Christo�el symbols, still restricts to an SO-
connection ω on P ′. The latter is known as the Lorentz connection or spin connection in Palatini formulation
of General Relativity (see 2.1.2 ahead).

1.1.3 Lagrangian
Thus far we’ve presented a geometrical framework where various objects seem to describe adequately the
�elds of a gauge theory . But the theory itself is only speci�ed once a Lagrangian is chosen. A Lagrangian is

10Such a complement can always be found ifG is compact and semi-simple. Nevertheless this vector space p ' Te (G/H ) might not
be a Lie subalgebra of g.

11Here LU (1) means left multiplication by a 2 × 2 matrix, U (1) being represented as a subgroup of SU (2).
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a scalar function on the space of �elds,12 in this case,

L : A × F → R,

whereA and F denote the pullback onM ofAP and FP . To construct such a Lagrangian we need quadratic
forms on the Lie algebra g and on the various representation spaces (Vi ,ρi ) involved in the construction of
associated bundles and their sections. For the former the Killing form, multiple of the Trace operator, will do.

We then de�ne the action functional S =
∫
M
L dmx . By use of the variational principle on S we obtain

the equations of motion for the �elds.
A general-relativistic requirement is that L must be invariant under Di�(M). Which it is since written

in term of di�erential forms. Another requirement is that the Lagrangian must be invariant under the action
of the gauge group G so that Ψ∗L := Lγ = L. The argument being that, much in the spirit of the general co-
variance principle, no observable physical quantities could depend on the speci�c “gauge coordinate system”
chosen for the description.13 Then the Lagrangian is actually a scalar function on the moduli space of �elds,
(A × F )/G.

An alternative formulation would be to speak of the Lagrangian scalarm-form L̄ on P, with m = dimM.
If the form L̄ is tensorial of type (R, id), it projects to a globally de�ned Lagrangianm-form onM, L = L dmx .
Actually the horizontality of L̄ is not mandatory, and its (R, id)-type equivariance is enough to provide a well
de�ned L such that the lagrangian L is clearly invariant under both Di�(M) and G.

The action is just S =
∫
M

L, thus the Hodge star operator might enter into the de�nition of L, in which
case a metric onM is needed. If the Hodge operator is not necessary, a metric structure onM is unnecessary
and one says that the theory described by such a Lagrangian is topological.

It is worthwhile to note that if additional criterions are met, the strict invariance of L is not mandatory.
Indeed, in the context of Quantum Field Theory e.g, the path integral generating the propagators, or quantum
action, is Z =

∫
A×F

dAµdφ eS (Aµ ,φ ) . So L could be invariant up to a strictly gauge dependent term that could
be rescaled so as to give a pure number which just a�ects the (anyway arbitrary) normalization of Z . The
Chern-Simons Lagrangian is a notorious example.

A more common situation is to ask forM to be boundaryless. In such a case it is enough to demand the
quasi-invariance of the Lagrangian, that is, invariance up to a total derivative, Lγ = L+∂µα . This amounts to
require the quasi-invariance of the lagrangian form, that is, invariance up to an exactm-form: L̄γ = L̄+dᾱ →
Lγ = L+dα . Due to Stokes’ theoremS remains invariant, Sγ = S, and the equations of motion are una�ected
so that (non-quantum) Physics does not see the gauge symmetry as required.

Quasi-invariance is famously met in Newtonian mechanics, e.g in the case of the free particle Lagrangian
under a Galilean transformation. See (Azcarraga and Izquierdo, 1995). It is more scarce in gauge relativistic
�eld theory, and to all practical purpose we will consider strict invariance under G.

1.2 Cartan geometry and Cartan connections: a language for Gravitation

1.2.1 A language for classical gravitation
Geometry of �bered spaces, principal bundles and Ehresmann connection have been presented above. Their
generality stems from the fact that the relation between space-time and the �ber is loose: indeed in each point
any �ber can be attached. Their e�ciency in describing the (classical) physics of Yang-Mills and gravitationnal
�elds ful�lls Einstein’s conviction: “One is driven to the belief that both sorts of �eld must correspond to a
uni�ed structure of space”14.

12Actually since derivatives of any order could enter the Lagrangian, the latter is sometimes de�ned as a scalar map on the r-th
jet bundle of the space of �elds: L : J r (A × F ) → R. But this nice subtlety adds little to our present discussion. We admit that the
derivatives of �elds enter the de�nition of the Lagrangian function.

13And we’ve seen that active and passive gauge transformations are formally identical. We thus speak of the gauge invariance of
the Lagrangian, meaning both passive and active.

14He refers here to gravitation and electromagnetism. This is the year 1934, twenty years before the paper of Yang and Mills. See
(Pesic, 2007), p 193.
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There is a precursor to Ehresmann/principal connections associated to princpal bundles, the so-called
Cartan connections associated to Cartan geometry. They are somehow less general than their heir, but of
immense interest to the physics of gravitation. Indeed, since Einstein we know that gravitation is the geometry
of space-time, the base manifold of bundles. And it turns out that Cartan geometry has a close relation to
the base manifold. The depth of Cartan geometry is that it uni�es the two great advances in geometry of the
nineteenth century.

The �rst, which we could call the algebraic viewpoint, is synthetised in Klein’s Erlangen program of 1872.
The idea of Klein is that geometry is the study of the invariants of a space which is homogeneous. Since
Cartan such spaces are called symmetric spaces. The invariants are de�ned with respect to the continuous
group of transformations G of the symmetric space and its subgroups. If one de�nes the isotropy group H of
a symmetric space, this space might be identi�ed with the quotient G/H . The pairs (G,H ) and the quotient
space they de�ne are called Klein geometries.

The second, which is the di�erential viewpoint, is essentially Riemann’s insight delivered in his habili-
tation dissertation of 1854, “On the hypothesis which lie at the foundations of geometry”. Riemann’s view is
that of a space, a manifold, which is neither homogeneous nor isotropic. The geometric properties of such
a manifold are encoded in its line element, or metric, from which one can derive the Riemann tensor which
describes how the curvature of the manifold changes (smoothly) from point to point and thus departs from the
�atness of the Euclidean space. A signi�cant contribution to Riemannian geometry was made by Schouten
and Levi-Civita when they independently introduced the notions of parallel transport and connection.

What Riemann did with Euclidean space, Cartan did for any Klein geometry, thereby providing the com-
mon generalization of both Riemann and Klein geometries. In the following we are going to explain the basics
of Cartan geometry, showing that it contains all the essential ingredients for a gauge theory, and illustrate it.
In so doing we will prove the following two connected facts; �rst that Cartan geometry has indeed an organic
link to its base manifold, and second, that it is a generalization of Riemannian geometry. This will support
the idea that Cartan geometry is the proper framework for gravitational theories.

1.2.2 Global definition of a Cartan geometry
This section is devoted to a synthetic overview of the basics concepts of Cartan geometry. Our presentation
is essentially based on the beautiful book by Sharpe (Sharpe, 1996) to which we refer the reader for demon-
strations and additionnal material. An alternative presentation, using the framework of higher-order frame
bundles, can be found in (Kobayashi, 1972), (Ogiue, 1967) and (Ochiai, 1970).

Cartan connection Given a Klein geometry (G,H ), g is the Lie algebra ofG. Let P (M,H ) be a �ber bundle
over the manifoldM with structure Lie group H . We have the following

De�nition: a Cartan connection is a 1-form on P, ϖ ∈ Λ1 (P,g), which satis�es:

i R∗hϖ = Adh−1ϖ ,

ii ϖ (X̄v
λ ) = λ, where X̄v

λ is a fundamental/vertical vector �eld and λ ∈ h its associated element in h,

iii for any point p ∈ P, ϖ : TpP → g is a linear isomorphism.

A Cartan geometry is the pair (P,ϖ ). The �rst two properties above are those which characterize an Ehres-
mann connection, as previously seen. The third one is the key property of a Cartan connection, and the very
reason why Cartan geometry is much more intimately connected to the base manifoldM than the principal
bundle geometry, as we’re about to see shortly.

Curvature The curvature, Ω ∈ Λ2 (P,g), of the Cartan connection is given by Cartan’s structure equation,

Ω := dϖ + 1
2 [ϖ,ϖ].

The curvature is a tensorial 2-form and satis�es the Bianchi identity, dΩ = [Ω,ϖ]. Given the projection map
τ : g → g/h, we de�ne the torsion as: τ (Ω).
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The 2-form Ω de�ne the curvature function K : P → Hom
(
Λ2 (g/h),g

)
through,

K (p) (λ1,λ2) = Ωp
(
ϖ−1
p (λ1), ϖ

−1
p (λ2)

)
,

for λ1,λ2 ∈ g/h (indeed, for λ ∈ h, Ȳ = ϖ−1 (λ) is vertical so Ω(Y ,_) = 0).

Klein model A Cartan geometry (P,ϖ ) is said to be based on the model Klein geometry (G,H ) where G
is called the principal group of the Klein geometry. Moreover, notice that the Maurer-Cartan form ωG of G
satis�es all the requirements of a Cartan connection. It furthermore satis�es the Maurer-Cartan structure
equation,

dωG +
1
2 [ωG ,ωG ] = 0.

From this we see that a Klein geometry is nothing but a Cartan geometry whose principal bundle is the
principal group, P = G15. It is a bundle over M ' G/H with structure group H . Its Cartan connection is the
Maurer-Cartan form ofG,ϖ = ϖG , and it is a �at connection since Ω = ΩG = 0. Thus is justi�ed the assertion
that Cartan geometry generalizes Klein geometry.

From this we see that �atness in the sense of Cartan means that the base manifold can be any symmetric
space (∼ G/H ). The �atness in the sense of Riemann means that the manifold can only be the symmetric
space Rn . This is already a hint on how Cartan geometry generalizes Riemannian geometry.

Special geometries In general the values of Ω will span the whole of g. But there might be special cases
where the span is a subspace of g. The most immediate example is the torsion-free case, τ (Ω) = 0, where the
span is h and the curvature function has values in Hom

(
Λ2 (g/h),h

)
.

We can distinguish several special geometries as the values of the curvature span submodules of g or
Hom

(
Λ2 (g/h),h

)
. But among the most interesting are the normal geometries and their associated normal

Cartan connection. To de�ne it we need the following

De�nition: the Ricci homomorphism, Ricci: Hom
(
Λ2 (g/h),h

)
→ (g/h)∗ ⊗ (g/h)∗, is the composite map:

Hom
(
Λ2 (g/h),h

)
' Λ2 (g/h) ⊗ h

id⊗ad
−−−−→ Λ2 (g/h) ⊗ End(g/h)

' Λ2 (g/h) ⊗ (g/h)∗ ⊗ (g/h)
contraction
−−−−−−−−→ (g/h)∗ ⊗ (g/h)∗.

A normal Cartan connection is the unique ϖ whose curvature Ω satis�es:

• τ (Ω) = 0, thus ϖ is torsion-free and K takes values in Hom
(
Λ2 (g/h),h

)
,

• Ricci(K ) = 0, i.e the curvature function is in the ker of the Ricci homomorphism.

A wide and rich class of special geometries are the reductive ones. They are of �rst importance for physics
and will occupy the rest of this section. Before we turn to these, we de�ne the gauge group, say a word about
the local version of Cartan geometry and introduce the notions of tensors and covariant derivative.

Gauge group A vertical automorphism of the bundle P is a map ψ : P → P which maps �bers to �bers.
It is induced by a map γ : P → H , such that ψ (p) = pγ (p) and satisfying γ (ph) = h−1γ (p)h. The action on ϖ
and Ω:

• Ψ∗ϖ = ϖγ = γ−1ϖγ + γ−1dγ ,

• Ψ∗Ω = Ωγ = γ−1Ωγ .

These are the active gauge transformations of the Cartan geometry and the in�nite dimensional groupH ={
γ : P → H | γ (ph) = h−1γ (p)γ

}
is the gauge group.

15Appreciate the nice coincidence of both terminologies.
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Localization Given an open setU ⊂ M and a section σ : U → P, we can pull back the Cartan connection
and its curvature,

• A = σ ∗ϖ ,

• F = σ ∗Ω = dA + 1
2 [A,A],

The pair (U ,A) is called a Cartan gauge. The local form A is such that, τ (A) : Tx (U ) → g/h is a linear
isomorphism for any x ∈ U .

If we have another section σ ′ : U ′ → P , and a map h : U ∩U ′ → H such that σ ′ = σh, then we have a
new Cartan gauge where,

• A′ = Adh−1A + h−1dh,

• F ′ = Adh−1F .

These are passive gauge transformations related to local descriptions in distinct open sets onM. They are
formally identical to the local representation of the active gauge transformations above.

Tensors Given a vector space V and a representation ρ : H → GL(V ) for the structure group, we have the
associated vector bundle E = P ×ρ (H ) V and its sections Γ(E). Through the isomorphism, ι−1 : Λ0 (P ,ρ) →
Γ(E), between equivariant functions on P and sections of E, we de�ne a tensor of type (V ,ρ) as a function
φ : P → V which transforms under the action of H as R∗hφ = ρ (h−1)φ. The corresponding section of E is
φ̃ = ι−1 (φ) = (p,φ (p)).

The action of the gauge group on tensors is given by, ψ ∗φ (p) = φ (ψ (p)) = φ (pγ (p)) = ρ (γ−1 (p))φ (p). Or for
short, φγ = ρ (γ−1)φ, which is the active gauge transformation of a tensor �eld of type (V ,ρ).

The representation of a tensor in a Cartan gauge (U ,A) is, ϕ = σ ∗φ = φ (σ ). In another gauge (U ′,A′) it is,
ϕ ′ = σ ′∗φ = (σh)∗φ = φ (σh) = ρ (h)−1φ (σ ) = ρ (h)−1φ. This is the passive gauge transformation of a tensor
�eld, formally identical to the local representation of the active gauge transformations.

Universal covariant derivative A Cartan connection allows the de�nition of a notion of covariant di�er-
entiation. Given λ ∈ g, we have,

De�nition: the universal covariant derivative is a linear operator, D̃λ : Λ0 (P ,ρ) → Λ0 (P ,ρ), which is de�ned
by D̃λφ = ϖ

−1 (λ)φ.

Actually it would be more precise to consider the operator D̃ : Λ0 (P ,ρ) → Λ0 (P ,ρ ⊗ Ad ). Indeed we have,
R∗h (D̃λφ)p = (D̃λφ)ph = ϖ

−1
ph (λ)φ. But R∗hϖph = ϖphRh∗ = Adh−1ϖp . And ϖ−1

ph = Rh∗ϖ
−1
p Adh . Thus R∗h (D̃λφ)p =

Rh∗ϖ
−1
p (Adhλ)φ. Besides, for any vector �eld X of P we have, (Rh∗Y )φ = φ∗Rh∗Y = (φRh )∗Y = ρ (h

−1)ϖ∗Y =

ρ (h−1)Yφ. Now ϖ−1
p (Adhλ) is a vector �eld on P, then R∗h (D̃λφ)p = ρ (h

−1)ϖ−1
p (Adhλ)φ = ρ (h−1)D̃Adhλφ.

Remark: For λ ∈ h, ϖ−1 (λ) is a vertical vector �eld. So D̃λφ tells us how tensors vary under the action of H ,
which we already know. Precisely,

D̃λφ = ϖ
−1
p (λ)φ = φ∗ (ϖ

−1
p (λ)φ)

=
d

dt

�����t=0
φ (petλ ) =

d

dt

�����t=0
ρ (e−tλ )φ (p) = −ρ∗ (λ)φ (p).

This is nothing but the in�nitesimal version of gauge transformation on tensors.

Through the isomorphism ι−1, the universal covariant derivative might be seen as a linear �rst order operator
on the section of the associated bundle E: D̃x ◦ ι

−1 : Γ(E) → Γ(E). We develop this last remark within the
reductive geometry, which we are now ready to consider.
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Reductive Cartan geometry
A Cartan geometry is said reductive if there is a H-module decomposition g = h ⊕ p. Any g-valued form will
split accordingly. This is true in particular of the Cartan connection, which splits as:

ϖ = ϖh +ϖp .

In this decomposition we see that ϖh is precisely an Ehresmann/principal connection, and ϖp is a tensorial
form called the soldering form. The local version on U ⊂ M splits as A = Ah + Ap. Since g/h ' p, we see
that the form Ap = τ (A) is a linear isomorphism between Tx (U ) and p. This makes clear the name “soldering
form” usually used. In the context of physics, especially General Relativity, Ap is called a tetrad or moving
frame16.

If we have a non-degenerate Ad(H )-invariant quadratic form η on p, the Cartan connection induces a well
de�ned metric д : T (U ) ×T (U ) → R on U (extendible toM) by:

д(X1,X2) = η(Ap (X1),Ap (X2)).

WrittingAp = ea µdx
µ (where a is an index inp) andX1,2 = X

µ
1,2∂µ , the above expression reads in components:

дµν = ηabe
a
µe

b
ν . The latter formula is well known in the tetrad formulation of GR.

The curvature splits as Ω = Ωh + Ωp, where Ωp = τ (Ω) is the torsion 2-form. Remembering that Ω is
tensorial, we can write,

Ω = Kcd ϖ
c
p ∧ϖ

d
p = (Ka

b,cd + K
a
cd ) ϖ

c
p ∧ϖ

d
p ,

where K is the curvature function. With this at hand we can de�ne a reductive normal Cartan geometry by
essentially re-expressing the conditions satis�ed by a normal Cartan connection, which are:

• τ (Ω) = Ωp = 0, so K = Ka
b,cd ∈ Hom

(
Λ2 (g/h),h

)
17,

• Ricci(K ) = Ka
b,ad = 0.

These two conditions implies Ka
a,cd = 0.

The universal covariant derivative also split as D̃λ = D̃λh + D̃λp . We allready know that D̃λhφ = −ρ∗ (λ
h)φ

and correspond to the action of the structure group H . But the other part is very interesting. Indeed D̃λpφ =
ϖ−1
p (λp)φ. But ϖ−1

p (λp) is an horizontal vector �eld. So we have the following,

De�nition: In a reductive Cartan geometry, the linear �rst order di�erential operator D̃λp is the usual covariant
derivative.

1.2.3 Reductive geometries and gravity

In this section we consider three examples of reductive Cartan geometries of particular interest for physics.
The �rst is based on the (pseudo-) Euclidean Klein model, the isometry group of the (pseudo-) Euclidean
space. This Cartan-Euclid geometry proves to be already a minimal generalization of Riemannian geometry.
The second is based on the Möbius model. Its associated normal Cartan-Möbius geometry is just the confor-
mal geometry of the base manifold. The third example is based on the deSitter model. This Cartan-deSitter
geometry is arguably the most natural one to do GR with a positive cosmological constant (the physically
favored case).

16The latter terminology being the historical one, borrowed from Darboux and Cartan.
17By the Bianchi identity , dΩ = [Ω,ϖ], this implies that K satis�es the algebraic Bianchi identity; Ka

b,cd + K
a
c,db + K

a
d,bc = 0.
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Cartan-Minkowski geometry
The principal group of the model is G = O (r ,s ) n R(r ,s ) and H = O (r ,s ). The associated symmetric space is
thus G/H ' R(r ,s ) , the Minkowski space. We write in a matrix form,

G =

{(
S t
0 1

) �����
S ∈ O (r ,s ),t ∈ R(r ,s )

}
and H =

{(
S 0
0 1

) �����
R ∈ O (r ,s )

}
.

The corresponding Lie algebras are, g = o(r ,s ) + R(r ,s ) and h = o(r ,s ). The quotient space is p = R(r ,s ) .
We write in matrix form,

g =

{(
s τ
0 0

) �����
s ∈ o(r ,s ),τ ∈ R(r ,s )

}
and h =

{(
s 0
0 0

) �����
s ∈ o(r ,s )

}
.

The associated Cartan geometry is thus
(
P (M ,O (r ,s )),ϖ

)
with the (local) Cartan connection,

ϖ =

(
A θ
0 0

)
.

Here A is a O (r ,s )-principal connection known as the Lorentz connection in GR, and θ = τ (ϖ ) is the soldering
form, or the tetrad in the parlance of GR. Moreover since p = R(r ,s ) is endowed with anO (r ,s )-invariant non-
degenerate quadratic form which is nothing but the pseudo-euclidean metric η, we have a pseudo-riemannian
metric д on M which is, д(X1,X2) = η(θ (X1),θ (X2)). Or, writing in components as above, дµν = ηabea µebν .

The curvature reads,

Ω =

(
R Θ
0 0

)
=

(
dA +A ∧A dθ +A ∧ θ

0 0

)
.

We recognize the Riemann curvature tensor R = Rab . The torsion τ (Ω) = Θ is just the covariant derivative of
the soldering form. If Ω = 0 the manifold is the symmetric space Rn . This is �atness in the sense of Riemann.
Nevertheless this Cartan geometry is richer. Indeed the concept of torsion that Cartan introduced does not
exist in Riemann’s conception of space18. Actually Riemannian geometry correspond to the case where ϖ is
torsion free, Θ = 0.
We can then list three sub-classes of geometries, each being the framework for a di�erent theory:

• R , 0, Θ = 0 (Lorentzian geometry): General Relativity (with a null cosmological constant),

• R = 0, Θ , 0 (teleparallel space): the geometry of the 1929 “uni�ed �eld theory” of Einstein, which is
the object of the Einstein-Cartan correspondance from 1929 to 193219,

• R , 0, Θ , 0: the geometry of the so-called Einstein-Cartan theory, rediscovered from a physical
perspective by Sciama and Kibble in the 60’s.

Cartan-Möbius geometry
The principal group of the model is the Möbius groupG = SO (m,2)/± I , andH its maximal normal subgroup.
The associated symmetric space is the n-deSitter space dSn . In matrix form,

G =




*..
,

z i 0
t S it

0 t t z−1

+//
-

�����
zS ∈ CO (r ,s ),t ∈ R(r ,s ) ,i ∈ R(r ,s )∗




and H =




*..
,

z i 0
0 S it

0 0 z−1

+//
-

�����
. . .



,

where the operation of transposition involves the metric of R(r ,s ) , η. In the case of a vector: vt = (ηv )T = vTη.
18This is why Cartan coined the term “espaces généralisés” for his new geometry.
19The correspondance starts with a letter of Cartan at the beginning of which he reminds Einstein that he had the full Cartan-

Minkowski geometry (Cartan speaks of “Euclidean connection”) as soon as 1922! see (Cartan and Einstein, 1979).
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The corresponding Lie algebras g and h are graded Lie algebras. They have the following decomposition,
g = R(r ,s ) + co(r ,s ) + R(r ,s )∗, and h = co(r ,s ) + R(r ,s )∗. The quotient space is p = R(r ,s ) . In matrix form we get,

g =




*..
,

ϵ ι 0
τ s ιt

0 τ t −ϵ

+//
-

�����
(s − ϵ1) ∈ co(r ,s ),τ ∈ R(r ,s ) ,ι ∈ R(r ,s )∗




and H =




*..
,

ϵ ι 0
0 s τ t

0 0 −ϵ

+//
-

�����
. . .




The associated Cartan-Möbius geometry is then
(
P (M,H ),ϖ

)
with the conformal Cartan connection,

ϖ =
*..
,

a α 0
θ A ηαT

0 θTη −a

+//
-
.

Here the upper right triangular matrix is a H -principal connection on P (M,H ), and θ = τ (ϖ ) is the soldering
form. A metric on M is de�ned, as above, with the non-degenerate O (r ,s )-invariant quadratic form η on
p = R(r ,s ) : д = η(θ ,θ ). Nevertheless, the fact that η is not H -invariant has interesting consequences. Indeed,
let us de�ne an active gauge transformation γ :M → H , written in matrix form

γ =
*..
,

z i 0
0 S it

0 0 −z

+//
-
. Then we have: ϖγ =

*..
,

∗ ∗ 0
zS−1θ ∗ ∗

0 zθ tS ∗

+//
-
.

So the metric associated with this new Cartan gauge is, дγ = η(θγ ,θγ ) = η(zS−1θ ,zS−1θ ) = z2η(θ ,θ ) = z2д,
which is nothing but a Weyl rescaling of the metric. Thus a Cartan-Möbius geometry induces a conformal
(class of) metric(s) onM.

The curvature reads,

Ω =
*..
,

f Π 0
Θ F Πt

0 Θt −f

+//
-
=

*..
,

da + α ∧ θ dα + α ∧ (A − a1) 0
dθ + (A − a1) ∧ θ dA +A ∧A + θ ∧ α + α t ∧ θ t ∗

0 ∗ ∗

+//
-
.

We recognize the Riemann tensor in F = R + θ ∧ α + α t ∧ θ t . Now suppose we are in a gauge where a = 0
and consider the normal geometry. Several facts can be deduced:

• Θ is the torsion for the O (r ,s )-connection A, and Θ = 0⇒ A is the Levi-Civita connection.

• Ricci(K ) = 0 means f = 0, and α is a symmetric tensor: αb,c = αc,b . We can furthermore show that,
αb,c =

1
(n−2)

(
Rab,ac −

1
2(n−1)ηbcR

)
, where R is the Ricci scalar. This is the Schouten tensor.

• From this immediately follows that Π is the Cotton tensor, and that F is the Weyl tensor.

These are remarkable tensors of the conformal geometry of M . The normal Cartan-Möbius geometry is thus
the natural framework for conformal gravity, whose Yang-Mills like Lagrangian form involves the Weyl tensor,
L ∝ Tr

(
F ∧ ∗F

)
.

Cartan-deSi�er geometry
The principal group of the model is G = O (1,n) the isometry group of the deSitter space dSn . Given the
isotropy group H = O (1,n − 1), the latter is realized as the quotient O (1,n)/O (1,n − 1). The corresponding
Lie algebras are, g = o(1,n) = o(1,n − 1) + R1,n−1 and, h = o(1,n − 1). In matrix form,

g =

{(
s τ
τ t 0

)
���s ∈ o(1,n − 1),τ ∈ R1,n−1

}
and h =

{(
s 0
0 0

)
���s ∈ o(1,n − 1)

}
.
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The associated Cartan-deSitter geometry is,
(
P (M,O (1,n − 1)),ϖ

)
with,

ϖ =

(
A θ
θ t 0

)
and Ω =

(
dA +A ∧A + θ ∧ θ t dθ +A ∧ θ

∗ 0

)
.

A metric onM is induced by θa = ea µdx
µ as above. We see that F = R + θ ∧ θ t so that if F = 0 we would

have straightforwardly the Riemann tensor of dSn , R = θ ∧ θ t . Speaking about physics, for dimensional
reason we should have R = 1

l 2θ ∧ θ
t where l would be the “radius” of dSn (tacitly put to unity above). If we

furthermore require that the latter be solution of Einstein’s equations with positive cosmological constant,
then l2 = (n−1) (n−2)

2Λ . This would lead us to add a scale factor to the soldering form:
√

2Λ
(n−1) (n−2)θ . Locally the

Riemann tensor of dSn would assume the more familiar form,

Rab,µν =
2Λ

(n − 1) (n − 2)
(
ea µe

b
ν − e

a
νe

b
µ
)
.

Cartan-deSitter geometry thus seems the most natural one to do gravitation and cosmology with Λ > 0.
Moreover it is also the proper ground to understand MacDowell-Mansouri formulation of gravity (McDowell
and Mansouri, 1977). Indeed, for n=4, their Lagrangian reads:

L =
−3

2GΛTr
(
F ∧ ∗F

)
=
−3

2GΛTr
((
R − Λ

3 θ ∧ θ
t
)
∧ ∗

(
R − Λ

3 θ ∧ θ
t
))
.

Besides, their initial move which consists in “adding” the Lorentz connection and the tetrad to form a single
object and treat it as an extended connection is clearly understood within Cartan geometry. All this (and
more) is detailled in the nice paper by Wise (Wise, 2010) where the case Λ < 0 and Λ = 0 are also treated.

Conclusion
Einstein’s General Relativity has been historically the conceptual precursor of gauge theories. Yet, gravitation
has been itself considered as a gauge theory, on equal footing with the other interactions, for the �rst time
by Utiyama only in 1956 (see (O’Raifeartaigh, 1997)). Not long after Yang and Mills’s work, but 27 years after
Weyl’s seminal paper on local gauge invariance in Quantum Mechanics. The question wether gravitation is to
be considered a true gauge theory has been the object of much discussions, and maybe not de�nitely settled.

From a formal viewpoint at least, we can agree on one thing: gravitation has a much richer structure
than the others gauge �elds. Indeed it exhibits features absents from Yang-Mills theories: a metric structure,
a notion of torsion beside that of curvature, the possibility to construct more invariants for a Lagrangian
etc... All this can be traced back to the existence of a soldering form20. The latter ensures the close relation
between the base manifold and the bundle above it. We’ve argued here that in this respect Cartan geometry
and Cartan connections clearly do justice to the distinct features of gravitation. Since it furthermore provides
all the standard tools for a gauge theory; a gauge group, associated bundles, a covariant derivative etc... Cartan
geometry could claim its legitimacy as the adequate framework for gauge theories of gravity and its relevance
for current issues in the physics of gravitation21.

1.3 Downsides of gauge symmetry

1.3.1 Problem with gauge theories?
There are philosophical/epistemological questions raised by local gauge symmetry that are of great interest.
See for example (Brading and Castellani, 2003). Nevertheless while entertained by the philosophically inclined
part of a physicist’s mind, these questions could be ignored by the pragmatic part. However, what the latter
cannot overlook is the apparent technical shortcomings of gauge �eld theories. What are they? The main two

20See the very clear paper by A. Trautman (Trautman, 1979) for a developed argument on this question.
21For a defense of this view, see again the paper by D. Wise (Wise, 2010) and references therein.
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that deserve special attention are those concerning quantization in the one hand, and the mass of the gauge
�elds in the other hand.

With regard to the �rst, we’ve quickly mentioned in section 1.1.3 that in QFT we have a quantum action
given by Feynman’s path integral Z =

∫
A×F

dAµdφ eS (Aµ ,φ ) . The integral goes over all the �elds Aµ and φ
in A × F , in particular those connected by active gauge transformations.22 Unfortunately the volume of the
gauge group G is in�nite. The path integral thus diverges, providing singular propagators for the �elds.

As for the second issue, it originates from the requirement, advocated in 1.1.3, of gauge invariance for a
Lagrangian form L. This demand cannot be dispensed with. This implies that a mass term m2Tr(A ∧ ∗A) for
the gauge potential in L, which is clearly non-invariant under G, is forbidden. As it stands, the gauge �eld A
must be massless, thus the mediator of a long range interaction. A formal constrain at odds with the empirical
fact that both weak and strong interactions are short range, which naturally suggests massive mediator �elds.
Only Electromagnestism theory is right away compatible with this constrain, since indeed it is a long range
interaction carried by a massless �eld whose quantum is the photon. No wonder EM was the �rst gauge
theory (recognized as such).

1.3.2 What standard solutions?
At bottom, both problems clearly arise from the gauge symmetry of a theory. A general strategy to solve
them should be to reduce this gauge symmetry. There are however di�erent approaches to do so, adapted to
each issue.

For Quantization the strategy is quite obvious, one selects a single representative in each �eld’s gauge
orbit by gauge �xing. One does so by adding “by hand” a constraint equation on the �elds either in the
functional measure of the path integral or directly in the Lagrangian. The only consistency condition one
has to check is that the physical outcomes of the gauge �xed theory should not depend on the speci�c gauge
chosen.

More formally, a gauge �xing is a choice of a slice in A (or F ) that is transverse to all G-orbits. In
other words it is a choice of section of the in�nite dimensional bundle A π

−→ A/G over the moduli space. It
is known that a global section may not exist due to a non-trivial topology of this bundle, see (Singer, 1978).
It is the case in non-abelian gauge theories. A phenomenon known as theGribov ambiguity, see (Gribov, 1978).

The riddle of the short range of the nuclear interactions received each a di�erent answers. The short
range of the strong interaction, was explained by the notions of con�nement and asymptotic freedom. There
the gauge symmetry is not reduced nor broken, so this case is derogatory to our general strategy.23

The short range of the weak interaction was �nally explained within the Glashow-Weinberg-Salam model
of the electroweak interaction by the means of the Englert-Brout-Higgs-Kibble-Guralnik-Haggen spontaneous
symmetry breaking mechanism, (Brout and Englert, 1964), (Higgs, 1964), (Guralnik et al., 1964). In this model
the underlying gauge symmetry involves the group G = U (1) × SU (2), but the theory involves a scalar �eld
imbedded in a potential whose minima do not respect the SU (2) symmetry (the famous “Mexican hat” po-
tential). Usually interpreted, the high energy phase of the theory is symmetric under the full group G and
the gauge �elds are all massless, but as the energy decreases it undergoes a transition to a phase were SU (2)
is broken and the residual gauge symmetry is U (1) so that three gauge �elds gain masses (W ±, Z 0) and only
one of them remains massless (the photon A). This is clearly a dynamical process, the phase transition is
indexed by an external parameter (here the energy or temperature). The SSBM has been devised in a purely
�eld theoretic context.

At the end of section 1.1.1 we’ve seen that there exists a theorem on bundle reduction, thus on reduction of
gauge symmetry. There we’ve alluded to the fact that there have been attempts to give a geometrical account
of the SSBM through this theorem. We should be careful however, for the bundle reduction theorem does not

22The passive gauge transformation being just the same �elds described di�erently. Remember section 1.1.2.
23 Yet, we will see that through the work of (Lavelle and McMullan, 1997) that there might be a strong link between con�nement,

and QCD in general, and the approach advocated below. See section 2.3.2 ahead and, for more precisions, appendix A.1.
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depend on the existence of an asymmetric vaccum, nor is it dynamically indexed by an external parameter.
Then, if formally alike, the two formulations of the SSBM seem to entail di�erent interpretations as to what
physically happens. The bundle reduction theorem seems to support a non-dynamical viewpoint. In section
2.3.2 we will argue for the same position from a di�erent perspective. A perspective that we now introduce.

1.3.3 A new approach
To sum up, if one is willing to acknowledge the di�erences just mentioned, there are three general tools to
reduce the symmetry of a gauge �eld theory,

f gauge �xing

f spontaneous symmetry breaking

f bundle reduction theorem

In the following chapters we propose a study of an alternative fourth tool to achieve a symmetry reduction.
It relies on the existence of what we call a dressing �eld.

In the easiest applications, the latter allows to construct gauge invariant composite �elds and Lagrangians.
It can be related to the so-called Dirac variables. See (Dirac, 1955), (Dirac, 1958).

In the less straightforward cases, it is possible to reduce only partially the gauge symmetry so that the
composite �elds display a residual gauge freedom. Non-trivial examples can (and will) be given, like the
electroweak sector of the Standard Model and others from the framework of Cartan connections on �rst or
second order frame bundles.

It is expected that the dressing �eld should alter the BRS algebra of a gauge theory, (Bertlmann, 1996).
Indeed this issue is investigated and solved. The in�nitesimal counterparts of the above mentionned examples
are worked out, and the modi�ed BRS algebra handles the residual gauge freedom. Finally we will consider
how this new approach may interact with the question of anomalies in QFT.
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Chapter 2
The dressing field

In this chapter we expose the dressing �eld method of gauge symmetry neutralization. A short �rst section
relies on the notions seen in 1.1 to give a working de�nition of a gauge theory, together with some examples
of successful such theories.

The second section describes the formalism of the dressing �eld and the associated two main lemmas.
The di�erences with the three standard approaches mentioned in 1.3.3 are highlighted, and the link with the
bundle reduction theorem is drawn.

In the third section the method is applied to several examples ranging from simple toy models to the
mentioned successful theories, and passing by others found in the literature and analyzed in appendix A. In
each case it is shown how the method suggests an interpretive shift.

The fourth and last section of the chapter describes a generalization of the method to higher-order G-
structures. The best way to appreciate the scheme is to go through the worked out example of Cartan-
Möbius geometry. In this example we recover some known results of conformal geometry usually obtained
through the jet formalism, see (Kobayashi, 1972), (Ogiue, 1967), but with a more systematic and handy matrix
formalism.

2.1 Gauge theories: a recipe

2.1.1 What is a gauge theory?
It seems that there are several possible answers to this question, each relying on a di�erent formalism.1
One may consider e.g the constrained Hamiltonian formalism which is sometimes a preferred one to handle
quantization.2 However as argued in 1.1 the geometrical formalism of �ber bundles seems the proper ground
for gauge �eld theories, at least at the classical level. So our answer to the question holds in the following
basic ingredients for a sound gauge theory:

f A principal �ber bundle P (M,H ) over a base manifoldM (space-time).

f An Ehresmann connection 1-formω and its curvature 2-form Ω on P. Through a local trivializing section
σ : U ⊂ M → P these two are pulled-back onM to give A and F , which describe the gauge potential
and its �eld strength respectively.

f Representations (Vi ,ρi ) for H in order to built associated vector bundles, Ei = P ×ρi Vi , whose sections
φi ∈ Γ(Ei ) ' Λ0 (P,ρi ) represent various matter �elds.

f A covariant derivative on sections arises naturally, which represents the minimal coupling between the
matter �elds and the gauge potential.

f The gauge group Autv (P) ' H , is the space of local symmetry required by the so-called gauge principle.
Its action on A, F and φi implements the (active) gauge transformations.

Once given this geometrical setup, Physics is not yet described. A gauge theory is speci�ed when a
Lagrangianm-form, L = L dmx , is chosen. We ask for the form L to be strictly invariant under the action of
H , so that Lγ = L. This is a consistency requirement for a choice of gauge being truly an “abstract reference

1For example (Creutz, 1985) distinguishes four formal de�nitions.
2See the reference textbook (Henneaux and Teitelboim, 1994). As a matter of fact, constrained Hamiltonian formalism is largely

used in Loop Quantum Gravity to tackle the long standing issue of the quantization of gravitation.
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frame”, gauge invariance, in much the same spirit as general covariance, states that nothing physical could
depend on the choice of a speci�c gauge coordinate system.

A gauge theory could thus be interpreted as a theory where, in addition to the purely external or “basic”
(that is, spatio-temporal) degrees of freedom onM, there are additional “inner” degrees of freedom associ-
ated to an abstract internal space, the �bers, in each point ofM. We thus distinguish the natural geometry
associated with the base manifoldM from the gauge geometry associated with the whole of P.

This receives some support from (Kolar et al., 1993) who distinguish the category of natural bundles and
the category of gauge natural bundles. The category of natural bundles itself covers closely the notion of
G-structures and higher order G-structures. A G-structure being a G-reduction of the frame bundle LM and
an r th-G-structure being a reduction of the r th-frame bundle ofM. See (Kobayashi, 1972), (Ogiue, 1967).

However this very precise nomenclature makes hard to talk about gravitation in gauge terms, as is our
intention in this essay. Indeed gravitation (as we know it classically) is all about the geometry of the space-
time base manifoldM. Clearly the second example below would belong to the category of natural bundles and
not to the category of gauge natural bundles. Moreover Cartan geometry, argued to be the natural framework
for gravitation, belongs to higherG-structures and natural bundles. Nevertheless on a strictly formal ground,
section 1.2 showed that Cartan geometry contains all the ingredients listed above. So to all practical ends,
gravitation �ts our de�nition of a gauge theory and will be treated as such.

2.1.2 Examples
The Electroweak sector of the Standard Model Here we discard the spinors of the theory and consider
only the Lagrangian describing the gauge potentials and the scalar �eld.

We’ve already encountered the principal bundle of the modelP
(
M,H = U (1)×SU (2)

)
. The connection on

P isωg = āu(1)+b̄su(2) , its pullback onU ⊂ M isA = a+b.3 The associated curvature is simply F = fa+дb . The
fundamental representation is (C2,LH ), with LH the left matrix multiplication. The associated vector bundle
is then E = P ×LH C

2, and a section is φ : U → C2. The covariant derivative is thus Dφ = dφ + (д′a + дb)φ,
with д′,д the coupling constant of U (1) and SU (2) respectively. The action of (the pullback of) the gauge
groupHloc = U (1)loc × SU (2)loc ,4 with element γ = (α ,β ), is

aα = a +
1
д′
α−1dα , bα = b, and φα = α−1φ,

aβ = a, bβ = β−1bβ +
1
д
β−1dβ , and φβ = β−1φ . (2.1)

The structure of direct product group is clear. Denoting 〈,〉 the scalar product on C2 and using the trace
operator Tr on h, the Lagrangian scalarm-form of the theory is,

L = 〈Dφ,∗Dφ〉 +V (φ)vol + 1
2Tr(F ∧ ∗F ). (2.2)

Here vol =
√
| det(дµν ) |dmx is the volume form on M. Moreover, due to the direct product structure, the

Yang-Mills term splits as, Tr(F ∧ ∗F ) = Tr( f ∧ ∗f ) + Tr(д ∧ ∗д), the Yang-Mills terms associated to the gauge
potentials a and b respectively. Giving the quartic potential V (φ) = −µ2〈φ,φ〉 − λ〈φ,φ〉2, we obtain the well
known Lagrangian of the electroweak sector of the Standard Model,

L = L dmx =

(
〈Dµφ,D

µφ〉 − µ2〈φ,φ〉 − λ〈φ,φ〉2 −
1
4 fµν f

µν −
1
4Tr(дµνдµν )

) √
| det(дµν ) |dmx . (2.3)

This gauge theory describes the interaction of a doublet scalar �eld φ with two gauge potentials a and b.
The �eld φ should be named “Englert-Brout-Higgs-Guralnik-Hagen-Kibble �eld”, or EBHGHK-�eld for short,
from the authors who, between June and October 1964, have independently discovered its importance for
particle Physics. See, (Brout and Englert, 1964), (Higgs, 1964) and (Guralnik et al., 1964).

3IfM = R(1,m−1) the Minkowski space, P is trivial (all principal bundles over contractible spaces are trivial) then a and b are
globally de�ned onM.

4Again globally de�ned ifM = R(1,m−1) .
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The tetrad formulation of General Relativity The tetrad formulation of General Relativity is necessary
to describe the interaction of gravity with spinor �elds. A classic argument is thatGL as no spinorial represen-
tation contrary to SO , hence the necessity to use a formalism with local Lorentz invariance. This is precisely
what is achieved by reducing the frame bundle LM to an SO-subbundle. Something we have encountered
already.

The underlying bundle is P (M,SO ). The connection ω on P pulls-back on U ⊂ M as A, where it is
known as the Lorentz connection (or spin connection). The curvature Ω pulls-back as R, the Riemann tensor.
Given a spinorial representation (V ,ρ), one constructs an associated bundle E = P ×ρ V and ψ ∈ Γ(E) is a
spinor �eld onM. The covariant derivative is Dψ = dψ +ρ (ω)ψ . The gauge group SOloc acts onA,ψ and Dψ
as prescribed by (1.13). Nevertheless here again we discard spinors and consider only the free gravitational
�eld. The latter is quite unique among gauge �elds since, in the most general case, it is described jointly by
the connection A and by the tetrad �eld θ .5 As a matter of fact the Lagrangian form is not of Yang-Mills type,

L =
1

32πGTr
(
R ∧ ∗(θ ∧ θ t )

)
=

1
32πGTr

(
R ∧ ∗(θ ∧ θTη)

)
=

1
32πGRab ∧ ∗(θ

b ∧ θcηac ). (2.4)

with η the metric of R1,m−1 andG the gravitational constant. This is known, with slight abuse of language, as
the Palatini Lagrangian, L = LPal. If we add an arbitrary Lagrangian form for matter LMatter so that the action
is S =

∫
LPal + LMatter, variation of S with respect to θ gives Einstein’s equations relating the curvature R of

M to the energy-momentum density and variation with respect to ω gives an equation relating the torsion
Θ = Dθ to the spin density of the matter. If Θ = 0 we have standard General Relativity. If Θ , 0 we have the
so-called Einstein-Cartan theory. See (Göckeler and Schücker, 1987) and (Trautman, 1979) for details, also our
discussion of Cartan geometry in section 1.2.

2.2 Dressing field

2.2.1 Easy propositions
Let us begin with an easy proposition before considering re�nements. Consider a gauge theory (as above)
with underlying bundle P (M,H ), connection ω, curvature Ω and sectionsψi . Then we have the following

Lemma 1 (Main Lemma). Given a Lie groupG ⊇ H sharing the same representations (Vi ,ρi ) asH , suppose that
there exists a map ū : P → G withH -gauge transformation ūγ = γ−1ū. Then the following global objects,

ω̂ := ū−1ωū + ū−1dū, Ω̂ = ū−1Ωū, ψ̂i := ρi (ū−1)ψi and D̂ψi = ρi (ū
−1)Dψi , (2.5)

are projectable, that is horizontal andH -gauge invariant.
Furthermore, the de�nition Ω̂ := dω̂ + 1

2 [ω̂,ω̂] implies the second equality above. Similarly, the de�nition
D̂ψi := D̂ψ̂i , with the invariant derivative D̂ = ρi (ū−1)Dρi (ū) = d + ρi∗ (ω̂), implies the fourth equality.

Proof. Given the set of gauge transformations (1.8) and (1.9) the proof of H -invariance is straightforward.
Compute explicitly the �rst transformation,

ω̂γ := (ūγ )−1ωγ ūγ + (ūγ )−1dūγ = (ū−1γ ) (γ−1ωγ + γ−1dγ ) (γ−1ū) + ū−1γd (γ−1ū),

= ū−1ωū + ū−1dū = ω̂ .

In the same way one proves, Ω̂γ = Ω̂ and ψ̂γi = ψ̂i . Thus, since from above D̂γ = D̂, one has D̂ψi
γ
= D̂ψi .

Now the horizontality of Ω̂ and Ψ̂ is clear. Only for ω̂ and D̂ψ̂i is it less immediate. Given X̄v ∈ VpP the
vertical vector �eld generated by X ∈ h one has,

ω̂ (X̄v ) = ū−1ω (X̄v )ū + ū−1dū (X̄v ) = ū−1Xū + ū−1X̄v (ū),

= ū−1Xū + ū−1 d

dt

�����t=0
ū
(
p exp(tX )

)
= ū−1Xū + ū−1 d

dt

�����t=0
exp(−tX )ū (p),

= ū−1Xū + ū−1 (−X )ū = 0.
5See our opening discussion on the example of General Relativity in section 2.3.2 ahead.
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This helps to prove the horizontality for D̂ψ̂i , indeed,

D̂ψ̂i (X̄
v ) = dψ̂i (X̄

v ) + ρi∗
(
ω̂ (X̄v )

)
ψ̂i = X̄v (ψ̂i ) = X̄v

(
ρi (u

−1)ψi
)
,

= X̄v
(
ρi (u

−1)
)
ψi + ρi (u

−1)X̄vψi = ρi (u
−1X )ψi + ρi (u

−1)
(
− ρi∗ (X )ψi

)
= 0.

Here we used the fact that the action of X̄v on ū and ψ is the in�nitesimal version of their equivariance
property.

The second part of the lemma is also straightforward for the calculations are strictly analogous to gauge
transformations. Let us prove the fourth equality,

D̂ψ̂i = d (ρi (u
−1)ψi ) + ρi∗ (u

−1ωu + u−1du)ρi (u
−1)ψi ,

= dρi (u
−1)ψi + ρi (u

−1)dψi + ρi (u
−1)ρi∗ (ω)ψi + ρi (u

−1)dρi (u)ρi (u
−1)ψi ,

= ρi (u
−1)

(
dψi + ρi∗ (ω)ψi

)
= ρi (u

−1)Dψi .

The second equality goes similarly. �

The objects (2.5) on P being projectable, they induce globally de�ned �elds on the base manifold M.
Given a local trivializing section σ , the pullback u = σ ∗ū we call the dressing �eld6 for we have the

Corollary 1. Denote by A = σ ∗ω the gauge potential, F = σ ∗Ω the �eld strength and φi = σ ∗ψi the matter
�elds. The following composite �elds,

Â := u−1Au + u−1du, F̂ = u−1Fu, φ̂i := ρi (u−1)φi and D̂φi = ρi∗ (u
−1)Dφi , (2.6)

areHloc-gauge invariant and globally de�ned onM.
Exactly as in Lemma 1, one has F̂ := dÂ + 1

2 [Â,Â] implies the second equality above. And D̂φi := D̂φ̂i , with
the invariant derivative D̂ = ρi (u−1)Dρi (u) = d + ρi∗ (Â), implies the fourth equality.

Proof. TheHloc-invariance is inherited from the global objects and is straightforwardly obtained from (1.13).
The globality is obvious since the gluing properties, or passive gauge transformations, (1.12), are formally like
active gauge transformations (1.13). Then the composite �elds being invariant under active gauge transfor-
mations should have trivial gluing properties. Let us demonstrate this for the “hard” case of the �eld Â.

Let σi/j : Ui/j → P be two local trivializing sections such that σj = σiдi j onUi ∩Uj . We have Âi/j = σ
∗
i/jω̂

and ui/j = σ
∗
i/jū. Also Aj = д

−1
i j Aiдi j + д

−1
i j dдi j and uj = σ

∗
j ū = (σiдi j )

∗ū = ū (σiдi j ) = д
−1
i j ū (σi ) = д

−1
i j σ

∗
i ū =

д−1
i j ui . So,

Âj = σ
∗
j ω = (σ ∗j ū)

−1 (σ ∗j ω) (σ
∗
j ū) + (σ ∗j ū)

−1d (σ ∗j ū) = (д−1
i j ui )

−1Aj (д
−1
i j ui ) +

(
(д−1
i j ui )

−1
)
d (д−1

i j ui ),

= u−1
i дi j (д

−1
i j Aiдi j + д

−1
i j dдi j )д

−1
i j ui + u

−1
i дi jdд

−1
i j ui + u

−1
i dui ,

= u−1
i Aiui + u

−1
i dui = Âi .

Similar but easier computations prove that F̂j = F̂i , φ̂k,j = φ̂k,i and D̂φ̂k,j = D̂φ̂k,i .
The second part of the corollary goes as the second part of Lemma 1. �

6By abuse we may often call ū a dressing �eld.
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What this construction is... The corollary shows that the composite �elds are globally de�ned as far as
the gauge structure is concerned. That is, they do not undergo any transformation from one trivializing
open set to another as long as these are encompassed in a single coordinate chart of the base manifold. If the
trivializing open sets {Ui } are also coordinate charts ofM, then by passing from one to another, the composite
�elds remain unchanged for they are di�erential forms. At worst they undergo coordinates change if the
dressing u carries base manifold indices. That’s all. This implies that the composite �elds (2.6) belong to
the natural geometry of the base manifoldM and are blind to any gauge structure on top of it. Thus the
process of dressing the gauge �eldsA, F , and φi with the �eldu can be seen as a neutralization of the gauge
symmetry of the original theory that ends up in a basic/natural geometrization of these gauge �elds.

...and is not Due to the formal likeness between (1.8)-(1.9) and (2.5) on the one hand, and between (1.13) or
(1.12) and (2.6) on the other hand, it may be easy in each case to mistake the latter for the former. But let us
stress this as clearly as possible: (2.5) are not active gauge transformations and (2.6) are not local active gauge
transformations nor passive gauge transformations. This was already quite clear from the above discussion.
But let us add two decisive arguments.

First, the dressing �eld ū does not belong to the gauge groupH since it takes values in a group that may
be larger than H . And even if ū had values in H , it still has the wrong equivariance. By its very de�nition,
the dressing �eld transforms as ūγ = γ−1ū, whereas an element α ∈ H transforms as αγ = γ−1αγ , see (1.2).
In any case ū < H , and (2.5) are not gauge transformations.

Secondly, Lemma 1 showed that ω̂ is horizontal, so that ω̂ < AP . A gauge transformation cannot get us
out of the space of connections of P sinceH is a group of transformation of AP . Again, equations (2.5) are
not gauge transformations.

Now it is obvious that the process of forming (2.5) or (2.6) has nothing to do with a gauge �xing. Indeed
a gauge �xing is a choice of a section inAP

π
−→ AP/H . Yet ω̂ < AP is not a representative of a gauge orbit,

even if by de�nition there is a one-to-one correspondence between the ω̂’s and gauge orbits of the ω’s, so that
in this respect the dressing method is a perfect substitute for gauge �xing.

With the above caveats we have positioned the dressing �eld method clearly apart from two of the three
tools of symmetry reduction mentioned in 1.3. What about the third? It is natural to ask what are the links, if
any, of the dressing �eld to the Bundle Reduction Theorem. To answer this question we �rst need to introduce
some re�nement.

2.2.2 Dressing field and residual gauge freedom
Here we relax the restriction on the target group of the dressing �eld and we’ll see that its (global) existence
constrains the topology of the bundle P. We also restrict the equivariance property of ū, that is its gauge
transformation. Intuitively one expects a residual gauge symmetry. It is indeed the case.

Lemma 2. • Let K be a Lie subgroup of H . There exists a map ū : P → K with K-equivariance R∗kū = k−1ū, if
and only if there is a right-K-space isomorphism, P ' P/K × K .

• Let ω be a connection on P. De�ne the map fū : P → P by p 7→ pū (p). The 1-form ω̂ = f ∗ūω is
K-invariant and K-horizontal, so projects to a well de�ned 1-form on P/K .

Proof. • ⇐ If there is a K-space isomorphism P → P/K × K given by p 7→
(
[p]K , k

)
, the map ū : P → K

de�ned by ū (p) = k−1 has the asserted equivariance. Indeed, for k ′ ∈ K , pk ′ 7→
(
[pk ′]K , kk ′

)
=

(
[p]K , kk ′

)
,

so that ū (pk ′) = (kk ′)−1 = k ′−1k−1 = k ′−1ū (p).
⇒ Suppose ū exists. For any p ∈ P we see that ū

(
pū (p)k−1

)
= kū (p)−1ū (p) = k . So ū is surjective.

Then we can de�ne the non-empty set Q = ū−1 (e ), with e the identity in K . We clearly have the isomorphism
Q → P/K , given by pū (p) 7→ [p]K .

The map P → Q× K, given by p 7→
(
pū (p), ū (p)−1

)
is a right-K-space isomorphism. Indeed by the right

action of K we have, pk 7→
(
pkū (pk ), ū (pk )−1

)
=

(
pū (p),ū (p)−1k

)
=

(
pū (p),ū (p)−1

)
k . The inverse map

Q × K → P is given by, (q,k ) 7→ qk .
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• Given the de�nition of fū , the calculation of f ∗ūω is exactly analogous to that of an active gauge
transformation and gives, ω̂ = f ∗ūω = ū−1ωū + ū−1dū. This is the �rst 1-form in (2.5). The proof of K-
invariance and K-horizontality goes as in Lemma 1. �

Had we de�ned Q = ū−1 (k0) for any k0 ∈ K , mutatis mutandis the construction would still hold.
The �rst part of the lemma states that the existence of theK-valued map ū implies the triviality of P along

the direction of the K subgroup. So if ū takes values in H itself , we have P ' P/H × H ' M × H . This was
expected from the fact that ū may be seen as a section of the associated bundle E = P ×H K . If K = H , E is the
bundle P itself, and a global section of the principal bundle P = E means its triviality. Moreover, in this case
the second part of the lemma entails that ω̂ is the projectable 1-form of Lemma 1. Then, the global existence
of the map ū and global existence of (2.5) are settled only if P is trivial.

In the general case, ω̂ does not project on M but on P/H . It then ought to display a H /K -residual
gauge freedom inherited from the non-neutralized gauge transformation of ω and of the gauge transfor-
mation/equivariance of ū under H/K . The latter is here left unspeci�ed, but we will see examples before
long.

Link with the Bundle Reduction Theorem We summarize the essential features of the Bundle Reduction
Theorem (BRT) and of Lemma 2. We take J and K as subgroups of H .
In the BRT, the map ū : P → H/J with H -equivariance R∗hū = h−1ū, realises J -reductions P ′ = ū−1 (e J )
parametrized by elements of H/J (for we can de�ne other reductions P ′′ = ū−1 (hJ ) as subbundles of P).
In Lemma 2, the map ū : P → K with K-equivariance R∗kū = k−1ū, realises H/K-bundles Q = ū−1 (e )
parametrized by elements of K (for we can de�ne other quotient bundles Q ′ = ū−1 (k ) as subbundles of P).

From this it is obvious that both approaches are the same when we have the product structure H = K × J ,
with h × h′ = (k, j ) × (k ′, j ′) = (kk ′, jj ′). If this is so, H/J = K and the H -equivariance of ū reduces to a
K-equivariance. Therefore, Q ' P/K is a J -bundle, so that ū realises a J -reduction of P.

Furthermore the connection on P splits as ωh = ωk + ωj. Then, still on P, ω̂h = ω̂k + ωj since ū is
K-valued. Clearly enough, ωj is a J -connection but is K -invariant. On the other hand, whereas ω̂k is K -
invariant as expected, since ωk is J -invariant the gauge transformation of ω̂k under J depends entirely on
the J -equivariance of the map ū.

The Electroweak sector of the Standard Model of Particle Physics, with its group structure SU (2) ×U (1),
is an example of such a case, where the BRT and the Lemma 2 coincide, at least for the construction of a
U (1)-reduction. But this remark anticipates on the next section.

2.3 Applications to Physics
We test the relevance of the above described framework for Physics. It turns out that the dressing �eld
method provides and unifying scheme for several constructions found scattered in the literature on gauge �eld
theories and may clarify the interpretive baggage accompanying some of them. In order to have a construction
as natural as possible, we would like to �nd the dressing �eld already somewhere in the Lagrangian of the
theory under study. In that way, the process of forming the composite �elds by dressing the various �elds of
the theory might be seen a mere change of �eld variables. Toy models as well as more physically relevant
examples will illustrate this.

2.3.1 Abelian theories and Dirac variables

Applied to Electromagnetism, that is by working with the bundle P
(
M,H = U (1)

)
, the composite �elds (2.6)

are known as Dirac variables. Well aware of the �rst problem alluded to in 1.3 above, Dirac advocated in
(Dirac, 1955), and subsequently in the �nal chapter of his book (Dirac, 1958), the idea that reconstructing
Electrodynamic Theory with gauge invariant variables would be better suited for quantization. In (Dirac,
1955) he de�ned the �eld,

ψ ∗ (x ) := ψ (x )eiC = ψ (x ) exp
(
i

∫
c (x ,x ′)A(x ′)d3x ′

)
with c (x ,x ′) =

e

4π~
x ′ − x

|x ′ − x |3
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(equations [16] and [19] of Dirac’s paper) as well as the derivative,(
∂rψ − i

e

~
Arψ

)
eiC , with r a spatial index,

(equation [21]). These are special cases of φ̂i and D̂φi in (2.6) respectively. Furthermore, in the line proving
the gauge invariance of equation [21] appears the quantityAr +~/e ∂rC which is nothing but the abelian case
of the composite �eld Â. We see there that the phase factor, the abelian dressing �eld u = eiC , is nonlocal so
that gauge invariance is obtained at the expense of the locality of the �elds.7

Then, studying quantization, he argued that: “ψ ∗ (x ) is the operator of creation of an electron together
with its Coulomb �eld, or possibly [...] of absorption of a positron together with its Coulomb �eld”. According
to Dirac’s interpretation: “A theory that works entirely with gauge-invariant operators has its electrons and
positrons always accompanied by Coulomb �elds around them [...]”.8 A statement rea�rmed almost verbatim
at bottom of p.303 in (Dirac, 1958). In view of this interpretation, the terminology “dressing �eld”, devised
before any knowledge of Dirac’s work on the subject, could assume an unexpected physical signi�cance.

Toy model 1 The Stueckelberg formalism can, modulo a remark below, also be seen as a special case of
our approach. See (Ruegg and Ruiz-Altaba, 2004) for a review. Let us give an easy example. Consider the
following prototype Stueckelberg Lagrangian form for the abelian gauge potential A and the Stueckelberg
scalar �eld B,

L(A,B) =
1
2F ∧ ∗F +

m2

2
(
A −

1
m
dB

)
∧ ∗

(
A −

1
m
dB

)
,

where F is the �eld strength of A. This Lagrangian is invariant under the in�nitesimal gauge transformations
δA = −dα and δB = −mα , with α ∈ C∞ (M). Now consider theU (1)-valued dressing �eld given by u = e

i
m B .

It transforms under γ = eiα ∈ U (1) as, uγ = γ−1u = e
i
m (B−mα ) . The composite �eld, or Dirac variable,

associated to the gauge potentiel A reads, Â = A + iu−1du = A − 1
mdB. So that the Lagrangian form can be

rewritten,

L(Â) =
1
2 F̂ ∧ ∗F̂ +

m2

2 Â ∧ ∗Â.

This is a Proca Lagrangian form for a massive vector �eld Â.
An important remark: the Stueckelberg trick usually consists in implementing a U (1)-gauge symmetry

on a Proca Lagrangian at the expense of introducing a new scalar �eld whose degree of freedom compensates
the introduced gauge freedom. Using the dressing method we’ve done precisely the opposite move, that is
we’ve merely made a change of variables and shifted from a U (1)-gauge theory of the �elds A and B where
the constantm has no clear meaning, to a theory of the �eld Â with massm where theU (1)-gauge symmetry
has been factorized out.

This toy model illustrates Lemmas 1/2 in the case u : M → H , as well as the requirement of �nding
the dressing �eld directly in the Lagrangian. There the dressing is the Stueckelberg �eld, given right away.
Things might not always be so easy. The dressing �eld could be in the Lagrangian indeed, but hidden in some
auxiliary �eld. This can be shown through another, less trivial, toy model.

Toy model 2 Consider the abelian Higgs model of a U (1)-gauge potential A interacting with a C-scalar
�eld φ,

L(A,φ) =
[
Dφ†Dφ +V (φ)

]
vol + 1

2F ∧ ∗F , with Dφ = dφ +Aφ and V (φ) = −µ2φ†φ − λ(φ†φ)2.

7The trade between gauge invariance and non-locality is not new, Wilson loops are textbook cases. It is also part of the discussion
around the Arahonov-Bohm e�ect. See the contribution of A. M. Nounou in (Brading and Castellani, 2003).

8(Dirac, 1955), p.657. The sentence ends by “[...] which is very reasonable from the physical point of view.” Who would object?
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The Lagrangian form is invariant under the �nite gauge transformations Aγ = A + γ−1dγ and φγ = γ−1φ, for
any γ = eiα ∈ U (1).

The dressing �eld is found from the auxiliary �eld φ : M → C by polar decomposition, φ = ηu, where
η = φ†φ. The �eld, u :M → U (1) transforms as uγ = γ−1u on account of the transformation law of φ. Thus u
is our dressing �eld. The �eld η :M → R+ is clearlyU (1)-invariant. Since it can be written as η = φ̂ = u−1φ
it is a composite �eld/Dirac variable associated to φ. The composite �eld/Dirac variable associated to the
gauge potential A is thus, Â = A + u−1du. The corresponding abelian �eld strength is F̂ = F . The invariant
derivative is D̂φ̂ = D̂η = u−1Dφ. Finally the Lagrangian form can be rewritten as,

L(Â,η) =
[
D̂η†D̂η +V (η)

]
vol + 1

2 F̂ ∧ ∗F̂ .

It describes a massless vector �eld Â coupled to a R+-scalar �eld η embedded in a potential V . It is gauge-
invariant since it contains only gauge-invariant �elds. The dressing method is again shown to be a mere
change of variables (A,φ) → (Â,η) which conveniently redistributes the degrees of freedom of the theory.

Notice the residual �eld η, absent in the previous example, left after the extraction of the dressing �eld
u from the auxiliary �eld φ. This residual �eld η is the true observable Higgs �eld, since gauge-invariance is
mandatory for observability. We’ll return to this point latter. The residual �eld may not always be identi�ed
this easily. In general the extraction of the dressing from an auxiliary �eld might involve an arbitrary choice
(in a sense to be made precise shortly) so that this identi�cation is blurred. It seems that it is the Lagrangian
of the theory which allows to �rmly ascertain the residual �eld. See the example of the electroweak model
below.

2.3.2 Non-abelian theories and generalized Dirac variables
Within the literature of Quantum ChromoDynamics, hadronic Physics and more generally in the context of
non-abelian gauge theories, there have been attempts to generalize the construction of Dirac. Not surpris-
ingly, we �nd instances of (2.6) which are then naturally called generalized Dirac variables.

In (Lavelle and McMullan, 1997) e.g , which touches upon the problem of de�ning gauge invariant coloured
states for the quarks in QCD and combining them in hadronic bound states, the term generalized Dirac vari-
able is not used but the will to extend his idea is well assumed. Moreover by an interesting terminological
coincidence, if ψ is a quark, the gauge-invariant quantity de�ned by ψphys = h−1ψ (equation [5.2] of their
paper) is called a “dressed quark”. And the �eld h transforming according to hU = U −1h, for U ∈ SU (3)
(equation [5.1]), is called it a “dressing”. The composite �eld, or generalized Dirac variable, associated to the
SU (3)-gauge �eld A is de�ned as, (Aphys)i = h

−1Aih + h
−1∂ih (equation [5.5]), with i a spatial index.

Notice how gauge-invariance and observability are tied (if not identi�ed) by the subscript “phys” used
to denote the composite �elds. In accordance with Dirac’s remark cited above, and by virtue of its explicit
construction as a (still non-local) function of the gauge potential, the dressing �eld h is interpreted as a gluon
sea surrounding the bare quarkψ and the bare gluonA. This is announced from the introduction of the paper:
“One views dressings as surrounding the charged particles with a cloud of gauge �eld”. The aim of the authors
is then stressed: “[...] such dressed quarks may be combined to form colourless hadrons in the way commonly
done in the constituent quark model. [...] gluons may also be dressed”.

A most salient point of this paper is the will to draw a link between “dressings” and gauge �xing. Never-
theless, on account of our closing discussion in 2.2.1, we are bound to dispute this will. However the related
nice suggestion of a connection between Gribov ambiguity and quark con�nement might be left untouched.
A discussion of this interpretive issue is proposed in appendix A.1.

The paper (Lorcé, 2013b), which reviews and addresses the problem of the proton spin decomposition
in terms of gauge-invariant contributions with clear partonic interpretation, is an example of an approach
whose link with generalized Dirac variables went at �rst unnoticed. Though, a careful analysis shows that
the �rst part of the paper can be entirely founded on the dressing �eld method. Nevertheless the construction
presented there is interpreted as a speci�c gauge tranformation, a viewpoint that we must again dispute on
account of 2.2.1. I propose the full analysis in appendix A.2.
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The authors of this paper and of (Fournel et al., 2014) came to a short correspondence (iniated by the
former) on the contact points of both works. As a mark of fruitful exchanges, the dressing �eld and the com-
posite �elds/Dirac variables are more clearly identi�ed in the subsequent paper (Lorcé, 2013a). In there, the
transformation law of the matrix valued �eld Upure, Ũpure (x ) = U −1 (x )Upure (x ) (slight correction of equation
[22] of Lorcé’s paper), identi�es it with a dressing �eld. Moreover the �elds ϕ̂ (x ) = U −1

pure (x )ϕ (x ) (equation
[44]) and Âµ (x ) = U

−1
pure (x )

[
Aµ (x ) +

i
д ∂µ

]
Upure (x ) (equation [45]) are instances of (2.6).

The remarks made by the author are relevant : “[...] despite appearances, eqs [44] and [45] are not gauge
transformations. In practive, the matricesUpure (x ) can be expressed in terms of the gauge �elds Aµ (x ) (Lorcé,
2013c), and can be thougth of as dressing �elds”. In view of this clear statement the next sentence is quite
surprising: “From a geometrical point of view Upure (x ) simply determines a reference con�guration in the
internal space. The gauge-invariant �eld ϕ̂ (x ) then represents “physical” deviations from this reference con-
�guration”. We have to object to this. If equations [44] and [45] are not gauge transformations, as we plainly
agree on, then the dressing Upure does not belong to the gauge group and does not determine a point (“ref-
erence con�guration”, or “abstract reference frame” as we termed it) in the �ber (“internal space”) of the
underlying bundle.

The transformation of the Lagrangian is considered in the last part of the paper and we �nd the key
words: “[...] one can switch between gauge-covariant and invariant canonical formalism by a mere change of
variables”. All this is repeated and concisely synthesized, with the same misinterpretation though, on p52-53
of the extensive review (Leader and Lorcé, 2014) on the problem of the proton spin decomposition.

We should notice two important facts. First, while in (Dirac, 1955), (Lavelle and McMullan, 1997) and
(Lorcé, 2013b) the dressing �elds are constructed as non-local functions of the gauge potential A, this was
not the case in the two simple toy models presented above where the dressings were local functions of an
auxiliary �eld. But this is not an artefact of over-simplistic models. From now on we will see physically
substantial examples (to say the least) where the dressing is not a function of the gauge potential or, if it is, it
is still local.

Secondly, in the aforementioned works the question of the loss of the manifest Lorentz covariance of the
composite �elds is of constant worry and much energy is deployed in order to settle this question in each
speci�c construction. Notice that due to our di�erential geometric, thus intrinsic, formulation of the dressing
method, the question of the Lorentz covariance and even of the general covariance of our composite �elds
never arises. Once again, from now on the examples we consider are free of such concerns.

One last remark. All constructions above were instances of a dressing with value in H , the full struc-
ture group, therefore instances of complete neutralization of gauge symmetry and full geometrization. The
composite �elds/generalized Dirac variables had no residual gauge freedom and belonged to the natural ge-
ometry of the space-time base manifold M. An interesting case of partial neutralization, thus of residual
gauge freedom, is presented below. A more complicated illustration is to be worked out in the next section.
For the moment let us go to our two most relevant examples, the Electroweak sector of the Standard Model
and General Relativity.

The ElecroWeak sector of the Standard Model
The geometric setup of the model has been detailled in 2.1.2, we simply remind the notations. The principal
bundle of the model is P

(
M,H = U (1)×SU (2)

)
. The connection on P splits asωg = āu(1)+b̄su(2) , its pullback

on U ⊂ M is A = a + b. The associated curvature is simply F = fa + дb . The scalar �eld is φ : U → C2, and
its covariant derivative Dφ = dφ + (д′a + дb)φ. Since we are interested in Physics, which takes place on the
base manifold (space-time), we will apply Lemmas 1 and 2 on the localized �elds, that is write the composite
�elds (2.6). Giving the quartic potential V (φ) = −µ2〈φ,φ〉 − λ〈φ,φ〉2, the initial Lagrangian of the theory is,

L(φ,a,b) = 〈Dφ,∗Dφ〉 +V (φ)vol + 1
2Tr( fa ∧ ∗fa ) +

1
2Tr(дb ∧ ∗дb ). (2.7)

As it stands nor a nor b can be massive, and indeed L contains no mass term for them. It is not a problem
for a since we expect to have at least one massless �eld to carry the electromagnetic interaction. But the
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weak interaction is short range, so its associated �eld must be massive. Hence the necessity to reduce the
SU (2) gauge symmetry in the theory in order to allow a mass term for the weak �eld. Of course we know
that one can achieve this by the celebrated Spontaneous Symmetry Breaking Mechanism. Actually the SSBM
is used in conjunction with a gauge �xing, the so-called unitary gauge,9 see e.g (Becchi and Ridol�, 2006). We
even know that some authors gave a more geometrical account of the model based on the Bundle Reductions
Theorem, see the end of section 1.1.1 and refer to (Trautman, 1979), (Westenholz, 1980), (Sternberg, 1994) for
literature.

As a fourth way to the symmetry reduction, can we treat the model with the dressing �eld method? Since
we’ve seen that in the case of a principal bundle whose structure group is a simple product of groups, the
Bundle Reduction Theorem and our Lemma 2 coincide, it is natural to expect an a�rmative answer. How
do we proceed? The answer was �rst given in (Masson and Wallet, 2011), where the spinor �elds are also
included. We give here an account adapted from (Fournel et al., 2014).

First, sticking to our requirement of naturalness mentioned earlier, we ought to �nd a candidate dressing
�eld as a part of some auxiliary �eld already present in the theory. The most obvious place to search for it,
given the gauge transformations (2.1), is on the side of the doublet scalar �eld φ. To mimic the simple abelian
case (toy model 2) we can use a generalization of the polar decomposition in C2. But unlike the abelian case,
this time the decomposition involves an arbitrary choice of reference point, in this case a vectorv ∈ C2. Let
us choose v =

(0
1

)
. With respect to this vector, one can decompose φ as,

φ =

(
φ1
φ2

)
= η · u[φ] · v = η · 1

η

(
φ̄2 φ1
−φ̄1 φ2

)
·

(
0
1

)
with, η = |φ | =

(
|φ1 |

2 + |φ2 |
2
) 1

2 . (2.8)

Now we should want to know how this decomposition behaves under gauge transformation α ∈ U (1) and
β ∈ SU (2). First, realizing U (1) as a subgroup of 2 × 2 matrices, we have:

φα = α−1φ =

(
α−1 0

0 α−1

) (
φ1
φ2

)
= η ·

1
η

(
αφ̄2 α−1φ1
−αφ̄1 α−1φ2

)
·

(
0
1

)
= η ·

1
η

(
φ̄2 φ1
−φ̄1 φ2

) (
α 0
0 α−1

)
·

(
0
1

)
:= η · uα̂ · v .

Thus the SU (2)-valued �eldu has aU (1)-gauge transformationuα = uα̂ . This is not a dressing transformation
so u cannot be used to neutralize the U (1) symmetry. This is no trouble to us, as already explained, to the
contrary this transformation under U (1) will be important thereafter. Let us see the action of SU (2):

φβ = β−1φ =

(
x −y
ȳ x̄

) (
φ1
φ2

)
=

(
xφ1 − yφ2
ȳφ1 + x̄φ2

)
= η ·

1
η

(
yφ̄1 + xφ̄2 xφ1 − yφ2
−x̄φ̄1 + ȳφ̄2 ȳφ1 + x̄φ2

)
·

(
0
1

)
,

= η ·
1
η

(
x −y
ȳ x̄

) (
φ̄2 φ1
−φ̄1 φ2

)
·

(
0
1

)
:= η · β−1u · v .

So �nally we �nd for u the SU (2)-gauge transformation uβ = β−1u. Then u is our SU (2)-valued dressing
�eld. The latter taking values in a subgroup of the structure group of the bundle, we are in the situation of
Lemma 2. We thus expect to be able to neutralise SU (2) and to have a U (1)-residual gauge freedom whose
exact nature will depend on the transformation law uα = uα̂ . Remember the discussion following Lemma 2
in 2.2.2. Now we can dress the �elds of the theory and form the composite �elds according to (2.6),

Â = u−1Au +
1
д
u−1du = u−1 (a + b)u +

1
д
u−1du = a + (u−1bu +

1
д
u−1du) := a + B, since u−1au = a,

F̂ = u−1 ( fa + дb )u = fa + u
−1дbu := fa +G, with G = dB + дB2,

φ̂ = u−1φ =

(
0
η

)
:= η,

D̂φ̂ = u−1Dφ = D̂η = dη + (д′a + дB)η, where η means the above vector.
9The unitary gauge is used at the tree level. For loop perturbative calculations the Feynman–’t Hooft gauge, or the more general

Rξ gauge, are often used as more convenient.
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Notice that these are easy matrix calculations. The composite �eld B and its �eld strengthG, as well asη and its
covariant derivative D̂η, are SU(2)-gauge invariant by construction. How do these �elds transform under the
residual U (1)-gauge symmetry? Well, it depends of course on the U (1)-transformation of the original �elds
but also, as already stressed, on the U (1)-transformation of the dressing �eld. For B, we have by de�nition,

Bα = (uα )−1bα (uα ) +
1
д
(uα )−1d (uα ) = α̂−1u−1 · b · uα̂ +

1
д
α̂−1 (u−1du)α̂ +

1
д
α̂−1dα̂ ,

Bα = α̂−1Bα̂ +
1
д
α̂−1dα̂ .

Explicitly, we use the decomposition B = Baσ
a where σa are the hermitian Pauli matrices so that for B to be

truly in su(2) we have Ba ∈ iR, so that B̄a = −Ba . Then,

B = Baσ
a =

(
B3 B1 − iB2

B1 + iB2 −B3

)
:=

(
B3 W −

W + −B3

)
, and Bα = *

,

B3 +
1
дα
−1dα α−2W −

α2W + −B3 −
1
дα
−1dα

+
-
.

It is a good news to haveW ± transforming tensorially, like a matter �eld, because this, added to their SU (2)-
invariance, means that it is possible to have mass terms for these two �elds. Precisely what we wanted from
the beginning. Nevertheless we see that B3 transforms as a U (1)-connection10, no mass term allowed at �rst
sight. Actually the situation is more favorable than it appears. One can indeed make a further change of
variables in the space of �elds. Given the so called Weinberg angle by cosθW = д

√
д2+д′2

and sinθW = д′
√
д2+д′2

,
one can de�ne the two 1-forms,(

A
Z 0

)
=

(
cosθW sinθW
− sinθW cosθW

) (
a
B3

)
=

(
cosθW a + sinθW B3
cosθW B3 − sinθW a

)
.

Since aβ = a and B
β
3 = B3, then (Z 0)β = Z 0. Moreover we have,

(
Z 0

)α
=

д√
д2 + д′2

(
B3 +

1
д
α−1dα

)
−

д′√
д2 + д′2

(
a +

1
д′
α−1dα

)
=

д√
д2 + д′2

B3 −
д′√

д2 + д′2
a = Z 0.

So this �eld is
(
SU (2) × U (1)

)
-invariant. It can thus be massive and obervable. We’ll see that it appears

naturally in the norm of the SU (2)-invariant derivative D̂η. Clearly we have Aβ = A and,

Aα =
д′√

д2 + д′2

(
B3 +

1
д
α−1dα

)
+

д√
д2 + д′2

(
a +

1
д′
α−1dα

)
= A +

1
e
α−1dα ,

where the coupling constant is e =
дд′
√
д2+д′2

= д′ cosθW = д sinθW . So A still transforms as a U (1)-
connection, it is thus the massless carrier of the electromagnetic interaction and e is the elementary electric
charge.

We should now see what are theU (1)-transformations ofG, η, D̂η and see what happens to the Lagrangian
form. The U (1)-transformation of the SU (2)-invariant �eld strength is,

G = u−1дbu, ⇒ Gα := (uα )−1дαb (u
α ) = (uα̂ )−1дb (uα̂ ) = α̂

−1Gα̂ .

This tensorial transformation is again a good thing for it will allow us to write a genuine Yang-Mills term for
B, both SU (2) and U (1)-invariant. Indeed we have,

Tr(F ∧ ∗F ) = Tr( fa ∧ ∗fa ) + Tr(дb ∧ ∗дb ) = Tr(F̂ ∧ ∗F̂ ) = Tr( fa ∧ ∗fa ) +Tr (G ∧ ∗G ).

10With a di�erent coupling constant through.
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It is quite easy to show that the fa∧∗fa andG∧∗G are actually diagonal so that nothing is lost by tracing. The
above term gives all possible interactions between the four electroweak �elds. For the sake of completeness
we give the explicit expression,

1
2Tr(F̂ ∧ ∗F̂ ) = dZ 0 ∧ ∗dZ 0 + dA ∧ ∗dA + dW − ∧ ∗dW +

+2д
{

sinθW
(
dA ∧ ∗(W −W +) + dW − ∧ ∗(W +A) + dW + ∧ ∗(AW −)

)
+ cosθW

(
dZ 0 ∧ ∗(W −W +) + dW − ∧ ∗(W +Z 0) + dW + ∧ ∗(Z 0W −)

)}
+4д2

{
sin2 θW AW − ∧ ∗(W +A) + sinθW cosθW AW − ∧ ∗(W +Z 0)

+ cos2 θW Z 0W − ∧ ∗(W +Z 0) + sinθW cosθW Z 0W − ∧ ∗(W +A)

+
1
4 W −W + ∧ ∗(W −W +)

}
.

The U (1)-invariance is less easily seen than in the compact expression, but it is de�nitely there. Notice that
there is no direct coupling between the �eld A and Z 0 as we would expect on physical ground.

The case of the scalar �eld η : U → R+ is easy, it is both SU (2) and U (1)-invariant by de�nition, η = |φ |.
So the potential term in (2.7) is,

V (φ) = −µ2φ̄φ − λ(φ̄φ)2, ⇒ V (η) = −µ2η2 − λη4.

It is trivially
(
SU (2) ×U (1)

)
-invariant, thus an observable �eld. Notice that η is the residual �eld left after

extraction of the dressing �eld u from the auxiliary �eld φ. It is also the analogue of the map r in the split
f = (r ,ū), equation (1.4), in our discussion of the Bundle Reduction Theorem, section 1.1.1.

Now we can consider the SU (2)-invariant covariant derivative which is,

D̂η = d

(
0
η

)
+ д

(
B3 W −

W + −B3

) (
0
η

)
+ д′

(
a 0
0 a

) (
0
η

)
=

(
дW −η

dη − дB3η + д
′aη

)
, so that (D̂η)α =

(
дα−2W −η

dη − дB3η + д
′aη

)
.

The last equality is easily seen. It is easy to calculate the norm of D̂η which is,

〈Dφ,∗Dφ〉 : = Dφ† ∧ ∗Dφ = D̂η
†
∧ ∗D̂η =

(
− дW +η, dη + дB3η − д

′aη

)
u ∧ ∗u−1

(
дW −η

dη − дB3η + д
′aη

)
,

= dη ∧ ∗dη − д2η2 W + ∧ ∗W − − (д2 + д′2)η2 Z 0 ∧ ∗Z 0.

We see mass-like terms appearing for bothW ± and Z 0 �elds.

Let us sum-up what has been done so far. After identifying a SU (2)-dressing �eldu out of the auxiliary �eld
φ already provided by the theory, we’ve dressed the �elds of the aforementioned theory in order to produce
SU (2)-invariant composite �elds. This construction is the local counterpart of the global reduction of the the
SU (2) × U (1) bundle P to a U (1)-subbundle as proved in Lemma 2. We’ve performed a change of variables
in the space of �elds onM, that is L(φ,a,b) → L(η,a,B3,W

±). Furthermore, knowing the transformation of
the dressing �eld under theU (1)-residual gauge freedom we were able to identify an adequate second change
of variables L(η,a,B3,W

±) → L(η,A,Z 0,W ±) to handle the residual U (1)-symmetry. This change is anyway
suggested by the calculation of the norm of D̂η, that is by the Lagrangian form which �nally reads,

L(η,A,Z 0,W ±) = 〈D̂η,∗D̂η〉 +V (η)vol + 1
2Tr(F̂ ∧ ∗F̂ ), (2.9)

= dη ∧ ∗dη − д2η2 W + ∧ ∗W − − (д2 + д′2)η2 Z 0 ∧ ∗Z 0 − µ2η2 − λη4 +
1
2Tr( fa ∧ ∗fa ) +

1
2Tr(G ∧ ∗G ).
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Each �eld in it is SU (2)-invariant. Being also U (1)-invariant, η and Z 0 are also observable. A residual
U (1)-gauge symmetry remains on A and W ± so that to qualify them as true observables one should �nd a
U (1)-dressing à la Dirac.

True mass terms for the �elds Z 0 and W ± are obtained when the R+-valued scalar �eld η is expanded
around its unique con�guration minimizing the potential V (η), the so-called Vacuum Expectation Value.
Nevertheless the VEV depends on the sign of µ2. The VEV of η being zero in the phase of the theory where
µ2 > 0, the �elds Z 0/W ± are massless there. But in the phase where µ2 < 0, there is a non-vanishing VEV
which is η0 =

√
−µ2

2λ . If one writes η = η0 + H in (2.9) one obtains the electroweak Lagrangian form of the
Standard Model in the so-called unitary gauge where the masses of the �elds Z 0 andW ± are,

mZ0 = η0

√
(д2 + д′2) and mW ± = η0д, with ratio mW ±

mZ 0
=

д√
д2 + д′2

= cosθW . (2.10)

Remember that as a result of the dressing �eld method, no gauge �xing is involved to obtain (2.9) and (2.10).

A di�erence with the usual viewpoint is worth stressing. The SSBM as usually construed goes as follows.
At high energy (i.e in the phase µ2 > 0) the symmetric VEV φ0 =

(0
0

)
of φ ∈ C2 respect the full SU (2) ×U (1)

gauge symmetry group so that no gauge potential in the theory can be massive. At low energy (i.e in the
phase µ2 < 0) the �eld φ must fall somewhere in the space of con�gurations that minimize the potentialV (φ).
A space which is a circle in C2 de�ned by M0 =

{
φ ∈ C2 | φ̄1φ1 + φ̄2φ2 = −µ

2/λ
}
, and is not invariant under

SU (2). Then, once an arbitrary minimum φ0 ∈ M0 is randomly selected, the gauge group is broken down to
U (1) and mass terms for SU (2)-gauge potentials are generated. See e.g (Zinn-Justin, 2011).

Notice that our construction allows to clearly distinguish the neutralization of SU (2) and the generation
of the masses as two distinct operations. The �rst being a prerequisite for the second for sure, but not the
direct cause as usually assumed. The reduction of the SU (2) symmetry by the dressing �eld method shows
that the display of SU (2)-invariant �elds in the theory is a matter of change of variables. Much in the same
way as the simple example of the Stueckelberg Lagrangian, we showed that, so to speak, the SU (2)-symmetry
was an artefact of a poor choice of �eld variables. With the right choice, the SU (2)-invariance is obvious and
the residual U (1) symmetry appears as the only non-trivial symmetry of the theory. And this is so in both
phases of the theory, µ2 > 0 and µ < 02. The transition between these phases, massless to massive, is still a
dynamical process parametrized by the sign of µ2. But notice that in our scheme there is no arbitrariness in
the choice of the VEV of η in the massive phase. The VEV is unique since this �eld is R+-valued.

According to (Westenholz, 1980) the very statement of spontaneous symmetry breaking is embodied by
the fact that M0 is not reduced to a point. If we take this remark seriously, the present construction leads us
to deny the soundness of this terminology in the electroweak case. First because the symmetry reduction is
not related to the choice of a VEV in M0, then because the latter being reduced to a point, the choice of VEV
is always unique. If, on the basis of these remarks, and to be constructive, I would dare to propose another
terminology it would be something like ‘mass generation through (vacuum) phase transition’.

Discussion: It remains to discuss the, a priori, genuine points left to arbitrariness in the above application
of the dressing �eld method. Essentially there are two such points.

First, when we sought the dressing �eld we chose it so as to be SU (2)-valued, that is minimal for the task
of reducing the SU (2) gauge symmetry. But to do so, Lemma 1 insists that a dressing �eld with values in a
larger group would be as e�ective. Then we could have chosen the dressing de�ned by ũ = ηu, and such that
ũ†ũ = η2id2, which can be seen as an element of the larger group G = SU (2) × R∗+. It is not hard to see that
A dresses as ̂̃A = a + B̃, where B̃ = B + 1

дη
−1dη is a SU (2)-invariant g-valued 1-form. Notice that since η−1dη

is a pure-gauge-like scalar 1-form, it does not a�ect the �eld strength associated to B, that is G̃ = G, and the
Yang-Mills term in the Lagragian form remains unchanged. The scalar �eld φ dresses as ̂̃φ = ũ−1φ = v , which
is just the constant reference point used to �nd the dressing in the �rst place.
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The covariant derivative Dφ dresses as

̂̃Dv = ̂̃D̂̃φ = ũ−1Dφ = ũ−1
(
d (ũv ) + дbũv + д′aũv

)
= ũ−1dũ · v + dv + дũ−1bũ · v + д′av,

= дB̃v + д′av = дBv + η−1dηv + д′av,

= д

(
B3 W −

W + B3

) (
0
1

)
+ η−1dη

(
0
1

)
+ д′a

(
0
1

)
=

(
дW −

−дB3 + η
−1dη + д′a

)
= η−1

(
дW −η

−дB3η + dη + д
′aη

)
.

That is ̂̃Dv = η−1D̂η, so that we have,

< Dφ,∗Dφ >:= Dφ† ∧ ∗Dφ = ̂̃Dv
†

ũ† ∧ ∗ũ ̂̃Dv = ̂̃Dv
†

· η2id2 ∧ ∗
̂̃Dv = D̂η

†
η−1 · η2id2 ∧ ∗η

−1D̂η = D̂η
†
∧ ∗D̂η.

The exact same term where η appears as a residual gauge invariant observable �eld.
The conclusion we draw from this digression is that the �nal �eld content of the theory after change of

variables seems to not depend on the choice of the dressing, minimal or not. In particular the status of η as a
residual �eld owes nothing, in this case, to its identi�cation as a bit of an auxiliary �eld left after extraction
of the dressing �eld.

With the minimal choiceu, the �eldη is seen from the beginning as a residual �eld. The change of variables
is (φ,b,a) u

−→ (η,B,a) = (η,B3,W
±,a). What’s more, by appealing to the Lagrangian form, the further change

(η,B3,W
±,a)

L
−→ (η,Z0,W

±,A) is suggested, providing identi�cation for more observable �elds.
With the non-minimal choice ũ we have a priori no idea that η would emerge as a residual observable

�eld. The change of variables is (φ,b,a)
ũ
−→ (B̃,a) = (B̃3,W

±,a). Then by appealing to the Lagrangian form
we end up with the change of variables (B̃3,W

±,a)
L
−→ (η,Z 0,W ±,A).

This seems to point toward a certain robustness of the dressing �eld method applied to Physics when
it comes to identify the true physical degrees of freedom of a theory. That is, its observable �elds. In this
respect, if the symbolical equation “L ◦ ũ = L ◦u” holds generally, this would cancel the a priori arbitrariness
in the choice of the dressing �eld.

The second focus of arbitrariness is in the choice of reference point v used to decompose the auxiliary
�eld φ and extract the dressing �eld u. Indeed if we were to choose another reference point in C2, a vector
v ′ related to the initial one v by a constant rotation r ∈ SU (2) so that v ′ = rv , then the new dressing �eld
would be u ′ = ur−1. It would still be a dressing under SU (2)-transformations, u ′β = β−1u ′. And the U (1)-
transformation would be,u ′α = uα̂r−1. In any case the dressed b �eld would be B′ = rBr−1 so thatG ′ = rGr−1,
the dressed φ would be rφ̂ = rη and their respective gauge transformations would be well behaved. Actually
the inclusion of the fermion �elds in the model would provide the argument that for the left-components of
the spinors to have de�nite U (1)-charges the rotation matrix should be r =

(
c 0
0 c−1

)
or r =

(
0 −s−1
s 0

)
, with

c,s ∈ U (1), reducing the arbitrariness to two constants. See (Masson and Wallet, 2011) for this point.
In any case the new choice of reference point just corresponds to a rigid SU (2) transformation. The

structural SU (2)-invariance of the Lagrangian form removes this dependence, so that the �nal theory is inde-
pendent of r . We then end up with the theory already described. Again, the formal equation “L ◦ u ′ = L ◦ u”
holds, which means that the arbitrariness in the choice of the dressing is in this case canceled by the SU (2)-
invariance of the Lagrangian. This is another clear sign of robustness of the dressing method applied to
Physics.

Conclusion: If viewed locally, this application of the dressing �eld method allows to recover the standard
Lagrangian of the electroweak model in the unitary gauge but without any gauge �xing and provides an in-
terpretative shift that could lead to a calling into question of the ‘spontaneous’, that is dynamical and random,
character of SU (2)-symmetry breaking. If viewed globally, it entails (Lemma 2) that the underlying bundle is
trivial in the SU (2) direction so that the only non-trivial geometry is the one of aU (1)-bundle. This supports
the idea that the SU (2)-symmetry was an artefact of a poor choice of �eld variables.
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We close this section about physical applications of the dressing �eld method by a last neat example,
formally easier to treat than the above one but more subtle in its interpretation: the case of Gravitation as
described by General Relativity.

General Relativity
We should stress again that the status of GR as a gauge theory is still a controversial topic. The invariance
group of GR is Di�(M) which, in its active representation, is global and not a local group like a gauge group
would be. But Di�(M) has a passive representation, the change of coordinates, so that locally there is a group
morphism with the local gauge group GL = Γ(LM×AdGL).11 It becomes then possible to treat gravitation as
a gauge theory on the frame bundle LM with the linear connection Γ. See (Göckeler and Schücker, 1987) p.76
for caveats on the matter. Granted this, one may face a mere terminological contention. If by ‘gauge theory’
one means ‘Yang-Mills’ theory, then of course there’s a problem. Indeed many deep di�erences between GR
and Yang-Mills theories are to be acknowledged.12 Or perhaps one main di�erence which can be stated in
various ways and has mutiple important consequences.

GR teaches us that gravitation is the dynamics of space-time, the base manifold, itself. It deals with spatio-
temporal, ‘external’, degrees of freedom, not inner ones like Yang-Mills-type gauge theories. In the most
general case there exists a notion of torsion, a concept absent in Yang-Mills theories. On a formal viewpoint,
there are more possible invariants one can use in a Lagrangian due to index contractions impossible in Yang-
Mills theories. As a matter of fact, the actual Lagrangian form for GR is not of Yang-Mills type. All this
issues from the existence in gravitational theories of the soldering form, also known as (co-)tetrad �eld, which
realises an isomorphism between the tangent space at each point of space-time and the Minkowski space. See,
(Trautman, 1979) for a defense of this viewpoint. The soldering form can be seen as the formal implementation
of the 1907 “happiest thought” of Einstein’s life, the Equivalence Principle, which sent him on the right road
toward GR. It states13 that locally, in�nitesimally indeed, a gravitational �eld can be erased by free fall, that is
a geodesic motion. In other words, at a point of an arbitrarily curved space-time it is always possible to �nd
a set of local Minkowkian coordinates.14 Exactly what does the soldering form/tetrad �eld. It is interesting,
though not so surprising, that the key speci�c physical feature of the gravitational interaction with respect to
the three others, the Equivalence Principle, has a mathematical counterpart that is the root of all additional
richness of the theory of gravitation compared to Yang-Mills theories.

Hopefully our de�nition of gauge theories, stressing their key features, given at the beginning of this
chapter allows us to speak meaningfully of a gauge formulation of gravitation. But on account of the above
caveats, while the Yang-Mills �elds are described by an Ehresmann connection ω on a principal bundle only,
the gravitationnal �eld is described by both an Ehresmann connection, the Lorentz/spin-connection, and a
soldering form, (ω,e ). This is known as the ‘�rst order formalism’ of GR, or tetrad/Palatini formulation of
GR. The concatenation of the (local versions of the) connection and of the soldering form is treated as a single
gauge potential in (McDowell and Mansouri, 1977). The mathematical foundation of this move is to be found
in the realm of Cartan geometry. And indeed section 1.2 presented a defense of the idea that Cartan geometry
is the proper framework for gravitation for it deeply does justice to the above mentionned speci�city of
this interaction. See also (Wise, 2009) and (Wise, 2010) for this viewpoint. Moreover in 1.2 we’ve seen that
Cartan geometry displays all the necessary ingredients that enter our de�nition of a gauge theory. So Cartan
geometry is the right framework for gauge theories of gravitation.

Therefore we now recast the �rst-order/tetrad/Palatini formulation of GR in terms of the adequate Cartan
geometry, and then see how to apply the dressing �eld method. We stress that we will systematically use a
matrix formalism. By the way, from now on, Cartan geometry will be our main landscape.

The adequate Cartan geometry is based on the Klein pair (G,H ) given by G = SO n R1,n−1, the Poincaré
11Actually in the most general case coordinate changes do not form a group for there might be singular ones.
12Here we consider electromagnetism as a Yang-Mills �elds too, even if sometimes the term is reserved to non-abelian gauge

�elds. The distinction abelian/non-abelian gauge �elds is not as deep, physically and mathematically, as the distinction Yang-
Mills/Gravitational interactions.

13A formulation of it. They are many.
14This allows hopefully to treat the interaction of spinor �elds with gravitation, as mentionned in 2.1.2.
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group, and H = SO , the Lorentz group, so that the associated homogeneous space is G/H = R1,n−1. In other
words this Cartan geometry is just the usual Lorentz geometry or (1,n−1)-pseudo-Riemannian geometry (with
torsion), whose �at limit is the Minkowski plane. The in�nitesimal Klein pair is (g,h) with g = so+R1,n−1 and
h = so. The principal bundle of this Cartan geometry is P (M,SO ). The Cartan connection and its curvature
are the 1-forms ϖ̄ ∈ Λ1 (P,g) and Ω̄ ∈ Λ2 (P,g) respectively, which can be written in matrix form,

ϖ̄ = ω + θ̄ =

(
ω θ̄
0 0

)
, Ω̄ = Ω + Θ̄ =

(
Ω Θ̄
0 0

)
=

(
dω + ω ∧ ω dθ̄ + ω ∧ θ̄

0 0

)
,

whereω ∈ Λ1 (P,so) is an Ehresmann connection onP, θ̄ ∈ Λ1 (P,R1,n−1) is the soldering form, Ω ∈ Λ2 (P,so)
is the Riemann curvature 2-form and Θ̄ ∈ Λ2 (P,R1,n−1) is the torsion 2-form.

Let us do Physics and pull-back all the objects on a trivializing open set U ⊂ M via a local trivializing
section σ : U → P. We get,

ϖ = A + θ =

(
A θ
0 0

)
, Ω = R + Θ =

(
R Θ
0 0

)
=

(
dA +A ∧A dθ +A ∧ θ

0 0

)
,

where A = σ ∗ω ∈ Λ1 (U ,so) is the Lorentz/spin-connection, θ = σ ∗θ̄ ∈ Λ1 (U ,R1,n−1) is the (co-)tetrad 1-form
also known as the vielbein 1-form. We can thus consider the (local) Cartan connection ϖ as the gravitational
gauge potential. The (local) gauge group of the theory is SOloc = Γloc (P ×Ad SO ) and its action by an element
γ : U → SO , assuming the matrix form γ =

(
S 0
0 1

)
, is given by the matrix calculation,

ϖγ = γ−1ϖγ + γ−1dγ =

(
S−1ωS + S−1dS S−1θ

0 0

)
, Ωγ = γ−1Ωγ =

(
S−1RS S−1Θ

0 0

)
.

Given these geometrical data, the associated Lagrangian form of GR is given by,

LPal (A,θ ) =
−1

32πGTr
(
R ∧ ∗(θ ∧ θ t )

)
=
−1

32πGTr
(
R ∧ ∗(θ ∧ θTη)

)
, (2.11)

withη the metric ofR1,m−1 andG the gravitational constant. GivenS =
∫
L, variation under θ gives Einstein’s

equation in vacuum and variation underω gives an equation for the torsion which in the vacuum is null (even
in the presence of matter, the torsion does not propagate). Let us show explicitly the SO-gauge invariance of
the Lagrangian form,

L
γ
Pal ∝Tr

(
RS ∧ ∗

(
θS ∧ (θS )t

))
= Tr

(
S−1RS ∧ ∗

(
S−1θ ∧ (S−1θ )t

))
= Tr

(
S−1R ∧ ∗

(
θ ∧ (S−1θ )Tη

))
= Tr

(
S−1R ∧ ∗

(
θ ∧ θTηS

))
= Tr

(
R ∧ ∗

(
θ ∧ θTη

))
= Tr

(
R ∧ ∗(θ ∧ θ t )

)
∝ LPal.

There we used the cyclicity of the Trace and (S−1θ )Tη = θT (S−1)Tη = θTηS due to STηS = η since S ∈ SO .

We now want to �nd a dressing �eld liable to neutralize the SO-gauge symmetry of our theory. We still
stick to the requirement of naturalness and hope to �nd it in the theory. Moreover it may not be given right
away, but could be hidden in an auxiliary �eld, as was the case in the previous example. Given the gauge
transformation of the Cartan connection ϖ , we see that the soldering form transforms as θS = S−1θ which
makes it a natural candidate. Being a form on T ∗U , not a map on U , and being R1,n−1-valued, which is not a
group related in any way to SO , θ is at best our auxiliary �eld. Given the coordinates {xµ }µ=1...m on U ⊂ M
we can develop θ on the natural basis {dx µ } of T ∗U ,

θa = ea µdx
µ with, ea µ : U → GL. In index free notation we shall write, θ = e · dx . (2.12)
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TheGL-valued map e is known as the tetrad-�eld or the vielbein. The basis {dx µ } associated to the coordinate
system {xµ }µ=1...m is the analogue of the reference point v ∈ C2 used to decompose the auxiliary �eld φ in
equation (2.8). Since by de�nition the gauge group does not a�ect the basis {dx µ } we have,

(θa )S = (ea µ )
Sdx µ = (S−1)abe

b
µdx

µ . Or, in index free notation, θS = eS · dx = S−1e · dx .

Thus we’ve found in the vielbein aGL-valued dressing �eld, u. We are thus in the case speci�ed by Lemma 1,
GL ⊃ SO , and we expect complete neutralization of the SO-gauge symmetry and complete geometrization
of the gauge �elds of the theory.

We can now use the dressing to form the gauge-invariant composite �elds (2.6). Write our dressing �eld
in matrix form u =

(
e 0
0 1

)
, so that the dressed Cartan connection is,

ϖ̂ = u−1ϖu + u−1du =

(
e−1 0
0 1

) (
A θ
0 0

) (
e 0
0 1

)
+

(
e−1 0
0 1

)
d

(
e 0
0 1

)
=

(
e−1Ae + e−1de e−1θ

0 0

)
=:

(
Γ dx
0 0

)
.

We see that the dressed soldering form gives just the natural basis {dx µ } of T ∗U . More interestingly, the
dressed Lorentz connection A is now the linear connection 1-form on U ⊂ M, whose components are the
Christo�el symbols. Explicitly Γ = Γµν = Γµν ,ρdx

ρ = eµaA
a
be

b
ν+e

µ
ade

a
ν = eµaA

a
b,ρe

b
νdx

ρ+eµa∂ρe
a
νdx

ρ .
In the same way we have the dressed cuvature,

Ω̂ = u−1Ωu =

(
e−1 0
0 1

) (
R Θ
0 0

) (
e 0
0 1

)
=

(
e−1Re e−1Θ

0 0

)
=:

(
R̂ T
0 0

)
,

where R̂ andT are the Riemann curvature and torsion 2-forms respectively, written in the coordinate system
{x µ } on U ⊂ M. We have their explicit expressions as functions of the components of the dressed Cartan
connection ϖ̂ on account of,

Ω̂ = D̂ϖ̂ = dϖ̂ + ϖ̂ ∧ ϖ̂ =

(
dΓ d2x
0 0

)
+

(
Γ ∧ Γ Γ ∧ dx

0 0

)
=

(
dΓ + Γ ∧ Γ Γ ∧ dx

0 0

)
=

(
R̂ T
0 0

)
.

We obtain the Riemann tensor and the torsion in terms of the Christo�el symbols. We see clearly that if Γ is
symmetric on its lower indices, the torsion vanishes. Indeed,T µ

ρσ = Γµσ ,ρdx
ρ ∧dxσ . These are well known

results, here easily obtained.
A Cartan connection always induces a metric on the base manifold U ⊂ M by д(X ,Y ) = η

(
θ (X ),θ (Y )

)
,

with X ,Y ∈ TxU . In component this reads дµν = eµ
aηabe

b
ν , or in index free notation д = eTηe . Notice that

by de�nition д is SO-gauge-invariant. It is easy to show that in this formalism, the metricity condition is
necessarily satis�ed,

D̂д := ∇д = dд − ΓTд − дΓ = d (eTηe ) −
(
eTAT (e−1)T + deT (e−1)T

)
eTηe − eTηe

(
e−1Ae + e−1de

)
= deT · ηe + eTηde − eTATηe − deT · ηe − eTηAe − eTηde

= −eT
(
ATη + ηA

)
e = 0, (2.13)

where we use the fact that the 1-form A is so-valued. Therefore, if T = 0, Γ is the Levi-Civita connection and
can be written in term of the metric д.

The SO-invariant �elds д, ϖ̂ ' (Γ,dx ) and Ω̂ = (R̂,T ) belong to the natural geometry of the base manifold
M.15 From the point of view of gauge theory, they are closer to observability. Closer but not observable yet.
Indeed there remains the subtle question of the coordinate invariance, or of the Di�(M)-invariance onM,
that needs to be addressed before asserting the physical observability of a �eld. A well known concern in
GR. We shall brie�y touch the question, and stress the di�erence with the electroweak sector of the Standard
Model, when we will discuss the change of reference point in the decomposition (2.12).

15See our discussion on natural geometry at the end of section 2.1.1.
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It is now time to show how the classic calculation that allows to pass from the Palatini/gauge Lagrangian
form (2.11) to Einstein’s original formulation, is a special case of the change of variables within the dressing
�eld method.

LPal (A,θ ) =
−1

32πGTr
(
R ∧ ∗(θ ∧ θ t )

)
=
−1

32πGTr
(
R ∧ ∗(θ ∧ θTη)

)
=
−1

32πGTr
(
eR̂e−1 ∧ ∗(e · dx ∧ dxT · eTη)

)
=
−1

32πGTr
(
eR̂e−1 e eTη

)
∧ ∗(dx ∧ dxT ) =

−1
32πGTr

(
R̂ δ · д

)
∧ ∗(dx ∧ dxT )

=
−1

32πGTr
(
R̂д

)
∧ ∗(dx∧dxT ) =: LEH (Γ,д),

where δ = e−1e → δ µν = eµae
a
ν , and we used д = eTηe . The last equation de�nes the Einstein-Hilbert

Lagrangian form, depending on Γ and д. It is easy to show that it gives indeed the usual Einstein-Hilbert
Lagrangian function,

LEH (Γ,д) =
−1

32πGTr
(
R̂д

)
∧ ∗(dx ∧ dxT ) =

−1
32πG Rλα ,ρσдλβ dx

ρ ∧ dxσ ∧ ∗(dxα ∧ dx β ),

=
−1

32πG Rλα ,ρσдλβ

√
|д |

(m − 2)!ϵ
α β

ν1 · · ·νm−2ϵ
ρσν1 · · ·vm−2dx1dx2 · · ·dxm

=
−1

32πG Rβα ρσ

√
|д |

(m − 2)!
(m − 2)!
(m −m)! δ

ρσ
α βd

mx =
−1

32πG
√
|д |dmx Rβα ρσ

(
δ
ρ
αδ

σ
β − δ

ρ
β δ

σ
α

)
=
−1

32πG
√
|д |dmx

(
Rσ ρ ρσ − R

ρσ
ρσ

)
=

1
16πG

√
|д |dmx Ricc = LEH dmx ,

where Ricc is the Ricci scalar curvature. This is standard calculation, but several points are worth discussing.

Discussion: First of all, the vielbein as a dressing �eld is not in the gauge group SOloc of the theory. So,
this is not new to us, the invariant composite �eld ϖ̂ is not a gauge transformation of the Cartan connection
ϖ . In particular this means that, contrary to the usual claim, found e.g in (Bertlmann, 1996) p.490, Γ is not
a gauge transformed of the Lorentz connection A. We should say that it is not a SO-gauge transformation
to be precise. Indeed Γ is an SO-invariant gl-valued 1-form on M, clearly it does not belong to the space
of connections A of the theory. If one considers the gauge symmetry of GR as the coordinate changes, one
may consider that Γ and A as gauge related. This would be accurate if one was willing to study GR as a
gauge theory on LM with gauge group GL. But once LM is reduced to a SO-subbundle, through the Bundle
Reduction Theorem (see section 1.1.1), there’s no way to recover Γ from A by a gauge transformation. To do
so, rigorously, one needs the dressing �eld method. Notice that, while in the case of the electroweak sector
of the Standard Model the Bundle Reduction Theorem and the dressing �eld method coincide, in the case of
GR they are reciprocal constructions.

From this viewpoint therefore, we go from LPal displaying SO-gauge symmetry to LEH where the SO-
gauge symmetry is neutralized, by a mere change of �eld variables from the gauge potential ϖ , i.e (A,θ ), to
the invariant �eld ϖ̂ , i.e (Γ,dx ). And not, rigorously speaking, by gauge transformation.

Second, notice some resemblances between the metric �eld д and the Higgs �eld η of the Standard Model
as previously treated. The metric could be seen as a ‘dressing’ of the �at metric ηab constructed out of θ ,
our auxiliary �eld. Moreover its a priori unexpected appearance16 as a �nal invariant �eld of the theory is
dictated by the Lagrangian form, much in the same way as η formerly was. So that д is truly an invariant
residual �eld here. These facts show that, in our scheme, д is the gravitational formal analogue of the �eld
η in the Standard Model. We could thus say that the metric д is the Higgs �eld of gravitation in this precise
sense. This conclusion was already advocated e.g in (Trautman, 1979) and (Sardanashvily, 2011) on the basis
of the Bundle Reduction Theorem. See our discussion on this matter at the end of section 1.1.1. But the same
conclusion is reached by di�erent formal means which carry di�erent interpretations.

16That is, unexpected if we had known at �rst only the gauge formulation of GR given by the Lagrangian form (2.11).
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From the viewpoint of the Bundle Reduction Theorem the C2-scalar �eld φ of the SM is a map that splits
as (η,u) where u performs the bundle reduction and the R+-scalar �eld η is the invariant map liable to be
interpreted as an observable Higgs �eld. From the viewpoint of the Bundle Reduction Theorem still, the
metric д splits as (ηab ,[e]) where [e], a SO-class of vielbeins, performs the bundle reduction and ηab is an
invariant �at metric at each point. So with the Bundle Reduction Theorem, if φ is called the Higgs �eld then
indeed д achieves a similar role. Both are in the business of providing the mean to reduce a bundle, that is a
gauge-symmetry. If on the other hand, as is physically more sensible, η is called the Higgs �eld, then д cannot
be given the same name except for a loose use of the terminology.

From our viewpoint, φ is an auxiliary �eld from which is extracted a dressing �eld, u or ũ, and η appears
in the Lagragian as a invariant residual �eld. In the same way, θ is an auxiliary �eld from which is extracted
the dressing �eld, e , and д appears in the Lagrangian as an invariant residual �eld. In our scheme both η and
д have the very same formal status, with the similar sensible physical property of being gauge-invariant so
liable of observability.17 So in our scheme it is sound to say that the metric д is a Higgs �eld for gravitation.

Remember moreover that our denomination for Higgs �elds does not carry the meaning of ‘symmetry
breaker’. In our treatment of the electroweak sector of the SM, η is just the ‘mass giver’ for the gauge-invariant
�elds. If д is also a Higgs �eld, can we expect it to give a mass to the SO-invariant �eld ϖ̂ ∼ Γ? The answer is,
of course, no. And the reason is connected to the question of the arbitrariness in the choice of the dressing �eld.

In the decomposition (2.12) we used the natural basis {dx µ } induced by the coordinate system {x µ }µ=1· · ·m
as a reference point to extract the dressing e = ea µ . What if we had chosen another reference point, that
is, what if we had used another coordinate system? An equivalent way to formulate the question is to ask
what would happen at the overlap of two patches of coordinates, {x µ }µ=1· · ·m and {yµ }µ=1· · ·m , coexisting in
our trivializing open set U ⊂ M. Or yet, if the trivializing open sets {Ui } are also coordinate charts ofM,
what happens on Ui ∩Uj?

We’ve seen in 2.2.1 that the composite �elds (2.6) do not see any gauge structure but also that if the
dressing u carries base manifold indices, they would undergo transformations by passing from a coordinate
chart to another. The present situation is an obvious example of this. Indeed suppose we choose the natural
basis {dyµ } associated to {yµ }µ=1· · ·m as another reference point for the decomposition of θ , we have

θa = ea µdx
µ = e ′aνdy

ν , where, e ′aν = ea µ
∂x µ

∂yν
= ea µG

µ
ν ,

or in coordinate free notations, θ = e dx = e ′ dy → e ′ = eG,

and still, θS = S−1θ → e ′S = S−1e ′.

So e ′ is another dressing �eld, writting it in matrix form as u ′ =
(
e ′ 0
0 1

)
= uG =

(
e 0
0 1

) (
G 0
0 1

)
we have the

dressed Cartan connection,

ϖ̂ ′ = u ′−1ϖu ′ + u ′−1du ′ =

(
e ′−1Ae + e ′−1de e ′−1θ

0 0

)
,

= G−1u−1 · ϖ · uG +G−1u−1d (uG ),

= G−1u−1 · ϖ · uG +G−1 (u−1du)G +G−1dG,

= G−1ϖ̂G +G−1dG =

(
G−1ΓG +G−1dG G−1dx

0 0

)
=:

(
Γ′ dy
0 0

)
.

Similarly we have Ω̂′ = u ′−1Ωu = G−1Ω̂G →

(
R̂′ T ′
0 0

)
=

(
G−1R̂G G−1T

0 0

)
, and д′ = e ′Tηe ′ = GTдG. These

are the well known transformations of the metric, of the Christo�el symbols, of the Riemann curvature tensor
and of the torsion tensor under general changes of coordinates. Of course the Einstein-Hilbert Lagrangian
form, LEH, is invariant under coordinate changes. A requirement that warrants the covariance of Einstein’s

17Granted for η, and with the mentionned caveat about coordinate transformations for д. See below for further remarks.
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equations, thus implements the ‘generalized relativity principle’. By virtue of its transformation law, it is clear
that a mass term for the SO-invariant �eld Γ in the Lagrangian form LEH, which would readm2Tr(Γ ∧ ∗Γ), is
still forbidden. The Higgs metric �eld д can do nothing about it, hence the masslessness of the gravitational
�eld even after symmetry reduction.

Notice that with the GL-valued dressing e , the dressed auxiliary �eld is e−1θ = dx , which is nothing but
the reference point chosen to extract the dressing in the �rst place. This situation is in every respect similar
to what we’ve done in the SM with the SU (2) ×R+-valued dressing ũ used to form the dressed auxiliary �eld
φ̂ = ũ−1φ = v , wherev =

(0
1

)
∈ C2 was the reference point used to extract the dressing ũ in the �rst place. But

in the SM we had �rst found a minimal SU (2)-valued dressing �eld that made apparent the invariant residual
�eld from the start, even before �nding it in the Lagrangian. This raises the question of the possibility to
�nd a minimal SO-valued dressing in the present case. The answer is yes, but the �nal construction is badly
behaved under coordinate changes. This is an interesting exercice to undertake and the reader can refer to
the short appendix B for a sketch of it, but in the end it is more tractable and elegant to work with the usual
non-minimal dressing e .

Conclusion: We’ve seen that the classic calculation that allows to pass from the gauge formulation of GR
to its ‘metric’ formulation can be seen as an instance of the dressing �eld method. Comparison with the elec-
troweak sector of the Standard Model allows to draw the conclusion that the metric д, as a residual �eld, is the
gravitational analogue of the Higgs �elds. Notice however that while in the Standard Model the dressing �eld
was found from an auxiliary �eld in the matter sector of the theory, in GR the dressing is found as a part of
the gauge potential itself, namely the Cartan connection ϖ . This will be a constant feature of the subsequent
examples of applications of the method to Cartan geometry.
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Find in the tables below a summary of the main treatment of the previous two examples and providing a
count of the physical degrees of freedom in each case.

Initial gauge theory EW sector of the SM General Relativity

Structure group U (1) × SU (2) SO (1,m − 1)
dimension (1) 1 + 3 m (m−1)

2

Connection (principal) a + b A
dimension (2) m + 3m m2 (m−1)

2

Auxiliary �eld φ θ
dimension (3) 4 m2

Reference point v :=
(0

1

)
dx := {dx µ }

Dressing �eld u ∈ SU (2) such that, φ = ηuv e ∈ GL such that, θ = e dx

Degrees of freedom 4m m (m2+1)
2

of the theory, (2) + (3) − (1)

Table 2.1: Initial data of the two main examples of gauge theories treated, before applying the dressing �eld
method.

Final theory EW sector of the SM General Relativity

Residual group U (1) {id}
dimension (1) 1 0

Gauge invariant �elds/
generalized Dirac variables a + B → (A,Z 0,W ±) Γ such that, ∇д = 0
dimension (2) m + 3m m2 (m−1)

2

Residual �eld η д

dimension (3) 1 m (m+1)
2

Degrees of freedom 4m m (m2+1)
2

of the theory, (2) + (3) − (1)

Table 2.2: Final data of the two main examples of gauge theories treated, after applying the dressing �eld
method.
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2.4 Application to geometry

In the �rst part of this section the dressing �eld is generalized to structures of higher order. The general
conditions for performing successively several dressings are derived. The second part of the section deals
with the worked out example of the 2nd-order conformal structure.

2.4.1 The dressing and higher-order G-structures

Multiple dressing fields
Suppose the structure group of our typical pincipal bundle P (M,H ) can be written as a product of subgroups
H = K0K1 · · ·Kn =

n∏
i=0

Ki . An element of the gauge group H =
n∏
i=0
Ki reads γ = γ0γ1 · · ·γn =

n∏
i=0

γi , and the

connection form ω ∈ Λ1 (P,h) satis�es

ωγi = γ−1
i ωγi + γ

−1
i dγi , for γi ∈ Ki , and i ∈ [0, · · ·n], (2.14)

ωγ = γ−1ωγ + γ−1dγ , for γ ∈ H .

Then P is a ‘multi-story’ bundle, so to speak. It has n+1 stories, and it is a ‘multiply �bered manifold’. Indeed,
beside being a bundle overM with structure group H = K0 · · ·Kn =: K̄n , so that we note P = Pn , it is also a
bundle over Pn−1 with structure group Kn . More generally,

• Pn is a bundle over Pn−i with group Kn−i+1Kn−i+2 · · ·Kn =
i∏
j=1

Kn−i+j ,

• every Pn−i is a bundle over Pn−i−1 with group Kn−i ,

• every Pn−i is a bundle overM with structure group K̄n−i := K0 · · ·Kn−i =
n−i∏
j=0

Kj .

Moreover ω is a K̄n−i -connection on any Pn−i by restriction.

The question now arises: is it possible to �nd a �rst dressing to reduce Pn to Pn−1, a second one to reduce
Pn−1 to Pn−2... and so on down toM? The answer is yes, but the various dressing �elds have to satisfy quite
restrictive conditions. Before giving this set of conditions in full generality, let us appreciate how they arise
by working out the �rst three steps.

Beginning of the recursive scheme Suppose we have a dressing �eldun : Pn → Kn which, by de�nition,
satis�es uγnn = γ−1

n un .18 By Lemma 2 we know that it realises Pn/Kn ∼ Pn−1 as a subbundle of Pn , so that
Pn ' Pn−1 ×Kn . The dressed connection ωun =: ωn is Kn-invariant and Kn-horizontal so that it passes down
to a well-de�ned 1-form on Pn−1.
Now, given (2.14), if one wants ωn to transform as a Kn−1-connection so that a new dressing operation would
make sense, one �nds that the �rst dressing must satisfy

u
γn−1
n = γ−1

n−1unγn−1.

That is, the �rst dressing has gauge-like transformations under Kn−1. It is easily checked that one has,

(ωn )
γn−1 = γ−1

n−1ωnγn−1 + γn−1dγ
−1
n−1. (2.15)

Suppose we have a second dressing �eld un−1 : Pn−1 → Kn−1 which by de�nition satis�es u
γn−1
n−1 =

γ−1
n−1un−1. By Lemma 2 we know it realizes Pn−1/Kn−1 ∼ Pn−2 as a subbundle of Pn−1, so that Pn−1 '
Pn−2 × Kn−1 and Pn ' Pn−2 × Kn−1Kn . By virtue of (2.15) we can dress ωn and form ωun−1

n = (ωun )un−1 =

ωunun−1 =: ωn−1 which is Kn−1-invariant and Kn−1-horizontal. But in order to pass it down to a well-de�ned
18This map should be noted ūn and the notation un should be reserved for its pull-back on U ⊂ M. By convenience I keep un

for the global map(s) in all this section. By convenience still, I call it ‘dressing �eld(s)’ even if this terminology is strictly speaking
reserved for the pull-back.
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1-form on Pn−2, it must also be Kn-invariant. Since ωn is already so, we only need the second dressing to
satisfy

u
γn
n−1 = un−1.

So the second dressing should be invariant under the above-order gauge transformations. This condtition
also insures that ωn−1 (X

v
n ) = 0 so that ωn−1 is Kn-horizontal and de�nitely passes down to Pn−2. Now given

(2.14), if one wants ωn−1 to transform as a Kn−2-connection so that a new dressing operation would make
sense, one �nds that the double dressing unun−1 must satisfy

(unun−1)
γn−2 = γ−1

n−2 (unun−1)γn−2,

or equivalently each dressing must satisfy,

u
γn−2
n = γ−1

n−2unγn−2 and u
γn−2
n−1 = γ

−1
n−2un−1γn−2.

That is, each dressing has gauge-like transformations under Kn−2. It is easily checked that,

(ωn−1)
γn−2 = γ−1

n−2ωn−1γn−2 + γn−2dγ
−1
n−2. (2.16)

Suppose we have a third dressing �eld un−2 : Pn−2 → Kn−2 which by de�nition satis�es uγn−2
n−2 = γ

−1
n−2un−2.

By Lemma 2 we know it realizes Pn−2/Kn−2 ∼ Pn−3 as a subbundle of Pn−2, so that Pn−2 ' Pn−3 × Kn−2
and Pn ' Pn−3 × Kn−2Kn−1Kn . By virtue of (2.16) we can dress ωn−1 and form ωun−2

n−1 = (ωunun−1 )un−2 =

ωunun−1un−2 =: ωn−2 which is Kn−2-invariant and Kn−2-horizontal. But in order to pass it down to a well-
de�ned 1-form on Pn−3, it must also be Kn and Kn−1-invariant. Since ωn−1 is already so, we only need the
third dressing to satisfy

u
γn
n−2 = un−2, and u

γn−1
n−2 = un−2.

These conditions secure the Kn- and Kn−1-horizontality of ωn−2. Then again, one could require that ωn−2
transforms as a Kn−3 connection and one would �nd, on account of (2.14), gauge-like transformations under
Kn−3 for un , un−1 and un−2. This would suggest a new dressing, and so on. The scheme could be recursively
repeated all the way down toM with n + 1 dressings.

The compatibility conditions The above steps are enough for us to draw the compatibility conditions on
the dressings in their full generality. We collect the various transformation laws we’ve found,

u
γn
n = γ

−1
n un (2.17)

u
γn−1
n = γ−1

n−1unγn−1 (2.18)
u
γn−2
n = γ−1

n−2unγn−2 (2.19)

u
γn
n−1 = un−1 (2.20)

u
γn−1
n−1 = γ

−1
n−1un−1 (2.21)

u
γn−2
n−1 = γ

−1
n−2un−1γn−2 (2.22)

u
γn
n−2 = un−2 (2.23)

u
γn−1
n−2 = un−2 (2.24)

u
γn−2
n−2 = γ

−1
n−2un−2 (2.25)

We clearly see the pattern. Equations (2.17), (2.21) and (2.25) express the de�ning transformation proper-
ties of the dressings at each order,

u
γn−i
n−i = γ

−1
n−iun−i , (2.26)

This must be so in order to be able to reduce Pn−i to Pn−i−1. Equations (2.18), (2.19) and (2.22) express the
fact that each dressing should have gauge-like transformations under the lower order groups,

u
γn−j
n−i = γ

−1
n−jun−iγn−j , for j > i . (2.27)

This must be so in order for the Kn−i -dressed form ωn−i to behave as true (lower order) Kn−j -gauge �elds,
so that a new dressing operation makes sense. Equations (2.20), (2.23) and (2.24) express the fact that each
dressing should be invariant under the higher order groups,

u
γn−j
n−i = un−i , for j < i . (2.28)
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This must be so for each Kn−i -dressed �eld to be invariant under (higher order) Kn−j -gauge transformations
and to be Kn−j -horizontal so as to pass down to well de�ned forms on Pn−i−1.

These constrains conspire to make a succession of dressing �elds of any length a dressing �eld by itself
under the corresponding succession of groups and, of course, under any of these groups alone. We show this
for our three �rst steps before giving the general demonstration. Consider the succession unun−1. We have,

(unun−1)
γn = u

γn
n · u

γn
n−1 = γ

−1
n un · un−1 = γ

−1
n (unun−1), by (2.17) and (2.20).

(unun−1)
γn−1 = u

γn−1
n u

γn−1
n−1 = γ

−1
n−1unγn−1 · γ

−1
n−1un−1 = γ

−1
n−1 (unun−1), by (2.18) and (2.21).

And �nally,

(unun−1)
γn−1γn =

(
(unun−1)

γn−1
)γn
=

(
γ−1
n−1 (unun−1)

)γn
= (γ

γn
n−1)

−1 (unun−1)
γn = γ−1

n γ−1
n−1γn · γ

−1
n (unun−1)

= γ−1
n γ−1

n−1 (unun−1).

Consider now the succession unun−1un−2. We have,

(unun−1un−2)
γn = u

γn
n · u

γn
n−1 · u

γn
n−2 = γ

−1
n (unun−1un−2), by (2.17), (2.20) and (2.23).

(unun−1un−2)
γn−1 = u

γn−1
n · u

γn−1
n−1 · u

γn−1
n−2 = γ

−1
n−1unγn−1 · γ

−1
n−1un−1 · un−2

= γ−1
n−1 (unun−1un−2), by (2.18), (2.21) and (2.24).

(unun−1un−2)
γn−2 = u

γn−2
n · u

γn−2
n−1 · u

γn−2
n−2 = γ

−1
n−2unγn−2 · γ

−1
n−2un−1γn−2 · γ

−1
n−2un−2

= γ−1
n−2 (unun−1un−2), by (2.19), (2.22) and (2.25).

And �nally,

(unun−1un−2)
γn−2γn−1γn =

((
(unun−1un−2)

γn−2
)γn−1

)γn
=

((
γ−1
n−2 (unun−1un−2)

)γn−1
)γn

=

(
(γ
γn−1
n−2 )−1 (unun−1un−2)

γn−1

)γn
=

(
γ−1
n−1γ

−1
n−2γn−1 · γ

−1
n−1 (unun−1un−2)

)γn
= (γ

γn
n−1)

−1 (γ
γn
n−2)

−1 (unun−1un−2)
γn = γ−1

n γ−1
n−1γn · γ

−1
n γ−1

n−2γn · γ
−1
n (unun−1un−2)

= γ−1
n γ−1

n−1γ
−1
n−2 (unun−1un−2).

These relations mean that we could reduce Pn to Pn−1 or to Pn−2 in a single step thanks to the dressing
�elds unun−1 and unun−1un−2 respectively.

Now for a string of any length
i∏

k=0
un−k , we have under transformation γn−j , j ∈ [0 · · · i],

( i∏
k=0

un−k

)γn−j
=

( j−1∏
k=0

un−k

)γn−j
· u

γn−j
n−j ·

( i∏
k=j+1

un−k

)γn−j
=

j−1∏
k=0

(
γ−1
n−jun−kγn−j

)
· γ−1

n−jun−j ·
i∏

k=j+1
un−k by (2.27), (2.26) and (2.28),

= γ−1
n−j

( j−1∏
k=0

un−k

)
γn−j · γ

−1
n−jun−j ·

i∏
k=j+1

un−k( i∏
k=0

un−k

)γn−j
= γ−1

n−j

( i∏
k=0

un−k

)
. (2.29)

Equation (2.29) indicates that the string of dressing �elds
i∏

k=0
un−k is a dressing �eld on its own right under
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any subgroup Kn−j , j ∈ [0 · · · i]. We �nally show,

( i∏
k=0

un−k

) 0∏
j=i

γn−j
=

(( i∏
k=0

un−k
)γn−i ) 0∏

j=i−1
γn−j
=

(
γ−1
n−i

( i∏
k=0

un−k
)) 0∏

j=i−1
γn−j

=

((
γn−i

) 0∏
j=i−1

γn−j
)−1
·

( i∏
k=0

un−k

) 0∏
j=i−1

γn−j
= · · · =

=
( 0∏
j=i−1

γn−j
)−1

γ−1
n−i

( 0∏
j=i−1

γn−j
)
·
( 0∏
j=i−1

γn−j
)−1

( i∏
k=0

un−k

)
( i∏
k=0

un−k

) 0∏
j=i

γn−j
=

( 0∏
j=i

γn−j
)−1

( i∏
k=0

un−k

)
=

i∏
j=0

γ−1
n−j

( i∏
k=0

un−k

)
. (2.30)

Equation (2.30) indicates that the string of dressing �elds
i∏

k=0
un−k is a dressing �eld on its own right under

the string of subgroups
0∏
j=i

Kn−j , so that it can be used to reduce in a single step Pn to Pn−i .

If the compatibility conditions (2.26), (2.27) and (2.28) hold to any order then one can form the dressing
�eld

n∏
k=0

un−k and reduce the multistage bundle Pn down toM, thereby geometrizing all the gauge �elds to

�elds of the natural geometry ofM as in Lemma 1.

If, for any reason, the compatibility conditions cease to hold at a given order i , then the dressing
i∏

k=0
un−k

realises Pn/
0∏
j=i

Kn−j ∼ Pn−i−1 as a subbundle of Pn so that Pn ' Pn−i−1 ×
0∏
j=i

Kn−j . As in Lemma 2, a residual

gauge freedom under K̄n−i−1 =
n−i−1∏
j=0

Kj is expected for dressed �elds on Pn−i−1 depending on the usual gauge

transformations of the gauge �elds and of the gauge transformations of
i∏

k=0
un−k under K̄n−i−1.

Higher order G-structures

It may seem that the above conditions are too restrictive to be realized in any interesting context. Yet, all
this is not an empty generalization. Indeed the realm of the jet-bundle formalism, in particular of the higher-
order G-structures, provides an example where this construction may be realized. We give a brief overview
of the jet-formalism in order to be able to de�ne the r th-frame bundle of a manifoldM and �nally r th-order
G-structures. The next paragraphs are based mainly on the neat exposure by (Kobayashi, 1961), but also on
(Kobayashi, 1972) and (Ogiue, 1967).

Jet formalism Kobayashi attributes the creation of the formalism to Charles Ehresmann (who was a student
of Élie Cartan, the same who generalized his master’s notion of connection), and speaks in (Kobayashi, 1961) of
the ‘theory of Ehresmann’. As for Ogiue, he speaks in (Ogiue, 1967) of the ‘theory of Ehresmann-Kobayashi’.

Consider two manifolds N and M of dimension n andm respectively. LetU andV be two neighborhoods
of a point p ∈ N , along with two maps f : U → M and д : V → M . The maps f and д are said to de�ne the

same r -jet at p if ∂i f
∂x i

�����p
=

∂iд
∂x i

�����p
for i ∈ [1 · · · r ]. This de�nition is independent of the coordinate system. A

r -jet thus de�nes an equivalence class and is noted jrp ( f ).
The set of all r -jets jrp ( f ) at p is noted J rp (N ,M ). And J r (N ,M ) =

⋃
p
J rp (N ,M ) has a manifold structure

naturally inherited from N andM . De�ne s : J r (N ,M ) → N and t : J r (N ,M ) → M , the source and target maps
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respectively. We have s
(
jrp ( f )

)
= p and t

(
jrp ( f )

)
= f (p) the source and target of the r -jet jrp ( f ) respectively.

J r (N ,M ) is the total space of a �ber bundle over N with projection s , or over M with projection t .19

Given jrp ( f ) ∈ J
r (N ,M ) and jrq (д) ∈ J (M ,L) with q = f (p) (the source of the second jet is the target of

the �rst), one de�nes the jet product as the jet of the composed function: jrq (д) · jrp ( f ) = jrp (д ◦ f ).
An r -jet jrp ( f ) ∈ J r (N ,M ) is invertible if there exists a r -jet jrf (p ) (д) ∈ J

r (M ,N ) such that,

jrf (p ) (д) · j
r
p ( f ) = jrp (д ◦ f ) = jrp (idN ), and jrp ( f ) · j

r
f (p ) (д) = jrf (p ) ( f ◦ д) = jrf (p ) (idM ).

If r > s , there is a natural projection prs r : J r (N ,M ) → J s (N ,M ), simply de�ned by prs r
(
jrp ( f )

)
= jsp ( f ).

For r > s > t we have, prt s ◦ prs r = prt r .

The r th-order frame bundle and r th-orderG-structures Let us specialize the above construction. Take
N = Rm and M = M with m = dimM. Choose p = 0 and f (0) = x ∈ M. An invertible r -jet jr0 ( f ) ∈
J r0 (R

m ,M) is a r -frame ofM at x . The set J r0 (Rm ,M) of r -frames of M is noted LrM. It is a �ber bundle
overM with projection π = t : LrM = J r0 (Rm ,M) →M given by, π

(
jr0 ( f )

)
= t

(
jr0 ( f )

)
= f (0) = x .

Take now N = Rm = M and choose p = 0, f (0) = 0. The set J r0 (Rm ,Rm ) of invertible r -jets jr0 ( f ) with
source and target at 0 is notedGr . It is a group under the jet multiplication, and is called the r th-di�erential
group. We have furthermore the natural sequence,

Gr prr−1
r

−−−−−→ Gr−1 prr−2
r−1

−−−−−−→ Gr−2 · · · −−→ G1.

The kernel of prs r , for r > s , is noted Kr
s . It is a nilpotent subgroup. The subgroup K i+1

i is abelian. We have
naturally, Gr /Kr

s ' G
s . Hence the decomposition of the r th-di�erential group,

Gr '

r−1∏
i=0

K i+1
i . (2.31)

Remark that Gr could play the role of H = K̄n and that each K i+1
i could play the role of a Ki , in the notation

of the previous subsection.

Actually LrM is a principal bundle overM with structure groupGr . Given a point u = jr0 ( f ) ∈ L
rM and

д = jr0 (д) ∈ G
r , the right action of Gr on LrM is uд = jr0 ( f ) · j

r
0 (д) = jr0 ( f ◦ д) ∈ L

rM. This action is simply
transitive on each �ber. LrM is known as the r th-order frame bundle. Clearly enough G1 ' GL and L1M
is the bundle of linear frames ofM. For r > s there is again a natural projection prs r : LrM → LsM so that,

LrM/Kr
s ' LsM, or LrM ' LsM × Kr

s . (2.32)

Given a subgroup G ⊂ GL, a G-structure is a G-reduction of the frame bundle LM. These are now to
be understood as �rst order G-structure. A r th-order G-structure will be a reduction of the r th-order frame
bundle LrM. Any higher order G-structure is thus expected to display features like (2.31) and (2.32). So they
are a natural realm for the application of the construction exposed at the beginning of this section.

In the following I will work out the example of the 2nd-order conformal structure which is a reduction of
the 2nd-order frame bundle L2M. But �rst, as closing words for this section and introducing words for the
next, remark the following. As already noted, modulo some caveats, one could be willing to consider GR as
a gauge theory on LM. A genuine gauge formulation of GR on the �rst order SO-structure is possible, as
we know. One could then try to formulate generalized gravitational gauge theories on LrM or on one of its
reductions. Actually this is naturally the case when one is interested in conformal gravity, since conformal
geometry is canonically a 2nd-order structure.

19It is also a �ber bundle over N ×M with projection s × t .
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2.4.2 Dressing fields in the Cartan-Möbius geometry
As far as Physics is concerned, one ought to be interested in conformal geometry since conformal transforma-
tions of a Lorentz manifold preserve the class of null geodesics. In other words the causal structure of space-
time is preserved by conformal transformations. As a consequence, conformal symmetry is a fundamental
symmetry of any relativistic theory of massless �elds: Maxwell’s theory, General Relativity in vacuum and
both of these interactions coupled to each other and/or to massless scalar or fermion �elds give conformally
invariant theories. In high energy particle physics, that is in accelerators, in violent astrophysical phenomena
or in early cosmology, all situations where the masses of the particles are negligible compared to their total
energy, the conformal symmetry may be considered as an approximate symmetry.

From the viewpoint of Mathematics, conformal geometry is now classically approached through the jet
formalism. It also has a natural Cartan geometric structure. Indeed the bundle of any Cartan geometry is a
reduction of an adequate higher-order structure, and is studied from both perspectives in (Ogiue, 1967) and
(Kobayashi, 1972).20 Nevertheless, the jet formalism is intricate to use. The mere jet multiplication, which
is the partial derivative of the composition of functions, is already complex at second order and becomes
formidable at higher order. Moreover the jets usually do not allow torsion. So, following (Sharpe, 1996) we will
use a matrix formalism which allows to focus on the Cartan geometric aspect, allows torsion, is more handy
and better suited to apply the dressing �eld method. We will occasionally stress the equivalence between the
two formalisms at chosen moments, by reference to the mentioned classic papers on the jet approach.

Cartan-Möbius geometry: a reminder
Conformal geometry seen as Cartan geometry has been discussed in 1.2, the exposure followed (Sharpe, 1996).
We brie�y recall the setup.

The Klein model geometry is the pair (G,H ) where the principal group is the Möbius group de�ned by
G = SO (m,2)/ ± I . It is the isometry group of of the deSitter space dSm , and H is the isotropy group of the
points of dSm . The latter can be given the matrix representation,

H = K0K1 =




*..
,

z 0 0
0 S 0
0 0 z−1

+//
-

*..
,

1 r 1
2rr

t

0 1 r t

0 0 1

+//
-

�����
z ∈ R∗, S ∈ SO (r ,s ), zS ∈ CO (r ,s ), r ∈ R(r ,s )∗



.

So the group H as a structure of type (2.31). There is a natural projection pr0
1 : H = K0K1 → K0 whose kernel

is K1. The latter is abelian, since it is a matrix representation of R(r ,s )∗, as it should be from discussion on the
r th-di�erential group.21

The in�nitesimal Klein pair is (g,h), where both are graded Lie algebras. They can be decomposed as
g = g−1+g0+g1 = R

(r ,s ) + co(r ,s )+R(r ,s )∗, and h = g0+g1 = co(r ,s )+R(r ,s )∗. There, g1 is the �rst prolongation
of g0. See (Kobayashi, 1972). The quotient space is just g/h := p = g−1 = R

(r ,s ) . In matrix form we get,

g =




*..
,

ϵ ι 0
τ s ιt

0 τ t −ϵ

+//
-

�����
(s − ϵ1) ∈ co(r ,s ), τ ∈ R(r ,s ) , ι ∈ R(r ,s )∗




and h =



*..
,

ϵ ι 0
0 s ιt

0 0 −ϵ

+//
-

�����
. . .



.

The graded structure of the Lie algebras, [gi ,gj ] ⊆ gi+j , is automatically handled by the matrix product.
Actually the Lie-graded commutator will be the mere matrix commutator.

20The latter consider the projective geometry as well, �rst treated through jets in (Kobayashi and Nagano, 1964). Projective and
conformal geometry were the �rst important examples studied by Cartan himself as examples of his theory of ‘generalized spaces’.
See (Cartan, 1923), (Cartan, 1924b), (Cartan, 1924a).

21 Note that since K1 is an upper triangular n × n matrix group with 1’s on the diagonal, one would expect that it is nilpotent of
class n− 1. But an easy calculation shows that the commutator of two elements is [д,д′] = д−1д′−1дд′ = e , then the the lower central
series

{
Cn+1 (G ) = [G,Cn (G )] | C1 (G ) = G

}
ends for n = 1, as it should be for a non-trivial abelian group.



52 Chapter 2 – The dressing field

The Cartan-Möbius geometry modeled on this Klein-Möbius model is a principal bundle, P (M,H ), with
group H , together with a (local) Cartan connectionϖ ∈ Λ1 (U ,g) with curvature Ω ∈ Λ2 (U ,g). The latter have
the matrix representation,

ϖ =
*..
,

a α 0
θ A α t

0 θ t −a

+//
-
, and Ω =

*..
,

f Π 0
Θ F Πt

0 Θt −f

+//
-
=

*..
,

da + αθ dα + α (A − a1) 0
dθ + (A − a1)θ dA +A2 + θα + α tθ t dα t + (A + a1)α t

0 dθ t + θ t (A + a1) −da + θ tα t

+//
-
.

Here the wedge product is tacitly understood. The Normal Cartan connection is the unique ϖ whose
curvature is such that Θ = 0 (torsion-free geometry), f = 1

mTr(Ω0) = 0 and Ric(Ω0) = (Ω0)abad = 0. In the
last two conditions Ω0 ∈ g0. The Lie algebra homomorphism k0 → g0 = co(r ,s ) is given by (s,ϵ ) → s − ϵ1, so
that Ω0 = F − f 1.
An element γ of the gauge groupHloc is,

γ = γ0γ1 : U → H = K0K1, with
{
γ0 : U → K0
γ1 : U → K1

By keeping the same matrix notation for the groups K0,1 and the maps γ0,1, the gauge transformations of the
Cartan connection are, with respect to K0

ϖγ0 = γ−1
0 ϖγ0 + γ

−1
0 dγ0 =

*..
,

a + z−1dz z−1αS 0
S−1θz S−1AS + S−1dS S−1α tz−1

0 zθ tS −a + zdz−1

+//
-
, (2.33)

and with respect to K1

ϖγ1 = γ−1
1 ϖγ1 + γ

−1
1 dγ1 =

*..
,

a − rθ ar − rθr + α − rA + 1
2rr

tθ t + dr 0
θ θr +A − r tθ t θ 1

2rr
t +Ar t − r tθ tr t + α t + r ta + dr t

0 θ t θ tr t − a

+//
-
.

(2.34)

These are (local) instances of equation (2.14). The gauge transformation under γ = γ0γ1 is obvious.

Clearly enough P (M,H ) is a 2th-order G-structure, a reduction of L2M, a ‘two stage bundle’. We have
P = P1 a principal bundle overM with group H , but it is also a bundle over P0 with structure group K1, the
latter being itself a bundle overM with structure group K0.

The whole structure group H = K0K1 = CO (r ,s ) n R(r ,s )∗ has dimension 1 + m (m−1)
2 +m. We will show

how, thanks to the dressing �eld method, we can reduce this group down to the 1-dimensional group of Weyl
rescaling parameterized by z in K0. We will also see how the Cartan connection ϖ and its curvature Ω are
dressed so as to become composite �elds (2.6) containing well known tensors of the conformal geometry.
Clearly the 1-dimensionnal Weyl group will be the residual gauge freedom of these composite �elds which
will give the conformal transformations of the mentioned tensors.

First dressing: neutralizing K1

Finding the first dressing In order to neutralize K1 and to ‘reduce’ H down to K0 we need a dressing �eld,
that is

a map u1 : U → K1 such that uγ1
1 = γ

−1
1 u1. In matrix form, u1 =

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
.

How are we to �nd it? It turns out that the solution lies in a ‘gauge-�xing-like’ constraint imposed on the
Cartan connection, χ (ϖu1 ) = 0. This strategy should remind the reader of the analysis of the paper of (Lavelle
and McMullan, 1997) in appendix A.1. This constraint reads explicitly χ (ϖu1 ) = au1 = a − qθ = 0. Its e�ect
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is to set the component au1 of ϖu1 to zero. Sharpe says to do so by gauge �xing and works with the resulting
form of a ϖ with a = 0. This plays an important role in proving that for the normal Cartan connection, the g1
entry α is actually the so-called Schouten tensor. See (Sharpe, 1996) p.287-288 or (Kobayashi, 1972) p.136-137.
Neither of them explicitly identi�es the Schouten tensor as such,22 but its expression cannot be mistaken. We
will reproduce here this result following the line of (Kobayashi, 1972).

Solving the constrain for q we get,

a − qθ = a − qaθ
a = aµdx

µ − qae
a
µdx

µ = 0 → qa = aµ (e
−1)µa , or in index free notation q = a · e−1.

Be careful, in this index free notation we should remember that a is the scalar coe�cient of the 1-form a. The
distinction should be clear from the context. Also notice that in this index free notation the point “·” often
means (greek) index summation. Now the K1-gauge transformation of the Cartan connection (2.34) gives us,

aγ1 = a − rθ → a
γ1
µ = aµ − rae

a
µ , or in index free notation aγ1 = a − re,

θγ1 = θ → ea
γ1
µ = ea µ in index free notation eγ1 = e .

This implies qγ1 = aγ1 ·e−1γ1 = (a−re ) ·e−1 = a ·e−1−r = q−r . The two other entries ofuγ1
1 are (qt )γ1 = qt −r t

and 1
2 (qq

t )γ1 = 1
2 (qq

t + rr t ) − rqt . These are precisely the right K1-gauge transformations for our dressing
�eld u1. Indeed in matrix form we want,

u
γ1
1 = γ

−1
1 u1 =

*..
,

1 −r 1
2rr

t

0 1 −r t

0 0 1

+//
-
·

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
=

*..
,

1 q − r 1
2 (qq

t + rr t ) − rqt

0 1 qt − r t

0 0 1

+//
-
. (2.35)

Notice once again that on account of this transformation law, u1 < K1. Indeed for γ1,α1 ∈ K1, a simple matrix
calculation shows that αγ1

1 := γ−1
1 α1γ1 = α1, due to the abelian nature of K1.

Remark: In my analysis of (Lavelle and McMullan, 1997) in appendix A.1, I stressed the fact that it was the re-
quirement of the invariance of the gauge-like constraint, χ

(
(Aγ )u

γ )
= χ (Au ), that implied the transformation

uγ = γ−1u for the �eld u. An instance of this fact is found here. Indeed we have χ (ϖu1 ) = a − qθ , and

χ

(
(ϖγ1 )u

γ1
1

)
=

(
aγ1

)uγ1
1
=

(
a − rθ

)γ −1
1 u1
= (a − rθ ) − qγ1θ = (a − rθ ) − (q − r )θ = a − qθ = χ (ϖu1 ).

The equality is satis�ed thanks to the (abelian) dressing transformation law of u1 ∼ q.

Now that we’ve found our K1-dressing �eld u1, we can now proceed to dress the Cartan connection,

ϖ1 := ϖu1 = u−1
1 ϖu1 + u

−1
1 du1

=
*..
,

a − qθ aq − qθq + α − qA + 1
2qq

tθ t + dq 0
θ θq +A − qtθ t θ 1

2qq
t +Aqt − qtθ tqt + α t + qta + dqt

0 θ t θ tqt − a

+//
-
=:

*..
,

0 α1 0
θ A1 α t1
0 θ t 0

+//
-
.

Similarly for the dressed curvature, it gives,

Ω1 := Ωu1 = u−1
1 Ωu1 =

*..
,

f − qΘ Π − qF1 + f q − 1
2qq

tΘt 0
Θ Θq + F − qtΘt Πt − F t1q

t + qt f − 1
2Θqq

t

0 Θt Θtqt − f

+//
-
=:

*..
,

f1 Π1 0
Θ F1 Πt

1
0 Θt −f1

+//
-
.

By de�nition ϖ1 and Ω1 are K1-invariant composite �elds. The skeptic reader can check this entry by entry.
This means in particular that the form of ϖ1 is invariant, that is a1 = 0 = a

γ1
1 . Moreover if ϖ is the Normal

Cartan connection, then ϖ1 also satis�es the axioms of normality. Indeed the torsion-free condition Θ = 0 is
unchanged. The trace-free condition f = 0 forϖ implies then the trace-free condition forϖ1, f1 = f −qΘ = 0.
Finally the Ricci-null condition is also satis�ed, Ric

(
(Ω1)

0
)
= Ric(F1− f11) = Ric(Θq−F +qtΘt ) = Ric(F ) = 0.

22The calculation of Kobayashi is intended to prove the uniqueness of the normal Cartan connection, not to �nd the tensor for
itself. Conversely, Sharpe aims at showing that the normality of the Cartan connection allows to write its g1 component as a function
of the other.
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The action of SO ⊂ K0 We could now ask how these composite �elds behave under the action of K0. This
depends of course on howϖ and u1 transform under K0. The answers to both of these questions can be found
from (2.33). But it turns out that it is easier and conceptually much clearer to decompose the action of K0 as
the action of the Lorentz subgroup S = SO (r ,s ) on the one hand, and the action of the Weyl subgroupW = R∗
on the other hand. We have,

γ0 =W · S =
*..
,

z 0 0
0 1 0
0 0 z−1

+//
-
·

*..
,

1 0 0
0 S 0
0 0 1

+//
-
.

Consider �rst the action of the Lorentz subgroup,

ϖS = S−1ϖS + S−1dS =
*..
,

a αS 0
S−1θ S−1AS + S−1dS S−1α t

0 θ tS −a

+//
-
, and ΩS = S−1ΩS =

*..
,

f ΠS 0
S−1Θ S−1FS S−1Πt

0 ΘtS −f

+//
-
.

Since θS = S−1θ means eS · dx = S−1e · dx , we have qS = aS (e−1)S = a(e−1)S = qS , qt = S−1qt and
1
2 (qq

t )S = 1
2qq

t . This implies that under the Lorentz subgroup, we have the matrix transformation law for u1,

uS1 = S−1 · u1 · S =
*..
,

1 0 0
0 S−1 0
0 0 1

+//
-
·

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
·

*..
,

1 0 0
0 S 0
0 0 1

+//
-
=

*..
,

1 qS 1
2qq

t

0 1 S−1qt

0 0 1

+//
-

(2.36)

This is nothing but an instance of the compatibility condition (2.27), the �rst dressing �eld has gauge-like
transformation under the action of the lower-order subgroup SO ⊂ K0. For now the �rst important conclusion
that we draw is that theK1-composite �eldϖ1 behaves as a true SO-gauge �eld under the action of the Lorentz
group. Indeed,

ϖS
1 = (uS1 )

−1 · ϖS · uS1 + (uS1 )
−1duS1 = S−1u−1

1 S ·
(
S−1ϖS + S−1dS

)
· S−1u1S + S

−1u−1
1 Sd (S−1u1S ),

= S−1u−1
1 · ϖ · u1S + S

−1u−1
1 · dSS

−1 · u1S + S
−1u−1

1 · SdS
−1 · u1S + S

−1u−1
1 du1S + S

−1dS ,

ϖS
1 = S−1 · ϖ1 · S + S

−1dS .

In the same way we have, ΩS
1 = S−1Ω1S . We can conclude from this that the entries of ϖ1 and Ω1 are the true

SO-gauge �elds of the theory. Hereby I mean that A1 is the real Lorentz/spin connection already encountered
in our treatment of General Relativity at the end of section 2.3.2, whereas A ∈ ϖ is not. As a consequence
dA1 + A

2
1 =: R1 is the real Riemann curvature 2-form while R = dA + A2 is not, and F1 ∈ Ω1 is the real Weyl

curvature 2-form while F ∈ Ω is not.23 Precisely R1 and F1 are ‘gauge versions’ of the Riemann and Weyl
curvatures.24 This is plainly in accordance with the section ‘The Möbius Geometry Associated to a Riemann
Geometry’ p.290-291 of (Sharpe, 1996) where he shows how the normal conformal Cartan connection with
entry a = 0 is related to the Cartan connection we introduced for GR. The reader can indeed compare the
latter to the upper-left sub-matrix of ϖ1,

ϖGR =

(
A θ
0 0

)
, and ϖ1

�����up-left
=

(
0 α1
θ A1

)
.

The soldering form θ is the same in both cases. The 1-forms A and A1 have the same gauge transformations
under the Lorentz group, they denote the same object: the Lorentz/spin connection. The only di�erence is
the g1-valued 1-form α1 in ϖ1, absent in the geometry of GR for so has vanishing �rst prolongation contrary
to g0 = co. See (Kobayashi, 1972) p.8-9, or (Ogiue, 1967) p.194-195. Ifϖ is the normal Cartan connection of the
Cartan-Möbius geometry, ϖ1 is also normal and the 1-form α1 is actually the gauge version of the Schouten
tensor, as we now prove.

23Except in the normal case where F1 = F . This statement is equivalent to the Proposition 19 p.214 in (Ogiue, 1967).
24 Said otherwise they are written in a pseudo-orthogonal basis, denoted by latin indices.
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Normality and the Schouten tensor To prove this result we need the expression of Ω1 in function of ϖ1,
which is,

Ω1 = dϖ1 +ϖ1 ∧ϖ1 =
*..
,

α1θ dα1 + α1A1 0
dθ +A1θ dA1 +A

2
1 + θα1 + α

t
1θ

t dα t1 +A1α
t
1

0 dθ t + θ tA1 θ tα t1

+//
-
=

*..
,

f1 Π1 0
Θ F1 Πt

1
0 Θt −f1

+//
-
, (2.37)

where the wedge product is tacitly understood in the second equality. Notice in passing that if the torsion
seems to have changed here, it is not the case. On account of Ω = dϖ+ϖ2 the torsion reads Θ = dθ+ (A−a1)θ .
Here it is Θ = dθ +A1θ = dθ + (θq +A−q

tθ t )θ . But θ tθ = 0 and θqθ = θae−1θ = θae−1e ·dx = θa ·dx = −aθ .
Since {θa } is the basis for the horizontal forms we can decompose ϖ1 and Ω1 on it. In particular if ϖ1

is normal we have f1 = α1θ = (α1)abθ
b ∧ θa = 0. Then the components of α1 form a symmetric tensor,

αab = αba . This futher implies (Ω1)
0 = F1, so

(Ω1)
0 = F1 = R1 + θα1 + α

t
1θ

t

=
1
2
(
(F1)

a
b,cd

)
θc ∧ θd =

1
2
(
(R1)

a
b,cd

)
θc ∧ θd + δac θ

c ∧ (α1)bdθ
d + ηai (α1)idθ

d ∧ δ jcθ
cηjb ,

In components only,

(F1)
a
b,cd = (R1)

a
b,cd + δ

a
c (α1)bd − δ

a
d (α1)bc − η

ai (α1)idδ
j
cηjb + η

ai (α1)icδ
j
dηjb .

If we now apply the Ricci homomorphism we get (remember ϖ1 is assumed to be normal),

0 = (R1)
a
b,ad +m(α1)bd − (α1)bd − δ

i
b (α1)id + η

ai (α1)iaηdb ,

= (R1)bd + (m − 2) (α1)bd + (α1)
a
aηbd , a further contraction gives, 0 = R + 2(m − 1) (α1)

a
a ,

where Rbd is the (gauge version of) the Ricci tensor, and R is the Ricci scalar. With these last two equalities
we �nally obtain,

(α1)bd =
−1

(m − 2)

(
(R1)bd −

R

2(m − 1)ηbd
)
.

This is the expression for (the gauge version of) the Schouten tensor.

To sum up,ϖ1 and Ω1 areK1-invariant composite �elds but SO-gauge �elds still. Moreover ifϖ is normal,
ϖ1 is normal too and we have,

ϖ1 =
*..
,

0 α1 0
θ A1 α t1
0 θ t 0

+//
-
, and Ω1 =

*..
,

0 Π1 0
0 F1 Πt

1
0 0 0

+//
-
=

*..
,

0 dα1 + α1A1 0
0 R1 + θα1 + α

t
1θ

t dα t1 +A1α
t
1

0 0 0

+//
-
,

where θ is the soldering form, A1 is the Lorentz/spin-connection, α1 is the Schouten g1-valued 1-form, R1
is the Riemann curvature 2-form, F1 is the Weyl curvature 2-form and �nally Π1 is the Cotton 2-form,
that is the covariant derivative of the Schouten 1-form with respect to the spin-connection A1.

The SO-gauge �elds ϖ1 and Ω1 (normal or not) live on the �rst-order G-structure P0 := P (M,K0), since
SO ∈ K0, which is realized as a subbundle of our initial 2nd-order G-structure P (M,H ) =: P1 ' P0 × K1, as
Lemma 2 and the section 2.4.1 teach us. It then makes sense to ask if we can neutralize the Lorentz gauge
symmetry as we did for the case of GR, by �nding an adequate second dressing �eld. This is indeed possible
as is shown in the next section.
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Second dressing: neutralizing the Lorentz subgroup of K0

Our starting point is thus the �rst-order structure P0 := P (M,K0) on which live the SO-gauge �elds ϖ1 and
Ω1. We want to neutralize the Lorentz subgroup of K0, leaving only the abelian Weyl subgroup as the �nal
residual gauge symmetry. This is then a situation that falls under the purview of the original Lemma 2.

The suitable dressing �eld is not hard to �nd. From our experience of GR we suspect the soldering form
to be the right guess. Indeed from ϖS , and ϖS

1 , we have θS = S−1θ which provides the transformation law for
the vielbein e ∈ GL(r ,s ), eS = S−1e . Hence the de�nition of

a map u0 : U → GL ⊃ K0, with matrix form, u0 =
*..
,

1 0 0
0 e 0
0 0 1

+//
-
,

such that uS0 = S−1u0 →
*..
,

1 0 0
0 es 0
0 0 1

+//
-
=

*..
,

1 0 0
0 S−1 0
0 0 1

+//
-
·

*..
,

1 0 0
0 e 0
0 0 1

+//
-
=

*..
,

1 0 0
0 S−1e 0
0 0 1

+//
-
. (2.38)

Moreover, hopefully, from (2.34) or from the fact that ϖ1 is K1-invariant, we have that

θγ1 = θ → eγ1 = e, which implies u
γ1
0 = u0. (2.39)

The latter equation is an instance of the compatibility condition (2.28) of section 2.4.1.

Equation (2.38) and (2.39) tell us that we can dressϖ1 to form the K1- and SO-invariant gl-valued 1-form25

ϖ0 := ϖu0
1 = u

−1
0 ϖ1u0 + u

−1
0 du0 =

*..
,

0 α1e 0
e−1θ e−1A1e + e

−1de e−1α t1
0 θ te 0

+//
-
=

*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-
, (2.40)

where д is the metric onM induced by the Cartan connection through eTηe = д. Actually in the last matrix
equality, Γ := e−1A1e + e

−1de and P := α1e are de�nitions, but the other entries result from calculations. We
detail it,

e−1θ = e−1e · dx = dx ,

θ te = θTηe = dxT · eT ηe = dxT · eTηe = dxT · д,

e−1α t1 = e−1η−1αT1 = д
−1eTαT1 = д

−1 (α1e )
T = д−1PT .

If we express ϖ0 in components we get,

ϖ0 =
*..
,

0 Pµν 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-
dx µ , (2.41)

It is nice to have the metric tensor directly as part of the composite �eld. The 1-form д · dx can be seen as
the form lowering the index of the components of a vector �eld of M. Actually the transformation under
coordinate change of ϖ0, in part due to u0 as in GR, allows to identify Γ as the linear connection. These
calculations can be found in Appendix C.2.1.

The curvature associated to ϖ0 is the K1- and SO-invariant 2-form26

Ω0 := Ωu0
1 = u

−1
0 Ω1u0 =

*..
,

f1 Π1e 0
e−1Θ e−1F1e e−1Πt

0 Θte −f1

+//
-
=:

*..
,

f1 C 0
T W Ct

0 T t −f1

+//
-
.

25 Strictly speaking it is not a di�erential form anymore since it is not invariant under coordinate changes. See Appendix C.2.1.
26See note 25.
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Using (2.37), the above matrix explicitly reads

Ω0 =
*..
,

f1 C 0
T W Ct

0 T t −f1

+//
-
=

*..
,

P ∧ dx dP + P ∧ Γ 0
Γ · dx ∧ dx R + dx ∧ P + д−1PT ∧ dxT · д ∇д−1 ∧ PT + д−1CT

0 −dxT ∧
(
∇д + ΓTд

)
dxT ∧ PT

+//
-
, (2.42)

where R = dΓ + Γ2 is the Riemann curvature of the base manifoldM, ∇д = dд − ΓTд − дΓ is the covariant
derivative of the metric with respect to the linear connection, see (Göckeler and Schücker, 1987) p.64, from
which is deduced the reciprocal relation ∇д−1 = dд−1 + д−1ΓT + Γд−1. I refer the reader to Appendix C.1 for
the detailed calculations. In components we have,

Ω0 =
1
2

*..
,

( f1)µσ Cν ,µσ 0
T ρ

µσ W ρ
ν ,µσ Cρ

µσ
0 Tν ,µσ −( f1)µσ

+//
-
dx µ ∧ dxσ ,

=
1
2

*...
,

P[µσ ] ∂[µPσ ]ν + P[µλΓ
λ
σ ]ν 0

Γρ [µσ ] Rρν ,µσ + δ
ρ
[µPσ ]ν + д

ρλPλ[µдσ ]ν ∇[µд
ρλPλσ ] + д

ρλCλ,µσ

0 ∇[µдσ ]ν + Γ[µσ ]
λдλν −P[µσ ]

+///
-

dx µ ∧ dxσ . (2.43)

Actually we know that in this framework the metricity condition ∇д = 0 is automatically satis�ed.27 If
we are furthermore in the normal case, then T = 0 implies the symmetry of Γ in its lower indices, and it can
be shown in the usual way that Γ can be expressed as a function of д. Then Γ is the Levi-Civita connexion
onM. In the normal case still, f1 = 0 and Pµσ is the symmetric Schouten tensor, so that Cν ,µσ = ∇µPσν is
the Cotton tensor andW ρ

ν ,µσ is the Weyl tensor. To sum-up, in the normal case we have,

ϖ0 =
*..
,

0 Pµν 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-
dx µ , with Pµν =

−1
(m − 2)

(
Rµν −

R

2(m − 1)дµν
)
, (2.44)

Ω0 =
1
2

*..
,

0 Cν ,µσ 0
0 W ρ

ν ,µσ дρλCλ,µσ
0 0 0

+//
-
dx µ ∧ dxσ . (2.45)

This is fully equivalent to Proposition 15 p.210,28 Propositions 26-27 and equation (24) p.221-223 in (Ogiue,
1967), and (2.44) is the so-called Riemannian parameterization of the normal conformal Cartan connection.

The gl-valued gauge �elds ϖ0 and Ω0 (normal or not) live on the �rst-orderG-structure PW := P (M,W ),
call it the Weyl bundle, which is realized as a subbundle of P (M,K0) =: P0 ' PW × S , as Lemma 2 and the
section 2.4.1 teach us.

Remark that reducing P0, with structure group K0 =WS ' CO (r ,s ), to PW with abelian structure group
W ' R∗, is quite analogous to the case of the electroweak sector of the Standard Model where the initial
bundle with structure group SU (2) ×U (1) was reduced to a subbundle with abelian structure group U (1).

Two steps in one
At this point the initial 2nd -order G-structure P1 := P (M,H = K0K1), on which live the Cartan connection
ϖ and its curvature Ω, has been �rst reduced, by means of the dressing �eld u1 : U → K1, to the �rst-order
G-structure P0 (M,K0 =WS ) on which live the K1-invariant SO-gauge composite 1-forms ϖ1 and Ω1. Then
the latter has been further reduced, through the dressing �eld u0 : U → GL, to the �rst-order G-structure
PW (M,W ), the Weyl bundle, on which live the K1- and SO-invariant composite �elds ϖ0 and Ω0. Along the
process, the normality is preserved. That is, if ϖ is the normal Cartan connection, then ϖ1 and ϖ0 also satisfy
the axioms of normality.

27See the equation (2.13) in our treatment of General Relativity.
28The dressing �eld u1u0 perform the same job as the so-called natural cross section, or natural frame described in that Proposition.
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Now, as elaborated in previous section 2.4.1 above it would have been possible to reduce P1 to PW in
a single step. Indeed the two dressing �elds that we used obey the necessary compatibility conditions. We
collect them,

u
γ1
1 = γ

−1
1 u1, uS0 = S−1u0 equation (2.35) and (2.38) respectively, which are instances of the general (2.26).

uS1 = S−1u1S , u
γ1
0 = u0 equation (2.36) and (2.39), respective instances of the general (2.27) and (2.28).

These imply, (
u1u0

)γ1
= u

γ1
1 · u

γ1
0 = γ

−1
1 u1 · u0 = γ

−1
1

(
u1u0

)
,(

u1u0
)S
= uS1 · u

S
0 = S−1u1S · S

−1u0 = S−1
(
u1u0

)
.

Here we have instances of the general equation (2.29): the composite dressing u1u0 is a dressing for both the
groups K1 and SO . In turn this implies,(

u1u0
)Sγ1
=

((
u1u0

)S )γ1

=

(
S−1

(
u1u0

))γ1

= (Sγ1 )−1
(
u1u0

)γ1
= γ−1

1 S−1γ1 · γ
−1
1

(
u1u0

)
,(

u1u0
)Sγ1
= γ−1

1 S−1
(
u1u0

)
= (Sγ1)

−1
(
u1u0

)
.

This is an instance of the general equation (2.30): the composite dressing �eld u1u0 is a dressing for the full
group SK1.

So it is possible to use this sole composite dressing �eld, u1u0 : U → K1S , to reduce in a single step the
2nd-order G-structure P1 = P (M,H = WSK1) to the �rst-order G-structure PW := P (M,W ). Moreover it
is possible to dress the Cartan connection on P1 and its curvature so as to obtain the �nal composite �elds:
ϖ0 := ϖu1u0 and Ω0 := Ωu1u0 , with all the properties we’ve studied already. In particular if ϖ is the normal
Cartan connection, then ϖ0 is normal too. We can summarize all this in the following diagram,

Group H = K0K1 =WSK1

2nd-order G-structure P1 := P (M,H )

Cartan connection & curvature: ϖ, Ω

Group K0 =WS

1st-order G-structure P0 := P (M,K0)

K1-invariant SO-gauge forms: ϖ1, Ω1

Abelian group W = R

1st-order G-structure PW := P (M,W )

K1- and SO-invariant composite �elds: ϖ0, Ω0

H
HHH

HHH
HHH

HHHj

u1

?

u1u0

���
���

���
�����

u0

Figure 2.1: Diagram of the di�erent steps of the process of reduction.

Of course since we end-up, not on the base manifoldM, but on the Weyl bundle PW , we readily expect
ϖ0 and Ω0 to have a residual Weyl gauge symmetry. This is the object of the following �nal section.
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Final step: the residual Weyl gauge freedom
The �nal goal of our analysis is to obtain the transformations of the �nal composite �eldsϖ0 and Ω0 under the
residual Weyl gauge symmetry. Of course this result depends on the transformations under the Weyl group
of the Cartan connection and its curvature on the one side, and of the two dressing �elds on the other side.
Indeed,

ϖW
0 =

(
ϖu1u0

)W
=

(
ϖW

)uW1 ·uW0 , and ΩW
0 =

(
Ωu1u0

)W
=

(
ΩW

)uW1 ·uW0 . (2.46)

The Weyl transformation of the Cartan connection is,

ϖW =W −1ϖW +W −1dW =
*..
,

a + z−1dz z−1α 0
zθ A α tz−1

0 zθ t −a + zdz−1

+//
-
. (2.47)

From this we see that θW = zθ → eW = ze , so that we can de�ne,

uW0 = Ŵu0 in matrix notation
*..
,

1 0 0
0 eW 0
0 0 1

+//
-
=

*..
,

1 0 0
0 z 0
0 0 1

+//
-
·

*..
,

1 0 0
0 e 0
0 0 1

+//
-
=

*..
,

1 0 0
0 ze 0
0 0 1

+//
-
. (2.48)

The elementŴ is thus anothermatrix representation of the Weyl group, di�erent from the initial representation
W , adapted to the dressing �eld u0.29 This is so in order to keep the strength of the matrix formalism as far
as possible. Nevertheless we encounter a problem with the dressing u1. Indeed from (2.47) we have that
aW = a + z−1dz, where a is a 1-form, so that aW = a + z−1∂z, where a stands for the scalar coe�cients of the
1-form a := a · dx .30 Then, given u1 ∼ q := a · e−1, we have

qW : = aW · (e−1)W = (a + z−1∂z) · z−1e−1 = z−1
(
q + z−1∂z · e

)
,

(qt )W : = η−1 (e−1)T
W
· aW = η−1 (e−1)T z−1 · (a + z−1∂z) = z−1

(
qt + η−1 (e−1)T · z−1∂z

)
,

1
2 (qq

t )W =
1
2z
−2

(
qqt + qη−1 (e−1)T · z−1∂z + z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z

)
,

=
1
2z
−2

(
qqt + 2z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z.

)
(2.49)

On account of this, it seems excluded to �nd a simple matrix writing for uW1 . Nonetheless we are not stuck
yet. Indeed (2.46) can also be written,

ϖW
0 =

(
ϖu0

1
)W
=

(
ϖW

1
)uW0 , and ΩW

0 =
(
Ωu0

1
)W
=

(
ΩW

1
)uW0 . (2.50)

Therefore, a tractable strategy is to calculate the entries of the matrices ϖW
1 and ΩW

1 and use the matrix
calculus in the �nal step.

Residual Weyl gauge symmetry of ϖ0 For the composite �eld ϖ0 we have,

ϖW
0 =

(
ϖW

1
)uW0
=

(
ϖW

1
)Ŵ u0

= u−1
0 Ŵ −1 ·

(
ϖW

1
)
· Ŵu0 + u

−1
0 Ŵ −1d (Ŵu0),

= u−1
0 Ŵ −1

(
ϖW

1
)
Ŵu0 + u

−1
0 · Ŵ

−1dŴ · u0 + u
−1
0 du0.

29Since z is a scalar and commutes with the GL-matrix e , Ŵ and u0 commute. Thus we could have written (2.48) as uW0 = u0Ŵ , to
stress again the resemblance with our treatment of the electroweak sector of the Standard Model where the SU (2)-dressing �eld u
had residual U (1)-gauge transformation given by uα = uα̂ .

30Again, the di�erence should be clear from the context. Also remember that the point “·” often means index summation in what
follows.
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Now given,

ϖW
1 =

*...
,

0 αW1 0
θW AW1 α t1

W

0 θ tW 0

+///
-

,

whose entries are explicitly calculated in Appendix C.2.2, we have

ϖW
0 :=

*..
,

0 PW 0
dxW ΓW (д−1PT )W

0 (dxT · д)W 0

+//
-
=

*..
,

0 αW1 ze 0
e−1z−1θW e−1AW1 e + e−1e z−1dz + e−1de e−1z−1α t1

W

0 zθ tW e 0

+//
-
,

Entry (2, 1) gives dxW = dx , which is the obvious invariance of the coordinate chart under Weyl rescaling.
Entry (3, 2) gives,

(dxT · д)W = dxT · (z2д), in components
(
дµν

)W
= z2дµν , (2.51)

which is the Weyl rescaling of the metric tensor. Entry (2, 2) gives,

ΓW = Γ + δ z−1dz + δ · dx z−1∂z − д−1 · z−1∂z dxT · д,

in components
(
Γρ µν

)W
= Γρ µν + δ

ρ
ν z−1∂µz + δ

ρ
µ z−1∂νz − дρλ z−1∂λz дµν .

By convenience we de�ne γµ := z−1∂µz so that the above equation reads,(
Γρ µν

)W
= Γρ µν + δ

ρ
ν γµ + δ

ρ
µ γν − дρλ γλ дµν . (2.52)

Entry (1, 2) gives,

PW = P +
(
d (z−1∂z) − z−1∂z · Γ

)
− z−1dz z−1∂z +

1
2 (z
−1∂z · д · z−1∂z)dxT · д,

in components
(
Pµν

)W
= Pµν + ∇µ (z

−1∂νz) − z−1∂µz z
−1∂νz +

1
2 (z
−1∂λz д

λα z−1∂αz) дµν ,

or
(
Pµν

)W
= Pµν + ∇µγν − γµ γν +

1
2 γλγ

λ дµν . (2.53)

with γ λ := дλαγα . Entry (2, 3) gives,(
д−1PT

)W
= z−2д−1

(
PT +

(
d (z−1∂z) − ΓT · z−1∂z

)
− z−1∂z · z−1dz +

1
2 д · dx (z

−1∂z · д−1 · z−1∂z)

)
,

in components
(
дρλPλµ

)W
= z−2дρλ

(
Pλµ + ∇µγλ − γλγµ +

1
2 дλµ γαγ

α
)
, (2.54)

This is then redundant with (2.51) and (2.53).

Remark: Equations (2.52) and (2.53) look like the familiar conformal transformations of the Christo�el
symbols and of the Schouten tensor. Notice however that in this framework, the metricity condition ∇д = 0
being automatic, Γ is the Levi-Civita connection and P is the Schouten 1-form only in the normal case. But
the present calculations hold even without this assumption! We then obtain at once the Weyl variation of the
symmetric and anti-symmetric parts of Γ and P . Explicitly, if Γρ µν = ΛΓρ µν +

SΓρ µν and Pµν =
ΛPµν +

SPµν ,
then(

ΛΓρ µν

)W
= ΛΓρ µν , and

(
SΓρ µν

)W
= SΓρ µν + δ

ρ
ν γµ + δ

ρ
µ γν − дρλ γλ дµν (2.55)(

ΛPµν

)W
= ΛPµν − γλ

ΛΓλ µν and
(
SPµν

)W
= SPµν +

(
∂µγν − γλ

SΓλ µν
)
− γµ γν +

1
2 γλγ

λ дµν ,
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where the two equalities on the right are indeed the transformations of the Christo�el symbols and of
the Schouten tensor under Weyl rescaling of the metric. Thus, with (2.52) and (2.53), not only do we
recover classical results in a much more operative way, but we do so on a more general footing: we don’t
need the assumption that Γ and P are functions of the metric tensor д, as is usually the case when one works
with the Levi-Civita connection. We �nd this transformations ‘from above’.

Residual Weyl gauge symmetry of Ω0 For the composite �eld Ω0 we have,

ΩW
0 =

(
ΩW

1
)uW0
=

(
ΩW

1
)Ŵ u0

= u−1
0 Ŵ −1 ·

(
ΩW

1
)
· Ŵu0.

Now given the transformation of the cuvature of the Cartan connection under the Weyl group,

ΩW =
*..
,

f z−1Π 0
zΘ F z−1Πt

0 zΘt 0

+//
-
, one easily obtains ΩW

1 =
*...
,

fW1 ΠW
1 0

ΘW FW1 Πt
1
W

0 ΘtW −fW1

+///
-

,

whose entries are calculated in Appendix C.2.2 (knowing (2.49) and Ω1 = u−1
1 Ωu1 given shortly after (2.35)).

With the latter at hand, it is simple to �nd,

ΩW
0 =

*..
,

fW1 CW 0
TW WW CtW

0 T tW −fW1

+//
-
=

*..
,

fW1 zΠ1e 0
e−1z−1ΘW e−1F1e e−1z−1ΠtW

0 zΘtW e −fW1

+//
-
,

whose entries are, again, calculated in Appendix C.2.2.
Entries (1, 1) and (3, 3) give,

fW1 = f1 − z
−1∂z ·T →

(
P[µσ ]

)W
= P[µσ ] − γλT

λ
µσ , (2.56)

which just reproduces the third equation in (2.55) above, since P[µσ ] =
ΛPµσ and T λ µσ = Γρ [µσ ] =

ΛΓρ µσ .
Entry (2, 1) gives,

TW = T →
(
T ρ

µσ
)W
= T ρ

µσ (2.57)

which is not surprising on account of T ρ
µσ = Γρ [µσ ] =

ΛΓρ µσ , and of the �rst equation in (2.55).
Entry (3, 2) gives,

T tW = z2T t → (TTд)W = TT z2д which is redundant with (2.57) and (2.51). (2.58)

Entry (2, 2) gives,

WW =W +T z−1∂z − д−1 · z−1∂z TTд,

in components
(
W ρ

ν ,µσ
)W
=W ρ

ν ,µσ + T ρ
µσ γν − дρλγλ Tµσ

αдαν (2.59)

The transformations of the entry (1, 2) is more complicated,

CW = C − z−1∂z ·W + z−1∂z · δ f +
1
2
(
z−1∂z · д−1 · z−1∂z

)
TTд −

(
a + z−1∂z

)
·T z−1∂z.

In components,(
Cν ,µσ

)W
= Cν ,µσ − γλW

λ
ν ,µσ + γλ δ

λ
ν fµσ +

1
2
(
γλд

λαγα
)
Tµσ

βдβν −
(
aλ + γλ

)
T λ µσ γν . (2.60)
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At last, entry (2, 3) gives,

CtW = (д−1CT )W ,

= z−2д−1 ·

(
CT −W T · z−1∂z + f δ · z−1∂z +

1
2дT

(
z−1∂z · д−1 · z−1∂z

)
− z−1∂zTT

(
a + z−1∂z)

)
.

In components,(
дρλCλ,µσ

)W
=

(
дρλ

)W (
Cλ,µσ

)W
,

=z−2дρλ
(
Cλ,µσ − Wλ

α
µσγα + δαλ fµσγα +

1
2дλαT

α
µσ

(
γβд

βδγδ
)
− γλTµσ

α
(
aα + γα

))
.

(2.61)

which is redundant with (2.51) and (2.60).

Residual Weyl gauge freedom ofϖ0 and Ω0 in the Normal case It is now trivial to specialize the above
transformations to the case where the initial Cartan connectionϖ is normal. Indeed the normality ofϖ means,

Θ = 0, f =
1
m

Tr(Ω0) = 0, and Ric
(
Ω0

)
:= Ric

(
F − f 1

)
= Ric

(
F
)
= 0,

by de�nition, as we know. These conditions are invariant under the action of the full group H of the Cartan-
Möbius geometry, as it can be seen from Ωγ1 , ΩS and ΩW .31 This implies,

Θ1 = Θ = 0, f1 = f − qΘ = 0, and Ric
(
(Ω1)

0
)

:= Ric
(
F1 − f11

)
= Ric

(
F1

)
= Ric

(
F
)
= 0.

The last equality follows from F1 = F + Θq − qtΘt and the above �rst condition. This means that ϖ1 is
normal too, as we’ve already seen. Moreover since ϖ1 and Ω1 are K1-invariant these conditions are trivialy
K1-invariant. On account of ΩS

1 (see just above (2.36)), they are also invariant under SO . Finally, the above
imply,

T = e−1Θ1 = 0, f1 = P[µσ ] = 0, and Ric
(
(Ω0)

0
)
= Ric

(
W − f11

)
= Ric

(
W

)
:= Ric

(
e−1F1e

)
= Ric

(
e−1Fe

)
= 0.

Then ϖ0 is also normal, as already noted, and in this case remember that we have,

ϖ0 =
*..
,

0 Pµν 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-
dx µ , with Pµν =

−1
(m − 2)

(
Rµν −

R

2(m − 1)дµν
)
, (2.62)

Ω0 =
1
2

*..
,

0 Cν ,µσ 0
0 W ρ

ν ,µσ дρλCλ,µσ
0 0 0

+//
-
dx µ ∧ dxσ . (2.63)

The torsion free condition implies that Γ has only a symmetric part and, since ∇д = 0 is automatic, it is the
Levi-Civita connexion onM. The second and third conditions imply that Pµσ is the symmetric Schouten
tensor, so thatCν ,µσ = ∇µPσν is the Cotton tensor andW ρ

ν ,µσ is the Weyl tensor. The normality of ϖ0 is
preserved by the action of the Weyl gauge group, as can be seen from ΩW

0 in the general case.

The gauge transformations of the normal composite �elds ϖ0 and its curvature Ω0 living on the Weyl
bundle PW := P (M,W ) then provide,(

dx µ
)W
= dx µ ,

(
дµν

)W
= z2дµν , and

(
дµν

)W
= z−2дµν . (2.64)

31(Sharpe, 1996) mentions this fact very brie�y p.289.
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The obvious invariance of the coordinate chart and the Weyl rescaling of the metric tensor.(
Γρ µν

)W
= Γρ µν + δ

ρ
ν γµ + δ

ρ
µ γν − дρλ γλ дµν , (2.65)

with γµ := z−1∂µz. This is the transformation of the Levi-Civita connection under Weyl rescaling.(
Pµν

)W
= Pµν + ∇µγν − γµ γν +

1
2 γλγ

λ дµν , (2.66)

which is the transformation of the Schouten tensor under Weyl rescaling.(
W ρ

ν ,µσ
)W
=W ρ

ν ,µσ . (2.67)

This is the invariance of the Weyl tensor under Weyl rescaling.(
Cν ,µσ

)W
= Cν ,µσ − γλW

λ
ν ,µσ , (2.68)

which is the transformation of the Cotton tensor under Weyl rescaling.

Conclusion: Let us sum-up what have been done in this application of the dressing �eld method to Higher-
order G-structure.

We started with the 2th-order conformal structure also know as the Cartan-Möbius geometry, that is a
principal bundle P1 := P (M,H :=WSK1) equipped with a Cartan connection ϖ and its associated curvature
Ω. Then, thanks to a gauge-like constraint χ

(
ϖu1

)
(see appendix A.1) we were able to �nd a K1-dressing

�eld u1. Exactly as in Lemma 1 the latter is used to dress ϖ and Ω and to produce the K1-invariant and K1-
horizontal g-valued composite �elds ϖ1 and Ω1. The latter live on a subbundle P0 = P (M,K0 :=WS ) of the
initial bundle which can be thus written P1 ' P0 × K1, and is clearly trivial in the K1 direction. The group
K1 is thus indeed decoupled from the relevant residual gauge geometry. We showed that the normality was
preserved by the dressing operation.

Then, we checked thatu1 has the right gauge-like transformation under the Lorentz subgroup S = SO (r ,s )
so as to induce connection-like and adjoint SO-gauge transformations forϖ1 and Ω1 respectively. A necessary
condition for a new dressing operation to make sense, as the previous section showed. Moreover this showed
thatϖ1 and Ω1 contain the real objects already found in gauge formulation of Riemaniann geometry: the spin
connection and its associated Riemann tensor. It was tempting to try to reduce the Lorentz subgroup S of the
conformal groupCO (r ,s ) ∼WS , exactly as in Lemma 2 as it was already illustrated in the electroweak sector
of the Standard Model. Thanks to the experience taken from our treatment of General Relativity, we easily
identi�ed a suited candidate as second dressing �eld: u0 ∼ e , the vielbein. We checked that it was indeed
invariant under K1, so as to not lose the previously gained invariance, and used it to produce the K1- and
S-invariant/horizontal composite �elds ϖ0 and Ω0. The latter live on the Weyl bundle PW := P (M,W ), a
subbundle of P0, thus of P1 which can then be written P1 = P0 × K1 = PW × S × K1, and is clearly trivial in
the S and K1 direction. Once again the normality was preserved by this second dressing.

The �elds ϖ0 and Ω0 were shown to contain tensors ofM.32 In the normal case those are the metric, the
Levi-Civita connection and the Schouten tensor forϖ0, and the torsion, the Weyl tensor and the Cotton tensor
for Ω0. The dressing �eld method then ends-up on what is usually called the Riemaniann parameterization
of the normal conformal Cartan connection. A classical result. Finally we derived the residual Weyl gauge
symmetry of ϖ0 and Ω0 and found the well known transformations of the mentionned tensor under Weyl
rescaling. But we do so with considerable economy of e�ort, in a quite systematic way thanks to the matrix
formalism and on a more general footing that dispenses with the assumption that all tensors are functions of
the sole metric. As far as I know, these transformations are not derived in the jet formalism.

Notice that, as was the case for General Relativity, the two dressing �elds are found from the Cartan
connection itself. Therefore, by analogy with Physics, the process was a change of variables, a convenient
redistribution of the degrees of freedom. The initial and �nal geometries should then be the same in this

32One pseudo-tensor among them.
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precise sense of having the same number of degrees of freedom. This is indeed shown by table 2.3 and 2.4.

With this example we close this rather long chapter. We’ve seen that the dressing �eld method is the
geometric foundation of the notion of Dirac variables, that it already underlies several constructions found in
the literature on hadronic physics and occasionally helps to clarify, deepen or correct their interpretive bag-
gage. We’ve also seen that it can even o�er new insight on well established theories. Finally we’ve considered
its generalization on higher-order G-structures and seen its e�ectiveness in deriving important results in the
example of conformal geometry.

The dressing �eld method is a new way to deal with gauge symmetry in an e�ective fashion. Until now
we’ve considered �nite gauge transformations, but in Physics it is often more convenient to work with the
linearized version, that is in�nitesimal gauge transformations. A formalism that handles the latter very ef-
fectively and has far-reaching applications in Quantum Fields Theory, like the cohomological treatment of
anomalies, is the celebrated BRS formalism. It should not come as to much of a surprise that there is a neat
interaction between the BRS formalism and the dressing �eld method. This is the object of the next chapter.
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Initial geometry Degrees of freedom Final geometry Degrees of freedom

(1) Variables ϖ m
(
1 + m (m−1)

2 + 2m
)

дµν
m (m+1)

2
Γρ µν m3

Pµν m2

(2) Symmetry H ∼WSK1 1 + m (m−1)
2 +m Weyl groupW = R∗ 1

(3) Constrains ∅ 0 ∇д = 0 mm (m+1)
2

Total d.f 1
2

(
m3 + 2m2 +m − 2

)
1
2

(
m3 + 2m2 +m − 2

)
(1) −

(
(2) + (3)

)
Table 2.3: Count of the degrees of freedom of the non normal geometry before and after the dressing
operation. Recall that ϖ is g-valued, and that the metricity is automatic here.

Initial geometry Degrees of freedom Final geometry Degrees of freedom

(1) Variables ϖ m
(
1 + m (m−1)

2 + 2m
)

дµν
m (m+1)

2
Γρ µν m3

Pµν 0

(2) Symmetry H ∼WSK1 1 + m (m−1)
2 +m Weyl groupW = R∗ 1

(3) Constrains f = 0 m (m−1)
2 ∇д = 0 mm (m+1)

2

Θ = 0 mm (m−1)
2 T = 0 mm (m−1)

2

Ric(F)=0 m (m+1)
2

Total d.f m (m+1)
2 − 1 m (m+1)

2 − 1
(1) −

(
(2) + (3)

)
Table 2.4: Count of the degrees of freedom of the normal geometry before and after the dressing operation.
It is easy to see how the �rst and third requirement de�ning normality entail that Pµν becomes the Schouten
tensor, a non-independant variable expressed in terms of дµν . Finally, remark that the normal geometry is the
most natural one for its total degrees of freedom are those of a conformal class of metric [дµν ].
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Chapter 3
Dressing field and BRS formalism

This chapter is devoted to the analysis of the interaction between the dressing �eld method and the BRS
approach to gauge theories.

The �rst section motivates the introduction of the BRS symmetry from the viewpoint of Physics and then
outlines the mathematical underpinning of the heuristic BRS formalism. This is done essentially to �x the
notations and to show that BRS algebra is actually the algebra of in�nitesimal gauge transformations.

The second section will show how the dressing �eld method alters the BRS algebra of a theory, producing
what we will call a composite ghost. The very �rst appearances of such an object in particular cases are to be
found in (Garajeu et al., 1995) and (Lazzarini and Tidei, 2008). We will present the in�nitesimal version of the
multiple compositions of dressing �elds seen in the previous chapter, that is the tower of successive reduced
BRS algebras, and I will give the BRS version of the compatibility conditions that should hold in such a case.

In a third section, the scheme is applied to GR and to the Cartan-Möbius geometry. In the latter case the
BRS algebra produces the in�nitesimal version of the results derived in 2.4.2.

Finally the fourth section will show how the di�eomorphisms of the base manifold can be incorporated
in the formalism and how this spontaneously provides the shifted BRS algebra à la (Langouche et al., 1984).
The application to the Cartan-Möbius geometry is given, the modi�ed BRS algebra handles both the Weyl
rescaling and the di�eomorphisms.

3.1 The BRS approach, an outline

Since its inception in the mid 70’s by Becchi, Rouet and Stora in (Becchi et al., 1975) and (Becchi et al., 1976), the
BRS formalism has seeded considerable work and became a standard tool in the analysis of gauge theories and
their most subtle properties, especially with respect to their quantization and their non-perturbative features
like the anomalies. See (Bertlmann, 1996) and the next chapter for a word about this aspect. As a consequence
the physical literature on the subject is vast and it is hard to get a clear and synthetic picture of the state of
the art. As to the attempt to give a rigorous mathematical foundation and meaning to the BRS approach, they
have been many and if it is now �nally recognized that it is related to the cohomology of the Lie algebra of
the gauge group of the theory, the exposures often di�er so that it is not easy to �nd a canonical presentation.

Given this state of a�airs, in this section I will �rst brie�y remind the motivation for the introduction of
the BRS transformations in gauge theories, without entering the details though, and give the minimal BRS
algebra that we will use in the chapter. Then I will give my own account of how I understand the link between
the BRS formalism and the Lie algebra cohomology of the gauge group.

3.1.1 The symmetry of the gauge fixed e�ective Lagrangian

As we’ve seen several times, the gauge symmetry poses a problem for anyone who wants to apply the path
integral algorithm for quantization. We’ve also mentionned the fact that an obvious move is to select a single
representative in each gauge orbit by gauge �xing. This was the celebrated contribution of (Faddeev and
Popov, 1967) to �nd a clever general way to do so. There is no need here to be involved in the technical
details so I just sketch the idea, following (Bertlmann, 1996).

The path integral Z =
∫
A×F

dAdφ eiS (A,φ ) , where S (A,φ) =
∫
M

LYM + Lmatter is the action of the classical
gauge �eld theory, is ill-de�ned. It diverges due to the gauge symmetry. A gauge �xing condition χ (Aγ ) = 0
is then chosen and is inserted in Z as the identity

∫
dγ det

( δ χ (Aγ )
δγ

)
δ
(
χ (Aγ )

)
= 1, where det

( δ χ (Aγ )
δγ

)
is
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the Faddeev-Popov determinant. Then the gauge transformation γ ′ = γ−1 is performed on Z and due to the
invariance of the measure and of S (A,φ) it gives,1

Z =

∫
A×F

dγdAdφ det
( δ χ (A)

δγ

)
δ
(
χ (A)

)
eiS (A,φ ) .

The integrand does not explicitly depend on the gauge group element γ so integration over it factorizes and
produces and in�nite normalization that can be conventionally removed. The Faddeev-Popov determinant
is shown to be the determinant of a di�erential operator (depending on the chosen gauge �xing condition
χ ) and the next step is to express it a Gaussian integral over the g-valued Grassmann variables v and v̄ , the
so-called Faddeev-Popov ghost and antighost, so that �nally one obtains,

Z =

∫
(A×F )/G

dAdφdvdv̄ eiS (A,φ,v,v̄ ) , with S (A,φ,v,v̄ ) =

∫
M

Le� (A,φ,v,v̄ ),

and Le� = LYM + Lmatter + Lgauge-�x + Lghost. (3.1)

The gauge �xing condition is implemented by Lgauge-�x, and the dynamics of the anticommuting ghost scalar
�elds and their interaction with the gauge potential A is given by Lghost.

The initial Lagrangian L = LYM + Lmatter was already invariant under gauge transformations whose in-
�nitesimal (linear) expression reads,

δA = dλ +Aλ − λA = Dλ, δF = [F ,λ], and δφ = −ρ∗ (λ)φ,

where λ is g-valued and such that γ = eλ , and ρ∗ is the representation of g on V . The observation of Becchi,
Rouet and Stora was that, while the gauge invariance seems lost because of Lgauge-�x, the e�ective Lagrangian
(3.1) is invariant under an extended set of transformations, now called BRS transformations. The structure
is given as follows.

A ghost degree is attributed to our �elds: 0 for the usual gauge �elds A, F and φ, 1 to the ghots �eld v and
−1 to the antighost �eld v̄ . The ghost degree added to the form degree constitutes the total degree and we
consider the graded algebra, generated by the �elds, with respect to this total degree. We de�ne the graded
commutator in this algebra in the usual way and we have a graded Jacobi identity,

[a,b] = ab − (−) |a | · |b |ba, (−) |a | · |c |
[
a,[b,c]

]
+ (−) |b | · |a |

[
b,[c,a]

]
+ (−) |c | · |b |

[
c,[a,b]

]
= 0

The exterior derivative increases by one the form degree and acts as a nilpotent antiderivative of the graded
algebra. One de�nes symmetrically the BRS operator, s , which increments by one the ghost number and
also acts as an antiderivative in the graded algebra. Its action on the �elds is given by,

sA = −Dv = −dv − [A,v] = −dv −Av −vA, sF = [F ,v] = Fv −vF , and sφ = −ρ∗ (v )φ .

We see that the BRS operator acts on the gauge �elds so as to reproduce gauge transformations with the
anticommuting g-valued ghost �eld v as in�nitesimal parameter. In this way we thus have,

s
(
LYM + Lmatter

)
= 0.

The requirement of the nilpotency of the operator d̃ = d + s implies {d ,s} = 0 and s2 = 0. The nilpotentcy
of s can be achieved though an adequate choice of its action on the ghost and antighost. The calculation of
the square of s on A gives,

s2A = −sdv − [sA,v] + [A,sv] = d (sv ) + [A,sv] + [Dv,v] = D (sv ) + 1
2D[v,v] = D

(
sv + 1

2 [v,v]
)
.

1Remark that the gauge �xing condition is not invariant under the gauge transformation, χ (Aγ ) → χ (A). We’ve moved from a
section in A × F to another. This should remind the reader of our discussion in appendix A.1.
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In this example, to require s2 = 0 suggests the transformation for the ghost,

sv = − 1
2 [v,v], (3.2)

This transformation is easily seen to secure the nilpotency of the BRS operator on φ and, thanks to the graded
Jacobi identity, on F and v itself. The antighost is a bit isolated and its transformation is chosen as,

sv̄ = b, where b is g-valued, and sb = 0, (3.3)

so as to secure once again the nilpotency of s . Now if the auxiliary �eld b is chosen so as to be proportional to
the gauge �xing condition χ , (3.2) and (3.3) allows to rewrite the remaining pieces of the e�ective Lagrangian
as Lgauge-�x + Lghost = f (b) + sд, where f is a polynomial function and д a term whose precise expression
depends on χ . In this way, thanks to the nilpotency of s , one obtains the invariance of the gauge-�xed e�ective
Lagrangian under BRS transformations

sLe� = 0.

Apart from uncovering a symmetry of the e�ective Lagrangian, often referred to as a ‘enlarged gauge
symmetry’, the relevance of the BRS formalism lies in two main points. First, given the quantum action
W = −i lnZ , the Ward identity is concisely written as sW = 0. The latter must hold for the quantum theory
to be renormalizable. Second, if the Ward identity is violated so that sW = G, the renormalizability is lost.
The term G is an (integrated) anomaly and the BRS cohomology (modulo d) is an e�ective tool to calculate
and classify the anomalies. We will say a bit more on the subject in the last chapter.

3.1.2 Cohomological viewpoint
The minimal BRS algebra that we will use throughout this chapter involves only the standard gauge �eld
together with the ghost,

sA = −Dv, sF = [F ,v], sφ = −vφ, and sv = − 1
2 [v,v]. (3.4)

We’ve indeed seen that the antighost sector is isolated and this minimal BRS algebra is the relevant one
when the problem of anomalies is considered and cohomological tools are used. The resemblance of the
last equation with the Cartan-structure equation suggests to interpret the g-valued anticommuting �eld v
as a Maurer-Cartan form. This is indeed a correct interpretation and it is possible to show that the above
BRS algebra is actually a simple instance of the cohomology of the in�nite dimensional Lie algebra of the
gauge group. The following account is inspired by the neat paper of (Bonora and Cotta-Ramusino, 1983)
which adopts a local viewpoint while here the construction is kept global and turns out to be similar to the
viewpoint found in (Chevalley and Eilenberg, 1948). Alternative but related presentation can be found in
(Azcarraga and Izquierdo, 1995). A summary on the variety of equivalent approaches to the same topic, by
Stora, Zumino and others, is given in chapter 8 and 9 of (Bertlmann, 1996) (see references therein).

Recall that the gauge group of a principal bundle P (M,G ), isomorphic to its group of vertical automor-
phisms, was de�ned as G =

{
γ : P → G | R∗дγ (p) = Adд−1γ (p)

}
. We now also de�ne the in�nite dimensional

Lie algebra of the gauge group as,

g =
{
λ : P → g = TeG | R∗дλ(p) = Adд−1λ(p)

}
= TidG.

We assume that G is connected so that the exponential map generates the gauge group or its universal cover.
The Lie algebra g is isomorphic to the set of right-invariant vector �elds on G, noted {XR

γ } ⊂ TγG, and the
isomorphism is provided by the Maurer-Cartan form of the gauge group,

ω
G

:= Rγ −1∗ : TγG → TidG = g .

The Maurer-Cartan form is right-invariant. Indeed for Xγ ∈ TγG and α ∈ G,

R∗αωG
(
Xγ ) = ωG (Rα∗Xγ ) = R (γ α )−1∗Rα∗Xγ = R (α−1γ −1)∗Rα∗Xγ = Rγ −1∗Rα−1∗Rα∗Xγ = Rγ −1∗Xγ = ωG (Xγ ).
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As such it is the basis for all V -valued right-invariant forms onG, noted Ω∗R (G,V ), where V is a representation
space for G and g . A r -form, η ∈ Ωr

R (G,V ) decomposes as η = 1
r !ηi ·Λ

rωi
G

with i ∈ {1, · · · ,r } and ηi ∈ V . We
have that,

V ⊗ Λrω
G

: TγG × · · · ×TγG → V ⊗ Λr g .

Denote by cr the V -valued r -cochain de�ned as a skew-symmetric r -linear mapping,

cr : g∗ × · · · × g∗ → V ,

where g∗ is the dual of g de�ned in an obvious manner. The set of all such r -cochains is noted Cr (g∗,V )
and the full complex is C∗ (g∗,V ). We see that there is an isomorphism between the algebra of V -valued
right-invariant forms on G and the algebra of V -valued cochain on g∗,

Ω∗R (G,V ) ' C∗ (g∗,V ).

This is referred to as the process of “localization” in (Chevalley and Eilenberg, 1948). Moreover the exterior
derivative on G, δ : Ωr (G,V ) → Ωr+1 (G,V ), de�ned as,

δα (X1, · · · ,Xr+1) =
r+1∑
i=1

(−)i+1ζ (Xi ) · α (x1, · · · ,X̂i , · · · ,Xr+1)

+
∑
i<j

(−)i+jα ([Xi ,X j ], · · · ,X̂1, · · · ,X̂ j , · · ·Xr+1),

for α ∈ Ωr (G,V ) and where ζ is an action of Xi on V , when restricted to Ω∗R (G,V ) plays precisely the role
of the coboundary operator for the complex C∗ (g∗,V ). This means that the set of closed V -valued right-
invariant r -forms is isomorphic to the set of V -valued r -cocycles, Z ∗R (G,H ) ' Z ∗ (g∗,V ), and the set of exact
V -valued right-invariant r -forms is isomorphic to the set of V -valued r -coboundaries, B∗R (G,V ) ' B∗ (g∗,V ).
This in turns implies the isomorphism of cohomology H ∗R (G,V ) ' H ∗ (g∗,V ).

Consider now the case V = Ω0
loc (AP×FP ), that is, we will consider right-invariant forms onGwith values

in the functionals on the space of connections and of tensorial forms of the principal bundle P (M,G ). The
subscript “loc” means that we only consider the space of local functionals onAP×FP which are polynomials,
as is most relevant for Physics. We need to de�ne the action ζ of a vector �eld Xγ ∈ TγG on Ω0

loc (AP × FP ).
We know that AP × FP can be seen as a principal bundle with structure group G acting on the right as,(

(AP × FP ) × G
) R
−→ (AP × FP ),

(
(ω,β ) × γ

)
7→ Rγ · (ω,β ) := (ωγ ,βγ )

Then g naturally induces fundamental vector �elds on AP × FP through the action R∗ de�ned as,

Xv
λ f

(
ω,β

)
:= R∗ (λ) · f

(
ω,β

)
=

d

dt

�����t=0
f
(
ωexp tλ ,βexp tλ ) =

d

dt

�����t=0
f
(
ω + tDλ,ρ (1 − tλ)β

)
,

with f ∈ Ω0 (AP × FP ) and β tensorial of type (V ,ρ). It seems therefore natural to de�ne the action ζ as,

ζ (Xγ ) = R∗
(
ω
G
(Xγ )

)
.

With this action at hand we can calculate the δ exterior derivative of ω ∈ AP and Ω,ψ ∈ FP which belong
to Ω0

R

(
G,Ω0

loc (AP × FP )
)
. For the connection �rst,

δω (Xγ ) = ζ (Xγ ) · ω = R∗
(
ω
G
(Xγ )

)
· ω =

d

dt

�����t=0

(
ω + tDω

G
(Xγ )

)
= Dω

G
(Xγ ),

→ δω = Dω
G
= dω

G
+ [ω,ω

G
].
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For the curvature next,

δΩ(Xγ ) = ζ (Xγ ) · Ω = R∗
(
ω
G
(Xγ )

)
· Ω =

d

dt

�����t=0

(
Ad(

1−tω
G
(Xγ )

)Ω)
= [Ω,ω

G
(Xγ )],

→ δΩ = [Ω,ω
G

].

For the equivariant mapψ ,

δψ = ζ (Xγ ) ·ψ = R∗
(
ω
G
(Xγ )

)
·ψ =

d

dt

�����t=0

((
1 − tω

G
(Xγ )]

)
ψ

)
= −ρ∗

(
ω
G
(Xγ )

)
ψ ,

→ δψ = −ρ∗
(
ω
G

)
ψ .

Obviously the δ exterior derivative for the Maurer-Cartan form ω
G
∈ Ω1

R (G), with the action ζ (Xγ ) = Xγ ,
gives

δω
G
(X 1

γ ,X
2
γ ) = −ωG[X 1

γ ,X
2
γ ] = −[ω

G
(X 1

γ ),ωG (X
2
γ )] = − 1

2 [ω
G
,ω
G

](X 1
γ ,X

2
γ ),

→ δω
G
= − 1

2 [ω
G
,ω
G

],

which is just the structure equation. The above equations already closely resemble a global version of the
BRS algebra. We are dealing here with a bicomplex for Ω∗R

(
G,Ω0

loc (AP × FP )
)
' Ω∗R (G) ⊗ Λ∗ (P). In this

bicomplex d raises by one the usual form degree and δ does so for the group form degree. Nevertheless the
two operators commute, [d ,δ ] = 0. To make contact more closely with the BRS algebra we de�ne the BRS
operator as

s = (−)pδ ,

where p is the usual form degree. In this way we have the anticommutation of the standard exterior derivative
and of the BRS operator, {d,s} = 0, and the above formulae read,

sω = −Dω
G
, sΩ = [Ω,ω

G
], sψ = −ρ∗

(
ω
G

)
ψ and sω

G
= − 1

2 [ω
G
,ω
G

].

Now we have the bicomplex Ω∗R (G) ⊗ Λ∗ (P) graded by the total degree: de Rham form degree + group form
degree, where d and s act as antiderivatives and such that d̃

2
= (d + s )2 = 0. This is the global version of the

BRS algebra. The above expresses in a compact form all possible in�nitesimal active gauge transformations
of the connection, the curvature and of the equivariant maps on P. A speci�c transformation is picked for a
given vector �eld on G such that ω

G
(Xγ ) = λ ∈ g .

We recover the local (meaning ‘basic’, onM) BRS algebra discussed in the previous section considering
the bicomplex Ω∗R

(
G,Ω0

loc (A × F )
)
' Ω∗R (G) ⊗ Λ∗ (M), where,

sA = −Dv
G
, sF = [F ,v

G
], sφ = −ρ∗

(
v
G

)
φ and sv

G
= − 1

2 [v
G
,v
G

].

Here we de�ned symbolically v
G
= σ ∗ω

G
, with σ : M → P, so that v

G
(Xγ ) = σ

∗λ : M → g. We have an
associated cohomology of s modulo d , H ∗s,d

(
G,Ω0 (A ×F )

)
. The elements of H 0

s,d

(
G,Ω0 (A ×F )

)
are gauge

quasi-invariant local functional of the gauge �elds (Lagrangian). The elements of H 1
s,d

(
G,Ω0 (A × F )

)
are

closed modulo d local functional of the gauge �elds and of a ghost, that is anomalous terms satisfying the
so-called Wess-Zumino consistency condition.

In the following we will always use a matrix formalism to that the graded bracket will be handled by the
matrix bracket. Moreover we will simply write the Maurer-Cartan form/the ghost as a matrix g-valued �eld
v , so that we will have,

sω = −Dv = −dv − ωv −vω, sΩ = [Ω,v] = Ωv −vΩ, sψ = −vψ and sv = −v2. (3.5)
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If we forget a moment about the section ψ , and since the second equation follows from the �rst, the BRS
algebra can be summarized in a single relation. De�ning the so-called algebraic connection ω̃ = ω + v , and
d̃ = d + s on P × G, one has the relation,

Ω̃ = d̃ω̃ + ω̃ ∧ ω̃ = Ω.

The latter is known as the ‘Russian formula’, a name due to Stora. It plays an important role in the derivation
of anomalies. We will say more on the subject in the next chapter.

3.2 The dressing field method in the BRS formalism
In this section we show how the dressing �eld method alters the BRS algebra of a gauge theory. In a manner
very similar to what happens for the connection, dressed to become a composite �eld, the ghost is dressed to
become a ‘composite ghost’. The corresponding BRS algebra, if not trivial, handles the residual gauge freedom
of the composite �elds. The extension to higher-order G-structure is worked out and the BRS version of the
compatibility conditions seen in 2.4.1 are given.

3.2.1 Modifying the BRS algebra

Easy proposition
Consider a gauge theory given by the bundle P (M,H ) with a connection ω and its curvature Ω, together
with a sectionψ of any associated bundle. Given the h-valued ghost v , the BRS algebra is,

sω = −Dv, sΩ =
[
Ω,v

]
, sψ = −ρ∗ (v )ψ , and sv = − 1

2 [v,v].

Then the basic formal result is the following,

Lemma 3 (Modi�ed BRS algebra). For ω̂, Ω̂ and ψ̂ , the composite forms of Lemma 1 and 2, there is a BRS algebra
given by,

sω̂ = −D̂v̂, sΩ̂ =
[
Ω̂,v̂

]
, sψ̂ = −ρ∗ (v̂ )ψ̂ , and sv̂ = − 1

2 [v̂,v̂], (3.6)

for the composite ghost,

v̂ = ū−1vū + ū−1sū . (3.7)

Proof.

• Start with the �rst relation. Given sω = −dv −
[
ω,v

]
, the �rst member of the equality reads

sω = s
(
ūω̂ū−1 + ūdū−1

)
= sū · ω̂ū−1 + ūsω̂ · ū−1 − ūω̂sū−1 + sūdū−1 − ūdsū−1,

= sūū−1 · ūω̂ū−1 + ūsω̂ū−1 + ūω̂ū−1sūū−1 + sūdū−1 + ūd
(
ū−1sūū−1

)
,

=
[
ūω̂ū−1,sūū−1

]
+ ūsω̂ū−1 + sūdū−1 + ūd

(
ū−1sū

)
ū−1 − sūdū−1,

=
[
ūω̂ū−1,sūū−1

]
+ ūsω̂ū−1 + ūd

(
ū−1sū

)
ū−1.

The second member on the other hand just reads, −dv −
[
ūω̂ū−1,v

]
−

[
ūdū−1,v

]
. So the equality is,

sω = −dv −
[
ω,v

]
,

[
ūω̂ū−1,sūū−1

]
+ ūsω̂ū−1 + ūd (ū−1sū

)
ū−1 = −dv −

[
ūω̂ū−1,v

]
−

[
ūdū−1,v

]
.

Now we just isolate the second term in the �rst member,

ūsω̂ū−1 = −dv −
[
ūdū−1,v

]
− ūd

(
ū−1sū

)
ū−1 −

[
ūω̂ū−1,v + sūū−1

]
,
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which in turn gives,

sω̂ = −ū−1dvū −
[
dū−1ū,ū−1vū

]
− d

(
ū−1sū

)
−

[
ω̂,ū−1vū + ū−1sū

]
,

= −ū−1dvū − dū−1vū + ū−1vdū − d
(
ū−1sū

)
−

[
ω̂,ū−1vū + ū−1sū

]
,

= −d
(
ū−1vū + ū−1sū

)
−

[
ω̂,ū−1vū + ū−1sū

]
,

sω̂ = −dv̂ −
[
ω̂,v̂

]
= −D̂v̂

• The second relation is easier to treat. Starting with sΩ =
[
Ω,v

]
whose �rst member is,

sΩ = s (ūΩ̂ū−1
)
= sū · Ω̂ū−1 + ūsΩ̂ · ū−1 + ūΩ̂sū−1,

= sūū−1 · ūΩ̂ū−1 + ūsΩ̂ū−1 − ūΩ̂ū−1sūū−1 = −
[
ūΩ̂ū−1,sūū−1

]
+ ūsΩ̂ū−1.

The second member just reads,
[
Ω,v

]
=

[
ūΩ̂ū−1,v

]
. So it is easily found that,

ūsΩ̂ū−1 =
[
ūΩ̂ū−1,v − ūsū−1

]
,

which in turn gives,

sΩ̂ =
[
Ω̂,ū−1 (v − ūsū−1)ū−1

]
,

=
[
Ω̂,ū−1vū + ū−1sū

]
,

sΩ̂ =
[
Ω̂,v̂

]
.

• The third relation is even easier.

sψ = −ρ∗ (v )ψ ,

s
(
ρ (ū)ψ̂

)
= −ρ∗ (v )ρ (ū)ψ̂ ,

sρ (ū) · ψ̂ + ρ (ū)sψ̂ = −ρ∗ (v )ρ (ū)ψ̂ .

It is then easily seen that,

sψ̂ = −ρ (ū−1)ρ∗ (v )ρ (ū)ψ̂ − ρ (ū
−1)sρ (ū)ψ̂ ,

= −ρ∗
(
ū−1vū + ū−1sū

)
ψ̂ ,

sψ̂ = −ρ∗ (v̂ )ψ̂ .

• Finally, the fourth relation is easily checked,

− 1
2

[
v̂,v̂

]
= − 1

2

[
ū−1vū + ū−1sū,ū−1vū + ū−1sū

]
,

= − 1
2

[
ū−1vū,ū−1vū

]
−

[
ū−1vū,ū−1sū

]
− − 1

2

[
ū−1sū,ū−1sū

]
,

= ū−1
(
− 1

2 [v,v]
)
ū − ū−1vsū − ū−1sū ū−1vū + sū−1sū,

= u−1svū − ū−1vsū + sū−1vū + s (ū−1sū) = s (ū−1vū) + s (ū−1sū),

− 1
2

[
v̂,v̂

]
= sv̂ .

�

Corollary 2 (Modi�ed Russian formula). From the above new BRS algebra follows an associated Russian for-
mula,

(d + s )
(
ω̂ + v̂

)
+ 1

2

[
ω̂ + v̂, ω̂ + v̂

]
= dω̂ + 1

2

[
ω̂,ω̂

]
= Ω̂. (3.8)
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The three most relevant possibilities
The modi�ed BRS algebra of Lemma 3 can take various forms according to the actual expression of the com-
posite ghost, that is according to the BRS transformation of the map ū. But only three are of direct impor-
tance.

First suppose that the map ū : P → H has gauge-like �nite transformation underH so that ūγ = γ−1ūγ ,
for γ ∈ H . Then its BRS transformation, mimicking in�nitesimal gauge transformations with the ghost v as
h-valued parameter, is

sū =
[
ū,v

]
. (3.9)

This implies that the composite ghost (3.7) reads,

v̂ = ū−1vū + ū−1sū = ū−1vū + ū−1
[
ū,v

]
= ū−1vū + ū−1ūv − ū−1vū = v .

The ghost is thus invariant. This should not surprise us since with gauge-like transformation ū = α ∈ H , so
that ω̂ = ωα , Ω̂ = Ωα and ψ̂ = ψ α are still H -gauge �elds which are actually gauge transformations of ω, Ω
andψ respectively. The BRS algebra of the theory is of course the same, namely (3.6) gives,

sωα = −Dαv, sΩα =
[
Ωα ,v

]
, sψ α = −ρ∗ (v )ψ

α and sv = − 1
2

[
v,v

]
.

Besides the algebraic connection ω + v on P × H provides a composite algebraic connection ω̂ + v̂ = ωα + v
which still lives on P ×H .

Suppose now that ū : P → H is a dressing �eld2 for the full group H so that ūγ = γ−1ū, for γ ∈ H .
Then its BRS transformation is,

sū = −vū . (3.10)

This implies that the composite ghost reads,

v̂ = ū−1vū + ū−1sū = ū−1vū − ūvū = 0.

The ghost is thus annihilated by a full dressing �eld, and the modi�ed BRS algebra (3.6) reduces to the trivial
algebra,

sω̂ = 0, sΩ̂ = 0, and sψ̂ = 0. (3.11)

This is no surprise for we know that ū being a full dressing, ω̂, Ω̂ and ψ̂ are H -invariant forms on P. This
is precisely what expresses the trivial BRS algebra (3.11), which is the in�nitesimal counterpart of Lemma 1.
Besides the algebraic connection ω +v on P ×H dresses as ω̂ + v̂ = ω̂ which lives on P/H ' M.

Finally the last but not least interesting case is when ū : P → K , for K ⊂ H a subgroup, such that
ūγ1 = γ−1

1 ū for γ1 ∈ K . For now we left unspeci�ed the transformation ūγ0 for γ0 ∈ H /K . Suppose we can
�nd a complement, p, to k in h, so that h = k + p. The BRS operator would then split as s = sh = sk + sp and the
associated ghost as v = vh = vk +vp. The BRS transformations of the dressing �eld are then,

sū = shū = skū + spū = −vkū + spū, (3.12)

with the transformation under sp unspeci�ed for now. This implies for the composite ghost,

v̂ = ū−1vhū + ū
−1shū,

= ū−1vkū + ū
−1vpū − ū

−1vkū + ū
−1spū,

v̂ = ū−1vpū + ū
−1spū =: v̂p . (3.13)

2Again we allow the terminological freedom to call the map ū on P ‘dressing �eld’ when strictly speaking the name is for the
pull-back u = σ ∗ū on U ⊂ M.
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The K subgroup is neutralized in a way similar to the previous case, and the composite ghost v̂p only depends
on the remaining gauge symmetry. So that the modi�ed BRS algebra (3.6) is,

sω̂ = −D̂v̂p, sΩ̂ =
[
Ω̂,v̂p

]
, sψ̂ = −ρ∗ (v̂p)ψ̂ , and sv̂p = −

1
2

[
v̂p,v̂p

]
. (3.14)

This reduced BRS algebra handles the in�nitesimal residual gauge freedom of the composite forms ω̂,
Ω̂ and ψ̂ . This is the in�nitesimal counterpart of Lemma 2. Besides the algebraic connection ω +v on P ×H
reduces to the composite algebraic connection ω̂ + v̂ = ω̂ + v̂p on P/H ×H /K .

Of course it is easy to pull-back these constructions on U ⊂ M and to obtain, with the dressing �eld
u = σ ∗ū, the very same modi�ed BRS algebras in each case replacing ω̂ by Â, Ω̂ by F̂ , ψ̂ by φ̂ and noting the
pull-back of the ghost by the same letter, v = σ ∗v :M → h.

These cover the three cases of reduction of gauge symmetry (none, total, partial) and in the last case it
is shown how the reduced BRS algebra handles the residual gauge freedom. We are now ready to apply the
scheme to higher-order G-structure and give the BRS counterpart of the construction performed in section
2.4.1

3.2.2 Reduced BRS algebra and higher-order G-structures
Let us remind the setup. We suppose our principal bundle P (M,H ) has a structure group which can be
written as a product of subgroups H = K0K1 · · ·Kn =

n∏
i=0

Ki . This means that its Lie algebra can be written as
n∑
i=0
ki . The BRS operator and the corresponding ghost split as,

s =
n∑
i=0

si =: s̄n , and v =
n∑
i=0

vi =: v̄n . (3.15)

Given a connection 1-form ω on P =: Pn , which is a connection on any Pn−i by restriction, its BRS transfor-
mations are,

siω = −Dvi = −dvi −
[
ω,vi

]
, i ∈ [0, . . . ,n], (3.16)

sω = −Dv = −dv −
[
ω,v

]
.

These are the in�nitesimal counterparts of (2.14). The bundle P := Pn is a bundle over M with structure
groupH , but also a bundle over Pn−1 with structure groupKn . I refer to 2.4.1 for the description of the various
�brations.

We’ve then supposed that we had several dressing �elds, ui : Pi → Ki ,3 liable to help neutralizing the
various subgroups Ki and reduce, step by step, Pi to Pi−1. For this to be possible the dressing �elds have to
satisfy compatibility conditions whose BRS versions are,

siui = −viui , (3.17)

which is just the dressing �eld BRS transformation law that warrant the possibility to reduce Pi to Pi−1 for
any i . This is the BRS counterpart of (2.26). Then,

sjui =
[
ui ,vj

]
for j < i, (3.18)

which is necessary for the ith dressed �elds to behave as genuine gauge �elds under the lower order jth gauge
subgroups so that a new dressing operation makes sense. This is the BRS conterpart of (2.27). Finally,

sjui = 0 for j > i, (3.19)
3Again, for convenience I drop the bar over ūi in this section. Keep then in mind that we should not confuse the map with its

pull-back. This should be clear from the context.
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which must be so in order for the ith dressed �elds to remain invariant under higher order jth gauge trans-
formations and to pass down to well de�ned forms on the reduced bundle Pi−1. This is the BRS counterpart
of (2.28).

We already know that thanks to this compatibility conditions the successive composite forms, ωi , Ωi and
ψi are well behaved. To understand what happens at the level of the BRS algebra, we then only need to control
the behavior of the composite ghost. This time again it is easier to appreciate the scheme by working out the
�rst steps of the recursive process.

Reductions step by step Given ω, Ω andψ on Pn := P (M ,K̄n ), with K̄n :=
n∏
i=0

Ki = H , and (3.15), we note

BRSn the initial total algebra and BRSi the subalgebras at each stage i ∈ [0, . . .n], given respectively by,

s̄nω = −Dv̄n , s̄nΩ =
[
Ω,v̄n

]
, s̄nψ = −ρ∗ (v̄n )ψ , and s̄nv̄n = −

1
2

[
v̄n ,v̄n

]
,

siω = −Dvi , siΩ =
[
Ω,vi

]
, siψ = −ρ∗ (vi )ψ , and sivi = −

1
2

[
vi ,vi

]
.

Now with the map un : Pn → Kn we form the composite forms ωn := ωun , Ωn := Ωun andψn = ψun . We
already know that they live on Pn−1 := P (M,K̄n−1) ' Pn/Kn where they behave as genuine gauge forms.
This should be re�ected by the BRS algebras. Let us see what happens to the composite ghost.

v̂n : = v̄unn = u−1
n v̄nun + u

−1
n s̄nun ,

= u−1
n

n∑
k=0

vkun + u
−1
n

n∑
k=0

skun ,

= u−1
n

n−1∑
k=0

vkun + u
−1
n vnun + u−1

n

n−1∑
k=0

skun + u
−1
n snun ,

= u−1
n

n−1∑
k=0

vkun + u
−1
n vnun + u−1

n

n−1∑
k=0

[
un ,vk

]
+ un

(
−vnun

)
, where (3.18) and (3.17) are used,

v̂n =
n−1∑
k=0

vk =: v̄n−1.

We thus see that in the composite ghost, the ghost vn associated to the group Kn is killed by the dressing un ,
and remains only the ghost v̄n−1 associated to the group K̄n−1 which is the structure group of Pn−1. The �rst
subalgebra of the modi�ed BRS algebra of Lemma 3 is therefore,

snωn = 0, snΩn = 0 and snψn = 0, .

We note BRSn,n = 0 to signify its triviality. This re�ects the expected Kn-invariance of the composite forms.
The non-trivial part of the modi�ed BRS algebra is the residual total algebra BRSn−1,n given by,

s̄n−1ωn = −Dnv̄n−1, s̄n−1Ωn =
[
Ωn ,v̄n−1

]
, s̄n−1ψn = −ρ∗ (v̄n−1)ψn , s̄n−1v̄n−1 = −

1
2

[
v̄n−1,v̄n−1

]
,

where Dn := d +
[
ωn ,

]
. And we have the subalgebras BRSi,n for i ∈ [0, . . .n − 1],

siωn = −Dnvi , siΩn =
[
Ωn ,vi

]
, siψn = −ρ∗ (vi )ψn , and sivi = −

1
2

[
vi ,vi

]
.

This modi�ed BRS algebra expresses the fact that the Kn-invariant composite forms are genuine K̄n−1-gauge
forms on Pn−1. Schematically we have the reduction,

Pn
un
−−−−−→ Pn−1 BRSn

un
−−−−−→ BRSn−1,n
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We can carry on the process a step further with a map un−1 : Pn−1 → Kn−1. We have the composite forms
ωn−1 := ωun−1

n , Ωn−1 := Ωun−1
n andψn−1 = ψ

un−1
n . Since according to (3.19) snun−1 = 0, we have,

snωn−1 = 0, snΩn−1 = 0 and snψn−1 = 0.

We note BRSn,n−1 = 0. So the new composite forms live on Pn−2 := P (M,K̄n−2) ' Pn−1/Kn−1. A calculation
exactly similar to the above one proves that the new composite ghost is,

v̂n−1 : = v̄un−1
n−1 = u

−1
n−1v̄n−1un−1 + u

−1
n−1s̄n−1un−1 = . . . =

n−2∑
k=0

vk =: v̄n−2.

Then in this new composite ghost, the ghost vn−1 associated to the group Kn−1 is killed by the dressing un−1,
and it remains only the ghost v̄n−2 associated to the group K̄n−2 which is the structure group of Pn−2. The
�rst subalgebra of the new modi�eld BRS algebra is therefore,

sn−1ωn−1 = 0, sn−1Ωn−1 = 0 and sn−1ψn−1 = 0, .

We note BRSn−1,n−1 = 0. This re�ects the expected Kn−1-invariance of the composite forms. The non-trivial
part of the new modi�ed BRS algebra is the residual total algebra BRSn−2,n−1 given by,

s̄n−2ωn−1 = −Dn−1v̄n−2, s̄n−2Ωn−1 =
[
Ωn−1,v̄n−2

]
, s̄n−2ψn−1 = −ρ∗ (v̄n−2)ψn−1,

and s̄n−2v̄n−2 = −
1
2

[
v̄n−2,v̄n−2

]
,

where Dn−1 := d +
[
ωn−1,

]
. And we have the subalgebras BRSi,n−1 for i ∈ [0, . . .n − 2],

siωn−1 = −Dn−1vi , siΩn−1 =
[
Ωn−1,vi

]
, siψn−1 = −ρ∗ (vi )ψn−1, and sivi = −

1
2

[
vi ,vi

]
.

This re�ects the fact that the Kn−1-invariant composite forms are genuine K̄n−2-gauge forms on Pn−2. With
this second step, schematically we have the reductions,

Pn−1
un−1
−−−−−→ Pn−2 BRSn−1,n

un−1
−−−−−→ BRSn−2,n−1

Clearly this is an iterative process, and step by step we have the succession of reductions,

Pn
un
−−−−−→ Pn−1

un−1
−−−−−→ Pn−2

un−2
−−−−−→ . . .

ui
−−−−−→ Pi−1

ui−1
−−−−−→ . . .

BRSn
un
−−−−−→ BRSn−1,n

un−1
−−−−−→ BRSn−2,n−1

un−2
−−−−−→ . . .

ui
−−−−−→ BRS i−1,i

ui−1
−−−−−→ . . .

Of course it is possible to skip intermediate steps and to reduce several stages in a single move.

Reduction in a single step We want to reduce Pn to Pi−1 so BRSn to BRS i−1,i , for any i < n in a single step.

In section 2.4.1 of chapter 2 it was shown that the bundle reduction can be achieved by the dressing
i∏

k=n
uk ,

with well de�ned forms ωi , Ωi and ψi . It then just remains to calculate the composite ghost under such a
dressing. To this end we will need two results which we now prove. The �rst gives the BRS transformation
of the dressing under any Kj with j ≥ i ,

sj

i∏
k=n

uk = sjun ·
i∏

k=n−1
uk + unsjun−1 ·

i∏
k=n−2

uk + unun−1sjun−2 ·
i∏

k=n−3
uk + . . . ,

= sjun ·
i∏

k=n−1
uk +

i∑
l=n−1

( l+1∏
k=n

uk · sjul ·
i∏

k=l−1
uk

)
,

= sjun ·
i∏

k=n−1
uk +

j+1∑
l=n−1

( l+1∏
k=n

uk · sjul ·
i∏

k=l−1
uk

)
+

j+1∏
k=n

uk · sjuj ·
i∏

k=j−1
uk +

i∑
l=j−1

( l+1∏
k=n

uk · sjul ·
i∏

k=l−1
uk

)
︸                               ︷︷                               ︸

=0, according to (3.19)

,
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Now according to (3.18) and (3.17) we have,

sj

i∏
k=n

uk =
[
un ,vj

]
·

i∏
k=n−1

uk +

j+1∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

j+1∑
l=n−1

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)

−

j+1∏
k=n

uk · vjuj ·
i∏

k=j−1
uk ,

=
[
un ,vj

]
·

i∏
k=n−1

uk +

j+1∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

j∑
l=n−1

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
.

Developing the �rst and last term,

sj

i∏
k=n

uk = unvj ·

i∏
k=n−1

uk −vjun ·
i∏

k=n−1
uk +

j+1∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

n∏
k=n

uk · vjun−1 ·
i∏

k=n−2

uk

−

j∑
l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
,

= −vj

i∏
k=n

uk +

j+1∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

j∑
l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
.

By inspection it is clear that the last two terms are the same so we �nally obtain,

sj

i∏
k=n

uk = −vj

i∏
k=n

uk , forj ≥ i . (3.20)

This is the in�nitesimal analogue of (2.29) and indicates that the string of dressing �eds
i∏

k=n
uk is a dressing

�eld in its own right under any subgroup Kj with j ≥ i . The second result we need is a variant; the BRS
transformation of the above dressing under any Kj with j < i ,

sj

i∏
k=n

uk = sjun ·
i∏

k=n−1
uk +

i∑
l=n−1

( l+1∏
k=n

uk · sjul ·
i∏

k=l−1
uk

)
,

=
[
un ,vj

]
·

i∏
k=n−1

uk +
i∑

l=n−1

( l+1∏
k=n

uk ·
[
ul ,vj

]
·

i∏
k=l−1

uk

)
, according to (3.18),

=
[
un ,vj

]
·

i∏
k=n−1

uk +
i∑

l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

i∑
l=n−1

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
.
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Developing the �rst and last term,

sj

i∏
k=n

uk = unvj ·

i∏
k=n−1

uk −vjun ·
i∏

k=n−1
uk +

i∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

n∏
k=n

uk · vjun−1 ·
i∏

k=n−2

uk

−

i∑
l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
,

= −vj ·
i∏

k=n

uk +
i∑

l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

i∑
l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
,

= −vj ·
i∏

k=n

uk +
i+1∑

l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
+

i+1∏
k=n

uk · uivj −
i∑

l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
,

=
[ i∏
k=n

uk ,vj
]
+

i+1∑
l=n−1

( l+1∏
k=n

uk · ulvj ·
i∏

k=l−1
uk

)
−

i∑
l=n−2

( l+1∏
k=n

uk · vjul ·
i∏

k=l−1
uk

)
.

Again the last two terms are the same so that we obtain,

sj

i∏
k=n

uk =
[ i∏
k=n

uk ,vj
]
, forj < i . (3.21)

With these two technical results it is now easy to obtain the action of the complete BRS operator on the

dressing �eld
i∏

k=n
uk ,

s̄n
( i∏
k=n

uk
)
=

n∑
j=0

sj
( i∏
k=n

uk
)
=

n∑
j=0

(
sj

i∏
k=n

uk
)
=

i−1∑
j=0

(
sj

i∏
k=n

uk
)
+

n∑
j=i

(
sj

i∏
k=n

uk
)
,

=

i−1∑
j=0

[ i∏
k=n

uk ,vj
]
−

n∑
j=i

(
vj

i∏
k=n

uk
)
, by (3.21) and (3.20) respectively,

=

i−1∑
j=0

( i∏
k=n

ukvj
)
−

i−1∑
j=0

(
vj

i∏
k=n

uk
)
−

n∑
j=i

(
vj

i∏
k=n

uk
)
,

=
( i∏
k=n

uk
) ( i−1∑

j=0
vj

)
−

( n∑
j=0

vj
) ( i∏

k=n

uk
)
,

s̄n
( i∏
k=n

uk
)
= −v̄n

( i∏
k=n

uk
)
+

( i∏
k=n

uk
)
v̄i−1. (3.22)

It is now straightforward to obtain the composite ghost,

v̂i : = v̄

( i∏
k=n

uk
)

n =
( i∏
k=n

uk
)−1

v̄n
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

s̄n
( i∏
k=n

uk
)
,

=
( i∏
k=n

uk
)−1

v̄n
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

(
− v̄n

( i∏
k=n

uk
)
+

( i∏
k=n

uk
)
v̄i−1

)
,

v̂i = v̄i−1. (3.23)

This means that vj = 0 for j ∈ [n, . . . ,i] so that,

sjωi = 0, sjΩi = 0, and sjψi = 0, we note BRS j,i = 0 forj ∈ [n, . . . ,i].
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And the non-trivial algebra is BRS i−1,i ,

s̄i−1ωi = −Div̄i−1, s̄i−1Ωi =
[
Ωi ,v̄i−1

]
, s̄i−1ψi = −ρ∗ (v̄i−1)ψi , and s̄i−1v̄i−1 = −

1
2

[
v̄i−1,v̄i−1

]
,

where Di := d +
[
ωi ,

]
. And we have the subalgebras BRS j,i for j ∈ [i − 1, . . . ,0],

sjωi = −Divj , sjΩi =
[
Ωi ,vj

]
, sjψi = −ρ∗ (vj )ψi , and sjvj = −

1
2

[
vj ,vj

]
.

This re�ects the fact that theKj
���j≥i -invariant composite forms are genuine K̄i−1-gauge forms onPi−1. Schemat-

ically we have the reduction,

Pn

i∏
k=n

uk

−−−−−−−−−−→ Pi−1 BRSn

i∏
k=n

uk

−−−−−−−−−−→ BRS i−1,i

From here, a new dressing operation would make sense. And the process of reduction could go on. Clearly

enough if we have dressings down to i = 0 then (3.22) reduces to s̄n
(

0∏
k=n

uk

)
= −v̄n

(
0∏

k=n
uk

)
and the composite

ghost vanishes. It then provides a trivialized BRS algebra as in (3.11), which is in accordance with the fact

that
0∏

k=n
uk reduces Pn toM and that the �elds ω0, Ω0 andψ0 belong to the natural geometry ofM and have

no remaining gauge freedom.

A non-trivial final modified BRS algebra A stop is reached if the compatibility condition (3.18) does not
hold for j < i so that the Kj

���j≥i -invariant composite forms ωi , Ωi and ψi won’t behave as usual K̄i−1-gauge
forms on Pi−1 (that is as a connection, a curvature and a section respectively). The latter nevertheless display
a K̄i−1-gauge freedom whose in�nitesimal version is given by a modi�ed BRS algebra ultimately depending
on a �nal composite ghost. To �nd the expression of this �nal ghost we need to compute again the action

of the full BRS operator on the dressing
i∏

k=n
uk , remembering this time that since the compatibility condition

(3.18) does not hold for j < i the result (3.21) does not hold either. Then,

s̄n
( i∏
k=n

uk
)
=

n∑
j=0

sj
( i∏
k=n

uk
)
=

i−1∑
j=0

sj
( i∏
k=n

uk
)
+

n∑
j=i

(
sj

i∏
k=n

uk
)
,

=

i−1∑
j=0

sj
( i∏
k=n

uk
)
−

n∑
j=i

(
vj

i∏
k=n

uk
)
, by (3.20),

=

i−1∑
j=0

sj
( i∏
k=n

uk
)
−

( n∑
j=i

vj
) ( i∏

k=n

uk
)
,

s̄n
( i∏
k=n

uk
)
= s̄i−1

( i∏
k=n

uk
)
−

( n∑
j=i

vj
) ( i∏

k=n

uk
)
.
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The �nal composite ghost is then,

v̂i : = v̄

( i∏
k=n

uk
)

n =
( i∏
k=n

uk
)−1

v̄n
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

s̄n
( i∏
k=n

uk
)
,

=
( i∏
k=n

uk
)−1

i−1∑
j=0

vj
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1 n∑

j=i

vj

( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

s̄i−1
( i∏
k=n

uk
)

−
( i∏
k=n

uk
)−1 n∑

j=i

vj

( i∏
k=n

uk
)
,

v̂i =
( i∏
k=n

uk
)−1

v̄i−1
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

s̄i−1
( i∏
k=n

uk
)
. (3.24)

This expression, analogue to (3.13), is important and we will soon consider an explicite application to Cartan-
Möbius geometry. We see that again vj = 0 for j ∈ [n, . . . ,i] so that

sjωi = 0, sjΩi = 0, and sjψi = 0, and note BRS j,i = 0 for j ∈ [n, . . . ,i].

The �nal modi�ed BRS algebra BRS
f
i−1,i , generalization of (3.14), reads

s̄i−1ωi = −Div̂i , s̄i−1Ωi =
[
Ωi ,v̂i

]
, s̄i−1ψi = −ρ∗ (v̂i )ψi , and s̄i−1v̂i = −

1
2

[
v̂i ,v̂i

]
, (3.25)

where Di := d +
[
ωi ,

]
. If we also de�ne ṽi :=

( i∏
k=n

uk
)−1

vi−1
( i∏
k=n

uk
)
+

( i∏
k=n

uk
)−1

si−1
( i∏
k=n

uk
)
, we have

the �nal subalgebras BRS f
j,i for j ∈ [i − 1, . . . ,0],

sjωi = −Diṽj , sjΩi =
[
Ωi ,ṽj

]
, sjψi = −ρ∗ (ṽj )ψi , and sjṽj = −

1
2

[
ṽj ,ṽj

]
.

Schematically this is the reduction,

Pn

i∏
k=n

uk

−−−−−−−−−−→ Pi−1 BRSn

i∏
k=n

uk

−−−−−−−−−−→ BRS
f
i−1,i

In the next section we consider two applications. One, trivial, to General Relativity. The second is the BRS
version of the example of Cartan-Möbius geometry treated in 2.4.2. We will also see how the latter connects
to recent litterature on the Weyl anomaly.

3.3 Applications

3.3.1 General Relativity
We here consider the BRS treatment of GR. We brie�y recall the setup given in section 2.3.2. We work with a
Cartan geometry modeled on the Klein pair (G,H ) whereG is the Poincaré group, H = SO the Lorentz group
and the associated homogeneous space is the n-dimensional Minkowski space. The principal bundle of this
Cartan geometry is the �rst-order structure P (M,SO ) where live the Cartan connection and its curvature
whose pull-backs are,

ϖ = A + θ =

(
A θ
0 0

)
, Ω = R + Θ =

(
R Θ
0 0

)
=

(
dA +A ∧A dθ +A ∧ θ

0 0

)
,

where A is the Lorentz/spin connection, θ is the vielbein 1-form. Our dressing �eld was u ∼ e :M → GL and
we had in matrix form the composite �elds,

ϖ̂ = u−1ϖu + u−1du =

(
e−1 0
0 1

) (
A θ
0 0

) (
e 0
0 1

)
+

(
e−1 0
0 1

)
d

(
e 0
0 1

)
=

(
e−1Ae + e−1de e−1θ

0 0

)
=:

(
Γ dx
0 0

)
,
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where we established that Γ is a metric linear connection, and

Ω̂ = u−1Ωu = D̂ϖ̂ = dϖ̂ + ϖ̂ ∧ ϖ̂ =

(
dΓ + Γ ∧ Γ Γ ∧ dx

0 0

)
=

(
R̂ T
0 0

)
,

where R̂ is the Riemann curvature and T is the torsion, both written with space-time indices.

The initial BRS algebra Given the �nite gauge element γ =
(
S 0
0 1

)
with S ∈ SO , we have the initial ghost

v =

(
vL 0
0 0

)
withvL ∈ so, the subscript L standing for ‘Lorentz’. The initial BRS algebra of General Relativity

is,

sϖ = −Dv, sΩ =
[
Ω,v

]
and sv = 1

2

[
v,v

]
= −v2.

Here the bracket is the matrix bracket, this is why the bracket of v with itself can be written as a square.
Explicitely this gives,(

sA sθ
0 0

)
= −

(
dvL 0

0 0

)
−

(
A θ
0 0

) (
vL 0
0 0

)
−

(
vL 0
0 0

) (
A θ
0 0

)
= *

,
−dvL −

[
A,vL

]
−vLθ

0 0
+
-
,

(
sR sΘ
0 0

)
=

(
R Θ
0 0

) (
vL 0
0 0

)
−

(
vL 0
0 0

) (
R Θ
0 0

)
= *

,

[
R,vL

]
−vLΘ

0 0
+
-
,

(
svL 0
0 0

)
=

(
− 1

2v
2
L 0

0 0

)
.

The modified BRS algebra The key element of the new algebra is of course the composite ghost. To �nd
its expression we only need to �nd how the dressing �eld u transforms under the action of the (initial) BRS
operator. As a dressing �eld its �nite gauge transformation is given by,

uγ = γ−1u →

(
eS 0
0 1

)
=

(
S−1e 0

0 1

)
, hence the BRS transformation, su = −vu →

(
se 0
0 0

)
=

(
−vLe 0

0 0

)
.

Therefore the composite ghost is,

v̂ = u−1vu + u−1su = u−1vu + u−1 (−vu) = 0, (3.26)

and we have the trivial modi�ed BRS algebra,

sϖ̂ =

(
sΓ sdx
0 0

)
= 0, sΩ̂ =

(
sR̂ sT
0 0

)
= 0. (3.27)

This expresses the invariance of the coordinate chart under gauge transformation, which is obvious, and the
SO-invariance of Γ, R̂ and T . A fact that we knew already from our �nite analysis of the last chapter. The
�elds ω̂ and Ω̂ belongs to the natural geometry ofM and are blind to any gauge structure, the latter being
neutralized by the dressing �eld u, as the vanishing of the composite ghost v̂ testi�es. Lets now turn to a less
trivial example.

3.3.2 Cartan-Möbius geometry

Let us recall the setup of this geometry. The underlying bundle is a 2nd-order G-structure P (M,H ) whose
structure group can be decomposed as

H = K0K1 =W · SO · K1 =




*..
,

z 0 0
0 1 0
0 0 z−1

+//
-

*..
,

1 0 0
0 S 0
0 0 1

+//
-

*..
,

1 r 1
2rr

t

0 1 r t

0 0 1

+//
-

�����
z ∈ R∗, S ∈ SO (r ,s ), r ∈ R(r ,s )∗



.
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Its Lie algebra is graded and can be decomposed as h = h0 + h1 = co(r ,s ) + R(r ,s )∗ = R + so(r ,s ) + R(r ,s )∗. In
matrix form we get,

h =




*..
,

ϵ 0 0
0 0 0
0 0 −ϵ

+//
-
+

*..
,

0 0 0
0 s 0
0 0 0

+//
-
+

*..
,

0 ι 0
0 0 ιt

0 0 0

+//
-

�����
ϵ ∈ R∗ s ∈ so(r ,s ), ι ∈ R(r ,s )∗




The graded Lie algebra of the principal group in the Klein pair (G,H ) modeling the Cartan-Möbius geometry
is g = g−1 + g0 + g1 = R

(r ,s ) + h. The normal Cartan connection and its curvature are then,

ϖ =
*..
,

a α 0
θ A α t

0 θ t −a

+//
-
, and Ω =

*..
,

0 Π 0
0 F Πt

0 0 0

+//
-
=

*..
,

0 dα + α (A − a1) 0
0 dA +A2 + θα + α tθ t dα t + (A + a1)α t

0 0 0

+//
-
.

We restrict our considerations to the normal geometry for it is naturally equivalent to a conformal class of
metrics onM. The initial total algebra BRS1 of the geometry is,

sω = −Dv, sΩ =
[
Ω,v

]
, and sv = − 1

2

[
v,v

]
,

whose explicit form is not needed for now. The initial ghost decomposes according to the grading of h,

v = vW +vL +v1 =
*..
,

ϵ 0 0
0 0 0
0 0 −ϵ

+//
-
+

*..
,

0 0 0
0 vL 0
0 0 0

+//
-
+

*..
,

0 ι 0
0 0 ιt

0 0 0

+//
-
, (3.28)

so that we can write s = s0+s1 = sW +sL +s1 and get three subalgebras, BRSW , BRSL and BRS1 corresponding
to each ghost. We will now follow the scheme of the last section and reduce the BRS algebra step by step.

First reduction

We know that we have a dressing �eldu1 : U → K1, to which we give the matrix expressionu1 =
*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
.

We then form the composite �elds,

ϖ1 := ϖu1 =
*..
,

0 α1 0
θ A1 α t1
0 θ t 0

+//
-
, and Ω1 := Ωu1 =

*..
,

0 Π1 0
0 F1 Πt

1
0 0 0

+//
-
=

*..
,

0 dα1 + α1A1 0
0 dA1 +A

2
1 + θα1 + α

t
1θ

t dα t1 +A1α
t
1

0 0 0

+//
-
.

In the last chapter we identi�edA1 with the Lorentz/spin connection. Furthermore since we are in the normal
case F1 = F is the Weyl curvature 2-form, α1 is the Schouten 1-form and Π1 is the Cotton 2-form. As to the
�rst composite ghost it reads,

v̂1 := vu1 = u−1
1 vu1 + u

−1
1 su1 = u

−1
1

(
vW +vL +v1

)
u1 + u

−1
1

(
sW + sL + s1

)
u1.

We thus need to know the action of the various BRS operators on the dressing �eldu1. Here the compatibility
conditions enter the game. Indeed on account of (2.35) and (2.36) we have,

s1u1 = −v1u1 and sLu1 =
[
u1,vL

]
, (3.29)

which are nothing but instances of (3.17) and (3.18). The �rst composite ghost is then,

v̂1 = u
−1
1 vWu1 + u

−1
1 vLu1 + u

−1
1 v1u1 + u

−1
1 sWu1 + u

−1
1

[
u1,vL

]
− u−1

1 v1u1,

v̂1 = u
−1
1 vWu1 + u

−1
1 sWu1 +vL .
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We can already see that the ghost v1 has been killed by the dressing u1 so that the subalgebra corresponding
to s1 is now trivial,

s1ω1 = 0 and s1Ω1 = 0. We note BRS1,1 = 0. (3.30)

This expresses the K1-invariance of the composite �elds ϖ1 and Ω1 which live on P0 = P (M,K0) ' P1/K1.
The BRS operator s = s0+s1 = sW +sL+s1 has been reduced to s0 = sW +sL . The latter handles the in�nitesimal
gauge freedom on P0 as we now see.

There remains to �nd the transformation of the dressing u1 under sW to get an explicit matrix expression
for the composite ghost. To do this, recalling that q = a · e−1, we just need the �rst relation of the subalgebra
BRSW which is sWϖ = −DvW . Explicitely,

sW
*..
,

a α 0
θ A α t

0 θ t −a

+//
-
=

*..
,

−dϵ −ϵα 0
−θϵ 0 α tϵ

0 ϵθ t dϵ

+//
-
.

From this we �nd,

sW a = −dϵ → sW a · dx = −dx · ∂ϵ → sW a = ∂ϵ ,

sW θ = −θϵ → sW e · dx = −e · dx ϵ → sW e = e ϵ .

Be careful with the notation a = a · dx which stands for a = aµdx
µ , and recall that ϵ is a ghost which

anticommutes with odd forms. Compute now,

sW q = sW (a · e−1) = sW a · e−1 + a · sW e−1 = ∂ϵ · e−1 − ϵa · e−1 = ∂ϵ · e−1 − ϵq. (3.31)

Similar calculations give,

sW qt = −ϵqt + η−1 (e−1)T · ∂ϵ , and sW
(

1
2qq

t
)
= −ϵqqt + ∂ϵ · e−1qt (3.32)

It is now easy to �nd,

u−1
1 sWu1 =

*..
,

1 −q 1
2qq

t

0 1 −qt

0 0 1

+//
-

*..
,

0 sW q sW
(

1
2qq

t
)

0 0 sW qt

0 0 0

+//
-
,

=
*..
,

1 −q 1
2qq

t

0 1 −qt

0 0 1

+//
-

*..
,

0 −ϵq + ∂ϵ · e−1 −ϵqqt + ∂ϵ · e−1qt

0 0 −ϵqt + η−1 (e−1)T · ∂ϵ
0 0 0

+//
-
,

=
*..
,

0 −ϵq + ∂ϵ · e−1 0
0 0 −ϵqt + η−1 (e−1)T · ∂ϵ
0 0 0

+//
-
.

Find also,

u−1
1 vWu1 =

*..
,

1 −q 1
2qq

t

0 1 −qt

0 0 1

+//
-

*..
,

ϵ 0 0
0 0 0
0 0 −ϵ

+//
-

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
=

*..
,

ϵ 0 − 1
2qq

tϵ
0 0 qtϵ
0 0 −ϵ

+//
-

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
=

*..
,

ϵ ϵq 0
0 0 qtϵ
0 0 −ϵ

+//
-
.

Finally we obtain the �rst composite ghost,

v̂1 =
*..
,

ϵ ∂ϵ · e−1 0
0 vL η−1 (e−1)T · ∂ϵ
0 0 −ϵ

+//
-
. (3.33)
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From the form of this ghost we see that the subalgebra corresponding to vL is unchanged,

sLϖ1 = −D1vL and sLΩ1 =
[
Ω1,vL

]
,

where here D1 = d +
[
ϖ1,

]
. This means that ϖ1 and Ω1 still behave as connection and curvature under

the group SO , as warranted by the second compatibility condition in (3.29). So a new dressing operation to
neutralize it would make sense.

Second reduction and final BRS algebra

We know that we have a dressingu0 : U → GL ⊃ SO , to which we give the matrix expressionu0 =
*..
,

1 0 0
0 e 0
0 0 1

+//
-
.

We then form the composite �elds

ϖ0 := ϖu0
1 =

*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-

and Ω0 := Ωu0
1 =

*..
,

0 C 0
0 W д−1CT

0 0 0

+//
-
.

Since we are in the normal case Γ is the Levi-Civita connection, P is the Schouten tensor,W is the Weyl tensor
and C is the Cotton tensor. As to the second composite ghost it reads,

v̂0 = u
−1
0 v̂1u0 + u

−1
0 s0u0 = u

−1
0

(
u−1

1 vWu1 + u
−1
1 sWu1

)
u0 + u

−1
0 vLu0 + u

−1
0 sWu0 + u

−1
0 sLu0.

So we need to know the transformation ofu0 under sW and sL . The �rst is already known from the sub-algebra
BRSW and the second should be the BRS version of a dressing transformation law and is then just an instance
of the compatibility condition (3.17). So we have,

sW e = eϵ → sWu0 = ϵ̃u0 →
*..
,

1 0 0
0 sW e 0
0 0 1

+//
-
=

*..
,

0 0 0
0 ϵ 0
0 0 0

+//
-

*..
,

1 0 0
0 e 0
0 0 1

+//
-

and sLu0 = −vLu0 (3.34)

The �nal composite ghost is then,

v̂0 = u
−1
0

(
u−1

1 vWu1 + u
−1
1 sWu1

)
u0 + u

−1
0 vLu0 + u

−1
0 ϵ̃u0 + u

−1
0

(
−vLu0

)
,

= u−1
0

(
u−1

1 vWu1 + u
−1
1 sWu1

)
u0 + ϵ̃u

−1
0 u0,

=
*..
,

1 0 0
0 e−1 0
0 0 1

+//
-

*..
,

ϵ ∂ϵ · e−1 0
0 0 η−1 (e−1)T · ∂ϵ
0 0 −ϵ

+//
-

*..
,

1 0 0
0 e 0
0 0 1

+//
-
+

*..
,

0 0 0
0 ϵδ 0
0 0 0

+//
-
,

v̂0 =
*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-
=: v̂W . (3.35)

Comparing with the �rst composite ghost (3.33) we see that the ghostvL has been killed by the second dressing
u0 so that the subalgebra corresponding to sL is now trivial,

sLϖ0 = 0 and sLΩ0 = 0. We note BRSL,0 = 0. (3.36)

Furthermore the dressing u0 satis�es the compatibility condition s1u0 = 0, which is an instance of (3.19) and
the in�nitesimal version of (2.39), so that we also have

s1ϖ0 = 0 and s1Ω0 = 0. We note BRS1,0 = 0. (3.37)
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The triviality of these two subalgebras expresses the K1- and SO-invariance of the composite �eldsϖ0 and Ω0
which live on the Weyl bundle PW := P (M,W ) . Their in�nitesimal residual Weyl gauge freedom is
given by the �nal reduced BRS algebra BRSW ,0,

sWϖ0 = −D0v̂W , sW Ω0 =
[
Ω0,v̂W

]
, and sW v̂W = −v̂

2
W , (3.38)

with a �nal ghost which depends only on the Weyl ghost ϵ .

Two steps in one
Perhaps going through the two steps is confusing or cumbersome. Hopefully we can reduce the inital algebra
BRS1, s = sW +sL+s1, to the �nal residual algebra BRSW ,0, sW , in a single step thanks to the dressing �eldu1u0.
Let us do it again, at the risk of some repetitions. We already know that the map u1u0 : U → SO ·K1 allows to
reduce the initial 2nd-order structure of the Cartan-Möbius geometry P1 to the �rst-order Weyl bundle PW ,
and allows to de�ne the composite forms

ϖ0 := ϖu1u0 =
*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-
, and Ω0 := Ωu1u0 =

*..
,

0 C 0
0 W д−1CT

0 0 0

+//
-
. (3.39)

We still consider the normal geometry. As to the composite ghost it reads,

v̂ = (u1u0)
−1 v (u1u0) + (u1u0)

−1 s (u1u0),

= (u1u0)
−1

(
vW +vL +v1

)
(u1u0) + (u1u0)

−1
(
sW + sL + s1

)
(u1u0)

Now the two dressing �elds u1 and u0 satisfy compatibility conditions that we collect here,

sLu1 =
[
u1,vL

]
, s1u1 = −v1u1, and s1u0 = 0, sLu0 = −vLu0.

From this conditions follows, �rst

s1 (u1u0) = s1u1 u0 + u1 s1u0 = −v1 (u1u0), (3.40)

meaning that u1u0 is a dressing under K1. And then,

sL (u1u0) = sLu1 u0 + u1 sLu0 =
[
u1,vL

]
u0 − u1vLu0 = −vL (u1u0), (3.41)

meaning that u1u0 is a dressing under the Lorentz group SO . From (3.40) and (3.41), which are instances of
(3.20), we have the composite ghost,

v̂ = (u1u0)
−1

(
vW +vL +v1

)
(u1u0) + (u1u0)

−1
(
sW + sL + s1

)
(u1u0),

= (u1u0)
−1vW (u1u0) + (u1u0)

−1 sW (u1u0) =: v̂W . (3.42)

This is an instance of (3.24). We see right away that vL and v1 have been killed by the dressing u1u0 so that
the corresponding subalgebras are trivial,

s1ϖ0 = 0, ands1Ω0 = 0. Noted BRS1,0 = 0,
sLϖ0 = 0, andsLΩ0 = 0. Noted BRSL,0 = 0.

The triviality of these two subalgebra means that the composite forms ϖ0 and Ω0 live on the Weyl bundle
PW , and their residual Weyl gauge freedom is handled by the residual Weyl BRS algebra BRSW ,0,

sWϖ0 = −D0v̂W , sW Ω0 =
[
Ω0,v̂W

]
, and sW v̂W = −v̂

2
W . (3.43)
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The residual Weyl BRS algebra: explicit results
The matrix calculations are easy enough to be given here entirely. The in�nitesimal residual Weyl gauge
freedom of the dressed normal Cartan connection is,

sWϖ0 = −dv̂W −ϖ0v̂W − v̂Wϖ0,

=
*..
,

−dϵ −d (∂ϵ ) 0
0 −dϵδ −d (д−1∂ϵ )
0 0 dϵ

+//
-
−

*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-

*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-

−
*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-

*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-
,

=
*..
,

−dϵ −d (∂ϵ ) 0
0 −dϵδ −d (д−1∂ϵ )
0 0 dϵ

+//
-
−

*..
,

0 Pϵδ Pд−1∂ϵ
dxϵ dx∂ϵ + Γϵδ Γд−1∂ϵ − д−1Pϵ

0 dxT · д ϵδ dxT · д д−1∂ϵ

+//
-

−
*..
,

∂ϵdx ϵP + ∂ϵΓ ∂ϵд−1P
ϵδdx ϵδΓ + д−1∂ϵ dxT · д ϵδд−1 · P

0 −ϵdxT · д 0

+//
-
.

Remembering that ϵ anticommutes with odd forms, that d = dx · ∂ and using ∇д−1 = dд−1 + д−1ΓT + Γд = 0
in the computation of entry (2, 3), we obtain

*..
,

0 sW P 0
sWdx sW Γ sW

(
д−1PT

)
0 sW

(
д · dx

)
0

+//
-
=

*...
,

0 −d (∂ϵ ) − ∂ϵΓ 0

0 −dϵδ − dx∂ϵ − д−1∂ϵ dxT · д −д−1
(
d (∂ϵ ) − ΓT ∂ϵ

)
− 2ϵд−1 · PT

0 2ϵdxT · д 0

+///
-

.

Let us write each entry in components. Entry (2, 1) is sWdx µ = 0 and expresses the invariance of the coordinate
chart under gauge transformation, here the Weyl rescaling. This is of constant use for the other entries. Entry
(3, 2) is then,

sWдµν = 2ϵдµν , (3.44)

which gives the in�nitesimal Weyl rescaling of the metric tensor. Entry (2, 2) is,

sW Γρ µν = δ
ρ
ν ∂µϵ + δ ρ µ∂νϵ + дρλ∂λϵ дµν , (3.45)

which is the in�nitesimal tranformation of the Christo�el symbols, of the Levi-Civita connection, under
Weyl rescaling. Entry (1, 2) is,

sW Pµν = ∂µ (∂νϵ ) − ∂λϵΓ
λ
µν = ∇µ (∂νϵ ), (3.46)

which is the in�nitesimal transformation of the Schouten tensor under Weyl rescaling. Finally, the entry
(2, 3) is,

sW
(
дρλPλµ

)
= −2ϵдρλPλµ + дρλ

(
∂µ (∂λϵ ) − Γµλ

α ∂αϵ

)
. (3.47)

This is redundant with (3.44) and (3.46). Comparing with the �nite transformations given in 2.4.2 we see that
the residual BRS algebra gives very easily the complete in�nitesimal counterpart. Except for the Schouten
tensor because the latter has a transformation which includes terms of order two in the Weyl parameter.
These terms are of course out of reach for the linear scope of the BRS machinery.
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The in�nitesimal residual Weyl gauge freedom of the dressed normal curvarure is,

sW Ω0 = Ω0v̂W − v̂W Ω0,

=
*..
,

0 C 0
0 W д−1CT

0 0 0

+//
-

*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-
−

*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-

*..
,

0 C 0
0 W д−1CT

0 0 0

+//
-
,

=
*..
,

0 C ϵδ C д−1∂ϵ
0 W ϵδ W д−1∂ϵ − д−1CT ϵ
0 0 0

+//
-
−

*..
,

0 ϵC − ∂ϵW ∂ϵ д−1CT

0 ϵδW ϵδд−1CT

0 0 0

+//
-
.

Remembering this time that ϵ commutes with even forms and usingWд−1 = −д−1W T , we obtain

sW Ω0 =
*..
,

0 sWC 0
0 sWW sW

(
д−1CT

)
0 0 0

+//
-
=

*..
,

0 −∂ϵ ·W 0
0 0 −д−1W T ∂ϵ − 2ϵд−1C
0 0 0

+//
-
.

Using again the fact that sWdx µ = 0 we can write the entries in components. Entry (1, 2) gives,

sWCν ,µσ = −∂λϵW
λ
ν ,µσ , (3.48)

which is the in�nitesimal transformation of the Cotton tensor under Weyl rescaling. Entry (2, 3) is,

sW
(
дρλCλ,µσ

)
= −2ϵдρλCλ,µσ − дρλWλ,µσ

α ∂αϵ . (3.49)

This is redudant with (3.48) and (3.44). Finally entry (2, 2) gives,

sWW ρ
ν ,µσ = 0. (3.50)

This is the invariance of theWeyl tensor under Weyl rescaling. Again we appreciate how easily the residual
BRS algebra provides the complete in�nitesimal counterpart of the �nite transformations derived in 2.4.2.
At last the identity satis�ed by the �nal composite ghost is,

sW v̂ = −v̂
2
W

= −
*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-

2

=
*..
,

ϵ2 ϵ∂ϵ + ∂ϵ ϵ ∂ϵд−1∂ϵ
0 ϵ2δ ϵδд−1∂ϵ + д−1∂ϵ ϵ
0 0 ϵ2

+//
-
. (3.51)

Recalling that ϵ anticommutes with itself, we obtain

*..
,

sW ϵ sW (∂ϵ ) 0
0 sW ϵδ sW

(
д−1∂ϵ

)
0 0 −sW ϵ

+//
-
=

*..
,

0 0 0
0 0 −2ϵд−1∂ϵ
0 0 0

+//
-
. (3.52)

This just gives again the Weyl rescaling of the (inverse) metric sWд
−1 = −2ϵд−1 which is redundant with

(3.44), but also

sW ϵ = 0, (3.53)

which expresses the fact that the residual Weyl gauge group is abelian.
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Remark: The dressed algebraic connection ϖ̃0 on PW ×W is,

ϖ̃0 = ϖ0 + v̂W =
*..
,

ϵ P + ∂ϵ 0
dx Γ + ϵ δ д−1

(
PT + ∂ϵ

)
0 dxT · д −ϵ

+//
-
. (3.54)

It turns out that this is the geometrical object that underlies the results obtained in (Boulanger, 2007a) by an
entirely di�erent approach. In this paper on the Weyl anomaly, the entries of ϖ̃0 are found as �elds (called
the generalized connections) belonging to a space of variables identi�ed though cohomological techniques. It
is satisfying to have a clear geometrical picture supporting this result. Moreover the table I in the paper is
entirely given by BRSW ,0. We postpone the discussion on this to Appendix A.3. The latter should be read
only after the next section which considers the inclusion of the in�nitesimal di�eomorphisms in the present
formalism.

3.4 Extended BRS algebra: infinitesimal di�eomorphisms.

3.4.1 Translations and local di�eomorphisms
Until now we’ve worked with principal bundles P (M,H ) and their Cartan connection ϖ ∈ Λ1 (U ,g). The
gauge group of the bundle isH and accordingly the in�nitesimal gauge freedom is handled by a BRS algebra
whose ghost vh takes values in h. In the case of a reductive Cartan geometry the principal group G has a
Lie algebra that splits as g = p + h, with p ' Rn . Suppose one wants to consider a ghost

vg = vp +vh with values in g. (3.55)

What would this means? Simply that we consider the in�nitesimal version of the gauge group G, and the
associated BRS algebra would express the in�nitesimal G-gauge transformations of the Cartan connection
and its curvature. This could suggest to consider the Cartan connection ϖ as a usual Ehresmann connection
on a bundle4 P ′(M,G ) whereG includes the group of translations Rn . Such a situation would be the starting
point of various gauge approaches to gravitation that go by the names of ‘gauge a�ne gravity’ or ‘Poincaré
gauge gravity’, a move initiated as early as 1955-56 by Utiyama whose paper can be found in (O’Raifeartaigh,
1997).

One may we feel the usual unease with the idea of the translation group Rn being comprised in the
structure group, the latter describing some ‘internal’ degrees of freedom. Therefore we stick to the viewpoint
that ϖ is a Cartan connection on P (M,H ), so that the ‘internal’ symmetry is H only. Even in this case the
group of translations cannot be seen as ‘external’ either, it is not a symmetry of the base manifoldM (except
in the trivial case of a null Riemann cuvature, R = 0). Nevertheless this is not what we asked for. Indeed we
wanted to consider a ghost vp with values in p = Rn , that is in�nitesimal translations, and this makes sense
locally.

Remember that the ghost vh is a symbolical place holder for the Maurer-Cartan form, ω
H

of the gauge
group. The latter being isomorphic to the group of vertical automorphisms of the bundle, H ' Autv (P).
Consider now the full group of automophisms Aut(P), including those which project as di�eomorphisms of
M. We have the exact sequence,

Autv (P) ∼ H
ι

−−−−−−−→ Aut(P) π
−−−−−−−→ Di�(M)

The Lie algebra of the group of automorphism is isomorphic to the vector �elds onP, aut(P) ∼ Γ(TP), so that
the Lie algebra of the group of vertical automorphisms is isomorphic to the vertical vector �elds, autv (P) ∼

4Actually there is a rigorous way to view a Cartan connection as an Ehresmann connection on an enlarged bundle. We mention
the fact thatω(p,д) := Adдπ

∗
Pϖ+π

∗
GωG de�nes an Ehresmann connection on the bundle P ′ = P×H G associated to P. See Appendix

A of (Sharpe, 1996). Notice that this quite resembles the form of the ‘algebraic Cartan connection’ ϖ̃ = ϖ + ω
H

on P × H , so that
the former could well be the geometrical base of the latter.
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Γ(VP). Thus the in�nitesimal version of the above exact sequence involves the in�nite dimensional Lie
algebras,

LieH ι //Γ(TP)

ω

hh
π∗ //Γ(TM)

This exact sequence5 is split by the Ehresmann connection ω which is a h-part of the Cartan connection
ϖ = ω +θ . So we can write, aut(P) = Γ(TM) ⊕ LieH , and any form with values in aut(P) splits accordingly.
In particular the Maurer-Cartan form on the group Aut(P) splits as,

ωAut(P) = ωDi�(M) + ωH

Compare with (3.55). We see that our requirement to consider a g-valued ghost amounts to take into account
the in�nitesimal di�eomorphisms. There remains a little caveat though. Indeedvp isRn-valued whileωDi�(M)
takes values in Γ(TM). The brigde between the two target spaces is the soldering form, which is the p-part
of the Cartan connection,

θ : Γ(TM ) → Rn , let us write vp = θ ◦ ωDi�(M) ,

ξ 7→ θ (ξ ) =: τ , in components eaµdx
u
(
ξ ν ∂ν

)
= eaµξ

µ =: τ a . (3.56)

Of course since the Lie algebra Rn is trivial while Γ(TM) is not, θ is an isomorphism of vector spaces but not
a Lie algebra morphism. It is the case only for a �atM, R = 0. But this should not bother us. As the examples
considered ahead will show, the dressing of such an extended ghost will allow to include the in�nitesimal
di�eomorphisms in the modi�ed BRS framework.

3.4.2 Examples

Here we consider the inclusion of the ghost of translations, that is of in�nitesimal di�eomorphisms, in the
normal Cartan-Möbius geometry �rst, for it is the most complex example. We end the section and the chapter
with the easier example of General Relativity. In both examples we will see that the dressing �eld method
provides a form for the composite ghost inducing a shifted BRS algebra à la Langouche-Schücker-Stora.

The infinitesimal di�eomorphisms in Cartan-Möbius geometry
The normal Cartan connection and its curvature are g-valued forms, where g = g−1 + g0 + g1 = g−1 + h. After
dressing, we obtained ω0 and Ω0 whose in�nitesimal residual Weyl gauge freedom was given by the BRSW ,0.
The associated composite ghost v̂W was the dressing of the initial ghost (3.28),

vh = vW +vL +v1 =
*..
,

ϵ 0 0
0 0 0
0 0 −ϵ

+//
-
+

*..
,

0 0 0
0 vL 0
0 0 0

+//
-
+

*..
,

0 ι 0
0 0 ιt

0 0 0

+//
-
.

Let us add the ghost corresponding to the g−1 sector to obtain the initial ghost,

vg = v−1 +vh = v−1 +vW +vL +v1 =
*..
,

0 0 0
τ 0 0
0 τ t 0

+//
-
+

*..
,

ϵ ι 0
0 vL ιt

0 0 −ϵ

+//
-
. (3.57)

The initial BRS operator decomposes accordingly as s = s−1+sW +sL+s1. The dressing operation on the normal
Cartan connection and its curvature remains unchanged. We only have to work out the new composite ghost.
Once more, we will do so in two steps. Then we will write the associated BRS algebra.

5Which is a recurring feature of gauge theories and their generalizations from non-commutative geometry to Lie-algebroïds. See
(François et al., 2014) and references therein.



3.4 – Extended BRS algebra: infinitesimal di�eomorphisms. 91

The new composite ghost The �rst step is to obtain the new �rst composite ghost thanks to the dressing
�eld u1. We have,

vu1
g = u

−1
1 vgu1 + u

−1
1 su1,

= u−1
1 v−1u1 + u

−1
1 vWu1 + u

−1
1 vLu1 + u

−1
1 v1u1 + u

−1
1 s−1u1 + u

−1
1 sWu1 + u

−1
1 sLu1 + u

−1
1 s1u1,

= u−1
1 v−1u1 + u

−1
1 vWu1 +u

−1
1 vLu1 +u

−1
1 v1u1 + u

−1
1 s−1u1 + u

−1
1 sWu1 +u

−1
1

[
u1,vL

]
+u−11 (−v1u1),

= u−1
1 v−1u1 + u

−1
1 s−1u1︸                    ︷︷                    ︸

= A

+ u−1
1 vWu1 + u

−1
1 sWu1 +vL︸                           ︷︷                           ︸
= B

.

The term B is already know, it is nothing but the �rst composite ghost (3.33),

B =
*..
,

ϵ ∂ϵ · e−1 0
0 vL η−1 (e−1)T · ∂ϵ
0 0 −ϵ

+//
-
. (3.58)

To �nd the term A we need the action of s−1 on u1, that is on q = a · e−1. This will be provided by the �rst
relation in the initial subalgebra BRS−1 which is,

s−1ϖ = −Dv−1,

*..
,

s−1a s−1α 0
s−1θ s−1A s−1α

t

0 s−1θ
t −s−1a

+//
-
=

*..
,

−ατ 0 0
−dτ − (A − a1)τ −α tτ t − τα 0

0 −dτ t − τ t (A + a1) τ tα t

+//
-
.

We extract, on the one hand

s−1a = −ατ → s−1aµ = αµaτ
a , in index free notation, s−1a = ατ .

On the other hand,

s−1θ = −dτ − (A − a1)τ → s−1e
a
µ = ∂µτ

a + (Aa
µb − aµδ

a
b )τ

b ,

in index free notation, s−1e = ∂τ + (A − a1)τ .

As always, be careful with the index free notation. Confusions should be avoided from the context, often by
checking the total degree, ghost + form. With these two resuts we can compute,

s−1q = s−1 (a · e
−1) = s−1a · e

−1 + as−1e
−1 = ατ · e−1 − a · e−1 (s−1e )e

−1,

= ατ · e−1 − q
(
∂τ + (A − a1)τ

)
e−1,

=
(
α − qA

)
τe−1 + qτa · e−1 − q∂τ · e−1,

=
(
α − qA

)
τe−1 + qτq − ∂(qτ )e−1 + ∂qτe−1,

s−1−q =
(
α − qA + ∂q

)
τe−1 + qτq − ∂(qτ )e−1. (3.59)

A similar calculation gives,

s−1q
t = (e−1)tτ t

(
α t +Aqt + ∂qt

)
+ qtτ tqt − (e )t ∂(τ tqt ). (3.60)
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We are now ready to write the term A,

A = u−1
1 v−1u1 + u

−1
1 s−1u1,

=
*..
,

1 −q 1
2qq

t

0 1 −qt

0 0 1

+//
-

*..
,

0 0 0
τ 0 0
0 τ t 0

+//
-

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-
+

*..
,

1 −q 1
2qq

t

0 1 −qt

0 0 1

+//
-

*..
,

0 s−1q s−1
(

1
2qq

t
)

0 0 s−1q
t

0 0 0

+//
-
,

=
*..
,

−qτ −qτq + 1
2qq

tτ t 0
τ tq − qtτ t τ 1

2qq
t − qtτ tqt

0 τ t τ tqt

+//
-
+

*..
,

0 s−1q 0
0 0 s−1q

t

0 0 0

+//
-
,

A =
*..
,

−qτ
(
α − qA + ∂q

)
τe−1 − ∂(qτ )e−1 + 1

2qq
tτ t 0

τ τq − qtτ t (e−1)tτ t
(
α t +Aqt + ∂qt

)
− (e−1)t ∂(τ tqt ) + 1

2τqq
t

0 τ t τ tqt

+//
-
.

Finally the new �rst composite ghost is,

vu1
g =

*..
,

ϵu1 ιu1 0
τu1 vu1

L (ιt )u1

0 (τ t )u1 −ϵu1

+//
-

:= u−1
1 vgu1 + u

−1
1 su1 = A + B = (3.61)

*..
,

ϵ − qτ ∂(ϵ − qτ )e−1 +
(
α − qA + ∂q

)
τe−1 + 1

2qq
tτ t 0

τ vL + τq − q
tτ t (e−1)t ∂(ϵ − τ tqt ) + (e−1)tτ t

(
α t +Aqt + ∂qt

)
+ 1

2τqq
t

0 τ t −ϵ + τ tqt

+//
-
.

(3.62)

This ghost is associated to a BRS algebra for ϖ1 := ϖu1 and Ω1 := Ωu1 that we won’t write. Instead we go on
with the second step.

The new second, and �nal, composite ghost is the dressing of vu1
g with u0. We have,

vu1u0
g : = u−1

0 vu1
g u0 + u

−1
0 su0,

= u−1
0 vu1
g u0 + u

−1
0 (s−1 + sW + sL + s1)u0,

But u0 satis�es the compatibility condition s1u0 = 0 so,

vu1u0
g = u−1

0 vu1
g u0 + u

−1
0

(
s−1 + sW + sL

)
u0. (3.63)

If we develop the calculation we get,

vu1u0
g = u−1

0

(
u−1

1 v−1u1 + u
−1
1 s−1u1 + u−1

1 vWu1 + u
−1
1 sWu1 +vL

)
u0 + u

−1
0

(
s−1 + sW

)
u0 + u

−1
0 sLu0,

= u−1
0 u−1

1 (v−1 +vW )u1u0 + u
−1
0 u−1

1 (s−1 + sW )u1u0 +u
−1
0 vLu0 + u

−1
0

(
s−1 + sW

)
u0 +u

−1
0 (−vLu0),

vu1u0
g = (u1u0)

−1
(
v−1 +vW

)
(u1u0) + (u1u0)

−1
(
s−1 + sW

)
(u1u0). (3.64)

This last expression, that could have been obtained in a single step with the dressing u1u0, clearly expresses
the invariance of the composite �elds ϖ0 and Ω0 under (SO ,sL ) and (K1,s1) and the fact that their residual
in�nitesimal gauge freedom depends on the Weyl sector and on the in�nitesimal translations.
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Starting with (3.63) we have the matrix form,

vu1u0
g = u−1

0 vu1
g u0 + u

−1
0

(
s−1 + sW + sL

)
u0,

=
*..
,

1 0 0
0 e−1 0
0 0 1

+//
-

*..
,

ϵu1 ιu1 0
τu1 vu1

L (ιt )u1

0 (τ t )u1 −ϵu1

+//
-

*..
,

1 0 0
0 e 0
0 0 1

+//
-
+

*..
,

1 0 0
0 e−1 0
0 0 1

+//
-

*..
,

0 0 0
0

(
s−1 + sW + sL

)
e 0

0 0 0

+//
-
,

=
*..
,

ϵu1 ιu1e 0
e−1τ e−1vu1

L e + e−1 (s−1 + sW + sL )e e−1 (ιt )u1

0 τ te −ϵu1

+//
-
.

Let us calculate each entry. We just need to remember that τ = eξ . Entries (1, 1) and (3, 3) are then just,

ϵu1 = ϵ − qτ = ϵ − a · e−1 eξ = ϵ − a · ξ =: ϵ̂ , in components ϵ̂ = ϵ − aµξ
µ . (3.65)

Unexpectedly the in�nitesimal di�eomorphisms rede�ne the Weyl rescaling parameter. We go on with entries
(2, 1) and (3, 2) which are,

e−1τ = ξ = ξ µ , and τ te = τTηe = ξeTηe = ξд = ξ λдλν . (3.66)

So we see that after dressing we recover the in�nitesimal di�eomorphisms ofM, not mere translations. Then,
entries (1, 2) is,

ιu1e = ∂(ϵ − qτ ) +
(
α − qA + ∂q

)
τ + 1

2qq
tτ te,

= ∂ϵ̂ +
(
α − qA + t

1
2qq

tet + ∂q
)
eξ ,

= ∂ϵ̂ + α1e ξ , where α1 is the index free notation of (α1)µb . See the expression of ϖ1.
= ∂ϵ̂ + Pξ = ∂µ ϵ̂ + Pνλξ

λ . (3.67)

In the same way entry (2, 3) is,

e−1 (ιt )u1 = e−1 (e−1)t ∂(ϵ − τ tqt ) + e−1 (e−1)tτ t
(
α t +Aqt + ∂qtbiд) + e

−1 1
2τqq

t ,

= e−1η−1 (e−1)T ∂ϵ̂ + e−1ξ
(
α t +Aqt + 1

2eqq
t + ∂qt

)
,

= д−1∂ϵ̂ + ξe−1α t1 , where α t1 is the index free notation of (α t1 )bµ . See the expression of ϖ1.
= д−1∂ϵ̂ + ξд−1PT = дρα

(
∂α ϵ̂ + ξ

λPλα
)
. (3.68)

Finally entry (2, 2) is,

e−1vu1
L e + e−1 (s−1 +

−1 sW +
−1 sL )e = e−1vLe + e

−1
(
τq − qtτ t

)
e + e−1

(
∂τ + (A − a1)τ

)
+ e−1(−vLe ) + e

−1 (ϵe ),

= e−1
(
eξq − qt ξet

)
e + e−1∂e ξ + ∂ξ + e−1Aeξ − e−1a1e ξ + ϵδ ,

= ∂ξ +

[
e
(
A + eq − qtet

)
e + e−1∂e

]
ξ + (ϵ − aξ )δ ,

= ∂ξ + Γξ + ϵ̂δ = ∇ξ + ϵ̂δ , where Γ stands for Γρνλ , (3.69)
= ∂ν ξ

ρ + Γρνλξ
λ + ϵ̂δ

ρ
ν = ∇ν ξ

ρ + ϵ̂δ
ρ
ν . (3.70)

Write the matrix form of the new �nal composite ghost, which we now write simply v̂ , as

v̂ := vu1u0
g =

*...
,

ϵ̂ ∂ϵ̂ + Pξ 0
ξ ϵ̂δ + ∇ξ д−1

(
∂ϵ̂ + ξPT

)
0 ξд −ϵ̂

+///
-

=
*...
,

ϵ̂ ∂ν ϵ̂ + Pνλξ
λ 0

ξ ρ ϵ̂δ
ρ
ν + ∂ν ξ

ρ + Γρνλξ
λ дρα

(
∂α ϵ̂ + ξ

λPλα
)

0 ξ λдλν −ϵ̂

+///
-

(3.71)

This result is already interesting in itself for it gives a geometrical interpretation to the cohomological results
obtained by (Boulanger, 2005) and used in (Boulanger, 2007a). We refer to appendix A.3 for a closer look at
this.
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The new residual BRS algebra The �nal composite ghost depends only on the Weyl rescaling parameter
and on the in�nitesimal di�eomorphisms, as expected, so that these are the residual freedom of the com-
posite �elds ϖ0 and Ω0. One is a gauge freedom, the Weyl rescaling, the other is a space-time freedom, the
di�eomorphisms, both are nevertheless handled by a BRS algebra that we now write as a proposition.

Proposition 1 (BRS algebra Weyl gauge + di�). Notice that the �nal ghost admits the decomposition,

v̂ = v̂W +vξ + iξϖ0 =
*..
,

ϵ̂ ∂ϵ̂ 0
0 ϵ̂δ д−1∂ϵ̂
0 0 −ϵ̂

+//
-
+

*..
,

0 0 0
0 ∂ξ 0
0 0 0

+//
-
+

*..
,

0 Pξ 0
ξ Γξ д−1ξPT

0 ξд 0

+//
-
. (3.72)

Recall the expression of the dressed normal Cartan connection and its curvature,

ϖ0 =
*..
,

0 P 0
dx Γ д−1PT

0 dxT · д 0

+//
-
, and Ω0 =

*..
,

0 C 0
0 W д−1CT

0 0 0

+//
-
.

Write ŝ = sW + s−1 the associated BRS operator. The algebra BRS (Weyl+Di�),0 is,

ŝϖ0 =
(
sW + Lξ

)
ϖ0 − dvξ − iξΩ0, (3.73)

ŝΩ0 =
(
sW + Lξ

)
Ω0 + d

(
iξΩ0

)
+

[
ϖ0,iξΩ0

]
, (3.74)

ŝv̂ =
(
sW + Lξ

)
v̂ − i 1

2 Lξ ξ
ϖ0 − iξdvξ −

1
2iξ iξΩ0, (3.75)

Proof. The beginning of the proof is easy.

ŝϖ0 = −dv̂ +
[
ϖ0,v̂

]
,

= −dv̂W −
[
ϖ0,v̂W

]︸                 ︷︷                 ︸
sW ϖ0

− dvξ − d (iξϖ0) −
[
ϖ0,vξ

]
−

[
ϖ0,iξϖ0

]
.

Of course we recover already the result of the last section. De�ne the Lie derivative of r -forms, Lξ = iξd−diξ ,6
and �nd,

ŝϖ0 = sWϖ0 − dvξ − iξdϖ0 + Lξϖ0 −
[
ϖ0,vξ

]
−

[
ϖ0,iξϖ0

]
,

= sWϖ0 + Lξϖ0 − dvξ − iξΩ0,

where Lξ = Lξ −
[
vξ ,

]
is the Lie derivative of tensor-valued r -forms.7 This proves the �rst relation. Then,

ŝΩ0 =
[
Ω0,v̂

]
,

=
[
Ω0,v̂W

]︸     ︷︷     ︸
sW Ω0

+
[
Ω0,vξ

]
+

[
Ω0,iξϖ0

]
.

Now use the Bianchi identity, dΩ0 +
[
ϖ0,Ω0

]
= 0, and Lξ = iξd − diξ to �nd,

iξ

(
dΩ0 +

[
ϖ0,Ω0

])
= iξdΩ0 +

[
iξϖ0,Ω0

]
+

[
ϖ0,iξΩ0

]
= 0,

→ LξΩ0 + d
(
iξΩ0

)
+

[
ϖ0,iξΩ0

]
=

[
Ω0,iξϖ0

]
.

6The minus sign comes from the anticommuting nature of the ghost ξ , see (Bertlmann, 1996) equation (12.505-506) p.522-523.
7Ibid. Equation (2.362) p.87 and (12.504) p.522.
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So that,

ŝΩ0 = sW Ω0 +
[
Ω0,vξ

]
+ LξΩ0 + d

(
iξΩ0

)
+

[
ϖ0,iξΩ0

]
,

= sW Ω0 + LξΩ0 + d
(
iξΩ0

)
+

[
ϖ0,iξΩ0

]
.

Which proves the second relation. For the last one, we proceed backward,

ŝv̂ = sW v̂ + Lξ v̂ − i 1
2 Lξ ξ

ϖ0 − iξdvξ −
1
2iξ iξΩ0,

=

(
sWvW + sWvξ + sW (iξϖ0

)
+

(
LξvW + Lξvξ + Lξ (iξϖ0

)
− i 1

2 Lξ ξ
ϖ0 − iξdvξ −

1
2iξ iξ

(
dϖ0 +ϖ

2
0
)
,

=

(
−v2

W + 0 + iξ sWϖ0

)
+

(
LξvW −

[
vξ ,vW

]
+ Lξvξ −

1
2

[
vξ ,vξ

]
+ Lξ (iξϖ0 −

[
vξ ,iξϖ0

])
− i 1

2 Lξ ξ
ϖ0 − iξdvξ −

1
2iξ iξdϖ0 − iξϖ0iξϖ0,

=

(
−v2

W −iξdvW −iξϖ0vW −vW iξϖ0

)
+

(
iξdvW −

[
vξ ,vW

]
+ iξdvξ −

1
2

[
vξ ,vξ

]
+ iξdiξϖ0 −

[
vξ ,iξϖ0

])
− i 1

2 Lξ ξ
ϖ0 − iξdvξ −

1
2iξ iξdϖ0 − iξϖ0iξϖ0,

= −v2
W −

[
iξϖ0,vW

]
−

[
vξ ,vW

]
− 1

2

[
vξ ,vξ

]
−

[
vξ ,iξϖ0

]
− iξϖ0iξϖ0︸                                                                                     ︷︷                                                                                     ︸

=(vW +vξ +iξϖ0)2=−v̂2

+iξdiξϖ0 −
1
2iξ iξdϖ0 − i 1

2 Lξ ξ
ϖ0,

= −v̂2 + +iξdiξϖ0 −
1
2iξ (Lξ + diξ )ϖ0 − i 1

2 Lξ ξ
ϖ0,

= −v̂2 + 1
2iξdiξϖ0 −

1
2iξLξϖ0 − i 1

2 Lξ ξ
ϖ0,

= −v̂2 + 1
2

(
Lξ iξ − iξLξ

)
ϖ0 − i 1

2 Lξ ξ
ϖ0,

= −v̂2 + 1
2

[
Lξ ,iξ

]
ϖ0 − i 1

2 Lξ ξ
ϖ0,

= −v̂2 + 1
2i[ξ ,ξ ]ϖ0 − i 1

2 [ξ ,ξ ]ϖ0,

= −v̂2

�

Once written entry by entry, the above algebra provides the transformation under Weyl rescaling and
di�eomorphisms of the metric tensor, the Christo�el symbols, the Schouten, Cotton and Weyl tensors, as well
as the transformations of the Weyl and di�eomorphism ghosts themselves. On may appreciate to obtain all
these well known results in such an economical way. One may want to see the subalgebra of di�eomorphisms
as the in�nitesimal active counterpart of the passive coordinate changes freedom discussed in appendix C.2.1.
But the two cannot be confused. If one notes symbolically the operator of in�nitesimal change of coordinates
δc and sξ the BRS operator of in�nitesimal di�eomorphisms, then as a rule we have sξ = Lξ + δc . See section
12.1.5 of (Bertlmann, 1996).

Remark that the BRS algebra of Proposition 1 is close to what has been proposed by Langouche, Shücker
and Stora in (Langouche et al., 1984) to study gravitational anomalies of the Adler-Bardeen type. See also
(Bertlmann, 1996), chapter 12, on the same subject. In their case, the retained gauge symmetry is the Lorentz
one rather than the Weyl symmetry, as here, but the corrective terms due to the inclusion of the ghost of
di�eomorphisms are alike. Notice that to obtain their BRS algebra they suggest a shift of the (Lorentz) gauge-
ghost by iξω where ω is the Lorentz connection. We here obtain such a shifted ghost (3.71)-(3.72), by iξϖ0,
the dressed normal Cartan connection, as a result of the dressing �eld method. The form of the shifted
BRS algebra follows.
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The infinitesimal di�eomorphisms in the BRS algebra of General Relativity
Recall that in this example the dressing �eld, the dressed Cartan connection and its curvature are given by,

u =

(
e 0
0 1

)
, ϖ̂ =

(
Γ dx
0 0

)
, and Ω̂ =

(
R̂ T
0 0

)
=

(
dΓ + Γ ∧ Γ Γ ∧ dx

0 0

)
.

In section 3.3.1 we initially considered the Lorentz ghost whose corresponding composite ghost vanished as
a sign of the SO-gauge invariance of ϖ̂ and Ω̂. Let us now include the ghost of translations, so that the full
initial ghost corresponding to the BRS operator s = s−1 + sL is,

v =

(
vL τ
0 0

)
.

This does not amount to do Poincaré gauge theory for the translational symmetry is not considered as ‘inter-
nal’ but truly re�ects ‘external’, space-time, symmetry. Since the new composite ghost is v̂ := u−1vu +u−1su,
we need to know the action of the new BRS operator on e . This is given by the �rst relation of the initial BRS
algebra which is,

sϖ = −Dv, →

(
sA sθ
0 0

)
=

(
−dvL +AvL −vLA −dτ −Aτ −vLθ

0 0

)
.

From this we �nd,

s (e · dx ) = −dx · ∂τ −A · dx τ −vLe · dx → se = ∂τ +Aτ −vLe = Dτ −vLe .

Then the new composite ghost is,

v̂ =

(
e−1 0
0 1

) (
vL τ
0 0

) (
e 0
0 1

)
+

(
e−1 0
0 1

) (
se 0
0 0

)
=

(
e−1ve + e−1se e−1τ

0 0

)
,

=

(
e−1ve + e−1Dτ − e−1vLe e−1τ

0 0

)
=

(
e−1Dτ e−1τ

0 0

)
.

If we now recall that τ = eξ we �nd that,

e−1Dτ = e−1∂(eξ ) + e−1Aeξ = e−1∂e xi + ∂ξ + e−1Ae ξ = ∂ξ + (e−1Ae + e−1∂e )ξ = ∂ξ + Γξ ,

where of course Γ = Γρ λν . The ghost is then,

v̂ =

(
∂ξ + Γξ ξ

0 0

)
=

(
∂ξ 0
0 0

)
+

(
Γξ ξ
0 0

)
=: vξ + iξ ϖ̂ .

Again we notice that it admits a decomposition alike the ghost in the Cartan-Möbius example. As a conse-
quence we can write the corresponding BRS algebra,

s−1ϖ̂ = Lξ ϖ̂ − dvξ , (3.76)
s−1Ω̂ = Lξ Ω̂ + d (iξ Ω̂) +

[
ϖ̂,iξ Ω̂

]
, (3.77)

s−1v̂ = Lξ v̂ − i 1
2 Lξ ξ

ϖ̂ − iξdvξ −
1
2iξ iξ Ω̂. (3.78)

This is again a shifted BRS algebra à la Langouch-Schücker-Stora (for a trivial gauge-ghost), induced by a
shifted ghost obtained through the dressing �eld method. For the two �rst relations we have the explicit
results, (

s−1Γ s−1dx
0 0

)
=

(
Lξ Γ − d (∂ξ ) 0

0 0

)
, in components s−1Γ

ρ
µν = Lξ Γ

ρ
µν + ∂µ∂ν ξ

ρ .
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This is indeed the transformation law of the Christo�el symbols under in�nitesimal di�eomorphisms.(
s−1R̂ s−1T

0 0

)
=

(
Lξ R̂ LξT

0 0

)
+

(
d (iξ R̂) d (iξT )

0 0

)
+

(
Γ dx
0 0

) (
iξ R̂ iξT
0 0

)
−

(
iξ R̂ iξT
0 0

) (
Γ dx
0 0

)
,

=

(
Lξ R̂ LξT

0 0

)
+ *

,
d (iξ R̂) +

[
Γ,iξ R̂

]
d (iξT ) + Γ iξT

0 0
+
-
.

The term iξ R̂dx = R̂
ρ
ν ,µσ ξ

µdxσdxν vanishes by the Bianchi identity for the Riemann tensor, R̂ρ[ν ,µσ ] = 0.

Here is an example of a totally geometrized gauge theory. The gauge structure is, as we know, neutralized
so that ϖ̂ and Ω̂ belong to the natural geometry of the base manifoldM. This neatly re�ected by the above
BRS algebra where the composite ghost depends entirely on the in�nitesimal di�eomorphisms so that it is a
ghost of purely ‘external’ symmetry, the ‘internal’ gauge symmetry being neutralized by the dressing �eld u.

Conclusion In this chapter we’ve seen that the dressing �eld method provides a way to reduce the BRS
algebra of a gauge theory. The question of the generalization to higher-order G-structures has been solved.
Examples of application to General Relativity and to Cartan-Möbius geometry have shown the e�ectiveness of
the method. Especially in the latter case where several results of conformal geometry are obtained with little
e�ort and sum-up in a compact BRS algebra. We’ve seen that the inclusion of in�nitesimal di�eomorphisms
in the formalism is possible. The dressing �eld method thus provides a composite ghost whose form induces
a shifted BRS algebra quite alike the one proposed �rst in (Langouche et al., 1984).

We mentionned three papers to which the present works connects closely. Two of them are actually con-
cerned with the question of gravitationnal anomalies. The cohomology of the BRS operator is widely used in
the non-perturbative study of anomalies in Quantum Field Theory. It is then worthwhile, and natural, to ad-
dress the question of the interaction of the dressing �eld method with the treatment of anomalies. Preliminary
work on the matter is the object of our last chapter.
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Chapter 4
Dressing field and anomalies

This short closing chapter goes in three parts. First we give a de�nition of the notion of anomaly in a Quantum
Field Theory, its BRS characterization and its link with the topology of the principal bundle of the theory. In
a second part, we consider how the dressing �eld �nds a place among some standard tools used to study
anomalies. In a last part, we take a look at the long standing issue of the Weyl (or conformal) anomaly.

4.1 Anomalies in �antum Field Theory

This section, which just sketches the main lines of the subject, is based largely on (Bertlmann, 1996) to which I
refer for all matter concerning anomalies. See also chapter 13 of (Nakahara, 2003), and chapter 10 of (Azcarraga
and Izquierdo, 1995) for an exposition from the cohomological viewpoint. All three references give the details
of the geometric tools presented in the second part of the section.

4.1.1 What is an anomaly?
The importance of symmetry considerations have qualitatively changed in the last century. From their mere
usefulness in solving problems, they became principles constraining the very form of admissible theories.

Among the most known touchstones of this change of status are the Noether theorems of 1918.1 Summa-
rized in a single sentence, these theorems show that to each rigid symmetry of a Lagrangian theory corre-
sponds a conserved quantity, and to each local symmetry corresponds a conserved current. The �rst statement
being a particular case of the second.2 In the case of gauge theories, given the action S =

∫
L(ϕ) with ϕ any

�eld, performing an in�nitesimal gauge variation λ of the action gives,

δS =

∫
λD J , with the current J =

δL

δ (∂ϕ)
δϕ.

So that the gauge invariance of the Lagrangian form provides the conservation law, D J = 0.
Now the path integral quantization of the Lagrangian theory is de�ned by the generating functional,

Z =

∫
dϕdϕ̄ eiS , and the quantum action is W = −i lnZ .

The classical conservation law for the current implies the so-called Ward-Takahashi (in abelian gauge theories)
or Taylor-Slavnov (non-abelian gauge theories) identity on the Green functions. These must hold for the
quantum theory to be renormalizable. It turns out that these identities are equivalent to the gauge-invariance
of the quantum action,

δW =

∫
λD〈J 〉 = 0.

It may happen that a symmetry enjoyed by a classical Lagrangian �eld theory is broken upon quantization,

δS = 0
quantization
−−−−−−−−−→ δW =

∫
A (λ) → D〈J 〉 ∝ A .

1Obtained while Emmy Noether was working with Hilbert and Klein at Göttingen on the question of energy in General Relativity.
2The fact that symmetries where related to conservation law was already noted in the XIXth, but the proof of the generality of

this fact is to be credited to Noether.



100 Chapter 4 – Dressing field and anomalies

The term A is called an anomaly, and the conservation law is said anomalous.

If we are dealing with a ‘fundamental’ theory, that is a theory where the gauge �eld is quantized along with
the matter �elds, then the occurrence of an anomaly is disastrous since it means the loss of renormalizability.
If on the other hand we are dealing with an e�ective theory, that is a theory where the gauge �eld is ‘external’,
it is a classical �eld interacting with other quantum �elds, then an anomaly may be a useful correcting term.
The famous example is the decay width of the neutral pion in two photons, π0 → γγ , which is entirely given
by the Adler-Bardeen-Jackiw chiral anomaly. We are in such an ‘e�ective’ case when we are dealing with
gravity interacting with quantum �elds. Here gravitational anomalies may appear. At the end of the chapter
we will say a word about the most famous of them, the Weyl or conformal anomaly.

If anomalies happen to be useful, it is necessary to have a mean to characterize and derive them easily.
Here is a situation where the BRS formalism proves very e�ective.

4.1.2 BRS characterization of anomalies
As we know the BRS operator, s , reproduces in�nitesimal gauge transformations with parameter given by the
ghost, v . So the above breaking of gauge invariance can be written,

sS = 0
quantization
−−−−−−−−−→ sW =

∫
A (v ).

The anomaly is then a 4-form depending linearly on the ghost v . Due to the nilpotency of the BRS operator
we must have,

s2W = s

∫
A = 0.

So the anomaly should be closed under the BRS operator, it should be an s-cocycle. For A to be a genuine
anomaly it should not be a s-coboundary. Indeed if A = sC for some C , then

sW =

∫
sC, → W ′ :=W −

∫
C, and sW ′ = 0.

If A is an s-coboundary it just provides a counterterm C which rede�nes the quantum action so as to restore
the gauge invariance. An anomaly is then s-closed but not s-exact, it then belong to the cohomology of the
BRS operator, H ∗ (s ), which is actually as we know the cohomology of the Lie algebra of the gauge group in
disguise.

If one works on anm-dimensional boundaryless manifold, or if one imposes suitable fall-o� conditions of
the �elds at in�nity, we can ask for quasi-invariance. Then the anomaly satis�es the so-called Wess-Zumino
consistency condition,

sA = dB2
m−1, (4.1)

where B2
m−1 is a (m − 1)-form and depends quadratically on the ghost. This is so for the total degree,

form+ghost, in both sides of the equality to match. An anomaly satisfying the WZ consistency condition
is said consistent. Thus A is s-closed up to d-exact terms, but not s-exact. We are then dealing with the
cohomology of s modulo d , and a consistent anomaly belongs to the cohomology of s ≡ d , H ∗ (s,d ).

Often one works with the shifted BRS operator de�ned as s̃ = s + d . The WZ consistency condition just
reads s̃A = 0, and one is interested in the cohomology of this shifted operator, H ∗ (̃s ). There is indeed a one
to one correspondance between H ∗ (s,d ) and H ∗ (̃s ).

4.1.3 The Stora-Zumino chain of descent equations and the consistent anomaly
A theorem by Adler and Bardeen (1969) states that anomalies are 1-loop e�ects and do not receive higher
radiative corrections. In other words, anomalies are beyond perturbation theory. One can thus suspect that
they might have a deeper origin. Their link with the cohomology of the Lie algebra of the gauge group has
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been alluded to above. They have also an indirect link with the topological invariants, know as characteristic
classes , of the principal bundle underlying the gauge theory. This is seen either through the so called Stora-
Zumino descent equations, or through the index theorems for di�erential operators.3 For a technical account
of the various approaches to anomalies, from Quantum Field Theory to index theorems, see (Bertlmann,
1996) and (Nakahara, 2003). For a historical review of the gradual understanding of the deep geometrical
and topological meaning of anomalies, see (Fine and Fine, 1997). Here we are interested in the Stora-Zumino
approach. To describe it we need some de�nitions and results.

Characteristic classes from the curvature and invariant polynomials
Let g = LieG. An invariant polynomial on g, or characteristic polynomial, is a symmetric r -linear mapping
P : g × . . . × g → R which is AdG -invariant,

P (Adдλ1, . . . ,Adдλr ) = P (λ1, . . . ,λr ), λi ∈ g and д ∈ G .

The set of invariant polynomials of degree r we denote I r (G ). The vector space I ∗ (G ) =
∞∑
r=0

I r (G ) of invariant
polynomials is a graded ring if we de�ne the product,

(PP ′) (λ1, . . . ,λr+s ) =
1

(r + s )!
∑

permσ
P (λσ (1) , . . . ,λσ (r ) )P

′(λσ (r+1) , . . . ,λσ (r+s ) )

for P ∈ I r (G ), P ′ ∈ I s (G ) and PP ′ ∈ I r+s (G ). Invariant polynomials are obviously important for Physics since
they are used to construct Lagrangians. Usually they are constructed using the trace. A theorem by Weyl
states that any invariant polynomial can be written as a polynomial of the trace. The theorem is mentionned
and referenced in the proof of Theorem 2 of (Kobayashi and Ochiai, 1971).

Proposition 2. Let ω be a connection on P (M,G ) and Ω its curvature. The 2n-form on P de�ned by

Pn (Ω) := P (Ω, . . . ,Ω︸    ︷︷    ︸
n

) = P (Ωn ).

is projectable, closed, and de�nes an element of the de Rham cohomology group H 2n (M,d ) independent of the
connection. It has a topologically invariant integral which is thus a characteristic number of the base manifold.

Proof. The projectability is easily seen. It stems from the fact that Ω is tensorial of type (AdG ,g) and from the
invariance of P .

R∗дP
n (Ω) = Pn (R∗дΩ) = Pn (Adд−1Ω) = Pn (Ω).

Pn (Ω) (Xv
1 ,X2, . . . ,X2n ) = P

(
Ω(Xv

1 ,X2), . . . ,Ω(X2n−1,X2n
)
= P

(
0, . . . ,Ω(X2n−1,X2n

)
= 0.

Pn (Ω) projects to Pn (F ), with F = σ ∗Ω or Ω = π ∗F .
It is closed due to the Bianchi identity DΩ = 0 and to the fact that for any projectable r -form α = π ∗a we

have,

dα (X1, . . . ,Xr ) = dπ
∗a(X1, . . . ,Xr ) = da(π∗X1, . . . ,π∗Xr ) = da(π∗X

h
1 , . . . ,π∗X

h
r ),

= π ∗da(Xh
1 , . . . ,X

h
r ) = dπ

∗a(Xh
1 , . . . ,X

h
r ) = dα (X

h
1 , . . . ,X

h
r ) =: Dα (X1, . . . ,Xr ).

So,

dPn (Ω) =
n∑
i=0

P (Ω, . . . ,dΩi , . . . ,Ω) = nP (dΩ,Ωn−1) = nP (DΩ,Ωn−1) = 0.

3The index of a di�erential operator being given by the integral of the suitable characteristic class.
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We used the symmetry of the polynomial and the commutation of even forms. Upon projection we thus have
dPn (F ) = 0. Pn (F ) is thus closed but not exact, it is an element of the de Rham cohomology group, H 2n (M,d ),
of the base manifold.

It remains to show the independance from the connection. Given two connections ω0 and ω1 on P, the
form β = ω1 − ω0 is tensorial of type (AdG ,g). De�ne the 1-parameter family of homotopic connections
ωt := ω0 + tβ , t ∈ [0,1]. Its curvature is,

Ωt = dωt +
1
2

[
ωt ,ωt

]
= dω0 +

1
2

[
ω0,ω0

]
+ tdβ + t

[
ω0,β

]
+ t 2

2

[
β ,β

]
= Ω0 + tD0β +

t 2

2

[
β ,β

]
.

Upon derivation with respect to the parameter t ,
d

dt
Ωt = D0β + t

[
β ,β

]
= dβ +

[
ω0,β

]
+

[
tβ ,β

]
= dβ +

[
ω0 + tβ ,β

]
= dβ +

[
ωt ,β

]
=: Dt β .

Remember that the covariant derivative of a tensorial form is a tensorial form of the same type. Now we have,

Pn (Ω1) − P
n (Ω0) =

∫ 1

0
dt d

dt P
n (Ωt ) = n

∫ 1

0
dt P ( ddt Ωt ,Ω

n−1
t ) = n

∫ 1

0
dt P (Dt β ,Ω

n−1
t ),

= n

∫ 1

0
dt DtP (β ,Ω

n−1
t ) = n

∫ 1

0
dt dP (β ,Ωn−1

t ),

Pn (Ω1) − P
n (Ω0) = d

(
n

∫ 1

0
dt P (β ,Ωn−1

t )

)
=: dQ2n−1 (ω1,ω0). (4.2)

The form Q2n−1 (ω1,ω0) is clearly projectable, so that we have upon projection,

Pn (F1) − P
n (F0) = d

(
n

∫ 1

0
dt P (A1 −A0,F

n−1
t )

)
=: dQ2n−1 (A1,A0). (4.3)

Both Pn (F1) and Pn (F0) have the same integral over a boundaryless base manifold, they de�ne the same
characteristic number. This proves that Pn (F ) de�nes a characteristic class independent of the connection. �

Remark: the mapping I ∗ (G ) → H 2n (M,d ) which associates to each invariant polynomial P the de Rham co-
homology class of P (F ) is called the Weil homomorphism. The product is PP ′(F ) = P (F ) ∧ P ′(F ).

Equations (4.2) and (4.3) are referred to as the transgression formulas, and the form

Q2n−1 (A1,A0) := n
∫ 1

0
dt P (A1 −A0,F

n−1
t ) (4.4)

is known as the Chern-Simons form. Locally, onU ⊂ M, it is always possible to �nd a �at connection with
a trivial representative, so we can write A1 = A and A0 = 0. The homotopic connection it then just At = tA
and its curvature is Ft = tdA + t 2

2

[
A,A

]
. The transgression formula reduces to

Pn (F ) = dQ2n−1 (A,0), with the Chern-Simons form Q2n−1 (A,0) = n
∫ 1

0
dt P (A,Fn−1

t ). (4.5)

So locally the invariant polynomial is exact. If it vanishes identically, then the Chern-Simons form de�nes
what is called the Chern-Simons secondary class which depends on the connection.

Equation (4.2) is a particular case of the so-called extended Cartan homotopy formula. We refer to (Mañes
et al., 1985) for a description. It gives, as another special case, the direct generalization of (4.2) known as
the triangle formula. Given three connections ω0, ω1 and ω2, de�ne β1 = ω1 − ω0 and β2 = ω2 − ω0. The
homotopic connection is ωt∗ = ω0 + t1β1 + t2β2 with curvature Ωt∗ . The triangle formula is,

Q2n−1 (ω0,ω1) +Q2n−1 (ω1,ω2) +Q2n−1 (ω2,ω0) = dχ2n−2 (ω0,ω1,ω2), (4.6)

with χ2n−2 (ω0,ω1,ω2) = n(n − 1)
∫ 1

0
dt1

∫ 1−t1

0
dt2 P (β1,β2,Ω

n−2
t∗ ).

It will be of some use when we will come to the role of the dressing �eld.
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The chain of descent equations

We are now ready to take the �nal step. It starts with the algebraic connection Ã := A+v and the shifted BRS
operator s̃ = s + d . The BRS algebra implies what Stora nicknamed the “Russian formula”,

F̃ = D̃Ã := s̃Ã + 1
2

[
Ã,Ã

]
= F .

This implies Pn (F̃ ) = Pn (F ). Calculations similar to what is done above provide the (trivial) shifted transgres-
sion,

Pn (F̃ ) = s̃Q2n−1 (Ã,0)

We expand the shifted Chern-Simons form in powers of the ghost,

Q2n−1 (A +v,0) =
2n−1∑
p=0

Q
p
2n−1−p ,

= Q0
2n−1 (A,0) +Q1

2n−2 (A,v ) +Q
2
2n−3 (A,v ) + . . . +Q

2n−1
0 (v ).

The shifted transgression is then,

Pn (F ) = Pn (F̃ ),

= s̃Q2n−1 (Ã,0),
= (s + d )Q0

2n−1 (A,0) + (s + d )Q1
2n−2 (A,v ) + (s + d )Q2

2n−3 (A,v ) + . . . + (s + d )Q2n−1
0 (v ).

Sorting the equations according to the total degree gives the Stora-Zumino chain of descent equations,

Pn (F ) = dQ0
2n−1 (A,0),

sQ0
2n−1 (A,0) + dQ1

2n−2 (A,v ) = 0,
sQ1

2n−2 (A,v ) + dQ
2
2n−3 (A,v ) = 0,

...

sQ2n−2
1 (A,v ) + dQ2n−1

0 (A,v ) = 0,
sQ2n−1

0 (v ) = 0.

We �nd that the third descent equation, sQ1
2n−2 (A,v ) + dQ

2
2n−3 (A,v ) = 0, is precisely the Wess-Zumino

consistency condition. The chain term Q1
2n−2 (A,v ) = A is then a consistent anomaly in even dimension

m = 2n − 2. This anomaly is obtained from the Chern-Simons form through the second descent equation by
application of the BRS algebra.

The polynomial usually used in gauge theories is simply the trace, P = Tr. In dimensionm = 2 andm = 4
we need to start with a bilinear and trilinear invariant polynomial, P2 (F ) and P3 (F ) respectively. The chain
terms are,

Q0
3 = Tr

(
AF − 1

3A
3
)
= Tr

(
AdA + 2

3A
3
)
,

Q1
2 = Tr

(
vdA

)
,

Q2
1 = −Tr

(
v2A

)
,

Q3
0 = −

1
3 Tr

(
v3

)

Q0
5 = Tr

(
A(dA)2 + 2

3A
3dA + 3

5A
5
)
,

Q1
4 = Tr

[
vd

(
AdA + 1

2A
3
)]
,

Q2
3 = −

1
2 Tr

(
(vA +vAv +Av )dA +v2A3

)
,

Q3
2 =

1
2 Tr(−v3dA +AvAv2),

Q4
1 =

1
2 Tr(v4A),

Q5
0 =

1
10 Tr(v5).
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The chain term Q1
4 is the well known non-abelian chiral anomaly. We give here the chain terms with some

details for the sake of completeness but also to facilitate the comparison with results of the next two sections.
First we will show that the dressing �eld together with the triangle formula provides an alternative, and
anecdotal, way to �nd the anomaly. Second because we will give the chain terms for another polynomial
when we will speak of the Weyl anomaly in dimension 4.

4.2 The place of the dressing field

In this section we give preliminary considerations, a �rst sketch, on how the dressing �eld method interacts
with the tools presented above. Two criterion are drawn, each assuming two outcomes. This gives four
possible cases. Two of them susceptible to be treated on general ground and allow to draw some results.
The other two depending on the speci�c invariant polynomial chosen. Since we are ultimately interested in
anomalies in �elds theory we will always work locally, on the base manifold.

4.2.1 Four possibilities
In the tools described above we said that the invariance group of the polynomial P was also the structure
group of the bundle P. This is of course not necessary, the latter could merely be a subgroup of the former.
We would then deal with an invariant polynomial P ∈ I (G ) and a principal bundle P (M,H ), with G ⊇ H .
This is the case for example with the trace, P = Tr ∈ I (GL) which is always used in Yang-Mills theory where
the underlying bundle has a special unitary structure group. Two groups are then relevant, G and H .

If we now introduce a dressing �eld u, more exactly if we identify a dressing �eld in the theory, its
equivariance group K ′ and target group K are new relevant data. By ‘equivariance group’ we mean the
group constituted of elements k ′ such that R∗k ′u = k ′−1u. The target group is simply de�ned by, u : P → K .
Often we’ve seen that K = K ′, remember the example of the electroweak sector of the standard model where
K = SU (2) = K ′, or the �rst dressing u1 in the Cartan-Möbius geometry where K = K1 = K ′. It also happens
thatK , K ′, as in General Relativity or with the second dressingu0 in Cartan-Möbius geometry whereK = GL
and K ′ = SO . The distinction between the equivariance group and the target group of the dressing should be
made clear, here more than anywhere else, because it gives rise to two criterion. The �rst is,

either (II) K ′ ⊇ H or (II’) H ⊃ K ′.

We are now accustomed to these two possibilities which correspond respectively to a total and partial neu-
tralization of the gauge symmetry, so to the absence or existence of a residual gauge freedom. The second
criterion is,

either (I) G ⊇ K or (I’) K ⊃ G .

This is a new consideration which positions the dressing �elds with respect to the invariant polynomial. Two
criterion each coming as two variants, this gives four possible cases. Only two can be treated on a general
ground.

4.2.2 Cases (I) and (I’)
Case (I) We assume that the target group is contained in the invariance group of the polynomial, G ⊇ K .
The curvature F of a local connection A = σ ∗ω ∈ Λ1 (U ,h) and its associated composite �eld are related by
F = uF̂u−1. If we evaluate an invariant polynomial P ∈ I ∗ (G ) on F we get,

Pn (F ) = Pn (uF̂u−1) = Pn (F̂ ), due to u : P → K ⊆ G .

This means that we have the dressed version of the transgression formula (4.5),

Pn (F̂ ) = dQ2n−1 (Â,0), with the dressed Chern-Simons form Q2n−1 (Â,0) = n
∫ 1

0
dt P (Â, F̂n−1

t ). (4.7)
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Nevertheless it turns out that the Chern-Simons forms Q2n−1 (A,0) and Q2n−1 (Â,0) are not cohomologous. To
see this, notice �rst that the connectionA and its associated composite �eld are related by,A = u (Â−u−1du)u−1.
So that,

A − udu−1 = uÂu−1 − u (u−1du)u−1 − udu−1 = uÂu−1 − duu−1 − udu−1 = uÂu−1 − d (uu−1) = uÂu−1 − 0.

De�ne the homotopic connection, At = A0 + t (A1 −A0) = udu
−1 + t (uÂu−1). Its curvature is,

Ft (At ) = dAt +
1
2

[
At ,At

]
,

= dudu−1 + td (uÂu−1) + 1
2

[
udu−1,udu−1

]
+ t

[
udu−1,uÂu−1

]
+ 1

2

[
utÂu−1,utÂu−1

]
,

= t
(
duÂu−1 + udÂu−1 − uÂdu−1

)
+ t

[
udu−1,uÂu−1

]
+ 1

2u
[
tÂ,tÂ

]
u−1,

= t
(
duu−1 · uÂu−1 − uÂu−1 · udu−1

)
+ t

[
udu−1,uÂu−1

]
+ ud (tÂ)u−1 + 1

2u
[
tÂ,tÂ

]
u−1,

= t
(
− udu−1 · uÂu−1 − uÂu−1 · udu−1

)
+ t

[
udu−1,uÂu−1

]
+ u

(
d (tÂ) + 1

2

[
tÂ,tÂ

])
u−1,

Ft (At ) = u

(
d (tÂ) + 1

2

[
tÂ,tÂ

])
u−1 = uF̂t (tÂ)u

−1.

The term udu−1 is a connection since u is a dressing �eld.4 Applying equation (4.4) with A1 = A and
A0 = udu

−1,

Q2n−1 (A,udu
−1) = n

∫ 1

0
dt P (A − udu−1,Fn−1

t ) = n

∫ 1

0
dt P (uÂu−1,uF̂n−1

t u−1),

= n

∫ 1

0
dt P (Â, F̂n−1

t ) = Q2n−1 (Â,0). (4.8)

This means that the Chern-Simons form Q2n−1 (ω̂,0) is projectable to Q2n−1 (Â,0). This is not the case of
Q2n−1 (ω,0). Apply now the triangle formula to the triplet A0 = A, A1 = udu

−1 and A2 = 0 and �nd,

Q2n−1 (A,udu
−1) +Q2n−1 (udu

−1,0) +Q2n−1 (0,A) = dχ2n−2 (A,udu
−1,0),

Q2n−1 (Â,0) +Q2n−1 (udu
−1,0) +Q2n−1 (0,A) = dχ2n−2 (A,udu

−1,0),

Q2n−1 (Â,0) = Q2n−1 (A,0) +Q2n−1 (0,udu−1) + dχ2n−2 (A,udu
−1,0). (4.9)

This shows that unless Q2n−1 (0,udu−1) is identically vanishing, the dressed Chern-Simons form is not coho-
mologous to the original one. Applying the exterior derivative to equation (4.9) gives,

dQ2n−1 (Â,0) = dQ2n−1 (A,0) + dQ2n−1 (0,udu−1),

Pn (F̂ ) = Pn (F ) + dQ2n−1 (0,udu−1).

Which implies dQ2n−1 (0,udu−1) = 0, as can be checked by direct calculation. We can try to apply the BRS
operator to equation (4.9), but the result would depend on the second criterion.

Case (I’) If the dressing �eld has a target group K ⊃ G, obviously the results derived in case (I) do not
hold. Nothing general can be said, any progress would depend on the precise properties enjoyed by the
polynomial besides its symmetry and invariance. We will consider an example in the section dedicated to the
Weyl anomaly.

4Note that the formal relation s (udu−1) = −d (usu−1) −
[
udu−1,usu−1

]
always hold. If u is a dressing we have su = −vu, and

this relation becomes s (udu−1) = −dv +
[
udu−1,v]. This is a genuine BRS transformation for a connection and the in�nitesimal

counterpart of (udu−1)γ = γ−1 (udu−1)γ + γ−1dγ , stemming from uγ = γ−1u.
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4.2.3 Cases (II) and (II’)

Case (I)+(II) We furthermore assume that K ′ ⊇ H , that is the composite �elds are gauge-invariant. In
this case applying s to (4.9) and using the initial BRS algebra gives,

0 = sQ2n−1 (A,0) + sQ2n−1 (0,udu−1) + sdχ2n−2,

0 = −dQ1
2n−2 (A,v ) − dQ

1
2n−2 (v,udu

−1) − dsχ2n−2,

Q1
2n−2 (A,v ) = Q

1
2n−2 (udu

−1,v ) + sχ2n−2 + dα
1
2n−3, up to d-closed terms. (4.10)

This is an alternative way to compute a consistent anomaly. Consider the example of dimension m = 2, that
is n = 2, with P = Tr. We have,

Q3 (0,udu−1) = 1
3 Tr(udu−1dudu−1),

and using the BRS algebra, sQ3 (0,udu−1) = −dQ1
2 (v,udu

−1) = −dTr(vdudu−1).

Moreover a direct calculation gives,

χ2 (A,udu
−1,0) = Tr(udu−1A), and sχ2 = −Tr

[
dv (A − udu−1)

]
.

Then,

Q1
2 (A,v ) − dα

1
1 = Q

1
2 (v,udu

−1) + sχ2 = Tr
[
dvA − dvudu−1 +vdudu−1

]
,

= Tr
[
dvA − d (vudu−1)

]
= Tr

[
vdA + d (vA) − d (vudu−1)

]
,

= Tr(vdA) − dTr
[
−v (A − udu−1)

]
.

Compare with the chain terms given at the end of the previous section. This is however anecdotal since the
calculations are at least as long as those needed in the descent equation.

The most relevant feature to be noted in this case is that all the composite �elds being gauge invariant, in
the resulting theory we have,

Pn (F̂ ) = dQ2n−1 (Â,0),
sQ2n−1 (Â,0) = 0

So there are no descent equations and no consistent gauge anomaly. This was expected since here we
have a geometrized theory and no more gauge symmetry. The anomaly is de�ned as the breaking of the gauge
invariance of the quantum action, sW =

∫
A . If, as we assume here, the theory can be written with the dressed

variables then the quantum action written in term of these variables is gauge invariant, sŴ = 0. So the theory
after dressing cannot have an anomaly. And indeed the equation (4.10) seems to entail that the anomaly of
the theory before dressing is s- and d-cohomologous to an anomaly written in term of a �at connection liable
to be gauged away. This may be a hint that actually the gauge theory has no genuine anomaly, and that only
after the dressing method is applied does this fact appear without ambiguity.

Let us say it again: if we are able to geometrize a theory by working with gauge invariant �elds, then
this theory is anomaly free. The dressing �eld method is then a probe of the anomalous content of a
gauge theory. Since we’ve applied it to the electroweak sector of the Standard Model in Chapter 2 we can
conclude that the model has no SU (2)-anomaly. This result is another net bene�t of the method, besides the
reinterpretation already discussed.

Case (I)+(II’) Now we assume thatH ⊃ K ′, that is the composite �elds have a residual gauge freedom. This
residual gauge freedom is handled by the modi�ed BRS algebra exposed in Lemma 3 of Chapter 3. Using it
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we obtain the Stora-Zumino chain of descent equations for the composite �elds and composite ghost,

Pn (F̂ ) = dQ0
2n−1 (Â,0),

sQ0
2n−1 (Â,0) + dQ1

2n−2 (Â,v̂ ) = 0,
sQ1

2n−2 (Â,v̂ ) + dQ
2
2n−3 (Â,v̂ ) = 0,

...

sQ2n−2
1 (Â,v̂ ) + dQ2n−1

0 (Â,v̂ ) = 0,
sQ2n−1

0 (v̂ ) = 0.

The solution for the chain terms are the same as for the initial theory. It su�ces to replace the initial variables
by the dressed ones. In particular the residual anomaly is A = Q1

2n−1 (Â,v̂ ). It is seen to satisfy the third
equation of the new descent which is a Wess-Zumino consistency condition.

By applying the BRS operator on (4.9) we obtain,

sQ2n−1 (Â,0) = sQ2n−1 (A,0) + sQ2n−1 (0,udu−1) + sdχ2n−2 (A,udu
−1,0),

−dQ1
2n−2 (Â,v̂ ) = −dQ

1
2n−2 (A,v ) − dQ

1
2n−2 (v,udu

−1) − dsχ2n−2 (A,udu
−1,0),

Q1
2n−2 (Â,v̂ ) = Q

1
2n−2 (A,v ) +Q

1
2n−2 (v,udu

−1) + sχ2n−2 (A,udu
−1,0), up to d-closed terms. (4.11)

This shows that if either Q2n−1 (0,udu−1) or Q1
2n−2 (v,udu

−1) vanishes, the residual anomaly is cohomologous
to the initial one. We will see an instance of this situation in the section concerning the Weyl anomaly.

4.3 An a�empt toward the Weyl anomaly

4.3.1 The Weyl anomaly
Consistent gauge anomalies in Yang-Mills and in gravitational theories are e�ciently treated through BRS
algebra and descent equations à la Stora-Zumino. See (Bertlmann, 1996). There’s however a noticeable re-
sisting case: the Weyl anomaly. It is associated to the quantum breaking of the Weyl rescaling symmetry, or
local conformal symmetry,5 enjoyed by classical theories of massless �elds interacting with gravity. It is then
a gravitational anomaly. It was �rst discovered on Christmas 1973 by M. Du� and D. M. Capper through
�eld theoretic methods (dimensional regularization), and was shown to re�ect the non-vanishing trace of the
e�ective quantum stress-energy tensor, AW ∝ 〈T

µ
µ 〉.

Since we do not have a quantum theory of gravity, the gravitational �eld is to be treated as an external
classical gauge �eld interacting with quantum �elds. The occurrence of a gravitational anomaly in such ef-
fective theories may have many interesting information to provide. It is the case of the Weyl anomaly. It
�nds applications in black holes physics, cosmology, string theory etc... For instance in 1977 it was shown
that the Hawking radiation of two dimensional black holes was entirely given by the Weyl anomaly. In the
context of string theory, the worldsheet of strings is required to enjoy an unbroken Weyl symmetry. In 1981
A. Polyakov show that for the bosonic and fermionic string we have respectively, 〈T µ

µ 〉 =
1

24π (d − 26)AW
and 〈T µ

µ 〉 =
1

16π (d − 10)AW . So the vanishing of the Weyl anomaly, the preservation of the local conformal
symmetry of the worldsheet of the strings, is related to the critical dimension of the theory. For a review of
the history and applications of the Weyl anomaly see (Du�, 1994).

Early attempts for a deeper geometrical understanding of the Weyl anomaly began in the 80’s. In their
papers (Bonora et al., 1983) and (Bonora et al., 1986), using BRS cohomological arguments, gave explicit ex-
pressions for the Weyl anomalies in dimensions 4 and 6. Their structure was found to consist of two kind

5First introduced by H. Weyl in his work of 1918 which ended up in seeding the idea of local gauge symmetry as well as the very
terminology.
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of terms: ϵ × e (M), where ϵ is the Weyl ghost and e (M) is the Euler density of the manifold, and ϵ×Weyl-
invariants. Yet we are warned: “Unfortunately, extending this method to higher dimensions does not seem
technically easy [...] nor does a general algorithm as in the case of the chiral anomaly seem to exist for Weyl
anomalies.” 6(my emphasis added).

Using �eld theoretic methods (Deser and Schwimmer, 1993) con�rmed this structure for any even di-
mension and called the �rst kind type A anomaly, and the second kind type B anomaly. On the basis of �eld
theoretic arguments still, they suggested that the type A anomaly could enjoy a “descent identity” like the
chiral anomaly. But they confess “[...]we have not been able to �nd one”7.

Using original BRS tools, (Boulanger, 2007a) proposed an approach to the type A anomaly that looks like
a scheme à la Stora-Zumino and works in any even dimension. See appendix A.3, precisely A.3.2, for a brief
discussion on how this work relates to the approach advocated in this thesis. In this appendix I propose some
critical remarks, mainly related to the absence of a clear underlying geometrical picture. I therefore suggest
that a genuine approach of the full Weyl anomaly through descent equations is still missing.

In A.3 still, I argue that the dressing �eld method applied to the Cartan-Möbius geometry provides pre-
cisely the right geometrical picture to start with. The important missing ingredient is an adequate invariant
polynomial. We propose here a candidate and give preliminary results.

4.3.2 A candidate polynomial
The aforementioned works focused on the derivation of the type A Weyl anomaly which is proportional to
the Euler density e (M) of the base manifold. Its integral χ (M) =

∫
M

e (M) is the Euler characteristic, a topo-
logical invariant which is an obstruction to the possibility to �nd a global pseudo-riemannian (Lorentzian)
metric on a manifold.8 The Euler density is thus a characteristic class, as such it is given by an invariant
polynomial: the Pfa�an.

Given a 2n×2n antisymmetric matrixA = {Ai j }, the Pfa�an of A is a polynomial of degree n in the matrix
entries de�ned by,

Pf(A) = 1
n!2n

∑
σ

sign(σ )
∏̀
i=1

Aσ (2i−1)σ (2i ) ,

where σ ∈ S(2n) the group of permutation of 2n elements. The Pfa�an vanishes on (2n + 1) × (2n + 1)
matrices and on symmetric ones. This is clearer when we write it as,

Pf(A) = 1
n!2n ϵ i1 · · ·i2nAi1i2 . . .Ai2n−1i2n =

1
n!

∑
i1<i2,
. . .

i2n−1<i2n

ϵ i1 · · ·i2nAi1i2 . . .Ai2n−1i2n ,

where ϵ i1 · · ·i2n is the totally antisymmetric Levi-Civita symbol. The index summation is understood and all
indices go from 1 to 2n. Given a matrix M = A+ S with antisymmetric part A and symmetric part S , it is then
easily seen that Pf(M ) = Pf(A). With the identity ϵ i1 · · ·i2nMi1

j1 . . .Mi2n
j2n = det(M ) ϵ j1 · · ·j2n , it is easy to show,

Pf(MTAM ) =
1

n!2n ϵ i1 · · ·i2nMi1
j1Aj1 j2M

j2
i2 . . .Mi2n−1

j2n−1Aj2n−1 j2nM
j2n

i2n ,

=
1

n!2n det(M ) ϵ j1 · · ·j2nAj1 j2 . . .Aj2n−1 j2n ,

Pf(MTAM ) = det(M ) Pf(A).

This shows that the Pfa�an is invariant under the adjoint action of SO (n). Indeed since R ∈ SO (n) means
RT = R−1 we have,

Pf(AdR−1A) = Pf(R−1AR) = Pf(RTAR) = det(R) Pf(A) = Pf(A).
6(Bonora et al., 1986), p.635.
7(Deser and Schwimmer, 1993), p.8.
8Thus a SO (r ,s )-reduction of the frame bundle LM, thus the impossibility to de�ne a Cartan-Möbius geometry with pseudo-

euclidean signature.
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These de�nitions and properties of the Pfa�an are well known. See the chapter on characteristic classes in
(Nakahara, 2003) and (Azcarraga and Izquierdo, 1995).

De�ne now the polarization, or symmetrization, of the Pfa�an by,

P̄ (A1, . . . ,An ) =
1

n!2n ϵ i1 · · ·i2nA1
i1i2 . . .A

n
i2n−1i2n =

1
n!

∑
i1<i2,
. . .

i2n−1<i2n

ϵ i1 · · ·i2nA1
i1i2 . . .A

n
i2n−1i2n ,

where A1, . . .An are n antisymmetric matrices. Clearly if any of the variables Ai is a symmetric matrix, the
above polynomial vanishes. If a random set of even matrices

{
M i = Ai + S i

}
i ∈[1, ...,n]

is plugged in P̄ , Ai and
S i being respectively the antisymmetric and symmetric parts, then

P̄ (M1, . . . ,Mn ) = P̄ (A1, . . . ,An )

Owing to symmetry of the Levi-Civita symbol under exchange of two pairs of indices, the polynomial is
symmetric,

P̄ (A1, . . . ,Ai , . . . ,Aj , . . . ,An ) = P̄ (A1, . . . ,Aj , . . . ,Ai , . . . ,An ).

Like the Pfa�an the polarization satis�es,

P̄ (MTA1M , . . . ,MTAnM ) = P̄ (A1, . . . ,An ).

The proof is completely analogue to the one given above. This means that the polynomial is SO (n)-invariant,

P̄ (AdR−1A1, . . . ,AdR−1An ) = P̄ (A1, . . . ,An ).

The Pfa�an is just the diagonal combination, P̄ (A, . . . ,A) := P̄n (A) = Pf(A).

Is P̄ the right candidate polynomial we were looking for? No, not as it stands. Indeed the relevant geometry
underlying the Weyl anomaly, we argue, is the Cartan-Möbius geometry which is based on the Möbius group
de�ned as a pseudo-orthogonal group G = SO (d ,2) =

{
R ∈ GL(d + 2) | RT SR = S

}
. The polynomial P̄ is

invariant under SO (n), not under SO (d ,2). Moreover the designated variables, the Cartan connection and its
curvature, are g-valued so not antisymmetric matrices. This is not really a big problem, but this raises our
suspicion that a slight modi�cation of the polynomial is needed.

This modi�cation is suggested by a simple observation. The de�ning equation for the Lie algebra g is,

g =
{
X ∈ GL(d + 2) | XT S + SX = 0→ (SX )T + SX = 0

}
,

since the group metric S = {−1,η,−1} (second diagonal) satis�es, S = ST = S−1. This means that the map
S : X 7→ SX allows to turn g-matrices into symmetric matrices.9 Lets then de�ne the polynomial,

P := P̄ ◦ S , → P (A1, . . . ,An ) := P̄ (SA1, . . . ,SAn ). (4.12)

P retains all the good properties of P̄ , symmetry, linearity, vanishing on symmetric or odd-rank variables. But
it is furthermore invariant under SO (d ,2). Indeed since R ∈ SO (d,2) means R−1 = SRT S , we have

P (AdR−1A1, . . . ,AdR−1An ) = P
(
R−1A1R, . . . ,R−1AnR

)
= P̄

(
S (R−1A1R), . . . ,S (R−1AnR)

)
,

= P̄
(
RT (SA1)R, . . . ,RT (SAn )R

)
= det(R) P̄ (SA1, . . . ,SAn ),

= det(R) P (A1, . . . ,An ),

P (AdR−1A1, . . . ,AdR−1An ) = P (A1, . . . ,An ). (4.13)
9This is obviously not a Lie algebra morphism.
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Notice an interesting feature of this polynomial: its degree is controlled by the size of the matrix variables.
This is to be contrasted with the trace. In the calculations of the descent equations in the standard Yang-Mills
case we started with Pn (F ) := Tr(Fn ). The degree is related to the number of variables. In our case, consider
the diagonal combination Pn (F ) = Pf(SF ). It is of degreen if F is of size 2n. This particularity of our polynomial
implies a greater structural rigidity. Greater is then our appreciation of the following match.

For the descent equations to provide a consistent anomaly on a d-dimensional manifold, the degree of the
homogeneous polynomial at the top of the descent should be n = d/2 + 1. Indeed starting with Pn (F ) we
have the anomaly Q1

2n−2 which is a maximal form onM, 2n − 2 = d . The Cartan-Möbius geometry proposes
variables, the Cartan connection ϖ and its curvature Ω, whose size is related to the dimension d of the base
manifold by 2n = d + 2. Evaluating our polynomial on Ω we have a polynomial Pn (Ω) = Pf(SΩ) of degree
n = d/2 + 1. Therefore the corresponding anomaly is of the right de Rham degree. The match is perfect, and
a priori unexpected.

Let us �nd a handy notation for the polynomial. We can write an antisymmetric matrix as a formal 2-form,

A =
1
2Ai je

i · ei , where “·” stands for a formal wedge product

The formal wedge product of n such object is,

1
n! A

1 · A2 · . . . · An =
1

n!2nA
1
i1i2A

2
i3i4 . . .A

n
i2n−1i2n e

i1 · ei2 · . . . · ei2n ,

=
1

n!2nA
1
i1i2A

2
i3i4 . . .A

n
i2n−1i2n ϵ

i1i2 · · ·i2n e1e2 . . . e2n = P̄ (A1, . . . ,An ) vol2n .

Accordingly our polynomial can be written,

P (A1,A2, . . . ,An ) vol2n =
1
n!A

1 •A2 • . . . •An =: 1
n!SA

1 · SA2 · . . . · SAn = P̄ (SA1,SA2, . . . ,SAn ) vol2n .
(4.14)

As a genuine SO (d,2)-invariant polynomial, P can be used to perform all the constructions, from the
transgression to the descent equations, described in the previous section. We are on the bundle P (M,H )
of the Cartan-Möbius geometry and consider the local Cartan connection ϖ ∈ Λ1 (U ,g) and its curvature
Ω ∈ Λ2 (U ,g). The ghost is simply h-valued and we use the initial BRS algebra involving the variables v , A,
and F . We have a chain of descent equation which is,

Pn (Ω) vol2n = dQ0
2n−1 (ϖ,0) vol2n ,

sQ0
2n−1 (ϖ,0) vol2n + dQ1

2n−2 (ϖ,v ) vol2n = 0,
sQ1

2n−2 (ϖ,v ) vol2n + dQ2
2n−3 (ϖ,v ) vol2n = 0,

...

sQ2n−2
1 (ϖ,v ) vol2n + dQ2n−1

0 (ϖ,v ) vol2n = 0,
sQ2n−1

0 (v ) vol2n = 0.
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Specializing to dimM = d = 4, that is for n = 3, we have the solution for the chain terms,

P3 vol6 =
1
6 Ω • Ω • Ω,

Q0
5 vol6 =

1
6

(
ϖ • Ω • Ω −

1
2 ϖ •ϖ2 • Ω +

1
10 ϖ •ϖ2 •ϖ2

)
=

1
6

(
ϖ • dϖ • dϖ +

3
2 ϖ •ϖ2 • dϖ +

3
5 ϖ •ϖ2 •ϖ2

)
,

Q1
4 vol6 =

1
6 v • d

(
ϖ • dϖ +

1
2 ϖ •ϖ2

)
,

Q2
3 vol6 = −

1
12

(
(v • [ϖ,v] +ϖ •v2) • dϖ +v2 •ϖ •ϖ2

)
= −

1
12

(
v • [ϖ,v] • dϖ +v2 •ϖ • Ω

)
,

Q3
2 vol6 =

1
12

(
−v2 •v • dϖ +

1
2 v • [ϖ,v] • [ϖ,v] − 1

2 [ϖ,v] •v2 •ϖ
)

=
1
12

(
−v2 •v • dϖ +

1
4 v • [ϖ,v] • [ϖ,v] + 1

4 [v2,ϖ] •v2 •ϖ
)
,

Q4
1 vol6 =

1
12 v

2 •v2 •ϖ ,

Q5
0 vol6 =

1
60 v

2 •v2 •v .

Compare with the solutions found for the trace, in the same dimension, in the previous section. The formal
similarity of both sets of chain terms is clear. Actually the only properties necessary to derive the above
results are the symmetry of the polynomial, its linearity and invariance. The latter translating as the identity,

n∑
i=1

(−) |A
1 |+...+ |Ai−1 |P

(
A1, . . . ,

[
λ,Ai

]
, . . . ,An

)
= 0, λ ∈ g and |Aj | the degree of the g-valued form Aj .

For our polynomial in the case n = 3 this specializes to,
[
λ,A1

]
•A2 •A3 (−) |A

1 |A1 •
[
λ,A2

]
•A3 (−) |A

1 |+ |A2 |A1 •A2 •
[
λ,A3

]
= 0. (4.15)

It is very usefull if one recalls that since we are using a matrix formalism, for a g-valued 1-form β we have,

β2 := β ∧ β = 1
2

[
β ,β

]
, and the square of the ghost means v2 =

1
2

[
v,v

]
.

Since symmetry, linearity and invariance are properties enjoyed by any characteristic polynomial, the sets of
solutions for the chain terms of any of them will display a structural similarity. Of course the details of the
explicit results nevertheless heavily depend on the speci�c polynomial chosen.

These formal results are already encouraging. We can pause for a moment and start to ask how the
dressing �elds in the Cartan-Möbius, identi�ed in the previous chapters, �nd their places in this scheme. The
general analysis given in the last section will help in getting closer to the Weyl anomaly.
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4.3.3 The dressing field method and the Weyl anomaly
We identi�ed two dressing �elds in the Cartan-Möbius geometry. Each belongs to a di�erent category ac-
cording to the analysis of section 4.2. We then pay attention to the peculiarities of each situation.

The first dressing field
The �rst dressing �eld of the Cartan-Möbius geometry is u1 and takes values in the group K1 ⊂ H ⊂ G. Since
this target group is also the equivariance group we are in the case (I)+(II) of section 4.2.3. We have thus the
triangle formula applied to the triplet

{
ϖ1,u1du

−1
1 ,0

}
,

Q2n−1 (ϖ1,0) = Q2n−1 (ϖ,0) +Q2n−1 (0,u1du
−1
1 ) + dχ2n−2 (ϖ1,u1du

−1
1 ,0),

where ϖ1 := ϖu1 is the �rst K1-invariant composite �eld. But the term Q2n−1 (0,u1du
−1
1 ) depends on du1du

−1
1

which is,

d
(
u1du

−1
1

)
= d

*..
,

1 q 1
2qq

t

0 1 qt

0 0 1

+//
-

*..
,

0 −dq qdqt

0 0 −dqt

0 0 0

+//
-
= d

*..
,

0 −dq 0
0 0 −dqt

0 0 0

+//
-
= 0,

So the Chern-Simons forms are d-cohomologous,

Q2n−1 (ϖ1,0) = Q2n−1 (ϖ,0) + dχ2n−2 (ϖ,u1du
−1
1 ,0).

Applying the russian algebra, that is writing the same formula for the algebraic connection ϖ̃ = ϖ +v and its
u1-dressed counterpart ϖ̃1 = ϖ1 + v̂1, where v̂1 := vu1 is the �rst composite ghost,

Q2n−1 (ϖ̃1,0) = Q2n−1 (ϖ̃,0) + s̃χ2n−2 (ϖ̃,u1s̃u
−1
1 ,0), where of course s̃ = d + s .

Developing according to the ghost degree and selecting the linear terms we have,

Q1
2n−2 (ϖ1,v̂1) = Q

1
2n−2 (ϖ,v ) + s̃χ (ϖ̃,u1s̃u

−1
1 ,0). (4.16)

The residual anomaly Q1
2n−2 (ϖ1,v̂1) is then s̃-cohomologous to the original one Q1

2n−2 (ϖ,v ). We can
thus focus our attention on this residual anomaly. In particular we will consider the case n = 3 since we are
primarily interested in the dimension d = 4.

Until now we’ve derived strictly formal results. To see if these have any genuine content, that is to see
if the residual anomaly Q1

4 (ϖ1,v̂1) really gives the form of the full Weyl anomaly in space-time dimension 4,
we need to better control the intricate combinatorial properties of the polynomial. This can be helped by the
following alternative form,

P
(
A1, . . . ,An

)
=

1
n!2n ϵ i1i2 · · ·i2n (SA1)i1i2 · · · (SA

n )i2n−1i2n ,

=
1

n!2n−1 (−)i1+i2+1 (SA1)i1i2 ϵ
i3i4 · · ·i2n (SA2)i3i4 · · · (SA

n )i2n−1i2n ,

=
1
n
(−)i1+i2+1 (SA1)i1i2

1
(n − 1)!2n−1 ϵ

i3i4 · · ·i2n (SA2)i3i4 · · · (SA
n )i2n−1i2n ,

P
(
A1, . . . ,An

)
=

1
n
(−)i1+i2+1A1

i1i2 P
(
Ā2, . . . ,Ān

)
. (4.17)

Where i1 < i2 and i1 , i2 since only the antisymmetric part of A1 survives, and Āi is the submatrix ob-
tained from Ai by removing the ith1 line and the ith2 column. This is analogous to the Laplace formula for the
determinant in terms of the cofactors. Using the notation introduced above,

P
(
A1, . . . ,An

)
vol2n =

1
n
(−)i+j+1 (SA1)i j P

(
Ā2, . . . ,Ān

)
vol2n ,

1
n! A

1 • . . . •An =
1
n! (−)i+j+1 (SA1)i j Ā

2 • . . . • Ān . (4.18)
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Specializing to the case n = 3 we get,

P
(
A1,A2,A3) =

1
3 (−)

i+j+1 (SA1)i j P
(
Ā2,Ā3

)
, or 1

6 A1 •A2 •A3 =
1
6 (−)

i+j+1 (SA1)i j Ā
2 • Ā3. (4.19)

Now write the residual anomaly Q1
4 (ϖ1,v̂1) as,

Q1
4 (ϖ1,v̂1) vol6 =

1
6 v̂1 • d

(
ϖ1 • dϖ1 +

1
2ϖ1 •ϖ

2
1

)
=

1
12 v̂1 • d

(
ϖ1 • dϖ1 +ϖ1 • Ω1

)
,

=
1
12 v̂1 •

(
dϖ1 • dϖ1 + dϖ1 • Ω1 −ϖ1 • dΩ1

)
,

=
1
12 v̂1 •

(
dϖ1 • dϖ1 + Ω1 • Ω1 −ϖ

2
1 • Ω1 −ϖ1 • dΩ1

)
, since dϖ1 = Ω1 −ϖ

2
1,

=
1
12 (−)i+j+1 (Sv̂1)i j

(
dϖ̄1 • dϖ̄1 + Ω̄1 • Ω̄1 −ϖ

2
1 • Ω̄1 − ϖ̄1 • d Ω̄1

)
, using (4.19).

We have,

Sv̂1 =
*..
,

0 0 −1
0 η 0
−1 0 0

+//
-

*..
,

ϵ ∂ϵ · e−1 0
0 vL η−1 (e−1)T · ∂ϵ
0 0 −ϵ

+//
-
=

*..
,

0 0 ϵ
0 ηvL (e−1)T · ∂ϵ
−ϵ −∂ϵ · e−1 0

+//
-

We recall that the u1-dressed normal Cartan connection and its curvature are,

ϖ1 =
*..
,

0 α1 0
θ A1 α t1
0 θ t 0

+//
-
, and Ω1 =

*..
,

0 Π1 0
0 F Πt

1
0 0 0

+//
-
=

*..
,

0 dα1 + α1A1 0
0 dA1 +A

2
1 + θα1 + α

t
1θ

t dα t1 +A1α
t
1

0 0 0

+//
-
,

whereA1 is the Lorentz/spin connection, α1 is the Schouten 1-form, Π1 it the Cotton 2-form and F is the Weyl
2-form. Focusing on the Weyl sector of the ghost we have,

Q1
4 (ϖ1,v̂1)

�����W
vol6 =

1
12 ϵ

(
dA1 • dA1 + F • F −

(
A2

1 + θα1 + α
t
1θ

t
)
• F −A1 • dF

)
.

Now since dA1 = R1 −A
2
1 where R1 is the Riemann 2-form, we have,

dA1 • dA1 = R1 • R1 − 2A2
1 • R1 +A

2
1 •A

2
1.

But the last term vanishes due to the invariance of the subpolynomial under SO (r ,s ) which implies the identity,
[
λ,B1

]
• B2 (−) |B

1 |B1 •
[
λ,B2

]
= 0, for λ ∈ so(r ,s ) and β so(r ,s )-valued.

This means,

1
2

[
A1,A1] •A2

1 −
1
2A1 •

[
A1,A

2
1

]
= 0 → A2

1 •A
2
1 = 0.

Then the Weyl ghost sector of the residual anomaly reads,

Q1
4 (ϖ1,v̂1)

�����W
vol6 =

1
12 ϵ

(
R1 • R1 + F • F − 2A2

1 • R1 −
(
A2

1 + θα1 + α
t
1θ

t
)
• F −A1 • dF

)
.

It is possible to clean up a bit this expression. Using the identity above we have,
[
A1,A1

]
• R1 −A1 •

[
A1,R1

]
= 0 → 2A2

1 • R1 = A1 •
[
A1,R1

]
,
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so that,

−2A2
1 • R1 −A1 • dF = −A1 •

[
A1,R1

]
−A1 •

(
dR1 + d

(
θα + α tθ t

))
= −A1 • d

(
θα + α tθ t

)
,

due to the Bianchi identity for the Riemann 2-form, dR1 +
[
A1,R1

]
= 0. So �nally the Weyl ghost sector of

the residual anomaly is,

Q1
4 (ϖ1,v̂1)

�����W
vol6 =

1
12 ϵ

(
R1 • R1 + F • F −

(
A2

1 + θα1 + α
t
1θ

t
)
• F −A1 • d

(
θα + α tθ t

))
. (4.20)

Proposition 3. The �rst and second term in the residual anomaly (4.20) are respectively the type AWeyl anomaly
and the type B Weyl anomaly in dimension d = 4.

Proof. The �rst term reads,
1
12 ϵ R1 • R1 := 1

12 ϵ P
2 (R1) vol4,

by de�nition of our notation. Discard the formal volume form vol4 we have,
1
12 ϵ P

2 (R1) =
1
12 ϵ Pf(ηR1) := 1

12 ϵ e (M), (4.21)

since the diagonal combination of our polynomial is the Pfa�an. This is indeed the type A weyl anomaly,
proportionnal to the Euler density, written in a compact form. Let us give the explicit expression.
We have ηR1 = ηilR

l
j = Ri j which is antisymmetric indeed since R1 is so(r ,s )-valued. Moreover we can write,

Ri j =
1
2Ri j,pq θ

p ∧ θq . This is so because R1 is a tensorial form and {θ i } is a basis for tensorial forms.10 Then,
1
12 ϵ P

2 (R1) =
1
12 ϵ Pf(ηR1) =

1
12 ϵ ϵ

i jklRi j Rkl ,

=
1
12 ϵ

1
4ϵ

i jklRi j,pq Rkl,r s θ
p ∧ θq ∧ θ r ∧ θ s =

1
12 ϵ

1
4ϵ

i jklRi j,pq Rkl,r s ϵ
pqrsθ 1θ 2θ 3θ 4,

=
1
12 ϵ

1
4ϵ

i jklRi j
pq Rkl

r sϵpqrsdV =
1
12 ϵ

1
4δ

i jkl
pqrs Ri j

pq Rkl
r sdV .

Here δ i jklpqrs is the generalized Kronecker delta. It is the determinant of a matrix whose entries are simple
Kronecker delta’s δ ij where i is a line index and j a column index. Using the properties of the Riemann tensor:
Ri j,pq = −R ji,pq = −Ri j,qp = Rpq,i j , the de�nition of the Ricci tensor Ri j = Rl i,l j and of the scalar curvature
R = Rl il i , we obtain,

1
12 ϵ P

2 (R1) =
1
12 ϵ Pf(ηR1) =

1
12 ϵ

(
Ri jklR

i jkl − 4Ri jRi j + R2
)
dV . (4.22)

The second term in (4.20) reads,
1
12 ϵ F • F := 1

12 ϵ P
2 (F ) vol4, →

1
12 ϵ P

2 (F ) =
1
12 ϵ Pf(ηF ).

A calculation in all respect similar to what is done above gives,
1
12 ϵ P

2 (F ) =
1
12 ϵ Pf(ηF ) = . . . = 1

12 ϵ
1
4δ

i jkl
pqrs Fi j

pq Fkl
r sdV .

Taking into account the properties of the Weyl tensor: Fi j,pq = −Fji,pq = −Fi j,qp = Fpq,i j and F l i,l j = 0 = F l il i ,
we have

1
12 ϵ P

2 (F ) =
1
12 ϵ Pf(ηF ) = 1

12 ϵ Fi jklF
i jkldV =

1
12 ϵ

(
Ri jklR

i jkl − Ri jR
i j + 1

3R
2
)
dV . (4.23)

This is indeed the type BWeyl anomaly which is proportional to the square of the Weyl tensor. The last
equality stems from the expression of the Weyl tensor in term of the Riemann and Schouten tensors. �

10Said otherwise, we write the Riemann 2-form in the orthogonal frame so as to keep latin indices everywhere.
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Expression (4.22) and (4.23) can be compared with the result found in (Bonora et al., 1983) by strictly
cohomological considerations. We then obtain the full structure of the Weyl anomaly, both types, through
descent equations à la Stora-Zumino. This is a good start but some obvious critics can be formulated. The
�rst one concerns the meaning of the remaining terms in (4.20). The cleanest result would be that they can be
expressed as s-exact or d-exact terms, so could be neglected. For now this expectation is vexed. In the same
vein one could ask about the contribution of the other sectors of the ghost. Indeed until now we’ve focused
our attention on the Weyl sector, ϵ , but what about the contribution of ∂ϵ · e−1 andvL . To start to address this
latter critics, it is usefull to consider the impact of the second dressing �eld.

The second dressing field
Unfortunately this time the second dressing u0 has a target group K ⊃ G. We are in the case (I’) so that no
general result can be used. In particular u0du

−1
0 is not g-valued so that the triangle formula cannot be applied

to check that the residual anomaly Q1
4 (ϖ0,v̂0) is cohomologous to Q1

4 (ϖ1,v̂1).
It is nevertheless possible to write a nice feature of the polynomial when the second dressing enters the

game. De�ne,

G = uT0 Su0, →
*..
,

0 0 −1
0 д 0
−1 0 0

+//
-
=

*..
,

1 0 0
0 eT 0
0 0 1

+//
-

*..
,

0 0 −1
0 η 0
−1 0 0

+//
-

*..
,

1 0 0
0 e 0
0 0 1

+//
-
=

*..
,

0 0 −1
0 eTηe 0
−1 0 0

+//
-
.

Clearly, det(u0) = det(e ) and det(G ) = det(д) = |д |. Consider then the diagonal combination,

Pn
(
Ω1

)
= Pn

(
u0Ω0u

−1
0

)
:= Pf

(
Su0Ω0u

−1
0

)
= Pf

(
(u−1

0 )TGΩ0u
−1
0

)
= det(u−1

0 ) Pf(GΩ0).

We verify that GΩ0 is indeed antisymmetric,

GΩ0 = u
T
0 Su0 u

−1
0 Ω1u0 = u

T
0 SΩ1u0, but SΩ1 + ΩT

1 S = 0,
= −uT0 Ω

T
1 Su0 = −u

T
0 Ω

T
1 u

T
0 G = −Ω

T
0G .

We have furthermore,

Pn
(
Ω1

)
= det(u−1

0 ) Pf
(
GΩ0

)
= det(u−1

0 ) Pf
(
GΩ0G

−1G
)
= det(u−1

0 ) det(G ) Pf
(
Ω0G

−1
)
=

√
|д | Pf

(
Ω0G

−1
)
.

It is easy to show that Ω0G
−1 is symmetric. The above property holds for the polarization,

P
(
A1,1, . . . ,A1,n

)
:= P̄

(
SA1,1, . . . ,SA1,n

)
=

√
|д | P̄

(
A0,1G

−1, . . . ,A0,nG
−1

)
, (4.24)

where A0,i = A
u0
1,i = u

−1
0 A1,iu0. For the type A and B Weyl anomaly in proposition 3 this gives right away,

1
12 ϵ P

2 (R1) =
1
12 ϵ Pf(ηR1) =

1
12 ϵ

√
|д | Pf(Rд−1) =

1
12 ϵ

(
Rµν ρσR

µν ρσ − 4RµνRµν + R2
) √
|д |d4x .

1
12 ϵ P

2 (F ) =
1
12 ϵ Pf(ηF ) = 1

12 ϵ
√
|д | Pf(Wд−1) =

1
12 ϵWµν ρσW

µν ρσ
√
|д |d4x ,

=
1
12 ϵ

(
Rµν ρσR

µν ρσ − RµνR
µν + 1

3R
2
) √
|д |d4x .

Here d4x = dx1dx2dx3dx4, and we used Rд−1 = Rµ λд
λν = Rµν = 1

2R
µν

ρσdx
ρ ∧dxσ . Idem for the Weyl tensor

Wд−1.11

Another net advantage of going through the second dressing is that the �nal Weyl ghost is,

v̂0 =
*..
,

ϵ ∂ϵ 0
0 ϵ1 д−1∂ϵ
0 0 −ϵ

+//
-
, so that Gv̂0 =

*..
,

0 0 ϵ
0 ϵд ∂ϵ
−ϵ −∂ϵ 0

+//
-
. (4.25)

11Remember that we used the notationW = u−1
0 Fu0 for the Weyl tensor, and R = u−1

0 R1u0 for the Riemann tensor.
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We see that the Lorentz sector vL is replaced by ϵд which is symmetric and then does not contribute to the
residual anomaly Q1

4 (ϖ0,v̂0). This answer part of the critics mentionned above.

Nevertheless all the manipulations based on the invariance of the polynomial performed in the previous
section, which aimed at simplifying the expression of the term Q1

4 , are now forbidden. So even if we would
still be able to derive the type A and B Weyl anomalies above, the number of remaining terms would be more
important and their meaning still not clear.

Conclusion If we were able to �nd the full Weyl anomaly in dimension d = 4, the result is not so clean.
There remain junk terms and to neglect them is permissible but arbitrary. In higher dimension it seems always
possible to �nd the type A and B Weyl anomaly in the way presented here, but the number of such junk terms
grows quickly. Perhaps further work will give satisfaction, perhaps another polynomial is waiting to be found.
This attempt may inspire cleverer constructions.

The real point of this section was to illustrate brie�y how the dressing �eld could interact with anomalies.
Some simple general features were described in the second section and the application to the Weyl anomaly,
especially after the �rst dressing, provides a concrete example showing how a residual anomaly can be co-
homologous to the ‘original’ one. It was also argued that in the case of a full neutralization of the gauge
symmetry by the dressing �eld method, no anomaly could appear. This provide an obvious criterion for an
anomaly-free gauge theory. This latter situation is especially relevant, given our treatment of the electroweak
sector of the Standard Model by the dressing �eld method.



Conclusion

It was soon recognized that what physicists called a gauge theory was in fact based on the geometrical frame-
work of Ehresman connections on principal �bered bundles.

Chapter 1 ended on the observation that the advent of Gauge Theories came with some problems related
precisely to the gauge symmetry: masslessness of the mediating bosons, divergence of the path integral. There
we distinguished three general approaches to handle these problems: the gauge �xing, the mechanisms of
spontaneous symmetry breaking and �nally the bundles reductions theorem.

Gauge �xing is the explicit breaking of the gauge symmetry by the adding of a constraint equation, often
directly in the Lagrangian of the theory. This is done in non-abelian gauge theories by the Fadeev-Popov
method, (Faddeev and Popov, 1967). The only consistency condition that needs to be imposed is that physical
outcomes of the gauge-�xed theory shouldn’t depend on the choice of gauge.

The spontaneous symmetry mechanism, was �rst imported from solid state physics to particle physics
in the early 60’s, (Brout and Englert, 1964), (Higgs, 1964), (Guralnik et al., 1964). The idea is that the high
energy phase of a theory could have a larger gauge symmetry than its low energy phase. The spontaneous
SU (2)-symmetry breaking of the electroweak sector of the Standard Model is usually held responsible for the
mass of the weak bosons.

The bundles reduction theorem is a mathematical result stating the conditions for a principal bundle to be
reduced to a subbundle with smaller structure group. That is, when a gauge theory can be reduced to a theory
with smaller gauge symmetry. Several authors recast the SSBM in the language of the bundle reductions
theorem, see (Trautman, 1979), (Westenholz, 1980) and (Sternberg, 1994). Nevertheless we stressed that while
there is a dynamical viewpoint in the former, there is none in the latter. So if certain formal similarities are
undeniable, the interpretive baggage of each shouldn’t be confused.

We then entered the core of our subject by advertising a fourth way to handle gauge symmetry which is
the dressing �eld method.

Chapter 2 introduces the notion of dressing �eld, ū, and showed how it was possible to construct pro-
jectable forms out of the standard gauge �elds of a theory, that is the connection of a principal bundle, its
curvature and the sections of associated bundles.

ω̂ = ωū := ū−1ωū + ū−1dū, Ω̂ = Ωū := ū−1Ωū, Ψ̂ = Ψū := ρ (ū−1)Ψ.

Since the above composite forms resemble closely mere gauge transformations, it was necessary to emphasize
that they are not. Indeed the dressing �eld do not belong to the gauge group of the theory and, for example, ω̂
does not belong to the space of connections anymore. According to the equivariance group of the dressing �eld
these composite forms project either on the base manifold, the gauge symmetry is then fully neutralized,
or on a subbundle in which case the composite forms display a residual gauge symmetry. This was de�ned
in Lemma 1 and Lemma 2.

We made clear the di�erences between the dressing �eld method and the three general strategies men-
tioned above. Our method has obviously nothing to do with spontaneous symmetry breaking. Nor is it a gauge
�xing, but it is a perfect substitute to it since it allows to work with gauge-equivalent classes. It coincides
with the bundles reduction theorem only in the case of a structure group which is a direct product.

It was argued that this geometrical construction is the foundation of the notion of Dirac variables, (Dirac,
1955), (Dirac, 1958), and their generalization. I gave examples of some papers gathered in the hadronic physics
literature, which are clearly related to the present work and which I analyzed in the Appendix A.

We then worked out two main physical applications. One to General Relativity, where we recast the
formulation in term of the adequate Cartan geometry and used an operative matrix formalism to handle
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the calculations. We saw that the transition from the Palatini/tetrad/gauge formulation of the theory to the
Einstein-Hilbert formulation is an instance of the method where the dressing �eld is the tetrad itself. The
other is the electroweak sector of the Standard Model, where a dressing �eld is extracted from the scalar �eld
φ. With it, composite �elds (or generalized Dirac variables) are constructed and the SU (2)-gauge symmetry is
neutralized. With the method comes an interpretive shift. Indeed it is proved that the SU (2)-invariant com-
posite �elds were present in the theory from the start, that is in both phases of the theory. Then the ‘breaking’
of the SU (2) symmetry, if mandatory for the weak bosons to have mass, is not immediately correlated to this
mass attribution as is the case in the usual viewpoint. Moreover the ground state of the Higgs �eld η is unique
here, so that even the usual terminology ‘spontaneous symmetry breaking’ is challenged.

A signi�cant generalization of the method to higher-orderG-structures was then proposed. There the
possibility to compose the dressing operations is conditioned by compatibility conditions on the various
dressing �elds. As an illustration of this generalization, the 2nd-order conformal structure, or Cartan-Möbius
geometry, is studied. There the isotropy group H of the Möbius group G, which is the structure group of
the bundle under study, is reduced through two successive dressing �elds to the 1-dimensional abelian group
of Weyl rescaling. This is the residual gauge symmetry of the fully dressed normal Cartan connection ϖ0
and its curvature Ω0, which contains respectively, the metric, the Christo�el symbols, the Schouten tensor
and the Cotton and Weyl tensors. In other words we �nd in a single move the conformal transformations of
all these important objects of the conformal geometry of the base manifold. And we do so a priori without
supposing that all the tensors should be functions of the metric tensor. By the way, the composite �eld (or
generalized Dirac variable) ϖ0 is the so-called Riemannian parameterization of the normal conformal
Cartan connection as found in (Ogiue, 1967).

Chapter 3 explains how the dressing �eld method modi�es the BRS algebra of a gauge theory. In partic-
ular, the notion of composite ghost is introduced and shown to represent the in�nitesimal residual gauge
freedom (if there’s any). The latter is handled precisely by the modi�ed or residual BRS algebra. Again a
generalization to higher-order G-structure is proposed and the BRS version of the compatibility conditions
are derived. As an illustration we applied the scheme to Cartan-Möbius geometry. The residual BRS algebra
involving the dressed Cartan connection, its curvature and the �nal Weyl ghost is shown to provide the in-
�nitesimal Weyl rescaling of the various tensors mentioned above. Again this is performed through a handy
matrix formalism and the results are obtained in a even easier way than in the �nite case.

Finally the chapter ends with the incorporation of the in�nitesimal di�eomorphisms of the base man-
ifold as a residual symmetry. Application to General Relativity and to Cartan-Möbius geometry allow us see
that the dressing �eld method provides a shift of the composite ghost which implies a form for the corre-
sponding residual BRS algebra very similar to what is derived in (Langouche et al., 1984). We stressed that the
form of the �nal composite ghost in this case give a geometrical interpretation of the cohomological results
obtain by (Boulanger, 2005) and (Boulanger, 2007a)

Chapter 4 touches upon the question of the interaction of the dressing �eld with anomalies in Quantum
Field Theory. The latter being often studied with the help of BRS machinery, the question was unavoidable. In
particular we saw under which condition an anomaly written in terms of the initial gauge variable is cohomol-
ogous to the residual anomaly written in terms of the composite �elds. We were thus able to draw a quite
obvious yet interesting conclusion: if a theory can be geometrized through the dressing �eld method,
then it is anomaly-free. Indeed, an anomaly being the signature of the breaking of the gauge symmetry, if
a full neutralization of the latter can be achieved with an adequate dressing, then obviously there should be
no gauge-anomaly. This is especially relevant when we think about our treatment of the electroweak sector
of the Standard Model. The mere fact that this treatment was possible indicates that the model cannot display
an SU (2)-gauge anomaly. The dressing �eld method can thus be considered as a probe of the anomalous
content of a gauge theory.

Finally an attempt toward the Weyl anomaly illustrates the general discussion. Being a famous excep-
tion to a treatment through descent equations, an anomaly among the anomalies, this is of course not �nal.
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We are nevertheless emboldened by the conviction that with the Cartan-Möbius geometry and the dressing
�eld method, we have the right geometrical context to ground a serious understanding of the Weyl anomaly
(which is a quantum breaking of the conformal symmetry). The main proposition is a candidate character-
istic polynomial, the essential ingredient for genuine descent equations à la Stora-Zumino. An ingredient
missing to this day. It turns out that we were able to �nd the full structure of the Weyl anomaly, but the
result is not so clean because of junk terms whose number grows quickly with the dimension of space-time.
Perhaps further work will give better satisfaction. Perhaps the true solution will come from the identi�cation
of the right characteristic polynomial.

As a matter of perspective, it is possible to propose at least two directions. First, the dressing �eld method
allowed to derive classical results about the 2nd-order conformal structure, usually approached through the
jet formalism as in (Kobayashi, 1972) and (Ogiue, 1967). I have no doubt that the method could be applied to
another classical geometry: the 2nd-order projective structure. An example easier to treat, by the way. This
time again, we will describe an alternative way toward the results that (Kobayashi and Nagano, 1964) obtained
through jet formalism.

A second direction, most directly tied to Physics, is to investigate the obvious question of quantization.
In the line of the last chapter, further studies of the interaction of the dressing �eld method with anomalies in
Quantum Field Theory may be worth pursuing. One could be encouraged in this by �nding hitherto unnoticed
examples of the method scattered in the literature on the subject. For example in the third section of the paper
“Algebraic study of chiral anomaly” by Mañes, Stora and Zumino (Mañes et al., 1985), appears the element д
supposedly belonging to the gauge group. But its BRS transformation is de�ned as sд = −vд (equation (37)
of the paper). Further in the text we have the chiral splitting, sдR = −vRдR and sдL = −vLдL (equation (82)).
We clearly recognize the BRS transformation law of a dressing �eld. Furthermore their reconstruction of the
Wess-Zumino-Witten action (equation (41)) rests on writting a Chern-Simons form ω0

2n−1 (A
дt
t ,A0) where A0

is a background �eld, gauge-invariant by de�nition, and A
дt
t is a 1-parameter family interpolating between

A0 and Aд (their notations). Clearly since д is a dressing �eld, Aд is an invariant composite �eld, instance
of (2.6) in Chapter 2, that we write in our notation Â := Au . Likewise, in the �rst chapter of the thesis of
Mañes, “Anomalies in Quantum Field Theory and Di�erential Geometry”, one �nds in the reconstruction of
the Wess-Zumino e�ective action (equation (1.28)) the quantity T (д)ω0

2n−1 (A), where д has the �nite gauge
transformation д → h−1д. There again д is just a dressing �eld u, and the quantity T (д)ω0

2n−1 (A) is what we
wrote Q2n−1 (Â,0) in Chapter 4.

In the same vein, one can ask if the dressing �eld method facilitates the quantization of a theory, and
how. This ironically closes the loop: the dressing �eld method is, as we saw, at the basis of the notion of
Dirac variables. Variables that Dirac introduces precisely in order to quantize electrodynamics ((Dirac, 1955),
(Dirac, 1958)). In this regard, the literature about Dirac quantization (e.g (Pervushin, 2001), (Lantsman, 2009))
and generalized Dirac variables is a good place to start.
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Appendix A
Papers analysis

This appendix is devoted to a brief glimpse on how the dressing �eld method presented in this thesis underlies
some constructions found in selected papers about the physics of gauge theories, and how the present work
is sometimes bound to challenge the interpretations associated to these constructions.

A.1 A paper by M. Lavelle & D. McMullan

In their paper (Lavelle and McMullan, 1997) Martin Lavelle and David McMullan developed a program of
reconstruction of the constituent quark model, quite successful in explaining the hadronic spectroscopy, based
on the formalism of Quantum ChromoDynamics (QCD). As mentioned all too brie�y in section 2.3.2 their
approach rests on the founding idea of (Dirac, 1955). Not so surprisingly then, we �nd that the dressing �eld
approach developed in chapter 2 underlies some crucial part of their work.

Among interesting considerations, they themselves stress the importance of two connected most salient
points. First they aim at showing that dressings can be expressed as functions of the gauge potential A, and
are thus in close relationship with gauge �xing. Second, since observable quarks must be dressed quarks, as
they argue convincingly, and since dressings are related to gauge �xing, the Gribov ambiguity1 may be a
reason for the impossibility to have a well de�ned observable asymptotic quark �eld. This, in the end, would
be the explanation for the phenomenon of con�nement and the fact that in non-perturbative regime one
can only speak of colourless hadrons.

We’ve seen in 2.2.1 that (2.5) are not gauge transformations. In particular the 1-form ω̂ is projectable thus
is not a connection on P. It is not a representative of the gauge orbit of the connection ω, even if there’s
a bijective correspondance between ω̂ and and the orbit of ω. This follows from the fact that ū does not
belong to the gauge groupH . All this is then true for the local versions (2.6). The composite �eld Â is not a
representative of the gauge orbit of the gauge potential A, and the dressing �eld u is not in the gauge group
Hloc .

This seems a knock-down argument against the the idea that dressings are related to gauge �xing. Worse,
at �rst sight is seems that this would invalidate the appealing suggestion that the Gribov ambiguity is the
geometrical reason for physical con�nement of quarks. Yet the construction of Lavelle and McMullan seems
sound and I deem that it deserves careful analysis. An analysis that will con�rm that the fate of the �rst
point is settled, but also that the most important and appealing second point might be left untouched. In
the following I then expose the logical outlines of their paper before focusing on the discussion of the two
mentioned salient points.

The structure of the paper
In section 2 of their paper, Lavelle and McMullan recall the successes of the constituent quark model in
explaining hadronic spectroscopy. They recall that the e�ective masses of each of the constituent quarks (u, d
and s) are much more important than the masses of their alter ego quarks of QCD, and furthermore di�erent
when considered in mesons or baryons. This, they argue, points toward the idea that the bare quarks of QCD
are somehow dressed with a sea of quarks/gluons that contribute to a major part of the e�ective masses and
that this dressing may indeed change in di�erent bound states, hence the di�erent e�ective masses for the
constituent quarks.2

1See (Gribov, 1978), (Singer, 1978).
2This dressing being di�erent from the one acknowledged in non-relativistic, e�ective models describing con�nement in terms

of phenomenological potentials. There the dressed quarks have masses close to those of bare quarks.
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Section 3 is devoted to a brief �eld theoretic review of gauge theories. They warn that while A and ψ
in the Lagrangian “are conventionally identi�ed with the gluons and the quarks [...] this identi�cation is, at
best, misleading [...] we shall re�ne this terminology and refer to these �elds as the Lagrangian quarks and
gluons”.3 The main result in this section is the proof that colour charge is well de�ned only for gauge invariant
states, ruling out A and ψ as genuine colour charge bearers. Hence the urge to “look for a gauge invariant
generalization of the Lagrangian fermionψ ”’, and they announce “[...] our aim being to show to what extend
such charged states can be constructed in QCD, [...] That there should be an obstruction of fully carrying
this programme is, we will argue, simply a restatement of con�nement.”4 (my emphasis added). Emphasis is
also put on the expected non-locality (and the loss of manifest Lorentz-covariance) of such gauge invariant
charged states. Another instance of the trade, now familiar, between gauge invariance and non-locality. See
Chapter 2.

Section 4 deals with a perturbative extension of Dirac’s idea to QCD. Their equations (4.1) or (4.5) are
analogues of equation [16] in (Dirac, 1955), that is, instances of our φ̂i in (2.6) where the dressing �eld is
expressed as a non-local function of the gauge potential A. These equations are interpreted along the lines
of Dirac: “[...] we have dressed the quarks above in such a way that they are perturbatively gauge invariant,
we have dressed them with gluons [...]”.5 The section ends on a fair concern: “[...] can we systematise the
derivation of these dressed quarks �elds and are we able to dress quarks (and gluons) non-perturbatively?”6

(my emphasis added). They also raise the question of the tractability of a quantum theory of these dressed
�elds. The former point is the object of the section 5, the latter is studied in the rest of the paper.

Section 5 deals with non perturbative dressings. Equation (5.1) is the equivariance law for an H -valued
dressing �eld h (see 2.2.1), equation (5.2) and (5.5) are instances of φ̂i and Â in (2.6), as already stated in 2.3.2.
Equation (5.6) is even the local version of the demonstration of the global gauge invariance of ω̂ performed
in the proof of our Lemma 1. Then one reads: “We have thus reduced the problem of �nding gauge invariant,
dressed quarks, and gluons to that of constructing such a �eld h.”7 In the answer Lavelle and McMullan give
to this problem lies my main, and only, disagreement. Indeed they write: “we now want to demonstrate that
the existence of such a dressing �eld is equivalent to �nding a gauge �xing condition.” The remaining of their
section deals with this task.

Section 6 to 9 are preliminary investigation of the quantum theory of the non-local, non-covariant, dressed
�elds produced. My lack of expertise prevents me to fully appreciate and/or criticize these sections. Notice
however that the whole section 8 investigates the behavior of the dressing �elds under Lorentz transforma-
tions. As alluded to in 2.3.2, our di�erential geometric construction of (2.5) and of (2.6) is intrinsic, that is,
naturally generally covariant.

Being the very reason for this whole discussion, I analyze in the following the argument presented in
section 5.

Dressing field, gauge fixing, Gribov ambiguity and confinement
We will follow step by step the argument put forward in section 5 of (Lavelle and McMullan, 1997). We left
them on the statement: “[...] we now want to demonstrate that the existence of a dressing �eld is equivalent
to �nding a gauge �xing condition.”8

Before this statement, was given an example of a perturbatively A-dependant dressed quark,ψд
2

c = h
−1
c ψ ,

with hc = e−vc +O (д3), д the coupling constant. The phase is vc = f (∂iAi ), with f a (complicated) function
depending on д and д2, given by their equation (5.3). Just after the above statement, a warm-up argument
is given: “That there is a connection between dressing and gauge �xing should not come as too much of a
surprise. Indeed, from the speci�c example (5.3) we see that, at least to this low order in д, the Coulomb gauge
∂iAi = 0 removes the dressing.” (f is indeed such that f (0) = 0). But what does this observation really mean?

3(Lavelle and McMullan, 1997) “Constituent quarks from QCD”, p.9.
4Ibid, p.20.
5Ibid, p.21.
6Ibid, p.22.
7Ibid, p.23
8Ibid, p.23
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In our notation, this just means that given the gauge invariant �eld φ̂ = u−1φ, it may be possible to �nd a
gauge transformation γ ∈ Hloc such that φγ = φ̂, or in other words, such that γ = u. But these equalities are
obviously not gauge invariant owing to the di�erent transformation properties of the objects on both sides.
So in my view, this observation is so far a misleading one.

Before studying the non-perturbative version of the above argument, it is worth noting something that
might cast further doubts on the claimed equivalence dressing/gauge �xing. One reads “[...] the QCD La-
grangian must contain a gauge �xing term [...]. Dressing the quark will involve a further gauge �xing which
is not this Lagrangian gauge �xing”,9 hence the terminology they employ: “dressing gauge �xing”. This should
sound strange. A gauge �xing is a cross-section inA (or F ) that selects a single representative in each gauge
orbit, as the authors explain latter. If the term in the Lagrangian already does this adequately, that is without
leaving some residual gauge freedom, what meaning are we to ascribe to a second gauge �xing? Further dif-
ferences between the ‘two gauge �xing’ are exposed, but the above remark should be su�cient for us.

The authors then want “to show that [...] a gauge �xing condition χ (A) = 0 can be used to construct the
dressing h.” Before doing so for the non-abelian case, they propose to illustrate the principle with the abelian
case of QED and with the Coulomb gauge χ (A) = ∂iAi = 0. Lets sum up their argument.

The example of QED ForA, aU (1)-gauge potential, the gauge orbit is OA = {Ai −iγ
−1∂iγ } = {Ai +∂iλ} for

γ = eiλ ∈ Hloc = U (1)loc . The Coulomb gauge picks out a single representative in each orbit, so that there
must exists a unique scalar �eld v such that ∂i (Ai + ∂iv ) = 0. This Gives v (A) = −∂iAi/∇

2, an A-dependant
gauge tranformation. Then we are told that for another potential along the same orbit Aγi = Ai + ∂iλ the
scalar �eld transform as vγ (A) := v (Aγ ) = −∂i (Ai + ∂iλ)/∇

2 = v − λ. So that for h = eiv one has hγ = γ−1h,
the law for a dressing �eld. Then from a gauge �xing condition they have constructed a dressing �eld, as
claimed. Moreover the �eld Ah

i = Ai − ih
−1∂ih = Ai + ∂iv is gauge invariant.

How is it that it happened? This plainly contradicts our Lemma 1 and our discussion in 2.2.1. Many things
should disconcert us. First, if the Coulomb gauge selects a representative in OA, then Ai + ∂iv is a gauge po-
tential and cannot be gauge invariant for the gauge group is supposed to act freely on OA. So h = eiv must
be in the gauge group. What is the transformation law for an element inU (1)loc? Given α ,γ ∈ U (1)loc we
have (recall equation (1.2) in section 1.1.1), γ α = α−1γα = γ owing to the abelian nature of the gauge group.
Then we should havevγ = v! Clearly not a dressing law of transformation. This is an inescapable conclusion,
nonetheless clearly contradicted by the above construction. How are we to understand the situation?

Well, the fact is that a subtle tacit assumption is made when writing vγ (A) := v (Aγ ) the way they did.
This amounts to ask for the equation χ (Ah ) = 0 to be invariant under gauge transformations, which it has a
priori no reason to be. Let us show in the QED case how this requirement entails the result of Lavelle and
McMullan.

Given A, the scalar �eld v/h is constructed as the unique solution to χ (Ah ) = ∂i (Ai + ∂iv ) = 0. Now
require the invariance of this functional constraint χ (Ah ) = χ (Ah )γ := χ

(
(Aγ )h

γ )
= 0. This means that there

must be a uniquevγ /hγ such that χ
(
(Aγ )h

γ )
= ∂i (A

γ
i + ∂iv

γ ) = 0. Now χ
(
(Aγ )h

γ )
= ∂i (Ai + ∂iλ+ ∂iv

γ ) = 0,
so that we �nd vγ = −(∂iAi + ∇

2λ)/∇2 = v − λ. This is the in�nitesimal version of the dressing law of
transformation hγ = γ−1h. So it is the tacit admission of the gauge invariance of the functional condition
χ (Ah ) = 0 that makes h a dressing, which cannot be inU (1)loc by de�nition. And the �eldAh

i = Ai −
i
eh
−1∂ih

is then indeed gauge invariant and cannot be a gauge potential in OA. Exactly the same reasoning applies to
their treatment of the non-abelian case and of arbitrary ‘gauge �xing’ χ (Ah ).

The general argument A short preparation preceeds their general argument. It is a description of how
one is to understand gauge �xing in gauge theories, similar to what we have seen in section 1.3. Lets then
elaborate on this by using a mix of both their notations and ours.10

9Ibid, p.23.
10We correct in passing some imprecisions.
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The space of (local) gauge potentials A is seen as a bundle, A π
−→ A/Hloc , over the (open set of the)

moduli space A/Hloc .11 An orbit OA =
{
Aγ | γ ∈ Hloc

}
of a gauge potential A ∈ A is a �ber over

π (A) = Â ∈ A/Hloc . The gauge groupHloc is supposed to act freely onA so thatHloc ' OA. A gauge �xing,
χ (A) = 0, is a slice in A which cuts through each orbit OA once. Given A ∈ OA we can de�ne h(A) ∈ Hloc
that sends A to the point in OA where the gauge �xing condition holds, i.e such that χ (Ah (A) ) = 0. This could
be seen as a section σχ : A/HLoc → A given by σχ (Â) =

{
A ∈ OA | χ (A) = 0

}
. This section induces a

canonical trivialization i : A/Hloc ×Hloc → A given symbolically by i (Â,e ) := σχ (Â).

So far so good. But then we are presented with equation (5.16) on the product space: (Â,γ1)
γ2 := (Â,γ2γ2).

Call it (5.16a). Despite its apparent reasonableness it is actually wrong. Indeed it describes the right-action
of the gauge group on the product space:

(
A/Hloc × Hloc

)
× Hloc →

(
A/Hloc × (Hloc × Hloc )

)
, where

of course the group acts on the second factor only. But then (5.16a) seems to implies that the action of the
gauge group on itself is a mere right-action. But it is not. Remember again equation (1.2) in section 1.1.1,
the true action of the gauge group on itself is (γ1,γ2) := γ

γ2
1 = γ−1

2 γ1γ2. So that equation (5.16) should be:
(Â,γ1)

γ2 = (Â,γ
γ2
1 ) = (Â,γ−1

2 γ1γ2). Call it (5.16b).
Where did the trouble came from? Simply from mistaking the action of the gauge group on the space

of gauge potential (which is indeed a right action) for its action on itself (which is not), and from taking
too seriously the, in this case, purely symbolical notation of the trivialization i in their equation (5.15):
i (Â,γ ) = σχ (Â)

γ . Indeed, taking σχ (Â) = A ∈ OA (i.e χ (A) = 0) we can send it to another point in OA
by a gauge transformation γ ∈ Hloc . We would then write Aγ = σχ (Â)γ =: i (Â,e )γ = i (Â,eγ ) , i (Â,γ ), since
eγ = e . So (5.15) must be strictly symbolical. If we reverse the logic and make (5.15) a de�nition then we would
have

(
σχ (Â)

γ1
)γ2
= σχ (Â)

γ1γ2 , the right-action of Hloc on A, which would entails the symbolical notation
i (Â,γ1)

γ2 = i (Â,γ1γ2). This equation is quite analogous, but not equivalent, to (5.16a) misleading anyway.

Lets follow the �nal steps of the argument. A bundle chart, j : A → A/Hloc × Hloc , associated to
the section σχ is de�ned as j (A) =

(
π (A),h−1 (A)

)
=

(
Â,h−1 (A)

)
(equation (5.17)), for any A ∈ OA. Then a

gauge transformation is performed on (5.17): j (Aγ ) =
(
Â,h−1 (Aγ )

)
=

(
Â,h−1 (A)γ

)
=

(
Â,h−1 (A)

)γ
, and a �nal

appeal to (5.16), that is (5.16a), gives
(
Â,h−1 (A)

)γ
=

(
Â,h−1 (A)γ

)
. Hence they conclude: “Thus we must have

h(A)γ = γ−1h(A), and we have recovered the dressing transformation [...].”12

Notice �rst that this transformation for h(A) is in contradiction with it being an element if Hloc . This
should raise our suspicion. Furthermore we have seen that (5.16a) could not be trusted and that (5.16b) should
be preferred. In this case in the last step we would have h(A)γ = γ−1h(A)γ which is, this time, perfectly
consistent with h(A) being inHloc .

In this general argument I would like to show that, again, this is the tacit assumption of the invariance
of the ‘gauge �xing condition’ χ = 0 which produces the transformation law of a dressing for h(A). Or to
state it di�erently but equivalently, this is the tacit assumption that the section σχ remains una�ected by the
action ofHloc that produces the transformation law of a dressing for h(A).

To see this let us restate their demonstration slightly di�erenty. The bundle chart j associated to σχ is
de�ned as j (A) =

(
Â,h−1 (A)

)
, where h−1 (A) is the unique element inHloc such that σχ (Â)h

−1 (A) = A, that is,
Ah (A) = σχ (Â) ⇔ χ (Ah (A) ) = 0, by de�nition. Under gauge transformation we have, j (Aγ ) =

(
Â,h−1 (Aγ )

)
,

where h−1 (Aγ ) is the only element in Hloc such that σχ (Â)h
−1 (Aγ ) = Aγ , that is, (Aγ )h (Aγ ) = Aγh (A

γ ) =

σχ (Â) ⇔ χ (Aγh (A
γ ) ) = 0, by de�nition. From this we want to conclude that h(Aγ ) := h(A)γ = γ−1h(A), a

dressing transformation.
We are now convinced that this conclusion cannot be correct. Where is the oversight? The crucial point is

when we write σχ (Â)h
−1 (Aγ ) = Aγ . This equation assumes that whileA is moved byγ , the section σχ (Â) is not.

But this is out of question for Hloc acts freely on A. The section must move as well. So the correct relation
11Of course everything here is local, the true bundle of gauge potentials is a gluing of all the trivial bundles A.
12Ibid, p.28.
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must rather be
(
σχ (Â)

γ
)h−1 (Aγ )

= σχ (Â)
γh−1 (Aγ ) = Aγ . Reversing the relation we have σχ (Â) = Aγh (A

γ )γ −1
⇔

χ (Aγh (A
γ )γ −1

) = 0, by de�nition. By comparison with χ (Ah (A) ) = 0 we conclude h(Aγ ) := h(A)γ = γ−1h(A)γ ,
which is indeed the transformation law for an element h(A) ∈ Hloc .

Conclusion To sum up, we’ve seen that in the construction of Lavelle and McMullan, the tacit assumption
of the gauge invariance of the ‘gauge �xing condition’ χ (Ah ) = χ

(
(Aγ )h

γ ) is at the root of their derivation of a
dressing �eld transformation forh out of it. Clearly an invariant gauge �xing is no gauge �xing at all, thinking
of it in terms of a section, for the gauge group acts freely on A. Actually requiring χ (Ah ) = χ

(
(Aγ )h

γ ) is
precisely asking for Ah to be an invariant composite �eld, preventing it from being in A anymore,13 thus
asking for h to have a dressing transformation law, preventing it from being in Hloc by its very de�nition.
All in agreement with our views of chapter 2.

If the condition χ (Ah ) is not a gauge �xing, as we were suspicious of for it being said a ‘second gauge
�xing’, what is the meaning of imposing it in the �rst place. The answer for me is clear: this is just a functional
equation destined to obtain an explicit construction for the dressing �eld as a function of the gauge potential
A. Such an explicit expression must however be compatible with the transformation law of the dressing,
hence the necessity of the invariance of the functionnal equation under gauge transformation, χγ = χ , the
highlighted tacit assumption in the above argument.

Gribov ambiguity and confinement The original second idea of Lavelle and McMullan is that, due to
the Gribov ambiguity, a globally well de�ned section in the bundle of gauge potential, or a global gauge
�xing χ = 0, cannot be de�ned. Thus a globally well de�ned dressing cannot exist either. Thus a globally
well de�ned dressed quark cannot be de�ned either. Hence the breakdown of the quark picture in a non-
perturbative regime and the phenomenon of con�nement.

Our exclusion of χ (Ah ) = 0 as a genuine gauge �xing (once its invariance imposed) may not detract the
above argument from its strength. Indeed if the Gribov ambiguity can be seen as an analytical problem of
uniqueness in the solution of a functional equation, it does not matter that this equation cannot be interpreted
as a gauge �xing. So it would remain true that a globally well de�ned A-dependant dressing �eld cannot be
constructed. And the conclusion of Lavelle and McMullan, “Given that physical quarks would need to be
dressed, this shows that it is not possible to construct a non-perturbative asymptotic quark �eld. This, we
propose, is a direct proof of quark con�nement”,14 would keep all its appeal.

In that respect a brief remark they make in their conclusion is worth noting: “The weak interaction poses
a di�erent problem: we observe, e.g., the W and Z bosons and yet their interaction come from a non-abelian
gauge theory. The Gribov ambiguity can, however be sidestepped in theories with spontaneous symmetry
breaking by �xing the gauge in the scalar (Higg) sector of the theory. [...] This enables us to construct gauge
invariant physical �elds in such theories [...].”15 This should sound familiar. Taking that ‘�xing the gauge’
must be translated by ‘constructing a dressing’, we recognize our example treating the electroweak sector of
the Standard Model in section 2.3.2 in chapter 2.

Final remark For completeness I would like to say a �nal word about the question of the transformation of
the dressed quarkψphys = h−1ψ under a rigid gauge transformationU . The authors ask forψphys to transform
like the bare quarks, ψ̃ := ψU = U −1ψ , a requirement necessary for their good behavior as actors of the
constituent quarks model. This is the case, that is ψ̃phys := ψU

phys = U
−1ψphys , only if h̃ := hU = U −1hU . They

claim to demonstrate this: “We know thatAh is a gauge potential, so it transforms under a rigid transformation
as Ah → Ãh = U −1AhU . We now need to see that Ãh is in the same orbit as Ã = U −1AU : this may be restated
as there being a �eld dependent h̃ ∈ Hloc such that Ãh̃ = Ãh . It is now simple to show that h̃ = U −1hU has

13The composite �eld Ah is really in bijection with the orbits OA, like Â = π (OA ) ∈ A/Hloc , so that Ah ∼ Â. Hence this choice of
notation for the element of A/Hloc .

14Ibid, p.30.
15Ibid, p.58.
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the required properties (recall that U is rigid).”16

We have to disagree on the premise thatAh is a gauge potential. We’ve seen that it is not. It is an invariant
composite �eld that does not belong to A anymore. It is still possible of course to obtain the law h̃ = U −1hU

under rigid transformation, but this comes out by imposing Ãh = Ãh̃ = U −1AhU , or ψ̃phys = U −1ψphys . Both
implying each other anyway. The result is then obtained in a less natural way than if Ah had been a gauge
potential, hopefully it is still relatively consistent.17

16Ibid, p.28.
17We overlook the fact that the rigid transformations should be a subgroup of the gauge group, so one would expect that h̃ = U −1h.

The authors warned us that in their description rigid transformations are not to be seen as subgroup of the gauge group, see ibid p.13.
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A.2 A paper by C. Lorcé

In his paper (Lorcé, 2013b), Cédric Lorcé deals with the question of the proton spin decomposition. What is the
issue? He explains that experiments carried out by the European Muon Collaboration in 1988-89 showed that,
contrary to what would be expected by the naive model of the static constituent quarks, the quarks contribute
for only a fraction of the proton spin. He gives the state of the art experimental results (2005-07) on this prob-
lem: it turns out that the quarks contribute for about a third of the proton spin, the gluon spin contribution
is very small and it seems that the substantial missing part is due to the Orbital Angular Momentum (OAM).
He further tells us that, in the 90’s, essentially two decompositions for the proton spin were proposed. The
Ja�e-Monohar decomposition, on the one hand, which has a simple partonic interpretation providing con-
tributions identi�ed as the spin and OAM of the quarks and gluons, but which is not gauge-invariant. The
Ji decomposition, on the other hand, which is gauge-invariant but has no clear partonic interpretation (as
far as the gluons are concerned). Recently (2008-09) Chen & al. proposed a trick that separates the gauge
potential in ‘pure-gauge’ and ‘physical’ part and provides a gauge-invariant decomposition that reduces to
the Ja�e-Monohar one in a speci�c gauge. We refer to Lorcé’s paper for all references.

The aim of the paper is to adress some of the criticisms the Chen & al. trick received, in particular
regarding the question of the Lorentz covariance of the construction. Most of the paper enters the details
of the controversy and the various decompositions of the proton spin and their relations, and this is beyond
our interest. Nevertheless the �rst part of the paper, ‘II. Gauge Invariance’, aims at giving a geometrical
interpretation to the Chen & al. trick. It turns out that this whole section is underlied by the dressing �eld
method, as I want to now show.

The construction of Lorcé The section II of (Lorcé, 2013b) starts with a short �eld theoretic review of
gauge theories. Lorcé uses a convention di�erent from ours for gauge transformations, the inverse one. I
noticed a slight incoherence between his convention and his equation (15). Since it would be intricate to keep
track of the consistency throughout the section, I choose to restate his whole construction, step by step, in
our convention but with a mix of both his notations and ours so as to facilitate comparison with the original
paper. Moreover I use the language of di�erential forms, which will facilitate all the calculations as well as
the comparison with our own approach.

Lorcé remarks that the gauge symmetry is the source of many theoretical di�culties (as we know) and that
to avoid the latters one could remove the gauge freedom by gauge �xing. This is interpreted as if working
with the physical degrees of freedom only. Then he says that Chen & al. proposed a di�erent approach18

whose logical starting point is the decomposition of the gauge potential A in what is called a ‘pure gauge’
part and a ‘physical part’: A = Aphys + Apure (equation (12) of the paper). The pure gauge part is de�ned by
two statements: it transforms as a gauge potential, that is as a connection, and it does not contribute to the
�eld strength. Explicitely, for γ ∈ Hloc ,

A
γ
pure = γ

−1Apureγ + γ
−1dγ , (equation (10)),

Fpure = dApure +A
2
pure = 0, (equation (11)).

Then, given Aγ and by the very de�nition of Aγpure, we have a tensorial transformation for the physical part,
A
γ
phys = γ

−1Aphysγ (equation (14)).19 We are asked to notice that of course F , dAphys +A
2
phys (equation (13)).

So far the construction was a matter of de�nitions. Now we enter the important step. We read: “Since
a physical gauge condition removes all gauge freedom, there should exist a gauge transformation such that
Ã = Ãphys and therefore Ãpure = 0.”20 The ‘∼’ denoting the gauge transformation. Noting Upure the supposed
gauge transformation, he then writes Apure as a pure-gauge term, Apure = UpuredU

−1
pure (equation (15)). He then

states his interpretation: “From a geometrical point a view, the Chen & al. approach amounts to assume that
18So the proposed construction is indeed considered as distinct from a gauge �xing, as we agree for one will recognize the dressing

approach. Yet as we’re about to see, we will be bound to dispute Lorcé’s geometrical interpretation.
19Lets thus remark that this makes the subscript ‘phys’ quite inadequate: the ‘physical’ gauge potential is not gauge invariant. A

footnote p.3 attests that the author is aware of this.
20(Lorcé, 2013b), p.3.
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there exists some privileged or ‘natural’ basis in each copy of the internal space. In the following, we will
denote the components of any internal tensor in this natural basis with a hat.”21 (my emphasis added). In
other words,Upure is seen a a gauge transformation that sends any �eld in a speci�c (privileged/natural) point
in its gauge orbit. Next, he writes the equation relating ψ to its ‘natural’ representative in its gauge orbit,
ψ̂ = U −1

pureψ (equation (16)). Then he assumes that ψ̂ is gauge-invariant, ψ̂γ = ψ̂ (equation (17)) and deduces
the transformation law for Upure, U γ

pure = γ
−1Upure (equation (18). We here recognize the transformation law

of a dressing �eld.

We should pause for some remarks. The most evident one is that ifUpure is an element of the gauge group,
the �nal transformation obtained in equation (18) is not possible. So what is the assumption that leads to (18)?
It is the requirement of the gauge-invariance of ψ̂ . By the way if ψ̂ is a representative in the gauge orbit ofψ it
has no reason to be gauge-invariant, quite the reverse on account of the free action ofHloc . If this assumption
is relaxed, ψ̂γ = γ−1ψ̂ , we have ψ̂γ := (U

γ
pure)

−1ψγ = (U
γ
pure)

−1γ−1ψ on the one hand, and γ−1ψ̂ = γ−1U −1
pureψ

on the other. So that we �nd U
γ
pure = γ

−1Upureγ , a genuine transformation law for an element of the gauge
group Hloc . Remark that this latter law of transformation for a gauge element would prevent Apure as de-
�ned in equation (15) to transform as a connection. The dressing law for Upure, on the contrary, is precisely
what is required forApure (15) to transform as a connection. We will return to this important observation latter.

Let us carry on with Lorcé’s construction. He de�nes the ‘natural variation’ ofψ as the quantityUpuredψ̂ =
Upured (U

−1
pureψ ) = UpuredU

−1
pureψ +dψ = (d+Apure)ψ := Dpureψ , which he calls ‘pure gauge covariant derivative’.

Since an easy, and classic, calculation show that D2
pureψ = Fpureψ = 0, he inteprets that “in this approach the

internal space is not considered as curved.”22 Next he asserts that since F and Aphys are gauge-tensorial their
‘natural representatives’ are obtained by,

F̂ = U −1
pureFUpure, equation (20),

Âphys = U
−1
pureAphysUpure. equation (21).

He stresses the ‘welcome feature’, F̂ = dÂphys + Â2
phys (equation (22)). Finally, the variation of the ‘natural

representant’ of the physical part of the gauge potential is de�ned by (equation 23),

UpuredÂphysU
−1
phys = Upured

(
U −1

pureAphysUpure
)
U −1

phys = UpuredU
−1
pureAphys + dAphys −AphysdUpureU

−1
pure,

= ApureAphys + dAphys +AphysApure,

= dAphys + [Apure,Aphys] =: DpureAphys.

Here we used the graded commutator of forms. This he calls ‘adjoint representation pure gauge covariant
derivative’. Thanks to this new derivarive he relates the �eld strength to the physical part of the gauge
potential through, F = DpureAphys +A

2
phys (equation (24)).

Now, we are not interested in how precisely the author uses these objects within the issue of the decom-
position of the proton spin. This is beyond our interest and beyond my expertise anyway. On the other hand
I would like to show how it is possible to fully recover the presented objects by the dressing �eld method,
plus the ansatz of Chen & al. for which I would like to propose a plausible geometrical justi�cation.

Global reconstruction through the prism of the dressing field method Maybe enough has been said
above about the geometric interpretation of the construction of Lorcé. Clearly it cannot be given the claimed
meaning: Upure does not belong to the gauge group Hloc , thus it is not a ‘natural or preferred’ basis in the
internal space, the ‘hat’ quantities are not gauge transformations of the original �elds, the formers do not
belong to the latters gauge orbits. Upure is rather a dressing �eld and the ‘hat’ quantities are gauge-invariant

21Ibid, p.3. This choice of notation is another funny coincidence.
22Ibid, p.3. Strange statement for the curvature is related to the integrability of the horizontal distribution in the bundle, not to the

‘curvature’ of the �ber.
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composite �elds/Dirac variables, instances of equations (2.6) of chapter 2. It is possible to see the whole
construction a local version of something.

Starting from the beginning, let us recall a remark made in section 1.1.2 about connections: the space of
connections AP is an a�ne space, so that the sum of two connection is not a connection.23 Nevertheless
the sum of a connection ω and of an (h,Ad)-tensorial 1-form α is still a connection. Lets then de�ne the
connection ω ′ on the bundle P overM by,

ω ′ = ω + α . (A.1)

The action of the gauge groupH is given by,

ω ′γ = ωγ + αγ ,

= γ−1ωγ + γ−1dγ + γ−1αγ . (A.2)

Let us require the �atness of ω, that is Ω = dω + ω2 = 0, which is the global version of Lorcé’s equation (11).
Then we have the curvature of ω ′,

Ω′ = dω ′ + ω ′2 = dω + dα + ω2 + α2 + ωα + αω,

= dα + [ω,α] + α2, (A.3)

where the graded commutator is used. We perceive clearly that (A.1) is the global version on P of the Chen
& al. local ansatz onM , equation (12) of Lorcé. We see that indeed (A.2) is the global version of equation
(10) and (14). Finally (A.3) seems to be the global version of equation (24) and shows trivially that the so-
called ‘adjoint representation pure-gauge covariant derivative’, equation (23), is just a bit of the curvature Ω′.
Furthermore the trivial observation that Ω′ , dα + α2 is a global restatement of equation (13).

Now there is a very important proposition known as the Fundamental Theorem of Non-Abelian Calculus
which goes as follows (see (Sharpe, 1996) p.124 Theorem 7.14),

Theorem 1. (Fundamental Theorem of Non-Abelian Calculus). Let H be a Lie group with Lie algebra h. The
Maurer-Cartan form is ωH . LetM be a smooth, connected manifold and let ω be an h-valued 1-form onM .

If M is 1-connected and if ω satis�es the structure equation dω + ω2 = 0, then ω is the Darboux derivative
of some map ū : M → H . In other words we have: ω = ū∗ωH = ūdū−1.24 This map ū is unique up to right
multiplication by a constant element of H .

Applied to the case of the total space of a principal bundle, that is taking M = P andω being a connection
1-form, it is not hard to adapt the proof and to show that the map ū is endowed with the equivariance property
R∗hū = h−1ū. This is our dressing �eld. We know from Lemma 2 of chapter 2 that the global existence of an
H -valued dressing �eld implies the triviality of the bundle. It happens that the condition of the above theorem,
1-connectedness of P and �atness of ω, implies the triviality of the bundle indeed, as shown in Corollary 9.2
p.92 of (Kobayashi and Nomizu, 1963). Both theorems are then consistent with each other.

So we have a map ū : P → H such that ω = ū∗ωH = ūdū−1. The global version of the familiar form of a
pure gauge potential, equation (15). Notice that the gauge transformation of this map is ūγ = γ−1ū, the lifted
version of equation (18), so that indeed ωγ = γ−1ωγ + γ−1dγ , as it should. Now we can rewrite (A.1) as,

ω ′ = ω + α = ūdū−1 + α . (A.4)

Now (A.4) is de�nitely the global twin of equations (12) and (15), (A.3) is de�nitely the global version of (24),
and equation (23) is just a piece of it. The covariant derivative associated to ω ′ is then just,

Dψ = dψ + (ω + α )ψ = dψ + (ūdū−1)ψ + αψ . (A.5)

Notice that the piece dψ + (ūdū−1)ψ is the global version of the so-called ‘pure-gauge covariant derivative’
de�ned by equation (19). Appreciate how easily we recover all these results, with the same assumptions made

23Except for one case where the coe�cients of the linear combination are (1,1 − λ).
24Contrary to Sharpe, I here choose the right instead of left convention for the Maurer-Cartan form ωH .
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by Lorcé, but lifted to the (trivial) bundle P.

Let us now apply Lemma 1 of chapter 2 and create the gauge-invariant quantities (2.5). Starting with ω ′
and its curvature Ω′ we have,

ω̂ ′ : = ū−1ω ′ū + ū−1dū = ū−1 (ūdū−1 + α )ū + ū−1dū = ū−1αū =: α̂ , (A.6)
Ω̂′ : = ū−1Ωū . (A.7)

These are the global invariants, or generalized Dirac variables, that correspond to equation (21) and (20)
respectively. Notice that our automatic relation Ω̂′ = dω̂ ′ + ω̂ ′2 = dα̂ + α̂2 is the global counterpart of the the
praised “welcome feature” of equation (22). Let us now dressψ and its covariant derivative Dψ ,

ψ̂ : = ū−1ψ , (A.8)

D̂ψ : = D̂ψ̂ = dψ̂ + ω̂ ′ψ̂ = ū−1Dψ . (A.9)

Clearly (A.8) together with its by-de�nition-gauge-invariance are the global matching of equations (16) and
(17). Notice that the �rst bit of the reversed (A.9): ūD̂ψ̂ = ūdψ̂ + ūω̂ ′ψ would give dψ + ūdū−1ψ , which is
equation (19), while the second bit would give αψ , so that taken together they obviously give Dψ .

For the sake of completeness let us write locally (A.1)-(A.8) and use Lorcé’s notation. Let σ :M → P be
a (global) section. We then have,

σ ∗ū : = Upure so that U
γ
pure = γ

−1Upure, equation (18), (A.10)
σ ∗ω ′ : = A = σ ∗ω + σ ∗α := Apure +Aphys = UpuredU

−1
pure +Aphys, equations (12) and (15), (A.11)

σ ∗ω ′γ : = Aγ = A
γ
pure +A

γ
phys = γ

−1Apureγ + γ
−1dγ + γ−1Aphysγ , equations (10) and (14), (A.12)

σ ∗Ω = Fpure = dApure +A
2
pure = 0, equation (11), (A.13)

σ ∗Ω′ = F = dAphys + [Apure,Aphys] +A2
phys, equations (13), (23) and (24), (A.14)

σ ∗Dψ : = dψ + (UpuredU
−1
pure)ψ +Aphysψ , equation (19), (A.15)

σ ∗ω̂ ′ : = Â = σ ∗α̂ := Âphys = U
−1
pureAphysUpure, equation (21), (A.16)

σ ∗Ω̂′ : = F̂ = U −1
pureFUpure, equation (20), (A.17)

σ ∗Ω̂′ = σ ∗ (dα̂ + α̂2) → F̂ = dÂphys + Â
2
phys, equation (22), (A.18)

σ ∗ψ̂ = σ ∗ (ū−1ψ ) → ψ̂ = U −1
pureψ , equation (16), (A.19)

where I keptψ for σ ∗ψ and γ for σ ∗γ .

I would like to make some �nal comments. First, if one doesn’t want to work on a trivial bundle the whole
construction still applies locally on π−1 (U ) ⊂ P over U ⊂ M.

Second, notice that even if it is possible to �nd a gauge transformation γ = Upure such that Aγ = Â =

Âphys, this would not be a gauge-invariant equalities. We cannot confuse the dressing �eld with a gauge
transformation, nor the invariant �eld Â with a representative in the orbit of A.

Third, the section III of (Lorcé, 2013b) is fully devoted to the investigation of the Lorentz covariance (real
or not, manifest or not) of the construction. In our formulation such a question never arises for we use the
language of di�erential forms and di�erential geometry which secures general covariance.

Finally, at the end of his section II, Lorcé comments brie�y on what he calls the ‘Stueckelberg gauge
symmetry’. Viewing Upure as an element of the gauge group Hloc , he interprets that “From a geometrical
point of view, the Stueckelberg symmetry corresponds to a change of natural basis without changing the
actual basis used in the internal space [...].”25 It is thus argued that this symmetry, notedU0, does not a�ectψ

25Ibid, p.4.
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so that ψ = UpureU
−1
0 U0ψ̂ . The Stueckelberg transformation law for Upure is then deduced, U д

pure = UpureU
−1
0 .

This transformation forUpure implies a transformation for Apure, Aдpure = Apure +UpureU
−1
0 dU0U

−1
pure. But again,

given the mentioned interpretation, this symmetry cannot a�ect A. Hence the transformation law for Aphys,
A
д
phys = Aphys −UpureU

−1
0 dU0U

−1
pure. From there, the transformation ofUpure induces transformations for Â and

F̂ . Some remarks then elaborate on the result.
We’ve seen that the interpretation of Upure as a ‘natural basis’ is not possible. So, if the trick of inserting

the identity U −1
0 U0 in between Upure and ψ̂ inψ is formally permissible, it has no content whatsoever. Indeed

having nothing to do with a ‘natural basis’, there is no reason to split this insertion as two transformations,
one for ψ̂ and one for Upure. Then without this transformation for Upure, there is no transformation on Apure.
And even if we were to admit this splitting and the ensuing transformation for Apure, we have no reason to
assume the reversed-sign transformation for Aphys. No reason other than the ad hoc requirement to have A
unchanged. A requirement which is, in any case, a completely trivial formal symmetry: to add 0.
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A.3 Papers by N. Boulanger

Contrary to what I did for the previous appendix, in this one I do not really analyze the papers. My aim this
time is simply to show how the results described in chapter 3 make contact with these quite recent works using
the BRS machinery. To do that I will brie�y sum-up the aim of the papers and highlight the results which,
I argue, are geometrically interpreted by the dressing �eld method. All along I will use slightly di�erent
notations than the author, simpli�ed ones.

A.3.1 First paper

In his publication “A Weyl covariant tensor calculus”, (Boulanger, 2005) wants to construct the space of tensors
of a manifold that transform covariantly under Weyl rescaling of the metric. By covariant is meant that the
transformation displays only the Weyl rescaling parameter ϵ or its �rst derivative ∂ϵ , no higher derivatives.
This space is relevant for Weyl (conformal) theories of gravity. He does so by using BRS techniques. The
paper is divided in three parts.

In the �rst part Boulanger states the setup. He considers the metric tensor дµν as the only classical �eld of
the theory26 and takes the Weyl rescaling and the (in�nitesimal) di�eomorphisms as the gauge symmetries.
The BRS operator he needs is s = sW + sdi�. But as it is often done, he actually considers the extended
operator s̃ = s +d . The reason being that one is often (if not always) interested in integrated local functionals
in the �elds, so that the relevant cohomology is that of s modulo d . And it turns out that there is a bijective
correspondence between the cohomology of s̃ and the cohomology of s ≡ d .

In the second part he constructs his space of variables, that is of Weyl covariant tensors. Since one is
interested in the functional in the �elds and their derivatives, one usually works on the jet space of these
�elds, where the �elds and their derivatives are local jet coordinates. For his construction Boulanger relies
on a result found in (Brandt, 97), known as contracting homotopy (in the jet space), which is stated as follows.

Lemma 4 (Contracting homotopy). Suppose your initial space of variables is the set of local jet coordinates
J =

{
[φi ],x µ ,dx µ

}
where ‘i’ labels the various �elds and the bracket [ ] their derivatives. Suppose furthermore

that there is a local invertible change of jet coordinates from J to B = (U,V ,W ) with,

s̃U = V , and s̃W = R (W ),

where R (W ) is a functional on the space W . Then the local jet coordinates U and V , called trival pair, can be
eliminated from the s̃-cohomology and the latter depends only on the space W .

Applied to his case, W is the space Boulanger is interested in. He then states the following,

Proposition 4. The initial space of variables is the jet space J =
{
[дµν ],[ϵ],[ξ µ ],x µ ,dx µ

}
. The shifted BRS

operator is s̃ = sW + sdi� + d , and acts on J according to,

sWдµν = 2ϵдµν , sW ϵ = 0, sW ξ µ = 0,
sdi� дµν = Lξдµν , sdi� ϵ = Lξ ϵ = ξ

λ∂λϵ , sdi� ξ
µ = Lξ ξ

µ = ξ λ∂λξ
µ .

Then the non-trivial space W is,

W =
{
Ti ,C̃i

}
where,

{
Ti

}
=

{
дµν , D(α1 · · ·DαkW

ρ
ν ,µ )σ

}
, with k arbitrary,

{
C̃i

}
=

{
2ϵ , ξ̃ ρ , C̃ρ

ν , ∂ν ϵ̃
}
, with ξ̃ ρ := ξ ρ + dxρ , C̃

ρ
ν := ∂ν ξ ρ + Γρ λν ξ̃

λ , ∂ν ϵ̃ := ∂νϵ + Pλν ξ̃ λ .

26This means that he assumes all other �elds constructed from it, in particular the connection which is then Levi-Civita. The
manifold is thus torsion free. This is why the relevant underlying geometry is the normal Cartan-Möbius geometry.
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Boulanger gives explicitly the trivial pair U and V , but this is not needed here. He calls the operator D
‘Weyl covariant derivative’ and of courseW ρ

ν ,µσ is the Weyl tensor.
Let us take a closer look at the subspace

{
C̃i

}
. It is of total degree one and called ‘generalized connection’.

It is further decomposed according to the ghost and form degree as,
{
C̃i

}
=

{
Ĉi + Ai

}
with,

{
Ĉi

}
=

{
2ϵ , ξ ρ , ∇ν ξ ρ := ∂ν ξ ρ + Γρ λν ξ

λ , ∂νϵ + Pλν ξ
λ

}
,

{
Ai

}
=

{
δ
ρ
µdx

µ , Γρ µνdx
µ , Pµνdx

µ
}
.

Following the terminology of (Brandt, 97) he calls the Ai ’s connection 1-forms, and the Ĉi ’s the covariant
ghost.

One cannot fail to recognize in
{
Ai

}
the matrix entries of the dressed normal Cartan connection of

the Cartan-Möbius geometry, derived in 2.4.2 equation (2.44),

ϖ0 =
*..
,

0 Pµν 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-
dx µ , with Pµν =

−1
(m − 2)

(
Rµν −

R

2(m − 1)дµν
)
.

Nor can one fail to recognize in
{
Ĉi

}
the matrix entries of the composite ghost of the extended BRS algebra

of the Cartan-Möbius geometry derived in 3.4.2 equation (3.71),

v̂ := vu1u0
g =

*...
,

ϵ̂ ∂ϵ̂ + Pξ 0
ξ ϵ̂δ + ∇ξ д−1

(
∂ϵ̂ + ξPT

)
0 ξд −ϵ̂

+///
-

=
*...
,

ϵ̂ ∂ν ϵ̂ + Pνλξ
λ 0

ξ ρ ϵ̂δ
ρ
ν + ∂ν ξ

ρ + Γρνλξ
λ дρα

(
∂α ϵ̂ + ξ

λPλα
)

0 ξ λдλν −ϵ̂

+///
-

.

It then appears that the non-trivial space of �elds W =
{
Ti ,Ĉi ,Ai

}
that Boulanger obtains by cohomo-

logical methods have an underlying clear geometrical origin: they come from the application of the dressing
�eld method to the normal Cartan-Möbius geometry and its associated BRS algebra.27

Interestingly, we obviously see that ‘generalized connection’
{
C̃i

}
is symply given by ϖ̃0 = ϖ0 + v̂ which

is the dressed algebraic connection. This fact gives to the terminological similarity a deeper meaning.
In the third and last part of the paper Boulanger gives the transformation of the element of W under s̃ .

This of course is equivalent to our algebra BRS (Weyl+Di�),0 found in 3.4.2 (ignoring the corrective terms),

ŝϖ0 =
(
sW + Lξ

)
ϖ0 − dvξ − iξΩ0,

ŝΩ0 =
(
sW + Lξ

)
Ω0 + d

(
iξΩ0

)
+

[
ϖ0,iξΩ0

]
,

ŝv̂ =
(
sW + Lξ

)
v̂ − i 1

2 Lξ ξ
ϖ0 − iξdvξ −

1
2iξ iξΩ0,

To complete the equivalence we need the action of the exterior derivative d on ϖ̃0, which is easy to write.
In his introduction the author explains that the generalized connection, that we found to be the dressed

algebraic connection, plays no role in the construction of Weyl invariants. Indeed these are constructed from
the subspace of tensors

{
Ti

}
. But he explains that the generalized connection is nevertheless of “prime im-

portance” in many other issues, especially for the classi�cation of the consistent Weyl anomalies. A question
he proposes to tackle in a subsequent paper.

27The metric дµν and the Weyl tensor W ρ
ν ,µσ that Boulanger stores in the subspace Ti are respectively in the dressed normal

Cartan connection ϖ0 and its curvature Ω0.
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A.3.2 Second paper
Again there is here no detailed analysis, only an highlighting of the geometrical origin of some results of the
paper. In his publication ‘Algebraic Classi�cation of Weyl Anomalies in Arbitrary Dimensions’ (Boulanger,
2007a) proposes a treatment of the Weyl anomalies through descent equations à la Stora-Zumino. All consis-
tent gauge anomalies (sometimes referred to as of ‘Alder-Bardeen type’) were treated through this approach.
Only the Weyl anomaly resisted all attempts to �t it in this framework. Perhaps one of the main reason is
that a crucial ingredient of the Stora-Zumino approach is a so-called invariant polynomial. Invariant mean-
ing invariant under the gauge group. Evaluation of the polynomial on the curvature of a connection on the
underlying bundle of a gauge theory is at the beginning of the descent. For the usual Yang-Mills anomalies,
the polynomlial is the trace. The trace is inadequate in the case of the Weyl anomaly and no substitute has
been found until now. Boulanger does not propose a candidate invariant polynomial, and makes no mention
of any underlying bundle. So strictly speaking his proposition is not a Stora-Zumino approach, but displays
some resemblances.

In their papers (Bonora et al., 1983) and (Bonora et al., 1986), using cohomological arguments, gave explicit
expressions for the Weyl anomalies in dimensions 4 and 6. Their structure was found to consist of two kinds
of terms: ϵ × e (M), where e (M) is the Euler density of the manifold, and ϵ×Weyl-invariants. Using �eld
theoretic methods (Deser and Schwimmer, 1993) con�rmed this structure for any 2n dimensions and called
the �rst kind type A anomaly and the second kind type B anomaly. On the basis of �eld theoretic arguments
still, they suggested that the type A anomaly could enjoy a “descent identity” like the chiral anomaly. But
they confess “[...]we have not been able to �nd one”, as no one else since then. In his paper Boulanger then
proposes a descent for the type A anomaly, the type B being considered as trivial.

His work essentially rests on two steps. First he �nds the space of �eld variables that he needs. Then he
chooses some of these variables to construct a kind of cochain that he will submit to a descent procedure.
The space of �elds is obtained by the same BRS technics used in his previous papers, commented above. The
operator considered is s̃ = sW + d and the space of �elds W is then,

W =
{
Ti ,C̃i

}
where,

{
Ti

}
=

{
дµν , D(α1 · · ·DαkW

ρ
ν ,µ )σ

}
, with k arbitrary,

{
C̃i

}
=

{
2ϵ , dxρ , Γρ µνdx µ , ϵ̃ν

}
, with ϵ̃ν := ϵν + Pµνdx µ , and ϵν := ∂νϵ .

The generalized connection decomposes according to the ghost and form degree as,
{
C̃i

}
=

{
Ĉi + Ai

}
with,

{
Ĉi

}
=

{
2ϵ , ∂νϵ

}
,

{
Ai

}
=

{
δ
ρ
µdx

µ , Γρ µνdx
µ , Pµνdx

µ
}
.

Again one does not fail to recognize the dressed normal Cartan connection on the one hand, and the com-
posite Weyl ghost (3.35) derived in 3.3.2 on the other hand,

v̂W =
*..
,

ϵ ∂ϵ 0
0 ϵδ д−1∂ϵ
0 0 −ϵ

+//
-
.

This shows anew that the dressing �eld method applied to Cartan-Möbius geometry underlies these cohomo-
logical results.

Boulanger gives a special role to the quantity ϵ̃ν := ∂νϵ+Pµνdx µ . He decomposes the shifted BRS operator
as s̃W = s̃[ + s̃\ + s̃] , where each piece respectively decreases, does not change and raises the ϵ̃ν -degree when
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acting on W . This is summarized in Table 1 of the paper. This table is of course equivalent to our algebra
BRSW ,0

sWϖ0 = −D0v̂W , sW Ω0 =
[
Ω0,v̂W

]
, and sW v̂W = −v̂

2
W .

From ϵ̃ν , dx µ and the Weyl tensor, Boulanger then constructs the cochainsΦ[n−r ]
r , wheren = 2m, r ∈ [0,m]

and n =dimM. These cochains are then submitted to the action of the operators s̃[ , s̃\ and s̃] and shown to
satisfy the ‘exotic’ descent equations,

s̃[Φ
[n−r ]
r + s̃\Φ

[n−r+1]
r−1 = 0, s̃]Φ

[n−r ]
r = 0, and s̃[Φ

[n−1]
1 = 0 = s̃W Φ[n]

0 .

He de�nes,

α :=
m∑
r=1

Φ[n−r ]
r , β := Φ[n]

0 .

He then states that the top form degree an1 of α satis�es the Wess-Zumino consistency condition for the Weyl
anomaly and is part of a non-trivial descent. The anomaly β , which is of B type, is seen to have a trivial
descent. It is then proved that the top form degree of α + β is the type A anomaly, ϵ × e (M).

We refer to the original paper for the precise de�nitions and to (Boulanger, 2007b) for the detailed proofs.
This scheme gives indeed a purely algebraic way to �nd the type A anomaly in arbitrary dimensions and
displays some resemblance with the descent equations à la Stora-Zumino. Nevertheless the di�erences with
the canonical Stora-Zumino approach are worth stressing.

First, the split of s̃W according to the ϵ̃ν -degree is quite esoteric. Usually the grading coming from the
original ghost is enough to provide a descent containing the consistent anomaly. The deep reason for the
privileged role played by the quantity ϵ̃ν , if any, should be better understood. Secondly there is no mention
of an underlying geometry, a principal bundle associated to a Weyl-gauge theory. The last remark concerns
the mysterious origin of the proposed cochains Φ. Usually the cochains are constructed from an invariant
polynomial. At the beginning of the descent is the homogeneous polynomial evaluated on the curvature
2-form of the bundle. In the approach of Boulanger this is not so.

These reasons may be enough to convince oneself that Boulanger’s work, if encouraging, may not be
the �nal word on the matter. The fact that we showed here that his cohomological results can be given a
clear geometrical meaning could give rise to a renewed hope for a genuine Stora-Zumino approach to the
Weyl anomaly, perhaps giving both type A and B at once. This ultimately rests on the discovery of the right
invariant polynomial. See the last chapter of this essay for our own proposal and preliminary analysis.
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Appendix B
A minimal dressing field for General
Relativity

The question boils down to the decomposition of theGL-valued dressing �eld e as a product of two matrices,
one of which being a SO matrix. Lets consider e = ea µ as a set of m vectors v = {(eµ )}µ=(1, · · · ,m) , with com-
ponents (ea )µ , forming a basis for Rm . The problem is to go from the basis v to a pseudo-orthonormal basis w.

Were we doing euclidean gravity, we could have used either of the two most known methods which are
the Gram-Schmidt and the Schweinler-Wigner procedures.1 Each would have provided us a decomposition
v = w1/2S1/2 where the vectors of w1/2 are the columns of an SO (m)-valued matrix ẽ1/2 which is thus our min-
imal dressing �eld. The Gram-Schmidt basis w1 and the Schweinler-Wigner basis w2 are related by an SO (m)-
matrix (whose precise de�nition can be found in (Chaturvedi et al., 1998)), but this is gauge and is bound to
be neutralized anyway. The matrix S1/2 is the residual �eld since it is easily seen that ST1/2id S1/2 = eT id e = д.
The basis w2 has the property of making extremal a quartic functional on the manifold of orthonormal basis
of Rm . See (Schweinler and Wigner, 1970). One could see this Schweinler-Wigner functional as a ‘potential’
for the auxliary �eld θ ∼ e ∼ v, whose ground state selects the minimal dressing associated to w2.

Gram-Schmidt doesn’t work for pseudo-euclidean signature, hopefully the Schweinler-Wigner procedure
can be adapted to such a case and goes as follows.

Given the bilinear form, ( , ), associated to the pseudo-euclidean metricη of signature (r ,s ), form the Gram
matrix of the basis v = {(eµ )}µ=(1, · · · ,m) , Gµν = (eµ ,eν ). Or in index free notation, G = vTηv. In our case, this
Gram matrix is nothing but the metric, д = eTηe , by de�nition. So G is symmetric, as such it is diagonalized
by an orthogonal matrix R ∈ SO (m), RTR = idm . We have then G = RDR−1, whereD = diag(λ1, · · · ,λm ) is the
diagonal matrix of eigenvalues of G = д, which are all nonvanishing since д is invertible, and the columns of
R are the corresponding eigenvectors. By an adequate choice of R (that is a choice of order for its columns) it
is possible to arrange the eigenvalues so as to place the r positive ones �rst and then the remaining s negative.
If we now de�ne w = vR |D |−

1
2 we easily check that w is indeed the wanted pseudo-orthogonal basis,

wTη w = |D |−
1
2R−1vTη vR |D |−

1
2 = |D |−

1
2R−1 ·G · R |D |−

1
2 = |D |−

1
2R−1 · RDR−1 · R |D |−

1
2 = |D |−

1
2D |D |−

1
2 = η.

This basis also displays the property of making extremal the Schweinler-Wigner quartic functional on a certain
compact submanifold of the the manifold of pseudo-orthonormal bases of Rm (that is the non-compact group
manifold SO (r ,s )). This functional could then again be seen as a‘potential’ for the auxiliary �eld θ ∼ e ∼ v,
whose ground state selects the minimal dressing associated to w. I refer to (Chaturvedi et al., 1998) and (Si-
mon et al., 1999) for details.

Finally we have v = w|D |
1
2R−1 := wS . Or, coming back from vector set notation to matrix notation,

e = ẽS , where the columns of the SO (r ,s )-matrix ẽ are the vectors of the basis w. Thus we’ve found our
minimal SO-valued dressing �eld ẽ , and we identify S as the residual �eld. Indeed we see explicitly that S
carries n − n(n − 1)/2 = n(n + 1)/2 degrees of freedom exactly as д, and again it is easily seen that STηS = д.

1Actually Schweinler and Wigner did not introduce the basis which bears their name and never claimed to do so, quite the contrary.
Their result in (Schweinler and Wigner, 1970) was to show that the basis extremizes a functional on the manifold of orthonormal
basis of a �nite dimensional Hilbert space.
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Moreover, being constructed out of D and R, that is G = д which is invariant, S is an SO-invariant �eld.
Writing the minimal dressing ũ in matrix form, we �nd the dressed Cartan connection,

̂̃ϖ = ũ−1ϖũ + ũ−1dũ =

(
ẽ−1Aẽ + ẽ−1dẽ ẽ−1θ

0 0

)
=

(
Γ̃ Sdx
0 0

)
,

where Γ̃ = Γ̃ab is an SO-valued SO-gauge invariant �eld, and we see the invariant residual �eld written as
the 1-form Sdx = Sa µdx

µ . The associated curvature is,

̂̃Ω = ũ−1Ωũ =

(
ẽ−1Rẽ ẽ−1Θ

0 0

)
= *

,

̂̃R T̃
0 0

+
-
=

(
d Γ̃ + Γ̃ ∧ Γ̃ d (Sdx ) + Γ̃ ∧ Sdx

0 0

)
.

It is easily veri�ed that the change of variables in the Lagrangian gives Lpal (A,θ ) → L′pal (Γ̃,S ) with,

L′pal (Γ̃,S ) =
−1

32πGTr
(̂̃R ∧ ∗(Sdx ∧ Stdx )

)
.

From L′Pal one would extract Einstein equations that are SO-invariant, and not SO-covariant as those found
from LPal . Einstein equations found from both L′Pal and LEH are nevertheless GL-covariant, as they should,
since the GL-symmetry associated to the natural geometry ofM is the only non-trivial symmetry left after
the gauge symmetry reduction achieved through the dressing �eld method.

Now there’s two problems with this construction. The �rst is the arbitrariness in the ordering of r positive
and s negative eigenvalues in D. The whole construction is only well de�ned up to a permutation matrix
Pr ,s ∈ Sr × Ss ⊂ Sm which acts as, R → RPr ,s , D → Pr ,sDPr ,s , s → Pr ,sS and ẽ → ẽPr ,s . But one choice
can be propagated from one open U ⊂ M to the other, for a continuous map from a compact domain to a
discrete codomain is constant. The major shortcoming of this construction (and of the euclidean counterpart)
is its obviously bad behavior under coordinate changes which allows no operative transformation law for the
�elds Γ̃ and S . So if searching a minimal dressing in this case was a nice exercise, it is more tractable to work
with the usual non-minimal dressing e .



Appendix C
Some Detailed Calculations

C.1 Calculation of the entries of Ω0

The curvature of ϖ0 is

Ω0 := Ωu0
1 = u

−1
0 Ω1u0 =

*..
,

f1 C 0
T W Ct

0 T t −f1

+//
-

:=
*..
,

f1 Π1e 0
e−1Θ e−1F1e e−1Πt

0 Θte −f1

+//
-
.

Using (2.37), which we recall to be

Ω1 = dϖ1 +ϖ1 ∧ϖ1 =
*..
,

α1θ dα1 + α1A1 0
dθ +A1θ dA1 +A

2
1 + θα1 + α

t
1θ

t dα t1 +A1α
t
1

0 dθ t + θ tA1 θ tα t1

+//
-
=

*..
,

f1 Π1 0
Θ F1 Πt

1
0 Θt −f1

+//
-
,

we can perform the explicit calculation for each entry. Entry (1, 1) gives,

f1 = α1 ∧ θ = α1 ∧ e · dx = P ∧ dx , in components 1
2 ( f1)µσ dx µ ∧ dxσ =

1
2P[µσ ]dx

µ ∧ dxσ . (C.1)

In the same way, the entry (3, 3) gives,

−f1 = θ
t ∧ α t1 = θ

Tη ∧ η−1αT1 = dx
T · eTη ∧ η−1αT1 ,

= dxT ∧ (α1e )
T = dxT ∧ PT , in components −

1
2 ( f1)µσ dx µ ∧ dxσ =

1
2P[µσ ]dx

σ ∧ dx µ . (C.2)

Entry (2, 1) gives,

T = e−1Θ = e−1
(
dθ +A1 ∧ θ

)
= e−1dθ + e−1A1 ∧ θ ,

= e−1d (e · dx ) + e−1A1 ∧ e · dx = e−1de ∧ dx + e−1A1e ∧ dx ,=

(
e−1A1e + e

−1de

)
∧ dx ,

T = Γ ∧ dx , in components 1
2T

ρ
µσ dx µ ∧ dxσ =

1
2Γ

ρ
[µσ ]dx

µ ∧ dxσ . (C.3)

The entry (3, 2) is,

T t = Θte =

(
dθ t + θ t ∧A1

)
e = d

(
θ te

)
− θ t ∧ de + θ t ∧A1e,

= d
(
θTηe

)
+ θ te ∧ e−1de + θ te ∧ e−1A1e = d

(
dxT · eTηe

)
+ θ te ∧

(
e−1A1e + e

−1de
)
,

= −dxT ∧ dд + dxT · eTηe ∧ Γ = −dxT ∧
(
dд − дΓ

)
.

Now due to ∇д = dд − ΓTд − дΓ = 0, we have

T t = −dxT ∧
(
∇д + ΓTд

)
, in components 1

2Tν ,µσ dx µ ∧ dxσ =
1
2
(
∇[µдσ ]ν + Γ[µσ ]

λдλν
)
dx µ ∧ dxσ .

(C.4)
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The entry (1, 2) is,

C = Π1e =
(
dα1 + α1 ∧A1

)
e = d (α1e ) + α1 ∧ de + α1 ∧A1e,

= d (α1e ) + α1e ∧ e
−1de + α1e ∧ e

−1A1e = d (α1e ) + α1e ∧
(
e−1A1e + e

−1de
)
,

C = dP + P ∧ Γ, in components 1
2Cν ,µσ dx µ ∧ dxσ =

1
2

(
∂[µPσ ]ν + P[µλΓ

λ
σ ]ν

)
dx µ ∧ dxσ . (C.5)

The entry (2, 3) is,

Ct = e−1Πt
1 = e−1

(
dα t1 +A1 ∧ α

t
1
)
= d (e−1α t1 ) − de

−1 ∧ α t1 + e
−1A1e ∧ e

−1α t1 ,

= d (e−1α t1 ) − de
−1e−1 ∧ e−1α t1 + e

−1A1e ∧ e
−1α t1 ,

= d (e−1α t1 ) +
(
e−1A1e + e

−1de
)
∧ e−1α t1 ,

Ct = d (д−1PT ) + Γ ∧ д−1PT = dд−1 ∧ PT + д−1dPT + Γд−1 ∧ PT ,

=
(
dд−1 + Γд−1

)
∧ PT + д−1dPT ,

=
(
∇д−1 − д−1ΓT

)
∧ PT + д−1dPT , due to ∇д−1 = dд−1 + д−1ΓT + Γд−1 = 0,

= ∇д−1 ∧ PT + д−1
(
dPT + ΓT ∧ PT

)
,

Ct = ∇д−1 ∧ PT + д−1CT , in components 1
2C

ρ
µσ dx µ ∧ dxσ =

1
2

(
∇[µд

ρλPλσ ] + д
ρλCλ,µσ

)
dx µ ∧ dxσ .

(C.6)

At last, the entry (2, 2) is,

W = e−1Fe = e−1
(
dA1 +A1 ∧A1 + θ ∧ α1 + α1 ∧ θ

t
)
e,

= d
(
e−1A1e + e

−1de
)
− de−1 ∧A1e + e

−1A1 ∧ de − de
−1 ∧ de + e−1A1e ∧ e

−1A1e + e
−1θ ∧ α1e + e

−1α t1 ∧ θ
te,

= d
(
e−1A1e + e

−1de
)
+ e−1de ∧ e−1A1e + e

−1A1e ∧ e
−1de + e−1de ∧ e−1de + e−1A1e ∧ e

−1A1e

+ e−1θ ∧ α1e + e
−1α t1 ∧ θ

te,

= d
(
e−1A1e + e

−1de
)
+

(
e−1A1e + e

−1de
)2
+ e−1θ ∧ α1e + e

−1α t1 ∧ θ
te,

= dΓ + Γ ∧ Γ + e−1e · dx ∧ P + e−1η−1αT1 ∧ θ
Tηe,

= dΓ + Γ ∧ Γ + δ · dx ∧ P + д−1eTαT1 ∧ dx
T · eTηe, due to д−1 = e−1η−1 (д−1)T ,

= dΓ + Γ ∧ Γ + δ · dx ∧ P + д−1 (α1e )
T ∧ dxT · д, due to д = eTηe .

Finally we have,

W = R + δ · dx ∧ P + д−1PT ∧ dxT · д, where R = dΓ + Γ ∧ Γ is the Riemann curvature, (C.7)

in components 1
2W

ρ
ν ,µσ dx µ ∧ dxσ =

1
2

(
Rρν ,µσ + δ

ρ
[µPσ ]ν + д

ρλPλ[µдσ ]ν

)
dx µ ∧ dxσ . (C.8)

These justify the matrix form (2.42) and (2.43) for the �nal composite �eld Ω0 in section 2.4.2.

The normal case is easily obtained for it means,

f1 = 0 → Pµσ = Pσ µ

T = 0 → Γρ µσ = Γρσ µ so, since ∇д = 0, Γ is the Levi-civita connection.

Ric(W ) =W λ
ν ,λσ = 0 → Pµσ =

−1
(m − 2)

(
Rµσ −

R

2(m − 1)дµσ
)

is the Schouten tensor.
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The latter line implies thatW ρ
ν ,µσ is the Weyl tensor, and Cν ,µσ = ∇µPσν is the Cotton tensor.

To sum-up, in the normal case we have,

ϖ0 =
*..
,

0 Pµν 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-
dx µ , Ω0 =

1
2

*..
,

0 Cν ,µσ 0
0 W ρ

ν ,µσ дρλCλ,µσ
0 0 0

+//
-
dx µ ∧ dxσ . (C.9)

All this is fully equivalent to Propositions 26, 27 and equation (24) p.221-223 in (Ogiue, 1967), and (C.9) is the
so-called Riemannian parameterization of the normal conformal Cartan connection.

C.2 The remaining symmetries of the final composite fields

C.2.1 Coordinate changes for ϖ0 and Ω0

By de�nition ϖ0 := ϖu0
1 = (ϖu1 )u0 . We can ask the question of the transformation of this composite �eld

under coordinate change. We �rst observe thatϖ being a 1-form, it is invariant under coordinate changes. As
for the �rst dressing �eld u1 ∼ q it is invariant too. Indeed q is the solution of the constrain a −qθ = 0, which
is an equation for 1-forms, thus invariant. Explicitely, given the coordinate change dyµ = ∂yµ

∂xν dx
ν = Gµ

νdx
ν ,

we have a = aνdx
ν = a′µdy

µ so that a′µ = aν (G
−1)ν µ , and θa = eaνdx

ν = e ′a µdy
µ so that e ′a µ = eaν (G

−1)ν µ .
Finally, q′a := a′µ · (e

′−1)µa = aν (G
−1)ν µ · G

µ
ρ (e
−1)ρa = aν · (e

−1)ν a = qa . Hence the invariance of u1 under
coordinate changes.

Thus if any susceptibility to coordinate change is to be found it is then in the second dressing �eld u0 ∼ e .
From above we have e ′a µ = eaν (G

−1)ν µ , or in index free notation e ′ = eG−1, so that

u ′0 = u0 ·G
−1 in matrix form

*..
,

1 0 0
0 e ′ 0
0 0 1

+//
-
=

*..
,

1 0 0
0 e 0
0 0 1

+//
-
·

*..
,

1 0 0
0 G−1 0
0 0 1

+//
-
.

The dressing u0 is associated to the coordinate chart {xα }, while u ′0 is associated to the coordinate chart {yµ }.
Had we used the latter to dress ϖ1 we would have had,

ϖ ′0 = u
′
0
−1
· ϖ1 · u

′
0 + u

′
0
−1du ′0 = Gu

−1
0 · ϖ1 · u0G

−1 +G · u0du0 ·G
−1 +GdG−1,

ϖ ′0 = G · ϖ0G
−1 +GdG−1. (C.10)

The latter equation has the matrix form,

*..
,

0 P ′ 0
dy Γ′ д′−1P ′T

0 dyT · д′ 0

+//
-
=

*..
,

0 PG−1 0
Gdx GΓG−1 +GdG−1 Gд−1PT

0 dxT · дG−1 0

+//
-
. (C.11)

Entry (2, 1) of this matrix equation just expresses the coordinate change in an index free way. If we use this
in entry (3, 2) we have,

dyT · д′ = dxT · дG−1 = dyT (G−1)T · дG−1 → д′ = (G−1)TдG−1, with indices д′µν =
∂xα

∂yµ
дαδ
∂xδ

∂yν
.

Doing the same in entry (1, 2),

P ′ := P ′dy = PG−1 := PdxG−1 = PG−1dyG−1 → P ′ = PG−1G−1, with indices P ′µν = Pαδ
∂xα

∂yµ
∂xδ

∂yν
.

Entry (2, 3) is redundant with entry entries (3, 2) and (1, 2),

д′−1P ′T = Gд−1PT →д′−1 (P ′dy)T = Gд−1 (Pdx )T → д′−1dyT P ′T = Gд−1dxT PT = Gд−1dyT (G−1)T PT ,

from which we have д′−1
= Gд−1GT and P ′T = (G−1)T (G−1)T PT .
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At last, the entry (2, 2) reads,

Γ′ := Γ′dy = GΓG−1 +GdG−1 := GΓdxG−1 +GdG−1 = GΓG−1dyG−1 +Gdy ∂G−1,

→ Γ′ = GΓG−1G−1 +G∂G−1, with indices Γ′ρ µν =
∂yρ

∂xγ
Γγ αδ

∂xα

∂yµ
∂xδ

∂yν
+
∂yρ

∂xγ
∂

∂yµ
∂xγ

∂yν
.

These are the coordinate transformations of the symbols of a linear connection . Thus Γ is the linear connec-
tion of the base manifoldM.

In the same way exactly, for the dressed Ω1 we have,

Ω′0 = u
′
0
−1Ω1u

′
0 = Gu

−1
0 Ω1u0G

−1,

Ω′0 = GΩ0G
−1. (C.12)

The latter equation has the matrix form,

*..
,

f ′1 C ′ 0
T ′ W ′ C ′t

0 T ′t −f ′1

+//
-
=

*..
,

f1 CG−1 0
GT GWG−1 GCt

0 T tG−1 −f1

+//
-
, (C.13)

which expresses the coordinate changes of Ω0 in an index free notation. The composite �eld Ω′0 is associated
to the chart {yµ }, while Ω0 is associated to the chart {xα }. Let us write each entry explicitely. The entry (1, 1)
is,

f ′1 := f ′1 dy ∧ dy = f1 := f1 dx ∧ dx = f1 G
−1dy ∧G−1dy,

→ f ′1 = f1G
−1G−1 with indices ( f ′1 )µσ = ( f1)α β

∂xα

∂yµ
∂x β

∂yσ
.

The same for entry (3, 3). The entry (2, 1) is,

T ′ := T ′ dy ∧ dy = GT := GT dx ∧ dx = GTG−1dy ∧G−1dy,

→ T ′ = GTG−1G−1 with indices T ′ρ µσ =
∂yρ

∂xγ
T γ α β

∂xα

∂yµ
∂x β

∂yσ
.

The entry (3, 2) is,

T ′t := T ′t dy ∧ dy = T tG−1 := T tG−1 dx ∧ dx = T tG−1 G−1dy ∧G−1dy,

→ T ′t = T tG−1G−1G−1 with indices T ′ν ,µσ = Tδ ,α β
∂xδ

∂yν
∂xα

∂yµ
∂x β

∂yσ
.

An alternative calculation taking into account the fact that T ′t = T ′Tд′ is possible, but it is redundant with
the known transformation for T and д. It gives, T ′T · д′ = (G−1)T (G−1)TTTGT · (G−1)TдG−1.
The entry (1, 2) is,

C ′ := C ′ dy ∧ dy = CG−1 := CG−1 dx ∧ dx = CG−1 G−1dy ∧G−1dy,

→ C ′ = CG−1G−1G−1 with indices C ′ν ,µσ = Cδ ,α β
∂xδ

∂yν
∂xα

∂yµ
∂x β

∂yσ
.

The entry (2, 3) is,

C ′t := C ′t dy ∧ dy = GCt := GCt dx ∧ dx = GCt G−1dy ∧G−1dy,

→ C ′t = GCtG−1G−1 with indices C ′ρ µσ =
∂yρ

∂xγ
Cγ α β

∂xα

∂yµ
∂x β

∂yσ
.
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An alternative calculation taking into account the fact thatC ′t = д′−1C ′T is possible, but it is redundant with
the known transformation for д−1 and C . It gives, д′−1

·C ′T = Gд−1GT · (G−1)T (G−1)T (G−1)TCT .
At last, the entry (2, 2) is,

W ′ :=W ′ dy ∧ dy = GWG−1 := GWG−1 dx ∧ dx = GWG−1 G−1dy ∧G−1dy,

→ W ′ = GWG−1G−1G−1 with indices W ′ρ
ν ,µσ =

∂yρ

∂xγ
W γ

δ ,α β
∂xδ

∂yν
∂xα

∂yµ
∂x β

∂yσ
.

Remark: Since ϖ0 and Ω0 are not invariant under coordinates changes, they are not strictly speaking di�er-
ential forms anymore. This is an instance of the warning mentionned in paragraph ‘What this construction
is...’ at the end of section 2.2.1. The di�erence here is that ϖ0 and Ω0 do not exactly belong to the natural
geometry of the base manifoldM yet. Indeed they belong to the principal bundle PW := P (M,W ) whose
structure group is the Weyl groupW =

{
z ∈ R∗

}
, so that they both present a residual Weyl rescaling gauge

symmetry.

C.2.2 Residual Weyl gauge symmetry of ϖ0 and Ω0

Here I detail the calculations mentionned in the �nal subsection of 2.4.2, and lead to the residual gauge trans-
formations of the �nal composite �elds ϖ0 and Ω0 living on the Weyl bundle PW (M,W ).

Calculation of ϖW
1

and ϖW
0

Entries of ϖW
1

: We recall that we have,

ϖW
1 =

*...
,

aW1 αW1 0
θW1 AW1 α t1

W

0 θ t1
W
−aW1

+///
-

,

ϖ1 being de�ned in the main text of section 2.4.2. Lets calculate each entry since they are needed for the
�nal goal. We need the transformations of the Cartan connection and of the dressing �eld u1 under the Weyl
group, given by (2.47) and (2.49) respectively.
Entry (1, 1) and (3, 3) were set to zero in the main text. Why? We have by de�nition a1 =: χ

(
ϖu1

)
= 0.

We know that this gauge-like condition is preserved by K1 and by S ' SO (r ,s ), we must show that it is also
preserved by the Weyl groupW = R∗.

aW1 =
(
a − qθ

)W
= aW − qW θW = (a − z−1dz) − z−1 (q + z−1∂z · e−1)zθ ,

= a + z−1dz − qθ − z−1∂z · e−1e · dx = a + z−1dz − qθ − z−1∂z · dx = a − qθ ,

aW1 = a1 = 0. (C.14)

Entry (2, 1) and (3, 2) are easily obtained since the sector g−1 of the Cartan connection is una�ected by the
action of K1,

θW1 = θ
W = zθ , and θ t1

W
= θ t

W
= zθ t = zθTη. (C.15)

Entry (2, 2) gives,

AW1 =
(
A + θq − qtθ t

)W
= AW + θW qW − qt

W
θ t

W
,

= A + zθ z−1
(
q + z−1∂z · e−1

)
− z−1

(
qt + η−1 (e−1)T · z−1∂z

)
zθ t ,

= A + θq − qtθ t + θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z θ t ,

AW1 = A1 + θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z θ t (C.16)
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This is the transformation of the Lorentz/spin-connection under Weyl rescaling.
Entry (1, 2) gives,

αW1 =
(
α − qA +

1
2qq

tθ t + dq
)W
= αW − qWAW +

1
2q

W qt
W
θ t

W
+ dqW ,

= z−1α − z−1
(
q + z−1∂z · e−1

)
A +

1
2z
−2

(
qqt + 2z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z

)
zθ t

+ d

(
z−1

(
q + z−1∂z · e−1

))
,

= z−1α − z−1qA − z−1 (z−1∂z · e−1)A +
1
2
z−1qqtθ t +

1
2
(
2z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z

)
θ t

+ dz−1
(
q + z−1∂z · e−1

)
+ z−1dq + z−1d

(
z−1∂z · e−1

)
,

αW1 = z
−1α1 − z−1 (z−1∂z · e−1)A + z−1 (z−1∂z · e−1)qtθ t +

1
2z
−1

(
z−1∂z · д−1 · z−1∂z

)
θ t (C.17)

+ dz−1
(
q + z−1∂z · e−1

)
+ z−1d (z−1∂z · e−1).

Entry (2, 3) gives,

α t1
W
=

(
α t +Aqt +

1
2θqq

t + dqt
)W
= α t

W
+AW qt

W
+

1
2θ

W qW qt
W
+ dqt

W
,

= α tz + A z−1
(
qt + η−1 (e−1)T · z−1∂z

)
+

1
2zθ z

−2
(
qqt + 2 z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z

)
+ d

(
z−1

(
qt + η−1 (e−1)T · z−1∂z

))
,

= α t z + z−1Aqt + z−1Aη−1 (e−1)T · z−1∂z + z−1
1
2
θqqt + z−1θ (z−1∂z · e−1qt )

+ z−1 1
2θ

(
z−1∂z · д−1 · z−1∂z

)
+ dz−1

(
qt + η−1 (e−1)T · z−1∂z

)
+ z−1dqt + z−1d

(
η−1 (e−1)T · z−1∂z

)
,

α t1
W
=z−1α t

1 + z−1Aη−1 (e−1)T · z−1∂z + z−1θ
(
qη−1 (e−1)T · z−1∂z

)
+ z−1 1

2θ
(
z−1∂z · д−1 · z−1∂z

)
(C.18)

= dz−1
(
qt + η−1 (e−1)T · z−1∂z

)
+ z−1d

(
η−1 (e−1)T · z−1∂z

)
.

In the last step the equality z−1∂z · e−1qt = qη−1 (e−1)T · z−1∂z is used.

Entries of ϖW
0

: Now the Weyl gauge transformation of ϖ0 is given by,

ϖW
0 :=

*..
,

0 PW 0
dxW ΓW (д−1PT )W

0 (dxT · д)W 0

+//
-
=

*..
,

0 αW1 ze 0
e−1z−1θW e−1AW1 e + e−1e z−1dz + e−1de e−1z−1α t1

W

0 zθ tW e 0

+//
-
.

Let us calculate the entries. Entry (2, 1) gives,

dxW = e−1z−1θW1 = e−1z−1zθ = e−1e · dx = dx , in components
(
dx µ

)W
= dx µ . (C.19)

This expresses the obvious invariance of the coordinate system under Weyl rescaling.
Entry (3, 2) gives, (

dxT · д
)W
= zθ t1

W
e = z2θ te = z2θTηe = z2dxT · eTηe = dxT · z2д

in components дµνdx
µ = z2дµνdx

µ . (C.20)

This expresses the Weyl rescaling of the metric. Entry (2, 2) gives,

ΓW = e−1AW1 e + e−1de + e−1e z−1dz,

= e−1A1e + e−1de + e−1θ z−1∂z − e−1η−1 (e−1)T · z−1∂z θ te + δz−1dz,

ΓW = Γ + δz−1dz + δ · dx z−1∂z − д−1 · z−1∂z dxT · д. (C.21)
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The latter reads in components,

(
Γρ µν

)W
dx µ =

(
Γρ µν + δ

ρ
ν z
−1∂µz + δ

ρ
µ z
−1∂νz − дρλz−1∂λz дµν

)
dx µ ,

or
(
Γρ µν

)W
= Γρ µν + δ

ρ
ν Γµ + δ

ρ
µγν − дρλγλ дµν , (C.22)

whereγµ := z−1∂µz. This looks like the familiar transformations of the Christo�el symbols under Weyl rescal-
ing, but actually this result is more general. Indeed even if the metricity condition ∇д = 0 is automatically
satis�ed, the above calculation is performed without the assumption that Γρ µν is symmetric in its two lower
indices, that is without the assumption that it is a function of the metric tensor дµν . The fact that the trans-
formation under Weyl rescaling tuns out to be the same implies that the anti-symmetric component of Γ, that
is the torsion, is Weyl invariant. This will be con�rmed by the calculation of ΩW

0 in the next section. See also
the discussion in the main text.

Entry (1, 2) gives,

PW = αW1 ze = α1e − (z−1∂z · e−1)Ae + (z−1∂z · e−1)qtθ te +
1
2
(
z−1∂z · д−1 · z−1∂z

)
θ te

− z−1dz
(
q + z−1∂z · e−1

)
e + d

(
z−1∂z · e−1

)
e,

= α1e − z−1∂z · e−1Ae + z−1∂z · e−1qtθ t e +
1
2
(
z−1∂z · д−1 · z−1∂z

)
θTηe

− z−1dz qe − z−1dz z−1∂z + d (z−1∂z) − z−1∂z · e−1de,

= α1e +

{
d (z−1∂z) − z−1∂z ·

(
e−1

(
A + θq − qtθ t

)
e + e−1de

)}
− z−1dz z−1∂z +

1
2
(
z−1∂z · д−1 · z−1∂z

)
dxT · д,

where in this last equality we used z−1dz qe = z−1∂z · dx qe = z−1∂z · e−1θ qe .

PW = α1e +

{
d (z−1∂z) − z−1∂z ·

(
e−1A1e + e−1de

)}
− z−1dz z−1∂z +

1
2
(
z−1∂z · д−1 · z−1∂z

)
dxT · д,

= P +

{
d (z−1∂z) − z−1∂z · Γ

}
− z−1dz z−1∂z +

1
2
(
z−1∂z · д−1 · z−1∂z

)
dxT · д,

PW = P + ∇(z−1∂z) − z−1dz z−1∂z +
1
2
(
z−1∂z · д−1 · z−1∂z

)
dxT · д. (C.23)

The latter reads in components,

(
Pµν

)W
dx µ =

(
Pµν + ∇µ (z

−1∂νz) − z−1∂µz z
−1∂νz +

1
2z
−1∂λzд

λαz−1∂αz дµν

)
dx µ ,

or,
(
Pµν

)W
= Pµν + ∇µ (γν ) − γµγν +

1
2γλγ

λ дµν , (C.24)

with again γµ := z−1∂µz and γλ := дλαγα . This looks like the familiar transformation of the Schouten tensor
under Weyl rescaling. But again, this result is more general for we do not assume that Pµν is symmetric and
that it is the Schouten tensor, expressed as a function of the metric through the Levi-Civita connexion Γ and
through the Ricci and Scalar curvature. From (C.24) we can deduce the transformation under Weyl rescaling
of both the symmetric and anti-symmetric part of the tensor Pµν . See the discussion in the main text.
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Entry (2, 3) gives,

P t
W
= (д−1PT )W = z−1e−1α t1

W
,

= z−2e−1α t1 + z−2e−1Aη−1 (e−1)T · z−1∂z + z−2e−1θ
(
qη−1 (e−1)T · z−1∂z

)
+ z−2 1

2z
−1θ

(
z−1∂z · д−1 · z−1∂z

)
z−1e−1dz−1

(
qt + η−1 (e−1)T · z−1∂z

)
+ z−2e−1d

(
η−1 (e−1)T · z−1∂z

)
,

= z−2
{
e−1α t1 + e−1Aη−1 (e−1)T · z−1∂z + e−1θqη−1 (e−1)T · z−1∂z +

1
2e
−1θ

(
z−1∂z · д−1 · z−1∂z

)
− z−1dz e−1qt − z−1dz e−1η−1 (e−1)T · z−1∂z + e−1η−1d (e−1)T · z−1∂z + e−1η−1 (e−1)Td (z−1∂z)

}
Now A ∈ so(r ,s ) so, ATη + ηA = 0 → Aη−1 = −η−1AT . And since д−1 = e−1η−1 (e−1)T , we have

P t
W
= (д−1PT )W ,

= z−2
{
e−1α t1 − д

−1eTAT (e−1)T · z−1∂z + e−1θqη−1 (e−1)T · z−1∂z +
1
2e
−1θ

(
z−1∂z · д−1 · z−1∂z

)
− z−1dz e−1qt − z−1dz д−1 · z−1∂z + д−1eT d (e−1)T · z−1∂z + д−1d (z−1∂z)

}
,

P t
W
= z−2

{
e−1α t1 + д

−1
{
d (z−1∂z) −

(
eTAT (e−1)T + deT (e−1)T

)
· z−1∂z

}
,

+ e−1θqη−1 (e−1)T · z−1∂z − z−1dz e−1qt − z−1dz д−1 · z−1∂z +
1
2e
−1θ

(
z−1∂z · д−1 · z−1∂z

)}
(C.25)

Now, θq ∈ so(r ,s ) so that: (θq)Tη + η(θq) = 0 → θqη−1 = −η−1 (θq)T . Then,

e−1θqη−1 (e−1)T · z−1∂z = −e−1η−1 (θq)T (e−1)T · z−1∂z = −д−1eT (θq)T (e−1)T · z−1∂z. (C.26)

Again we used д−1 = e−1η−1 (e−1)T . Moreover,

(z−1dz qe )t = etqt z−1dz = дe−1qt z−1dz,

since д = eTηe = ete . So,

e−1qt z−1dz = д−1
(
z−1dz qe

)t
= д−1

(
z−1∂z · dx qe

)t
= д−1

(
z−1∂z · e−1θ qe

)t
,

= д−1
(
et (θq)t (e−1)t · z−1∂z

)
= д−1

(
eTη(θq)tη−1 (e−1)T

)
.

Notice also that (θq)t ∈ so(r ,s ) so that: η(θq)tη−1 = −[(θq)t ]T = −(qtθ t )T . Then the above reads,

e−1qt z−1dz = д−1eT (qtθ t )T (e−1)T · z−1∂z (C.27)

Finally replace (C.26) and (C.27) in (C.25) and obtain,

P t
W
= z−2

{
e−1α t1 + д

−1
{
d (z−1∂z) −

(
eT

(
AT + (θq)T − (qtθ t )T

)
(e−1)T + deT (e−1)T

)
· z−1∂z

}
,

− z−1dz д−1 · z−1∂z +
1
2e
−1θ

(
z−1∂z · д−1 · z−1∂z

)}
,

= z−2
{
P t + д−1

{
d (z−1∂z) −

(
eTAT

1 (e
−1)T + deT (e−1)T

)
· z−1∂z

}
− z−1dz д−1 · z−1∂z +

1
2д
−1eTηθ

(
z−1∂z · д−1 · z−1∂z

)}
,

= z−2д−1
{
PT +

{
d (z−1∂z) − ΓT · z−1∂z

}
− z−1dz z−1∂z +

1
2д · dx

(
z−1∂z · д−1 · z−1∂z

)}
,

(д−1PT )W = z−2д−1
{
PT + ∇(z−1∂z)T − z−1dz z−1∂z +

1
2д · dx

(
z−1∂z · д−1 · z−1∂z

)}
(C.28)
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In components this reads,

(
дρλPλµ

)W
dx µ =

(
z−2дρλ

{
Pλµ + ∇µ (z

−1∂λz) − z−1∂λz z
−1∂µz +

1
2дλµz

−1∂αд
α βz−1∂βz

})
dx µ ,

or,
(
дρλPλµ

)W
= z−2дρλ

{
Pλµ + ∇µ (γλ ) − γλγµ +

1
2дλµγαγ

α
}
. (C.29)

This is of course redundant with (C.20) and (C.24).

Calculation of the entries of ΩW
1

and ΩW
0

Entries of ΩW
1

: We recall that we have,

ΩW
1 =

*...
,

fW1 ΠW
1 0

ΘW FW1 Πt
1
W

0 ΘtW −fW1

+///
-

.

Ω1 = u
−1
1 Ωu1 being de�ned in the main text of section 2.4.2. Let us calculate each entry. For this we need the

transformation of the dressing �eld u1 under the Weyl group, given by (2.49) , together with

ΩW =
*..
,

f z−1Π 0
zΘ F z−1Πt

0 zΘt 0

+//
-
.

Entries (1, 1) and (3, 3) give,

fW1 :=
(
f − qΘ

)W
= fW − qWΘW = f − (q + z−1∂z · e−1)zΘ = f − qΘ − z−1∂z · e−1Θ = f1 − z

−1∂z · e−1Θ.

Now according to Ω1 = dϖ1 +ϖ1 ∧ϖ1, we have also f1 = α1θ . So,

(α1θ )
W = αθ − z−1∂z · e−1Θ. (C.30)

Entry (2, 1) and (3, 2) need no further e�ort. They are the same as ΩW since the group K1 to which u1 belongs
does not act on the g−1 sector. We have,

ΘW = zΘ, and ΘtW = zΘt . (C.31)

Entry (2, 2) gives,

FW1 =
(
F + Θq − qtΘt

)W
= FW + ΘW qW − qt

W
ΘtW ,

= F + zΘ z−1
(
q + z−1∂z · e−1

)
− z−1

(
qt + η−1 (e−1)T · z−1∂z

)
zΘt ,

= F + Θq + Θ z−1∂z · e−1
− qtΘt − η−1 (e−1)T · z−1∂z Θt ,

FW1 = F1 + Θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z Θt . (C.32)
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Entry (1, 2) gives,

ΠW
1 =

(
Π − qF + f q −

1
2qq

tΘt
)W
= ΠW − qW FW + fW qW −

1
2q

W qt
W
ΘtW ,

= z−1Π − z−1
(
q + z−1∂z · e−1

) (
F1 + Θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z Θt

)
+ f z−1

(
q + z−1∂z · e−1

)
−

1
2z
−2

(
qqt + 2 z−1∂z · e−1 + z−1∂z · д−1 · z−1∂z

)
zΘt ,

= z−1Π − z−1qF1 − z−1 (z−1∂z · e−1)F1 − z−1
(
q + z−1∂z · e−1

) (
Θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z Θt

)
+ z−1 fq + z−1 f z−1∂z · e−1

−
1
2
z−1qqtΘt − z−1∂z · e−1 qtΘt −

1
2z
−1

(
z−1∂z · д−1 · z−1∂z

)
Θt ,

= z−1Π1 − z−1 (z−1∂z · e−1)
(
F1 − f 1

)
− z−1qΘ z−1∂z · e−1 − z−1 (z−1∂z · e−1)Θ z−1∂z · e−1 + z−1qη−1 (e−1)T · z−1∂z Θt

+ z−1 (z−1∂z · e−1)η−1 (e−1)T · z−1∂z Θt − z−1 (z−1∂z · e−1)qtΘt −
1
2z
−1

(
z−1∂z · д−1 · z−1∂z

)
Θt .

Observing that qη−1 (e−1)T · z−1∂z = z−1∂z · e−1qt , one obtains �nally

ΠW
1 = z

−1Π1 − z−1 (z−1∂z · e−1)
(
F1 − f 1

)
+ z−1

{
1
2
(
z−1∂z · д−1 · z−1∂z

)
Θt − qΘ z−1∂z · e−1 − (z−1∂z · e−1)Θ(z−1∂z · e−1)

}
(C.33)

Entry (2, 3) gives,

Πt
1
W
=

(
Πt − F t1q

t + qt f −
1
2Θqq

t
)W
= ΠtW + FW1 qt

W
+ qt

W
fW −

1
2Θ

W qW qt
W
,

= z−1Πt +

(
f1 + Θ z−1∂z · e−1 − η−1 (e−1)T · z−1∂z Θt

)
z−1

(
qt + η−1 (e−1)T · z−1∂z

)
+ z−1

(
qt + η−1 (e−1)T · z−1∂z

)
f − zΘ

1
2

(
qqt + 2 z−1∂z · e−1qt + z−1∂z · д−1 · z−1∂z

)
,

= z−1Πt + z−1F1q
t + z−1F1η

−1 (e−1)T · z−1∂z + z−1Θ z−1∂z · e−1qt

+ z−1Θ z−1∂z · e−1
(
η−1 (e−1)T · z−1∂z

)
− z−1

(
η−1 (e−1)T · z−1∂z

)
Θtqt

− z−1
(
η−1 (e−1)T · z−1∂z

)
Θt

(
η−1 (e−1)T · z−1∂z

)
+ z−1qt f + z−1

(
η−1 (e−1)T · z−1∂z

)
f

− z−1Θ
1
2
qqt − z−1Θ z−1∂z · e−1qt −

1
2z
−1Θ

(
z−1∂z · д−1z−1∂z

)
,

= Πt
1 + z−1

(
F1 + f 1)η−1 (e−1)T · z−1∂z

+ z−1
{

1
2Θ

(
z−1∂z · д−1 · z−1∂z

)
− η−1 (e−1)T · z−1∂z Θtqt −

(
η−1 (e−1)T · z−1∂z

)
Θt

(
η−1 (e−1)T · z−1∂z

)}
Finally one gets,

Πt
1
W
= Πt

1 − z−1
(
F t1 − f 1)η−1 (e−1)T · z−1∂z (C.34)

+ z−1
{

1
2Θ

(
z−1∂z · д−1 · z−1∂z

)
− η−1 (e−1)T · z−1∂z Θtqt −

(
η−1 (e−1)T · z−1∂z

)
Θt

(
η−1 (e−1)T · z−1∂z

)}
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Entries of ΩW
0

: Now the Weyl gauge transformation of Ω0 is given by,

ΩW
0 =

*..
,

fW1 CW 0
TW WW CtW

0 T tW −fW1

+//
-
=

*..
,

fW1 zΠ1e 0
e−1z−1ΘW e−1F1e e−1z−1ΠtW

0 zΘtW e −fW1

+//
-
,

Let us calculate the entries.
Entries (1, 1) and (3, 3) are unchanged, but since f1 = α1θ = α1e · dx := P · dx , we now rewrite the result as

fW1 = f1 − z
−1∂z · e−1Θ →

(
P · dx )W = P · dx − z−1∂z ·T , (C.35)

which reads in components,

1
2

(
P[µσ ]

)W
dx µ ∧ dxσ =

1
2

(
P[µσ ] − z

−1∂λz T
λ
µσ

)
dx µ ∧ dxσ ,

or PW[µσ ] = P[µσ ] − γλΓ
λ

[µσ ], (C.36)

since dx is invariant and T λ µσ = Γλ [µσ ]. This is actually redundant with equation (C.24) for it is its anti-
symmetric part. See the discussion in the main text.
Entry (2, 1) gives,

TW = e−1z−1ΘW = e−1z−1zΘ = e−1Θ = T . (C.37)

This is the invariance of the torsion underWeyl rescaling. Actually this is subtly redundant with (C.22).
Indeed the latter equation gives the transformation of Γλ µσ under Weyl rescaling. It is identical with the well
known transformation of the Christo�el symbols which are the symmetric part of Γλ µσ . From this we draw
the conclusion that the anti-symmetric part is invariant. But the anti-symmetric part is precisely the torsion,
as we’ve just noted.
Entry (3, 2) gives,

T tW := (TTд)W = zΘtW e = z2Θte = z2T t = TT z2д (C.38)

This is again the invariance of the torsion, and the Weyl rescaling of the metric. So far then no new informa-
tions are provided.
Entry (2, 2) gives,

WW = eFW1 e = e−1F1e + e−1Θ z−1∂z − д−1 · z−1∂z Θte,

WW =W + T z−1∂z − д−1 · z−1∂z TTд (C.39)

In components, this reads

1
2

(
W ρ

ν ,µσ

)W
dx µ ∧ dxσ =

1
2

(
W ρ

ν ,µσ + T ρ
µσ z−1∂νz − дρλz−1∂λz Tµσ

αдαν

)
dx µ ∧ dxσ ,

or,
(
W ρ

ν ,µσ

)W
=W ρ

ν ,µσ + T ρ
µσ γν − дρλγλ Tµσ

αдαν (C.40)

Here is a new relation, the Weyl rescaling of the (1,3)-tensorW .
Entry (1, 2) gives,

CW = zΠW
1 e,

= Π1e − z−1∂z · e−1
(
F1 − f 1

)
e +

1
2
(
z−1∂z · д−1 · z−1∂z

)
Θte − qΘ z−1∂z − z−1∂z · e−1Θ z−1∂z,

CW = C − z−1∂z ·W + z−1∂z · δ f +
1
2
(
z−1∂z · д−1 · z−1∂z

)
TTд −

(
a + z−1∂z

)
·T z−1∂z. (C.41)
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In components this reads,

1
2
(
Cν ,µσ

)W
dx µ ∧ dxσ =

1
2

(
Cν ,µσ − z−1∂λz W

λ
ν ,µσ + z−1∂νz fµσ

+
1
2
(
z−1∂αz д

α β z−1∂βz
)
Tµσ

λдλν −
(
aλ + z

−1∂λz
)
T λ µσ z−1∂νz

)
dx µ ∧ dxσ ,

or
(
Cν ,µσ

)W
= Cν ,µσ − γλ W

λ
ν ,µσ + γν fµσ +

1
2 (γαд

α βγβ )Tµσ
λдλν − (aλ + γλ )T

λ
µσ γν . (C.42)

At last, entry (2, 3) gives,

CtW = e−1z−1Πt
1
W
,

= z−2
{
e−1Πt

1 + e−1
(
F t1 + f 1

)
η−1 (e−1)T · z−1∂z +

1
2e
−1Θ

(
z−1∂z · д−1 · z−1∂z

)
− e−1η−1 (e−1)T · z−1∂z Θtqt − e−1η−1 (e−1)T · z−1∂z Θtη−1 (e−1)T · z−1∂z

}
,

= z−2
{
Ct + e−1F1eд

−1 · z−1∂z + f δд−1 · z−1∂z +
1
2T

(
z−1∂z · д−1 · z−1∂z

)
− д−1 · z−1∂z ΘTηη−1 (e−1)T · a − д−1 · z−1∂z ΘTηη−1 (e−1)T · z−1∂z

}
,

= z−2
{
д−1CT + Wд−1 · z−1∂z + f δд−1 · z−1∂z +

1
2T

(
z−1∂z · д−1 · z−1∂z

)
− д−1 · z−1∂z ΘT (e−1)T ·

(
a + z−1∂z

)}
,

(
д−1CT

)W
= z−2д−1

{
CT − W T · z−1∂z + f δ · z−1∂z +

1
2дT

(
z−1∂z · д−1 · z−1∂z

)
− z−1∂z TT ·

(
a + z−1∂z

)}
, (C.43)

where in the last equality we used,

Wд−1 = e−1F1eд
−1 = e−1F1e e

−1η−1 (e−1)T = e−1F1η
−1 (e−1)T , but FT1 η + ηF1 = 0→ F1η

−1 = −η−1FT1 ,

= − e−1η−1FT1 (e−1)T = −д−1eT FT1 (e−1)T , since д−1 = e−1η−1 (e−1)T ,

Wд−1 = − д−1W T .

Equation (C.43) reads in components,

1
2
(
дρλCλ,µσ

)W
dx µ ∧ dxσ =

1
2z
−2дρλ

{
Cλ,µσ − Wλ

α
µσz

−1∂αz + fµσz
−1∂λz

+
1
2дλαT

α
µσ

(
z−1∂βz д

βδ z−1∂δz
)
− z−1∂λz Tµσ

α
(
aα + z

−1∂αz
)}

dx µ ∧ dxσ ,

or,

(
дρλCλ,µσ

)W
= z−2дρλ

{
Cλ,µσ −Wλ

α
µσγα + fµσ γλ +

1
2дλαT

α
µσ

(
γβ д

βδ γδ
)
− γλ Tµσ

α
(
aα + γα

)}
.

(C.44)

This is of course redundant with (C.42) and (C.20).
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Residual Weyl gauge transformation ofϖ0 and Ω0 in the normal case. The normality conditions for
ϖ are: f = 0, Θ = 0 and Ric(F ) = 0. These are preserved by the successive dressing operations so that ϖ0 is
such that: f1 = 0, T = 0 and Ric(W ) = 0. In that case Γ is the Levi-Civita connection, P is the Schouten
tensor, C = ∇P is thus the Cotton tensor and �nallyW is the Weyl tensor. We have then,

ϖW
0 =

*..
,

0 Pν µ 0
δ
ρ
µ Γρ µν дρλPλµ
0 дµν 0

+//
-

W

dx µ ,

=

*....
,

0 Pµν + ∇µ (γν ) − γµγν +
1
2γλγ

λ дµν 0

δ
ρ
µ Γρ µν + δ

ρ
ν Γµ + δ

ρ
µγν − дρλγλ дµν z−2дρλ

{
Pλµ + ∇µ (γλ ) − γλγµ +

1
2дλµγαγ

α
}

0 z2дµν 0

+////
-

dx µ ,

where γµ := z−1∂µz. As for the associated curvature,

ΩW
0 =

1
2

*..
,

0 Cν ,µσ 0
0 W ρ

ν ,µσ дρλCλ,µσ
0 0 0

+//
-

W

dx µ ∧ dxσ ,

=
1
2

*....
,

0 Cν ,µσ − γλ W
λ
ν ,µσ 0

0 W ρ
ν ,µσ z−2дρλ

{
Cλ,µσ −Wλ

α
µσγα

}
0 0

+////
-

dx µ ∧ dxσ .

These are well known transformations under Weyl rescaling of the metric onM, here seen as a residual gauge
symmetry of the �nal composite �elds.

Conclusion: As far as I know, these transformations for the Riemann parameterization of the normal con-
formal Cartan connection and its curvature are not performed in the jet formalism. Appreciate how easily we
obtain it. Remember we mentioned the fact that the computational complexity of the jet formalism grows
very quickly with the order, and was already intricate at order two. The matrix formalism clearly reduces this
complexity.
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Published papers/ in preparation

D.1 Gauge invariant composite fields out of connections with examples
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D.2 Gauge field theories: various mathematical approaches
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D.3 Weyl residual gauge freedom out of conformal geometry, with a
new BRS tool

In preparation.

D.4 Nucleon spin decomposition and di�erential geometry

In preparation.
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