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Robert WESTON Heriot Watt University Rapporteur
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Abstract

This thesis is embedded in the general theory of quantum integrable models with
boundaries, and the development of associated algebraic structures.

We first consider the question of the diagonalization of the XXZ hamiltonian with non-
diagonal boundaries. We succeed to find the two sets of eigenstates and eigenvalues of the
model if the boundaries parameters satisfy two conditions.

We introduce then a statistical physics model which we referto be the face model with
a reflecting end. Moreover, we compute exactly its partitionfunction and show that it takes
the form of a simple single matrix determinant.

We show that these two problems are related through the vertex-face transformation
and are solved using a common algebraic structure, the dynamical reflection algebra and
its dual. We focus from a mathematical perspective on this algebra in the general elliptic
case. Both the co-module evaluation representation and itsdual are introduced. We believe
that these structures are the key ingredients for the analysis of face models with boundaries.
In particular, using the concept of Drinfel’d twists, we show that the partition function of
these models has a simple representation in the general case.

Finally, we attempt on a ’dynamization’ of the Half-Turn-Symmetric vertex model. We
describe its partition function in terms of the evaluation representation of the dynamical
Yang-Baxter algebra, and find a set of conditions that uniquely determine it.

Resumé

Cette thèse s’inscrit dans le cadre général de la théorie dessystèmes intégrables avec
bords et le développement des structures algébriques associées.

D’une part, nous nous attaquons au problème de la diagonalisation de l’hamiltonien
du modèle XXZ avec bords non diagonaux. Nous exhibons les deux ensembles d’états
propres et valeurs propres du modèle si les paramètres de bords satisfont deux conditions.

D’autre part, nous introduisons un modèle de physique statistique que nous appelons le
modèle face avec un bord réfléchissant. Nous calculons exactement sa fonction de partition
et nous montrons que cette dernière se représente simplement sous la forme d’un unique
déterminant matriciel.

Nous montrons que ces deux problèmes sont reliés par la transformation vertex-face
et exhibent une structure algébrique commune, l’algèbre deréflexion dynamique. Nous
nous intéressons aux aspects mathématiques de cette algèbre dans le cas elliptique général,
et nous introduisons deux classes de ces représentations, la représentation de co-module
d’évaluation et sa duale. Nous pensons que cette algèbre estla structure clef pour l’analyse
des modèles faces avec bords. En particulier, nous montronsà l’aide de twists de Drinfel’d
que leur fonction de partition se représente simplement dans le cas général.
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Enfin, nous tentons une ’dynamisation’ du modéle à vertex ’Half-Turn-Symmetric’,
et nous decrivons sa fonction de partitionen termes de représentation d’évaluation de
l’algèbre de Yang-Baxter dynamique, et trouvons un ensemble de conditions la détermi-
nant univoquement.
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Notations

• General:
The notationXi1...iN for any operatorX ∈ End(⊗N

j=1Vi j ), whereVi j=1,...,N is a linear

space means that this operator acts asX in the space⊗N
j=1Vi j and trivially in any

other space.
λi ∈ C: spectral parameter associated with the spaceVi

ξ j ∈ C: inhomogeneity parameter associated with the spaceVj

η ∈ C: crossing parameter
V: linear space.

• Pauli matrices:

σx =

(
0 1
1 0

)

σy =

(
0 −i
i 0

)

σz=

(
1 0
0 −1

)

• Vertex models:
R: VertexR-matrix
K−: right boundary matrix
K+: left boundary matrix
L: Quantum Lax operator
T: monodromy matrix
U−: boundary (double rows) monodromy matrix
U+: dual boundary (double rows) monodromy matrix
δ,δ,ζ,ζ,τ,τ ∈ C: spin chain boundary parameters

• Face (or dynamical) models:
R : faceR-matrix
K−: dynamical right boundary matrix
K+: dynamical left boundary matrix
L t: crossed Lax matrix
T : dynamical monodromy matrix
V t : dual dynamical monodromy matrix
U−: dynamical boundary monodromy matrix
U+: dynamical dual boundary monodromy matrix



vi

S: vertex-face transformation
θ ∈ C: dynamical or face parameter
ζ−,ζ+ ∈ C: dynamical boundary parameters
X i j (λ;θ−ησz

k): mean thatX act onVi⊗Vj ⊗Vk as:

X i j (λ;θ−ησz
k)|i〉⊗ | j〉⊗ |k〉= {X i j (λ;θ−ηµ)|i〉⊗ | j〉}⊗ |k〉

with: σz
k|k〉= µ|k〉

[[1,N]]: set of consecutive integers between 1 andN
Normal ordering: theσz

i, j in the argument of any operatorXi j (λ;θ−ησz
i, j)∈End(Vi⊗

Vj) (which does not necessary commute with it) is always on the right of all other
operators involved in the definition ofX.

• Elliptic functions:
Let ε be a fixed complex parameter such that:Im(ε)> 0 and denotesp= e2iπε. We
will use the following notation for elliptic functions [56,119]:
h1(λ;ε) =−2ip

1
8 sinh(λ)∏∞

n=1(1−2pncosh(2λ)+ p2n)(1− pn)

h2(λ;ε) = 2p
1
8 cosh(λ)∏∞

n=1(1+2pncosh(2λ)+ p2n)(1− pn)

h3(λ;ε) = ∏∞
n=1(1+2pn− 1

2 cosh(2λ)+ p2n−1)(1− pn)

h4(λ;ε) = ∏∞
n=1(1−2pn− 1

2 cosh(2λ)+ p2n−1)(1− pn)
h(λ) = eλ ∏∞

n=0(1− pne−2λ)(1− pn+1e2λ)

Up to a multiplicative factor,h(λ) equals the Jacobi theta functionθ1(iλ) . This
function is odd and satisfies the addition rule

h(x+u)h(x−u)h(y+v)h(y−v)−h(x+v)h(x−v)h(y+u)h(y−u)

= h(x+y)h(x−y)h(u+v)h(u−v).

In the degenerate case, we have: limp→0h(λ) = 2sinh(λ).
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Introduction

According to Galileo, "Nature’s great book is written in mathematical language". It is
a natural task in the physical sciences to explain observed phenomena and their various
causes and consequences, trough the use of a mathematical framework. Nature possesses
a huge amount of complex, highly non-trivial, and intricatephenomena. To understand
them, physicist’s approach consists of extracting the mostrelevant facts about these phe-
nomena and building a theory around them. The aim is not to precisely describe the ob-
served fact, but rather to focus on the few fundamental underlying phenomena. Following
this tradition, Copernicus noticed that observed star motion takes the form of a circle. Al-
though this is known to be non-exact, it allows one to highlight the fundamental features of
star motion and the important role of this singular object which is the sun. Thus, a physics
theory consists in full generality of a set of few, preferably simple, concepts which explain
stylized facts and magnitude order. Then we use a number of sophisticated methods to
describe the observed phenomena as perturbations of these theories. In this spirit, Kepler
uses the Tyco Brahe data to refine Copernicus’ theory for starmotion, and he proposes
that stars follow elliptical orbit.

The theory of integrable systems has its roots in theoretical physics, with the first at-
tempt at mathematical formulation of physics laws by Newton. The integrable systems
theory in classical mechanics consists of finding exact solutions to mechanic equations.
Using his framework, Newton succeeded in finding an exact solution to Kepler’s two-
body problem. Liouville then proposes a generic framework where classical mechanics
equations can be exactly solved by quadrature [79, 80]. In his work, the notion of inte-
grals of motion (or conserved quantities) forming an involutive family is crucial. Apart
from the Kepler problem, only a few examples were known before the second half of the
twentieth century and the work of Gardner, Greene, Kruskal and Miura [50] on the con-
served quantities of the Korteweg de Vries equation in fluid mechanics. Thereafter, the
field developed quickly with the work of Lax [76] regarding his formulation of mechanic
equations, which allows a strong framework for generating conserved integrals of motion
for a classical system. All this research was put on a solid unified scheme in the work
of Faddeev, Zakharov [127] and Gardner [51] where they builtthe link between Liouville
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integrability and Lax formulation. This method, known as the inverse scattering method,
provides a generic mathematical theory which has enormous applications in classical me-
chanics, chaos theory, general relativity, gauge and string theory. This theoretical scheme
uses a large range of interacting mathematical fields such asthe theory of symplectic man-
ifolds, and the theory of Poisson-Lie groups.

Alongside these recent developments is the emergence of quantum theory. The theory
of quantum integrable systems has its roots in the very beginning of quantum theory itself.
Using the Heiseinberg matrix formulation of quantum mechanics, the search for an exact
solution to quantum problems was started by Heisenberg whenhe succeeded in develop-
ing a purely algebraic treatment of the harmonic oscillator. In the same spirit Pauli [95]
succeeded in solving the hydrogen atom problem. In this framework, the concept of in-
tegrals of motion is also crucial, and the notion of spectrumgenerating algebra becomes
particularly relevant.

Along with the development of quantum mechanics, the first quantum models for con-
densed matter appears, and among them the Heiseinberg modelfor ferromagnetism plays
a central role. The key work of Bethe [10] for solving the one-dimensional periodic XXX
Heisenberg model is often considered as the starting point of the modern theory of quan-
tum integrable systems. In his work, the XXX Heisenberg hamiltonian eigenstates were
constructed in terms of quasi-particles. We should mentionthat the Bethe method relies on
an ansatz about the eigenstates: they should be eigenstatesof both the translation operator
and the total spin operator, both of which are integrals of motions. Translation invariance
relies to the fact that the hamiltonian has a periodic boundary condition. Therefore, finding
an exact solution implies that the rapidity of the scattering quasi-particles should satisfy
a set of algebraic relations known as the Bethe equations. The primordial importance of
the spin conservation is related to the conservation of the number of quasi-particles. This
latter observation in connection with the integrability ofthe XXX Heisenberg hamiltonian
was not apparent in Bethe’s work.

Another key development in the theory of quantum integrablesystems is the mathemat-
ical tour de forcesolution of the two-dimensional Ising model by Onsager [90], including
the calculation of the magnetic order parameter. The Onsager solution makes use of the
transfer matrix technology which now plays a central role instatistical physics and the use
of a very important relation; the star triangle equation. Atfirst sight, it may seem that the
Onsager method is far from quantum theory since the Ising model is a classical model, but
this is not the case. Indeed, equilibrium two-dimensional classical statistical mechanic is
dual to one-dimensional quantum mechanics (and more generally any equilibrium (D+1)-
dimensional classical statistical mechanic model is dual to a D-dimensional quantum me-
chanics model). In the framework of quantum integrable systems theory, this duality was
highlighted and extensively used by Baxter in his analysis of vertex models. Moreover, he
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shows that Heisenberg spin chain hamiltonian are related tovertex model transfer matri-
ces, establishing a first connection between Bethe solutionfor one-dimensional quantum
models and the Onsager solution for two-dimensional classical statistical models. In addi-
tion, he uses the star triangle equation for finding solutions of vertex models.

A third achievement is the work of Yang [120] on the one-dimensional N-body prob-
lem withδ-repulsive interaction. He succeed in using Bethe ansatz, in the diagonalization
of the quantum hamiltonian. The Yang method underlines another cubic relation involv-
ing the two-particle scattering matrix, which once again isthe star triangle relation. This
relation appeared as a consistency equation for the Bethe hypothesis.

A final step towards a theory of quantum integrable systems isthe work of Zamolod-
chikov and Zamolodchikov [125] on integrable quantum field theory. They show that
certain quantum relativistic theories are integrable if there is neither particle creation nor
annihilation in the scattering process, or in others words if the number of particles is con-
served. Another crucial condition for integrability is that multiple scattering processes
should be factorizable into two particle scattering processes that obey the star triangle
equation. In this bootstrap procedure we recover many of thestylized facts for a quantum
integrable theory: the conservation of particles and the star triangle equation.

All these seemingly different methods were unified by the work of the Leningrad
school around Faddeev [33]. It was shown that all these approaches have a common and
unique algebraic version, which non-trivially take the form of a quantum version of the
classical inverse scattering theory. In the quantum inverse scattering method, the star
triangle equation, called now the Yang-Baxter equation, take the form of a consistency
equation for a non-abelian spectrum generating algebra. This algebra, known as the Yang-
Baxter algebra, leads very naturally to an involutive family of integrals of motion. This
very powerful theory permits one to describe, in a unified scheme, the various quantum
integrable models. It also provides a theoretical framework for both one-dimensional pe-
riodic quantum hamiltonians and for dual two-dimensional statistical physics models. It is
at the heart of an important field of mathematics known as the theory of quantum groups.

The quantum inverse scattering method has two generalizations. The first one is con-
tributed to Baxter [7–9] for handling models were the numberof quasi-particles is not con-
served. For this task he uses a crucial transformation, the vertex-face transformation, in
order to diagonalize the eight-vertex model transfer matrix, or equivalently the XYZ spin
chain hamiltonian. Felder [42] shows that this transformation leads to a new integrable
structure known as dynamical Yang-Baxter algebra. This algebra is the key structure for
the algebraic analysis of the eight-vertex model and also for another class of related, face
models. The second generalization was developed by Sklyanin [110] for handling more
general boundary conditions. He shows that another algebraic structure, the reflection al-
gebra, is the key structure for the analysis of models with open boundaries, among them



4 CONTENTS

the XXZ model with diagonal boundary. This thesis is an attempt to describe in an unified
scheme dynamical models with boundaries.

We make extensive use of the vertex-face transformation forthe diagonalization of the
XXZ hamiltonian model with the most general boundaries. This enables us to highlight the
key ingredients for dynamical models with boundaries, which are the dynamical reflection
equation and the associated algebra. We then generalize these structures and focus on their
mathematical basis in a model-independent framework. We also present the application of
this newly discovered structure in the field of statistical mechanics.

The thesis is organized into five chapters. The first of which is a theoretical back-
ground of the quantum inverse scattering method and the algebraic Bethe ansatz method
for the resolution of the diagonalization problem of quantum spin chains hamiltonians
with a conserved number of quasi-particle. In this chapter,we also describe the mathemat-
ics behind the Yang-Baxter equation and Yang-Baxter algebra. In the second chapter, we
highlight the duality between quantum spin chains with a conserved number of particles
and classical vertex models of statistical mechanics. In particular, we show how the quan-
tum inverse scattering method for the quantum models can lead to the exact evaluation of
partition functions of the associated vertex models. Then,in the third chapter, we focus on
the Baxter’s vertex-face transformation for the analysis of models with non-conservation
of the third component of the total spin, or equivalently thenumber of quasi-particles.
This will enable us to understand the vertex face technologyin order to use it in another
context, which is precisely the object of the fourth chapter. We uses the vertex face trans-
formation in order to solve the XXZ model with the most general boundaries. This leads
us to the discovery of a new dynamical algebra, the dynamicalreflection algebra. We
also introduce in this chapter a new face model with a boundary, which is canonically re-
lated to the XXZ model with general boundaries, and shows that the dynamical reflection
structure enables us to exactly compute its partition function. Finally, in the fifth chapter,
we generalize the newly discovered dynamical reflection algebra in a model-independent
framework. We also show that it is the key structure for the general analysis of the face
model with reflecting ends, and the exact computation of their partition functions.
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Chapter 1

Algebraic framework for quantum
integrable models

A quantum system is completely characterized by the data of ahamiltonian, which is
a hermitian operator describing the time evolution. It actson a specified Hilbert space
describing the states of the system. By an integrable quantum model, we mean a hamil-
tonian for which it is possible to determine completely its spectrum, namely both eigen-
values and eigenstates. The main idea for thequantum inverse scattering method(QISM)
[7, 34, 35, 53, 61, 65, 72, 107] is to find a set ofcommuting quantum chargesforming with
the hamiltonian an abelian subalgebra embedded into a bigger non abelian algebra. The
algebraic Bethe ansatztechnique allows one to represent the generators of this algebra as
creation and annihilation operators. Their action on somereference statecan thus gener-
ate hamiltonian eigenstates. The non abelian algebra is obtained using an auxiliary linear
problem. Although this construction is available forperiodic boundaryhamiltonians and
also for more generalopen boundary conditions, the existence of a reference state is a non
trivial feature that only few hamiltonians share. Such a reference state may exist, but it can
be troublesome to find it as it is mainly related to global symmetry of the hamiltonian. We
will first present the general algebraic framework for the QISM and then show for third
component of the total spin invariant hamiltonians how to construct eigenstates. Such
hamiltonians conserve the number of (quasi-)particles andhave two canonical eigenstates,
the completely ferromagnetic states, which can be used as reference states.

7



8 CHAPTER 1. ALGEBRAIC FRAMEWORK

1.1 Periodic systems and Yang-Baxter algebra

The key element of the QISM is aquantum R-matrix R: C×C−→ End(V⊗V), whereV
is a linear space, satisfying the Yang-Baxter equation:

R12(λ1,λ2)R13(λ1,λ3)R23(λ2,λ3) = R23(λ2,λ3)R13(λ1,λ3)R12(λ1,λ2). (1.1.1)

This equation inV1⊗V2⊗V3, is a consistency condition for associativity of the algebra
generated by the operator entries elementsTα,β ∈ End(H ) of themonodromy matrix T:
C→V⊗H , whereH is the system Hilbert space. This algebra, known as theYang-Baxter
algebra, is written as an equation inEnd(V1⊗V2⊗H ):

R12(λ1,λ2)T1(λ1)T2(λ2) = T2(λ2)T1(λ1)R12(λ1,λ2). (1.1.2)

λi is referred to be the spectral parameter associated to the auxiliary spaceVi . The remark-
able point is that provided the elements ofT satisfy the Yang-Baxter algebra relations it is
possible to generate a family of commuting quantum charges,leading to aninvolutiveset
of operators, the transfer matrixT:

∀(λ,µ) ∈ C
2 [T(λ),T(µ)] = 0, (1.1.3)

where:
T(λ) = tr0(T0(λ)), (1.1.4)

is the trace over the auxiliary spaceV0. This transfer matrix is to be understood as a
generating function for integrals of motions of a quantum system described by some rep-
resentations of the Yang-Baxter algebra (1.1.2). The matrix elementsTα,β can generate by
action on apseudo-vacuum|0〉 or reference state the eigenstates of the commuting fam-
ily and thus hamiltonian eigenstates if it belongs to this family. This construction is an
algebraic achievement that arises from threeapparentlydifferent fields of mathematical
physics, namely the theory of factorized scattering matrixfor (1+1)-integrable field the-
ory [15, 120, 124–126], the mathematical analysis of exactly solvable statistical physics
models in 2-dimensions developed mainly by Baxter [8,9], and it is in some sense largely
inspired from the quantized theory of non linear classical equation resolution that arises
in classical integrable mechanics [31, 33, 108]. The relation to statistical physics will be
extensively studied in this thesis within this modern framework. It is very instructive to
note the physical picture underlying the QISM construction, especially in connection with
non algebraic methods such as the coordinate Bethe ansatz (which is not the object of this
thesis) [10,57,90,91,105,116].

TheR-matrix can be understood as a scattering matrix describingthe underlying scat-
tering in the system. Multi-particle process can factorized into two particle one and the
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Figure 1.1: The Yang-Baxter equation (1.1.1)

Yang-Baxter equation (1.1.1) is the invariance of three-body scattering that should obey
any (1+1) process to be integrable as illustrated in Figure 1.1. The monodromy matrixT0

should be understood as the scattering matrix for any systemexcitation within the system:
1, ...,N are indexes for the various points that we will associate to single quantum systems

Figure 1.2: The monodromy operatorT0

with quantum spaceVi,i=1,...,N and 0 refer to an auxiliary spaceV0. The Yang-Baxter alge-
bra (1.1.1) reflects the invariance of the system scatteringprocess for multiple scattering
points:

Figure 1.3: The Yang-Baxter algebra (1.1.2)
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Finally, the periodic features of models that are describedby the aforementioned frame-
work are obvious from the trace formula (1.1.4) as any possible excitation starting in the
system achieves a complete scattering and return to the samepoint:

Figure 1.4: Trace formula (1.1.4) and periodicity

1.2 The first example: the periodic XXZ spin chains

For quantum spin chains, it is quite remarkable that starting from the local operators de-
scribing the quantum system we can find such quadratic algebra with an abelian sub-
algebra containing the hamiltonian. In this thesis, we focus on one-dimensional spin
chains of sizeN where in each sitem= 1, ..,N is a quantum system with Hilbert space
Hm∼C

2. Thus, the hamiltonian of the system acts in the Hilbert spaceH =⊗N
m=1Hm. In

this section we are interested in the XXZ hamiltonian with periodic boundary condition:

H =
N

∑
i=1

σx
i σx

i+1+σy
i σy

i+1+∆(σz
i σ

z
i+1−1) (1.2.1)

∆ = coshη andη ∈ C is an anisotropy parameter.σx,y,z
i ∈ End(C2) are the usual Pauli

matrix. Since we assume periodic boundary condition, we usethe following convention:
σx,y,z

N+1 = σx,y,z
1 . The QISM framework for the XXZ spin chain requires the use ofthe

trigonometric solutionof the Yang-Baxter equation [33], a representation of the universal
R-matrix ofU q(ŝl2) in C2⊗C2, known as thesix-vertex1 R-matrix, which depends on the
difference of spectral parameters:

R(λ) =




a6V(λ) 0 0 0
0 b6V(λ) c6V(λ) 0
0 c6V(λ) b6V(λ) 0
0 0 0 a6V(λ)


 , (1.2.2)

1The name six-vertex refers to the underlying statistical physics systems which is the object of the next
chapter.
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with:

a6V(λ) = sinh(λ+η), c6V(λ) = sinh(η), b6V(λ) = sinh(λ). (1.2.3)

A canonical representationL : C→ End(V0⊗Hm),V0 ∼ C2 of the algebra (1.1.2) in the
quantum spaceHm, the Lax matrix, is given by theR-matrix itself. In this case, it can be
rewritten in the more explicit form:

L(λ−ξm) = R(λ−ξm) =

(
sinh(λ−ξm+η1+σz

m
2 ) sinhησ−m

sinhησ+
m sinh(λ−ξm+η1−σz

m
2 )

)
, (1.2.4)

ξm∈C,m= 1, ...,N are arbitrary parameters attached to each quantum space known as the
inhomogeneity parameters, that we introduce here for convenience, andσ±i are the usual
creation and annihilation spin operatorsσ±i = 1

2(σ
x
i ± iσy

i ). Note that each single quantum
system is a representation of thesl2 algebra:

[σ+
i ,σ

−
j ] = δi j σz

i , [σz
i ,σ
±
j ] =±δi j σ±i , (1.2.5)

and that it is embedded into a Yang-Baxter algebra representation. The bulk monodromy
matrixT0(λ)∈ End(V0⊗H ), of the inhomogeneous system, a representation of the Yang-
Baxter algebra onH , is obtained as the following ordered product:

T0(λ) =
N

∏
i=1

L0i(λ−ξi) =

(
A(λ) B(λ)
C(λ) D(λ)

)

[0]
(1.2.6)

In these last expressions,L0m denotes theL-matrix in End(V0⊗Hm). It is easy to show that
it satisfies the Yang-Baxter algebra relations (1.1.2). We would like to stress here that the
hamiltonian (1.2.1) indeed belongs to the commuting family(1.1.4). In the homogenous
limit,
∀m∈ [[1,N]], ξm = 0:

H = 2sinh(η)
d
dλ

lnT(λ)
λ=0
−2Ncosh(η) (1.2.7)

Once these algebraic tools are introduced, we can implementthe algebraic Bethe
ansatz scheme for the periodic XXZ hamiltonian diagonalization, by finding the trans-
fer matrix spectrum. The system Hilbert spaceH is then a representation space of the
algebra forA(λ),B(λ),C(λ),D(λ)with a specific reference state which is an eigenstate of
A(λ) andD(λ) and annihilated byC(λ):

A(λ)|0〉= a(λ)|0〉 (1.2.8)

D(λ)|0〉= d(λ)|0〉
C(λ)|0〉= 0
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If such a state exists, the algebraic relations (1.1.2) ensure that we can construct eigenstates
of the transfer matrix (1.1.4) in the form∏M

k=1B(λk),M = 1, ...,N provided the{λi} satisfy
some relations. For the XXZ hamiltonian, the completely ferromagnetic state with all spins

up: |0〉=⊗N
i=1

(
1
0

)

ξi

=⊗N
i=1|↑〉ξi

is such a state. Indeed, due to the triangular structure of

quantum matrix entries ofL0i , we easily check the following relations :

a(λ) =
N

∏
i=1

a6V(λ−ξi) (1.2.9)

d(λ) =
N

∏
i=1

b6V(λ−ξi) (1.2.10)

Due to the algebraic relations (1.1.2) and the corresponding relations forA(λ),D(λ),B(λ):

[B(λ),B(µ)] = 0 (1.2.11)

B(λ)A(µ) =
c6V(λ−µ)
a6V(λ−µ)

B(µ)A(λ)+
b6V(λ−µ)
a6V(λ−µ)

A(µ)B(λ) (1.2.12)

B(µ)D(λ) =
b6V(λ−µ)

a6V(λ−µ)
B(λ)D(µ)+

c6V(λ−µ)

a6V(λ−µ)
D(λ)B(µ) (1.2.13)

the following theorem holds:

Theorem 1.2.1 (Faddeev-Sklyanin-Takhtajan)

∀M ∈ [[1,N]] : |ψ({λk}k=1,...,M)〉=
M

∏
k=1

B(λk)|0〉 (1.2.14)

is an eigenstate of the transfer matrix(1.1.4)T(µ) =A(µ)+D(µ) for any µ with eigenvalue
Λ:

Λ(µ,{λk}k=1,...M,{ξ j} j=1,...,N) = a(µ)
M

∏
i=1

a6V(λi−µ)
b6V(λi−µ)

+d(µ)
M

∏
i=1

a6V(µ−λi)

b6V(µ−λi)
(1.2.15)

if the parameters{λk}k=1...M satisfies the Bethe equations:

∀k∈ [[1,M]] :
d(λk)

a(λk)

M

∏
i=1,i 6=k

a6V(λk−λi)

a6V(λi−λk)
= 1 (1.2.16)

With the use if the QISM, we are able to find eigenvalues and eigenstates of the periodic
XXZ hamiltonian.

Remark 1.2.1 To be complete, we should address the question of the completeness of the
Bethe states set. This is actually an open problem although Tarasov and Varchenko have
shown completeness on some special points [111] .
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1.3 Open boundary and reflection algebra

The previous framework is very powerful for studying spin chains and more generally
quantum systems with periodic (or twisted) boundary conditions. If we are interested in
studying systems with open boundary conditions, then we should introduce another al-
gebraic structure; known as thereflection matrixand associated algebra. The reflection
matrix describes the reflection process at one system boundary and the associated algebra
are the compatibility condition for this reflection with integrability. This algebra is nat-
urally associated with bulk scattering. Since the bulk hamiltonian is the same, the very
remarkable point is that we do not need to modify the previousconstruction. Indeed, this
new structure is added to the latter asco-moduleover the previous structure, leading to
a very intuitive algebraic scheme. We should stress that theconstruction that we shall
present is an algebraic version of the scattering field theory on the half line developed by
Cherednik [16] . Once again, we look for an algebra which leads to a family of commuting
charges containing the hamiltonian. Following Sklyanin [110], we first restrict ourselves
to the case where we assume a strong assumption for theR-matrix, it should depend on the
difference of the spectral parameter. Taking into account the boundaries requires one to in-
troduce thereflection algebra B−(R(λ)) for elements(U−)α,β of (U−) :C→End(V⊗H ):

R12(λ1−λ2)(U−)1(λ1)R21(λ1+λ2)(U−)2(λ2) (1.3.1)

= (U−)2(λ2)R12(λ1+λ2)(U−)1(λ1)R21(λ1−λ2),

and itsdual B+(R(λ)), thedual reflection algebrafor elements(U+)α,β of
(U+) : C→ End(V⊗H ):

R12(λ2−λ1)(U
t1
+)1(λ1)R21(−λ1−λ2−2η)(U t2

+)2(λ2) (1.3.2)

= (U t2
+)2(λ2)R12(−λ1−λ2−2η)(U t1

+)1(λ1)R21(λ2−λ1).

Remark 1.3.1 These two algebras are actually isomorphic. An obvious isomorphism
ρ : B−(R(λ))−→ B+(R(λ)) is :

ρ(U−(λ)) =U t
−(−λ−η) (1.3.3)

The reflection process at one or other boundary (denoted by±) is described by boundary
matrix K± which are scalar representations of the reflection algebra or its dual,K± : C→
End(V⊗C):

R12(λ1−λ2)K−(λ1)R21(λ2+λ1)K−(λ2) (1.3.4)

= K−(λ2)R12(λ1+λ2)K−(λ1)R21(λ2−λ1),
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Figure 1.5: The reflection equation (1.3.4)

R12(λ2−λ1)K
t1
+(λ1)R21(−λ1−λ2−2η)Kt2

+(λ2) (1.3.5)

= Kt2
+(λ2)R12(−λ1−λ2−2η)Kt1

+(λ1)R21(λ2−λ1).

The scattering-reflection at one boundary is described by higher dimensional representa-
tion of the reflection algebra as co-module over the Yang-Baxter algebra representation.
This representation is theboundary monodromy matrix:

(U−)0(λ) = T0(λ)(K−)0(λ)T−1
0 (−λ) (1.3.6)

Figure 1.6: The boundary monodromy matrix(U−)0

Equivalently, the scattering-reflection process can be described starting with the second
boundary and we shall use in this case the dual boundary monodromy matrix:

(U t0
+)0(λ) = Tt0

0 (λ)(Kt0
+)0(λ)(T−1)t00 (−λ). (1.3.7)
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Remark 1.3.2 In the quantum group language,(T−1)t00 (λ) is the antipode of T(λ).

Figure 1.7: The boundary monodromy matrix(U+)0

Since the bulk monodromy matrixT satisfies the Yang-Baxter algebra relation (1.1.2),
and the reflection matrixK− the reflection equation (1.3.4), the boundary monodromy
matrix satisfies the reflection algebra relation (1.3.1), and the corresponding relation for
the dual double monodromy matrix is the dual reflection algebra (1.3.1). Although these
algebraic relations are more involved than the usual Yang-Baxter algebra relation, they
also provide a family of commuting charges describing the reflection-scattering-reflection
process :

∀(µ,λ) ∈ C
2 [T(µ),T(λ)] = 0, (1.3.8)

where the integrals of motion generating function are:

T(λ) = tr0{(K+)0(λ)(U−)0(λ)}= tr0{(K−)0(λ)(U+)0(λ)} (1.3.9)

Thus this transfer matrix is an involutive family of quantumcharges for any quantum
systems described by some representations of the reflectionalgebras (1.3.1) or (1.3.2).
The matrix elements(U±)α,β can again generate by action on a pseudo-vacuum|0〉 the
commuting family eigenstates and thus hamiltonian eigenstates if it belong to this family.

1.4 The first example: the diagonal boundary XXZ spin
chains

As in the periodic case, the boundary version of the QISM is not sufficient to construct
a successful generic scheme for finding hamiltonian with open boundary eigenstates, as
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Figure 1.8: Trace formula (1.3.9) and open boundary

we need a triangular structure similar to the relations (1.2.8) for Bethe states construction.
We present here a canonical example where such triangular structure is obvious, the XXZ
model with diagonal boundary terms, which is the previous XXZ hamiltonian with mag-
netic fields at the boundary parallel to the (quantization) z-axis. The hamiltonian takes the
following form:

H =
N−1

∑
i=1

σx
i σx

i+1+σy
i σy

i+1+∆(σz
i σ

z
i+1−1) (1.4.1)

+h−σz
1+h+σz

N

Here, the boundary magnetic fields take the form :h−= sinhηcothζ− andh+= sinhηcothζ+,
which are parameterized byζ± ∈ C.

Even if this hamiltonian is no longer a translational invariant (such as the periodic
hamiltonian (1.2.1)), it can be embedded in the boundary version of the QISM, thus leading
to an integrable structure. We naturally consider the same six-vertexR-matrix and the same
representation of the Yang-Baxter algebra as in the periodic case. However, we need to
introduce two boundary matrices, which areK± : C×C→ End(V),V ∼ C2:

K−(λ,ζ−) =
(

sinh(ζ−+λ) 0
0 sinh(ζ−−λ)

)
(1.4.2)

andK+(λ,ζ+) = K−(−λ−η,ζ+). So the boundary monodromy matrix reads:

(U−)0(λ) = γ̂(λ)T0(λ)(K−)0(λ)T−1
0 (−λ) (1.4.3)

=

(
A−(λ) B−(λ)
C−(λ) D−(λ)

)

[0]
,
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with T0(λ) = ∏N
i=1L0i(λ−ξi) and the dual boundary monodromy matrix is :

(U t0
+)0(λ) = γ̂(λ)Tt0

0 (λ)(Kt0
+)0(λ)(T−1)t00 (−λ) (1.4.4)

=

(
A+(λ) C+(λ)
B+(λ) D+(λ)

)

[0]
.

Remark 1.4.1 γ̂(λ)= (−1)N ∏N
i=1sinh(λ+ξi+η)sinh(λ+ξi−η) is a normalization fac-

tor that we introduce here for convenience.

The hamiltonian (1.4.1) naturally belongs to the commutingfamily (1.3.9). In the homo-
geneous limit,
∀m[[1,N]], ξm = 0:

H= c
d
dλ

T(λ)
λ=0

+constant, (1.4.5)

with

c=
2sinh1−2N(η)

tr(K−(0))tr((K+(0))
.

The important point is that this hamiltonian is total spin invariant:[H,∑N
i=1 σz

i ] = 0, and

thus has a canonical completely ferromagnetic eigenstate with all spin up:|0〉=⊗N
i=1

(
1
0

)

which is a strong candidate for a reference state. Indeed, using the operatorsB−,C− or
(B+,C+) we obtain all reference state requirements:

C±(λ)|0〉= 0, (1.4.6)

A±(λ)|0〉= a(λ)|0〉,a(λ)∈ C

D±(λ)|0〉= d(λ)|0〉,d(λ)∈ C.

Once again, the algebraic framework of section 1.3 and the existence of a reference state
enable us to diagonalize the hamiltonian. Although the algebraic relations (1.3.1), (1.3.2)
are more involved than for the periodic case, leading to a slightly more involved Bethe
ansatz computation machinery, two important relations remain valid:

[B−(λ),B−(µ)] = [C−(λ),C−(µ)] = 0, (1.4.7)

and
[B+(λ),B+(µ)] = [C+(λ),C+(µ)] = 0. (1.4.8)

These allow us to useB± as creation operators andC± as annihilation operators.
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Remark 1.4.2 The operators A± and D± do no commute anymore:

[A±(λ),A±(µ)] 6= 0, [D±(λ),D±(µ)] 6= 0, (1.4.9)

which means that they cannot be diagonalize simultaneously, although they still conserve
the spin.

Due to the commutations relations forA−,B−,D− (1.3.1) (orA+,B+,D+ (1.3.2)), the
following theorem holds:

Theorem 1.4.1 (Sklyanin [110])

∀M ∈ [[1,N]] : |ψ−({λk}k=1,...,M)〉=
M

∏
k=1

B−(λk)|0〉 (1.4.10)

or |ψ+({λk}k=1,...,M)〉=
M

∏
k=1

B+(λk)|0〉 (1.4.11)

is an eigenstate of the transfer matrix(1.3.9):

T(µ) = (K+(µ))
+
+A−(µ)+(K+(µ))

−
−D−(µ) = (K−(µ))

+
+A+(µ)+(K−(µ))

−
−D+(µ)

for any µ with eigenvalueΛ:

Λ(µ,{λk}k=1,...M,{ξ j} j=1,...,N) (1.4.12)

= (−1)N{a(µ)d(−µ−η)
sinh(2µ+2η)sinh(ζ++µ)sinh(ζ−+µ)

sinh(2µ+η)∏M
i=1b(λi−µ)b(λi +µ+η)

+a(−µ−η)d(µ)
sinh2µsinh(µ−ζ++η)sinh(µ−ζ−+η)
sinh(2µ+η)∏M

i=1b(λi +µ)b(λi−µ+η)
}

where:

b(λ) =
b6V(λ)
a6V(λ)

, (1.4.13)

if the parameters{λk}k=1,...,M satisfy the Bethe equations:

y(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N,ζ−,ζ+) (1.4.14)

= y(−λk−η,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N,ζ−,ζ+)
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with:

y(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N,ζ−,ζ+) (1.4.15)

= a(λk)d(−λk−η)
×sinh(ζ−+µ)sinh(ζ++µ)

×
M

∏
i=1,i 6=k

sinh(λk+λi)sinh(λk−λi−η)

Remark 1.4.3 The Bethe construction isZ2 invariant due to the following involution:

B−(−λ−η) =−
sinh(2λ+2η)

sinh(2λ)
B−(λ), B+(−λ−η) =−

sinh(2λ)
sinh(2λ+η)

B+(λ) (1.4.16)

1.5 Quantum integrability and quantum groups

The Yang-Baxter equation (1.1.1) and the associated Yang-Baxter algebra (1.1.2) are the
heart of a well developed field of mathematics, the theory of quantum groups [13, 14, 24,
25,32,60,109]. Quantum groups first arise in physics literature via Yang-Baxter type alge-
braic structure for solving integrable quantum systems. They find unexpected connections
within a variety of mathematic domains, such as non-commutative geometry, the theory of
knot invariants and low dimensional topology. They also have various physics applications
in quantum random walk theory, low dimensional gravity, conformal field theory and of
course, the theory of quantum integrable systems and classical exactly solvable systems
of statistical mechanics [54, 64, 83, 94, 97, 113, 114, 117].The name quantum group is
somehow misleading because, as we will see, quantum groups are not groups, but rather
algebra and co-algebra embedded together into a compatiblestructure known as Hopf al-
gebra. The name quantum is also quite ambiguous, as it refersto the analogy between
classical mechanics and quantum mechanics, where classical observable forming a com-
mutative Hopf algebra, on a classical Poisson manifold withgroup structure, is replaced
by a non-commutative Hopf algebra of operators on a Hilbert space. There are twodual
approaches to Hopf algebra. Namely, Hopf algebra can be introduced via consistency
conditions for co-algebraic properties of a given algebra.This is the original construc-
tion of Hopf algebra which was introduced by Dinfeld’s and Jimbo. Such structure was
in many cases related to deformations of universal enveloping algebra of classical Lie
algebras and Kac-Moody algebras. Another dual presentation is the Faddeev-Reshetikhin-
Takhtajan-Sklyanin (FRST formalism) or the RLL formalism,which is more natural in
the framework of the QISM. This presentation is to be understood as a quantization, or
rather deformation, of classical Lie group structure. We start by introducing the concept
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of a Hopf algebra following Drinfel’d and Jimbo’s approach.Then we will turn to the
very special case of quasi-triangular Hopf algebra, which is the algebraic framework for
the Yang-Baxter equation. We continue with the dual approach of FRST and highlight the
link with the QISM technology. Finally, we will shortly focus on the algebraic framework
for the reflection equation.

1.5.1 Hopf algebra

Let us start by defining Hopf algebra via compatibility conditions between the algebra and
the co-algebra structure.

Definition 1.5.1 AC-Hopf Algebra A is:

i) an (associative unital) algebra over the fieldC with a product: m: A⊗A→ A, and
unit: ı : C→ A which is a homomorphism of algebras

ii) a co-algebra over the fieldC with a co-product:∆ : A→A⊗A and a co-unitε : A→C

which is a homomorphism of co-algebras

iii) the data of an anti-homomorphism of the algebra, the antipode S: A→ A such that:

∆◦ (S⊗ id)◦m= ı◦ ε = ∆◦ (id⊗S)◦m (1.5.1)

Definition 1.5.2 A Hopf algebra is said to be co-associative if the co-productsatisfies the
co-associativity condition:

(∆⊗ id)◦∆ = (id⊗∆)◦∆ (1.5.2)

Definition 1.5.3 A Hopf algebra is said to be co-commutative if the co-productsatisfies
the co-commutativity condition:

∆(X) = ∆′(X) = P◦∆(X), (1.5.3)

where P is the usual permutation operator: P(a1⊗a2) = a2⊗a1.

Example 1.5.1 To any Lie groupG we can associate a natural Hopf algebra. Indeed,
the universal enveloping algebra U(g) of its Lie algebrag posses a trivial Hopf structure.
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The antipode and co-unit of the Hopf algebra follow from the inverse operation in the Lie
group, they are given by:

∆(X) = X⊗ Id+ Id⊗X, for X ∈ g (1.5.4)

S(X) =−X, for X ∈ g (1.5.5)

S(Id) = Id (1.5.6)

ε(X) = 0, for X ∈ g (1.5.7)

ε(Id) = 1 (1.5.8)

Takeg= sl2, and consider the universal enveloping algebra U(sl2) of the Lie algebra sl2

with generatorσz,σ+,σ− and commutations relations:

[σ+,σ−] = σz, [σz,σ±] =±σ±. (1.5.9)

In this way we recover the standard composition of intrinsicangular momentum in quan-
tum mechanics.

This Hopf algebra is clearly co-commutative. Thus, classical Lie algebra can be embedded
naturally into a co-commutative Hopf algebra. Construction of non co-commutative Hopf
algebras, or quantum groups, was motivated by the QISM. It arose in this context in the
work of Jimbo on the deformation of universal enveloping Liealgebra and in the work of
Drinfel’d on quantization of Poisson-Lie structures.

Example 1.5.2 A first simple example is the Uq(sl2),q ∈ C algebra with commutations
relations:

[σ+,σ−] =
qσz
−q−σz

q−q−1 , [σz,σ±] =±σ±. (1.5.10)

The Hopf structure is given by:

∆(X) = X⊗ Id+ Id⊗X, for X = σz,σ± (1.5.11)

S(X) =−q±X, for X = σz,σ± (1.5.12)

S(Id) = Id (1.5.13)

ε(X) = 0, for X = σz,σ± (1.5.14)

ε(Id) = 1 (1.5.15)

Remark 1.5.1 In the limit q→ 1, these commutations relations reduce to the one of U(sl2)
(1.5.9).
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Definition 1.5.4 A quasi-triangular Hopf algebra is a Hopf algebra A with an invertible
elements R∈ A⊗A such that:

∆′(X) = R.∆(X).R−1, for X ∈ A (1.5.16)

(∆⊗ id)(R) = R13R23 (1.5.17)

(id⊗∆)(R) = R13R12 (1.5.18)

We say that R is the universal matrix of A.

Remark 1.5.2 It is easy to show that for a quasi-triangular Hopf algebra, the R-matrix
satisfies the Yang-Baxter equation:

R12R13R23 = R23R13R12 (1.5.19)

Thus, the Yang-Baxter equation arises naturally as the key equation for quasi-triangular
Hopf algebra.

Example 1.5.3 R= Id is a universal R-matrix for U(sl2) and the given Hopf structure
(1.5.4).

Example 1.5.4 If we take the two-dimensional representation of Uq(sl2) which is given by
the usual Pauli matrices, then

R=




q
1
2 0 0 0

0 1 q
1
2 −q−

1
2 0

0 0 0 1

0 0 0 q
1
2


 . (1.5.20)

is a two-dimensional representation of the universal R-matrix for Uq(sl2) and the Hopf
structure(1.5.11).

Remark 1.5.3 In all these examples, the R-matrix is constant, i.e. does not depend on
any spectral parameter. It is possible to obtain a similar framework which leads to R-
matrices with spectral parameters by replacing Lie algebrag by Kac-Moody algebra .
Such structure naturally lead to the trigonometric six-vertex matrix(1.2.2).



1.5. QUANTUM INTEGRABILITY AND QUANTUM GROUPS 23

1.5.2 Yang-Baxter algebra as Hopf algebra

Finite dimensional case

Starting from anR-matrix : R∈ MCn⊗Cn(C), we define the associative algebraA(R) of
functions over the formal quantum group associated toR, or matrix quantum group, which
generators are the entries ofT ∈MCn(C< Tα,β >), whereC< Tα,β > is the non commuta-
tive algebra of polynomials over the fieldC, where the fundamental commutation relations
are the Yang-Baxter algebra relation:

R12T1T2 = T2T1R12. (1.5.21)

Requiring associativity of the algebraA(R) with respect to the matrix productT1T2T3 sim-
ply lead to a consistency condition, the Yang-Baxter equation forR:

R12R13R23= R23R13R12. (1.5.22)

The algebraA(R) can be embedded into a Hopf algebra structure if we define the co-
product∆, the co-unitε and the antipodeSas:

∆(T) = T⊗T (1.5.23)

ε(T) = Id

S(T) = T−1

Such algebra is finite dimensional as it hasn2 generatorsTα,β.

Example 1.5.5 Let us consider the simplest non-trivial example given by the2×2 matri-
ces :

T =

(
a b
c d

)
(1.5.24)

For a,b,c,d ∈ C these matrices form the Lie group GL2(C). A trivial deformation of the
Lie group into a commutative Hopf algebra is A(R) with R= Id2×2. In this situation,
the a,b,c,d elements are given a trivial Hopf algebraic structure asC-generators. The
Yang-Baxter algebra relation reads trivially:

I12T1T2 = T2T1I12⇒ T1T2 = T2T1 (1.5.25)

or more explicitly:

ab= ba ac= ca ad= da (1.5.26)

bc= cb bd= db

cd= dc
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These relations are nothing but theC commutativity. A consistent non commutative defor-
mation of GL2(C) is (GL2)q(C),q∈ C, or equivalently A(R) with:

R=




q
1
2 0 0 0

0 1 q
1
2 −q−

1
2 0

0 0 0 1

0 0 0 q
1
2


 . (1.5.27)

The relations(1.5.21)explicitly read:

ab= q
1
2ba ac= q

1
2ca ad−da= (q

1
2 −q−

1
2 )bc (1.5.28)

bc= cb bd= q
1
2db

cd= q
1
2dc

Note that the co-algebraic properties of(GL2(C))q for q = 1 and q 6= 1 are identical
although the algebraic properties are different.

Remark 1.5.4 The algebra(GL2(C))q is easily transformed into(SL2(C))q by imposing

ad−q
1
2bc= 1.

Infinite dimensional case

We turn now to the case of the Yang-Baxter algebra with spectral parameter (1.1.2). Fol-
lowing the same lines as in the previous section, the Yang-Baxter algebra (1.1.2) is simply
the algebraA(R(λ,µ)) of elements ofT(λ)∈MV⊗V(C< Tα,β >), whereV is theZ-graded
vector spaceV =⊗m∈ZλmCn with fundamental commutations:

R12(λ1,λ2)T1(λ1)T2(λ2) = T2(λ2)T1(λ1)R12(λ1,λ2). (1.5.29)

T(λ) can be viewed as the formal Laurent series:

T(λ) = ∑
Z

λmTm (1.5.30)

A consistency condition for the associativity of the algebra product is the Yang-Baxter
equation forR:

R12(λ1,λ2)R13(λ1,λ3)R23(λ2,λ3) = R23(λ2,λ3)R13(λ1,λ3)R12(λ1,λ2). (1.5.31)
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The algebraA(R(λ,µ)) can be embedded into a Hopf algebra structure if we define the
co-product∆, the co-unitε and the antipodeSas:

∆(T(λ)) = T(λ)⊗T(µ) (1.5.32)

ε(T(λ)) = Id

S(T(λ)) = (T−1)t(λ)

Such algebra is infinite-dimensional as it has an infinite number of generatorsλmTα,β,m∈
Z.

Remark 1.5.5 If we choose R(λ,µ) to be the six-vertex R-matrix(1.2.2), this is the alge-
braic structure underlying the XXZ model. As R is the R-matrix of Uq(ŝl2), the Yang-Baxter

algebra underlying the integrability of the XXZ model is dual to Uq(ŝl2).

1.5.3 Reflection algebra as co-module algebra

In this section, we present the algebraic formalism [5, 66, 86] of the reflection algebra
(1.3.1). Our aim is to introduce some vocabulary that we willuse in the next chapters.

Definition 1.5.5 A co-module algebra B is an algebra together with an algebra with co-
algebraic structure (co-product and co-unit) A, and a map (coaction)ϕ : B→ A⊗B which
is:

• An algebra homomorphism:

ϕ(B) ∈ A⊗B⊂ B (1.5.33)

• Consistent with the co-multiplication∆ of A:

(∆⊗ Id)◦ϕ = (Id⊗ϕ)◦ϕ (1.5.34)

• Consistent with the co-unitε of A:

(ε⊗ Id)◦ϕ = Id (1.5.35)

B is then an A-co-module algebra.

Given anR-matrix (we focus on the general case where theR-matrix is spectral param-
eterized), define the algebraB(R(λ)) generated by non commutative elements ofU−(λ) ∈
MCn(C< (U−)α,β >) satisfying the relations:
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R12(λ1−λ2)(U−)1(λ1)R21(λ1+λ2)(U−)2(λ2) (1.5.36)

= (U−)2(λ2)R12(λ1+λ2)(U−)1(λ1)R21(λ1−λ2).

The co-algebraic properties of such algebra are not clear, and Hopf algebraic structure is
not the right framework forB(R(λ)). Rather, we have a coactionϕ : B(R(λ))→A(R(λ))⊗
B(R(λ)) which embedB(R(λ)) into anA(R(λ))-co-module algebra:

Theorem 1.5.1 (Kulish-Sklyanin [66]) B(R(λ)) is an A(R(λ))-co-module algebra. Given
K−(λ) ∈ B(R(λ)) and T(λ) ∈ A(R(λ)), the coactionϕ reads:

ϕ(B(R(λ)))∈ A(R(λ))⊗B(R(λ))⊂ B(R(λ)) (1.5.37)

ϕ(K−(λ)) = T(λ)K−(λ)T−1(−λ)

This theorem is the mathematical formulation of the co-module structure that is en-
countered in the boundary version of the QISM. It also provides a way to handle integrable
reflection at a boundary, together with a bulk integrable scattering process.



Chapter 2

Quasi-particles invariant quantum
hamiltonians and duality with classical
vertex models

We turn to another aspect of the QISM which is at the cornerstone of the modern theory
of quantum integrable systems. Namely, this algebraic framework enables us to high-
light duality between one-dimensional quantum mechanics and two-dimensional statisti-
cal physics. This highly non trivial duality between the six-vertex model and the XXZ
spin chain that is indeed generalizable to other models was first noticed by Lieb [78],
Sutherland [105] and Baxter for the very general eight-vertex model [7, 8] and then more
formally put within the QISM by Faddeev-Takhtadzhan [36]. Indeed the algebraic Bethe
ansatz technique of Chapter 1 establishes a clear relation between the quantum spin chains
and two-dimensional models in statistical mechanics. The periodic XXZ spin chain was
solved using diagonalization of the transfer matrix (1.1.4). This object is nothing but the
statistical physics transfer matrix of thesix-vertex model. Indeed, the partition function
of the six-vertex model with periodic boundary conditions can be represented as the trace
over the quantum spaces of the product of transfer matrix:

Z6V = tr[V0]tr[⊗iVξi
]T

N
0 = tr[⊗iVξi

]T
N (2.0.1)

This equivalence with two-dimensional models of statistical mechanics also turned
out to be essential for the computation of scalar products and correlation functions of
quantum integrable models. It was shown by Izergin and Korepin [58] that the partition
function of the six-vertex model withdomain wall boundary conditions(DWBC) is the key
element for the study of the correlation functions of the periodic XXZ model. The elegant
determinant representation for this partition function found by Izergin [59] is crucial for the

27
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computation of the correlation functions starting from thealgebraic Bethe ansatz [67,68].
For the open case the corresponding partition function was computed by Tsuchiya in

1998 [112]. His work shows that the transfer matrix of the open chain with diagonal
boundary terms (1.3.9) is thesix-vertex model with reflecting endstransfer matrix. Once
again, the partition function has a determinant representation, and this was used first to
compute the scalar products and norms of the Bethe vectors [115] and then to study the
correlation functions of the open spin chains with externalboundary magnetic fields par-
allel to thezaxis [69,70].

Such duality between integrable quantum spin chains and vertex models, or more gen-
erally for any system that is described by aR-matrix representation of the Yang-Baxter
algebra or the reflection algebra, turns out to be very powerful for the third component of
the total spin invariant hamiltonian. The importance of this duality is due to the underly-
ing vertex model, which isexactly solvable, namely we can compute exactly its partition
function. In most cases, the latter partition function has asimple and manageable repre-
sentation.

In this chapter we would like to highlight such fundamental and highly non trivial
duality, and show how the algebraic tools of Chapter 1 permitone to find an exact and
manageable formula for the partition function of vertex models, opening the way to the
exact evaluation of correlation functions of quantum integrable models. We focus our
attention on hamiltonians with conserved number of quasi-particles or equivalently on
models where the third component of the total spin is conserved. The case where this
U(1) symmetry is lost is the object of the next chapter.

2.1 A fundamental quantity

We learned from Chapter 1 that within the QISM framework the integrable hamiltonian
eigenstates|Ψ〉 are constructed as the action of product of off-diagonal monodromy oper-
atorsB,C on some reference state|0〉:

|Ψ〉=
M

∏
i=1

B(λi)|0〉 (2.1.1)

where the spectral parametersλi=1,...,M satisfy the Bethe equations. WhenM = N, the
system’s length, the Bethe vector is then proportional to the canonical orthogonal〈0| of
the pseudo-vacuum|0〉:

N

∏
j=1

B(λ j)|0〉= ZN|0〉,ZN ∈ C. (2.1.2)
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We are interested in the exact evaluation of the scalarZN, in order to push forward analysis
of integrable models towards scalar products, form factorsor correlations functions. This
quantity has in many cases a clear statistical physics interpretation. We present these
relations to statistical physics for the XXZ model with periodic boundary and diagonal
open boundary conditions.

2.2 Periodic XXZ and square vertex model

Moving on from our previous construction, we turn now to a special case of two-dimensional
statistical physics models defined on a square lattice of size N×N. On each edge is at-
tached aclassicaltwo-state variables, for instance, a canonical basis vector ofC2 ,{|↑〉, |↓〉},
where:

|↑〉=

(
1
0

)
, |↓〉=

(
0
1

)
. (2.2.1)

To each vertex, we associate a statistical weight accordingto the adjacent edge configura-
tion, and we allow only six non vanishing configurations. To these six configurations we
give three statistical weightsa6V ,b6V ,c6V :

↑
→ →

↑

↓
→ →

↓

↑
→ ←

↓

↓
← ←

↓

↑
← ←

↑

↓
← →

↑

a6V b6V c6V

Such vertex models are very universal and they have been extensively studied by
statistical physicists first as a model for ferroelectricity [77, 104], and as an Ice model
[81]. Vertex models then become very fundamental models formathematical physics
[6, 28, 78, 92, 106]. They are related to a large range of modern physics models such as
the Toda model [73] and two dimensional gravity and random lattice [74, 128]. They are
also linked to various mathematical methods such as KP and Toda tau functions [46–48],
enumeration of alternating sign matrix [27, 75, 98, 98] and quantum groups [13]. A fun-
damental question in statistical physics is the computation of the partition functionZ6V

N,N



30 CHAPTER 2. DUALITY WITH CLASSICAL VERTEX MODELS

of this model. Since they arise as a necessary step towards computation of scalar products
and correlation functions of quantum integrable models within the algebraic Bethe ansatz
framework, the exact computation of their partition function is not only fundamental from
a statistical physics perspective, but also from a quantum physics view point.

Following Korepin, we focus onDomain Wall Boundary Condition(DWBC), the ar-
rows point inward along the left and right and outward along the top and bottom:

Figure 2.1: The vertex model with DWBC

The partition function of this vertex model is defined as:

Z6V
N,N({λi}i=1,...,N,{ξ j} j=1,...,N) = ∑

C ∈Ω

N

∏
i, j=1
W (C i, j)(λi−ξ j). (2.2.2)

Here and in what follows, for any lattice model,λi,i=1,..,N refers to the horizontal lines
starting from the bottom, whileξ j , j=1,...,N refers to the vertical lines starting from the
right. In this expression,Ω is the set of all possible configurations of the model, and any
configurations can be decomposed intoN×N local vertex configurationsC i, j=1,...,N:

C =
N

∏
i, j=1
C i, j . (2.2.3)

We consider aninhomogeneousmodel where the Boltzmann weight of each local config-
uration depends on the parametersλi=1,...,N andξ j=1,...,N indexing the lattice:

W (C i, j)(λi−ξ j) = ϕ(λi−ξ j), ϕ = a6V ,b6V ,c6V . (2.2.4)
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If we collect the statistical weighta6V ,b6V ,c6V into the entries of the six-vertexR-matrix
(1.2.2), the partition function of the six-vertex model on asquare lattice of sizeN×N
with DWBC can be rewritten as:

Z6V
N,N({λi}i=1,...,N,{ξ j} j=1,...,N) = 〈0|λ〈0|ξ

N

∏
i, j=1

Ri j (λi−ξ j)|0〉ξ|0〉λ (2.2.5)

= 〈0|λ〈0|ξ
N

∏
i=1

T(λi)|0〉ξ|0〉λ

= 〈0|ξ
N

∏
i=1

B(λi)|0〉ξ

In this expression,〈0| = ⊗N
i=1

(
0
1

)
is the orthogonal of|0〉 and the subscriptλ,(ξ) means

that the vector lies in the auxiliary (quantum) space. Note that this formula shows that the
quantityZ6V

N,N is nothing but the fundamental scalar object (2.1.2).
The partition function is then represented in terms of the XXZ spin chain’s QISM in-

gredients. Its integrable structure leads to very deep insights regarding the analytical prop-
erty of this partition function, enabling Korepin to find a set of conditions that uniquely
determine the partition function.

Proposition 2.2.1 (Korepin [71]) The partition function(2.2.5)satisfies the following prop-
erties:

i) Initial condition
Z6V

1,1(λ1,ξ1) = sinhη

ii) Symmetry
Z6V

N,N({λi}i=1,...,N,{ξ j} j=1,...,N) is a symmetric function of the{λi}i=1,...,N and the
{ξ j} j=1,...,N.

iii) Polynomiality

Z6V
N,N({λi}i=1,...,N,{ξ j} j=1,...,N) = exp(N−1)λi PN−1(exp2λi )

and similarly:

Z6V
N,N({λi}i=1,...,N,{ξ j} j=1,...,N) = exp−(N−1)ξ j PN−1(exp−2ξ j )

where PN−1 is a polynomial of degree N−1.
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iv) Recursive relations

Z6V
N,N ({λi}i=1,...,N,{ξ j} j=1,...,N)

∣∣∣∣∣
λi=ξ j

= sinh(η)
N

∏
k=1,k6=i

sinh(λi−ξk+η) ∏
1≤k≤N,k6=i

sinh(λk−ξ j +η)

Z6V
N−1,N−1({λm}m6=i ,{ξn}n6= j)

Lemma 2.2.1 The set of conditions i)-iv) uniquely define the partition function Z6V
N,N.

These conditions enabled Izergin to propose a very simple formula for the partition
function as a single determinant.

Theorem 2.2.1 (Izergin [59]) The partition function of the trigonometric six-vertex model
on a square lattice with DWBC is:

Z6V
N,N({λi}i=1,...,N,{ξ j}i=1,...,N) = (−1)NdetN 6V({λi}i=1,...,N,{ξ j} j=1,..,N) (2.2.6)

∏N
i=1 ∏N

j=1sinh(λ j −ξ j)sinh(λ j −ξ j +η)
∏1≤k< j≤N sinh(ξ j −ξk)∏1≤k< j≤N sinh(λk−λ j)

(2.2.7)

where the N×N matrixN 6V can be expressed as:

N 6V({λi}i=1,...,N,{ξ j} j=1,..,N)α,β =
sinh(η)

sinh(λα−ξβ +η)sinh(λα−ξβ)
(2.2.8)

The determinant form of the partition function is a compact and rather simple represen-
tation, and it is therefore a necessary representation to push forward quantum integrable
models analysis towards computation of correlations functions in the QISM framework.

2.3 XXZ chain with diagonal boundaries and reflecting
ends

Let us consider in this section a boundary variant of the previous vertex model. Namely, in-
stead of considering the six-vertex model with the DWBC boundary condition on a square
lattice, we allow two boundary Boltzmann configurations collected into the entries of the
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Figure 2.2: The boundary statistical configurations (1.4.2)

boundary matrixK− (1.4.2), and we consider the inhomogeneous six-vertex model with
reflecting endand DWBC as illustrated in Figure 2.3.

The partition function of this model can be represented in terms if the boundary QISM
ingredients of the XXZ spin chain with diagonal boundary:

Z6BV
N,2N({λi}i=1,...,N,{ξ j}i=1,...,N) = 〈0|λ〈0|ξ

N

∏
i, j=1

Ri j (λi−ξ j)K−(λi)iRji(λi +ξ j)|0〉λ|0〉ξ

(2.3.1)

= 〈0|λ〈0|ξ
N

∏
i=1

U−(λi)|0〉ξ|0〉λ

= 〈0|ξ
N

∏
i=1

B−(λi)|0〉ξ

Within the framework of the QISM, even for the diagonal boundary case, it is again
necessary to find a manageable, and preferably exact, formula for this partition function.
Using the boundary QISM, Tsuchiya found a set of conditions that uniquely determine
this partition function.

Proposition 2.3.1 (Tsuchiya [112])The partition function(2.3.1)satisfies the following
properties:

i) Initial condition
Z6BV

1,2.1(λ1,ξ1) = sinhη(sinh(λ1−ξ1)sinh(ζ−+λ1)+sinh(λ1+ξ1)sinh(ζ−−λ1))

ii) Symmetry:
Z6BV

N,2N({λi}i=1,...,N,{ξ j} j=1,...,N) is a symmetric function of the{λi}i=1,...,N and the
{ξ j} j=1,...,N.
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Figure 2.3: The vertex model with reflecting end and DWBC

iii) Polynomiality

Z6BV
N,2N({λi}i=1,...,N,{ξ j} j=1,...,N) = exp−(2N+1)λi P2N+1(exp2λi )

where P2N+1 are polynomials of degree2N+1.

iv) Recursive relations

Z6BV
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N)

∣∣∣∣∣
λi=ξ j

= sinh(η)sinh(ζ−+λi)
N

∏
k=1

sinh(λk+ξ j)

×
N

∏
k=1,k6= j

sinh(λi +ξk+η)sinh(λi−ξk+η)sinh(λk−ξ j +η)

×Z6BV
N−1,2(N−1)({λm}m6=i ,{ξn}n6= j)

and:

Z6BV
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N)

∣∣∣∣∣
λi=−ξ j

= sinh(η)sinh(ζ−−λi)
N

∏
k=1

sinh(λk−ξ j)

×
N

∏
k=1,k6=k

sinh(λi +ξk+η)sinh(λi−ξk+η)sinh(λk−1+ξ j +η)

×Z6BV
N−1,2(N−1)({λm}m6=i ,{ξn}n6= j)
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v) Crossing

Z6BV
N,2N(−λk−η,{λi}i 6=k,i=1,...,N,{ξ j} j=1,...,N) =−

sinh(2λk+2η)
sinh(2λk)

×Z6BV
N,2N(λk,{λi}i 6=k,i=1,...,N,{ξ j} j=1,...,N)

Lemma 2.3.1 The set of conditions i)-iv) uniquely determines the partition function Z6BV
N,2N.

The remarkable point is that the only functions that satisfythese conditions have a nice
representation, which takes the form of a slightly more complicated determinant than the
square six-vertex partition function with DWBC.

Theorem 2.3.1 (Tsuchiya [112])The partition function of the trigonometric six-vertex
model with reflecting end and DWBC is:

Z6BV
N,2N({λi}i=1,...,N,{ξ j}i=1,...,N) = (−1)NdetN 6BV({λi}i=1,...,N,{ξ j} j=1,..,N) (2.3.2)

∏N
i, j=1sinh(λi−ξ j +η)sinh(λi−ξ j)sinh(λi +ξ j +η)sinh(λi +ξ j)

∏1≤k< j≤N sinh(ξ j −ξk)sinh(ξ j +ξk)sinh(λ j −λk)sinh(λ j +λk+η)

where the N×N matrixN 6BV can be expressed as:

N 6BV({λi}i=1,...,N,{ξ j} j=1,..,N)α,β (2.3.3)

=
sinh(η)sinh(2λα)sinh(ζ−−ξβ)sinh(ζ−+ξβ)

sinh(λα−ξβ +η)sinh(λα−ξβ)sinh(λα+ξβ +η)sinh(λα+ξβ)

This expression permits one to compute scalar products and norms of Bethe states for the
open XXZ spin chains with diagonal boundary conditions, andalso to obtain an exact and
manageable expression for form factors and correlations functions.



36 CHAPTER 2. DUALITY WITH CLASSICAL VERTEX MODELS



Chapter 3

Spin chain without Sz conservation: the
vertex-face transformation

In this chapter, we are mainly concerned with quantum modelsthat are completely em-
bedded in the QISM framework, thus completely integrable, but where the algebraic Bethe
ansatz scheme is elusive because these models do not possessa canonical reference state.
It is actually possible to implement the algebraic Bethe ansatz machinery but only after a
crucial transformation; the vertex-face transformation [11]. This transformation was first
introduced by Baxter [8] in his analysis of the eight-vertexmodel. The "unusual difficulty
of his work, based on deep technical intuition"1, does not lead to a clear understanding of
his method. However, the work of Felder and Varchenko [42] provided a comprehensive
framework for the underlying algebraic structure.

In the first section, we present Faddeev-Takhtadzan’s scheme [36, 54] to construct
the eigenstates for a periodic XYZ hamiltonian, or equivalently, the eight-vertex trans-
fer matrix eigenstates, using the modern language of Felderand Varchenko for the Bax-
ter’s vertex-face transformation [42]. Then we turn to a statistical physics description of
this transformation. Indeed, vertex-face transformationis a mapping between the eight-
vertex model configurations and the face model configurations [62]. We also present the
result of Rosengren for the partition function of the face model on a square lattice with
DWBC [100].

1according to Faddeev and Takhtadzan [36]

37
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3.1 The first example: the periodic XYZ spin chain

We first recall the notations that we use for elliptic functions, whereε denote the elliptic
modulus andp= exp2iπε:

h1(λ;ε) =−2ip
1
8 sinh(λ)

∞

∏
n=1

(1−2pncosh(2λ)+ p2n)(1− pn)

h2(λ;ε) = 2p
1
8 cosh(λ)

∞

∏
n=1

(1+2pncosh(2λ)+ p2n)(1− pn)

h3(λ;ε) =
∞

∏
n=1

(1+2pn− 1
2 cosh(2λ)+ p2n−1)(1− pn)

h4(λ;ε) =
∞

∏
n=1

(1−2pn− 1
2 cosh(2λ)+ p2n−1)(1− pn)

h(λ) = eλ
∞

∏
n=0

(1− pne−2λ)(1− pn+1e2λ)

In this section we are interested in the very general XYZ hamiltonian with periodic bound-
ary condition:

H=
N

∑
i=1

(1+ γ)σx
i σx

i+1+(1− γ)σy
i σy

i+1+∆(σz
i σ

z
i+1−1) (3.1.1)

∆,γ ∈ C are anisotropy parameters that we choose as :

∆ =
h2

4(0;2ε)h2(η;2ε)h3(η;2ε)
h2

4(η;2ε)h2(0;2ε)h3(0;2ε)
, γ =

h2
1(η;2ε)

h2
4(η;2ε)

. (3.1.2)

This hamiltonian is the most general Heisenberg type model with nearest neighbor spin
interaction. Therefore, its resolution is of primary importance. The QISM framework for
the XYZ spin chain requires one to take the most generalelliptic solution of the Yang-
Baxter equation (1.1.1) the eight vertexR-matrix, which depends on the difference of
spectral parameters,R : C→ End(V⊗V),V ∼ C

2 :

R(λ) =




a8V(λ) 0 0 d8V(λ)
0 b8V(λ) c8V(λ) 0
0 c8V(λ) b8V(λ) 0

d8V(λ) 0 0 a8V(λ)


 . (3.1.3)
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TheR-matrix entries are elliptic functions:

a8V(λ) =
h4(λ;2ε)h4(η;2ε)h1(λ+η;2ε)

h4(λ+η;2ε)h4(0;2ε)
, c8V(λ) =

h4(λ;2ε)h1(η;2ε)
h4(0;2ε)

, (3.1.4)

d8V(λ) =
h1(λ;2ε)h1(η;2ε)h1(λ+η;2ε)

h4(λ+η;2ε)h4(0;2ε)
, b8V(λ) =

h1(λ;2ε)h4(η;2ε)
h4(0;2ε)

. (3.1.5)

Once again, the monodromy matrix can be chosen as the orderedproduct of the eight-
vertex Lax matricesL:

T0(λ) =
N

∏
i=1

L0i(λ−ξi) =

(
A(λ) B(λ)
C(λ) D(λ)

)

[0]
, (3.1.6)

with: L0m(λ− ξm) = R0m(λ− ξm), and so it satisfies the Yang-Baxter algebra relations
(1.1.2) . In the homogeneous limit, the hamiltonian (3.1.1)also belongs to the commutative
family (1.1.4):
∀m∈ [[1,N]], ξm = 0:

H =
2h(η)
h′(0)

d
dλ

lnT(λ)
λ=0

+constant (3.1.7)

Although the periodic XYZ model is completely embedded within the QISM framework,

the completely ferromagnetic state|0〉=⊗N
i=1

(
1
0

)
is evidently no longer an eigenstate of

the hamiltonian (3.1.1). Note that the latter is no longer spin invariant: [H,∑N
i=1σz

i ] 6= 0.
This is explicit in the Lax matrix representation where the off diagonal elementsL+

−,L
−
+

are no longer triangular, and thus:

C(λ)|0〉 6= 0. (3.1.8)

Within the QISM duality with vertex models, this translatesinto a vertex model without
charge conservation due to the non-vanishing statistical weight d8V in the eight-vertex
R-matrix. The corresponding statistical configuration can be pictured as:

↑
← →

↓

d8V

↓
→ ←

↑
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The non-conservation of arrows flux (charge) at the vertex, or equivalently, the spin
symmetry breaking is a serious difficulty that was beautifully solved by Baxter for the
eight-vertex model, and then turned into a QISM framework byFaddeev and Takhtadzhan.
This enabled us to find periodic XYZ Bethe states. Baxter was the first to notice that
the eight-vertex model can be transformed into another statistical model similar to the
six-vertex model, namely with six statistical configurations. This unexpected highly non-
trivial transformation, known as the Baxter’svertex-facetransformation, enables us to
map the eight-vertex model into afacemodel. This model is defined on thedual lattice, ie
where Boltzmann weights are associated to an adjacent face rather than a vertex, and the
statistical variables lie onto the vertex. The remarkable point is that it is indeed possible
to obtain a six-vertex like model, the price to pay is that such face model and associated
Boltzmann weight will depend on an arbitrary continuous parameter, thedynamical pa-
rameter. Here we will use a modern presentation of Baxter’s works by means ofdynamical
Yang-Baxter algebrawhich was mainly developed by Felder [42].

First we introduce the vertex-face matrix:S: C×C→ End(V),V ∼ C2:

S(λ;θ) =
(

h2(−λ−θ;2ε) h2(λ−θ;2ε)
h3(−λ−θ;2ε) h3(λ−θ;2ε)

)
. (3.1.9)

The new complex parameterθ is the dynamical parameter, or face parameter. This trans-
formation map the vertex Boltzmann weights (3.1.3) into theface Boltzmann weights as
follows:

R12(λ1−λ2)S1(λ1;θ)S2(λ2;θ−ησz
1)

= S2(λ2;θ)S1(λ1;θ−ησz
2)R12(λ1−λ2;θ), (3.1.10)

whereR : C×C→ End(V⊗V),V ∼ C2:

R (λ;θ) =




af ace(λ;θ) 0 0 0
0 bf ace(λ;θ) cf ace(λ;θ) 0
0 cf ace(λ;−θ) bf ace(λ;−θ) 0
0 0 0 af ace(λ;θ)


 , (3.1.11)

is thedynamicalR -matrix, with:

af ace(λ;θ) = h(λ+η) (3.1.12)

bf ace(λ;θ) =
h(λ)h(θ−η)

h(θ)
(3.1.13)

cf ace(λ;θ) =
h(λ−θ)h(η)

h(θ)
. (3.1.14)
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Hence, we obtain a six-vertexR-matrix and thus a nilpotent structure for the one site
off diagonal operators for the corresponding Lax operator,which is a good first step for
the diagonalization of the hamiltonian (3.1.1). This nilpotent structure reflects a very im-
portant symmetry of the dynamicalR -matrix (3.1.11), theweight zerosymmetry:

[σz
1+σz

2,R12(λ;θ)] = 0. (3.1.15)

We first show how to implement the Bethe ansatz construction using this transformation
following Faddeev-Takhtadzhan and Felder-Varchenko work, and next we turn to the un-
derlying statistical physics model.

3.2 Vertex-face correspondence: towards an underlying
reference state

The strategy that we should follow is straightforward. As wesucceed in finding a reference
state using the transformation (3.1.10), the idea is to systematically translate all ingredients
of the QISM (R,T,T) and associated relations into the face QISM ingredients.

• Eight vertexR-matrix and Yang-Baxter equation (1.1.1):
The eight-vertexR-matrix (3.1.3) translates into a dynamical faceR -matrix as in
(3.1.10). The Yang-Baxter equation (1.1.1) forR translates into adynamical Yang-
Baxter equationfor R :

R12(λ1−λ2;θ−ησz
3)R13(λ1−λ3;θ)R23(λ2−λ3;θ−ησz

1)

=R23(λ2−λ3;θ)R13(λ1−λ3;θ−ησz
2)R12(λ1−λ2;θ).

(3.2.1)

• Monodromy matrixT and Yang-Baxter algebra (1.1.2):
To obtain a dynamical analog of the monodromy matrixT we should consider the
following ordered product of theSmatrices:

S−({ξ};θ) =
1

∏
i=N

Si(ξi ;θ−η
N

∑
k=i+1

σz
k). (3.2.2)

Using this higher dimensional vertex-face transformation, we obtain adynamical
monodromy matrixT : C×C→ End(V⊗H ),V ∼ C2 as:

S−({ξ};θ)S0(λ;θ−ηSz)T0(λ;θ) (3.2.3)

= T0(λ)S0(λ;θ)S−({ξ};θ−ησz
0). (3.2.4)
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The dynamical monodromy matrix naturally takes the form of an ordered product of
the dynamicalR -matrices:

T0(λ;θ) =
N

∏
i=1
R0i(λ−ξi;θ−η

N

∑
k=i+1

σz
i ) (3.2.5)

=

(
A (λ;θ) B (λ;θ)
C (λ;θ) D (λ;θ)

)

[0]
. (3.2.6)

The Yang-Baxter algebra relation (1.1.2) turns into adynamical Yang-Baxter alge-
bra relations forT :

R12(λ1−λ2;θ−ηSz)T1(λ1;θ)T2(λ2;θ−ησz
1)

=T2(λ2;θ)T1(λ1;θ−ησz
2)R12(λ1−λ2;θ), (3.2.7)

whereSz= ∑N
i=1σz

i . Note that the dynamical Yang-Baxter equation is an associativ-
ity compatibility condition for a dynamical algebra; but also a one site representation
of a dynamical Lax matrix that we will choose as:R (λ;θ).

We should stress at this point that the monodromy matrixT also satisfies the funda-
mental weight zero symmetry:

[σz
0+Sz,T0(λ;θ)] = 0. (3.2.8)

More explicitly, this last equation read:

[Sz,A (λ;θ)] = [Sz,D (λ;θ)] = 0 (3.2.9)

[B (λ;θ),Sz] = 2B (λ;θ), [C (λ;θ),Sz] =−2C (λ;θ)

This is exactly the symmetry that is lost in the integrable structure of the periodic
XYZ hamiltonian (3.1.1) and that is recovered here in dynamical context. Namely,
if we consider aSz-diagonalize representation space,A (λ;θ),D (λ;θ) are operators
that conserve the spin, whereasB (λ;θ),C (λ;θ) are creation and annihilation op-
erators, and this is exactly what is needed for a successful implementation of the
Bethe ansatz scheme. The only important modification comparing to the Yang-
Baxter algebra (1.1.2) relation is that these relations involve commutations between
monodromy operatorsTα,β valuated at different values of the dynamical parameter
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θ, such as:

B (λ;θ)B (µ;θ+η) = B (µ;θ)B (λ;θ+η) (3.2.10)

B (λ;θ)A (µ;θ+η) =
cf ace(λ−µ;θ)
af ace(λ−µ;θ)

B (µ;θ)A (λ;θ+η)

+
bf ace(λ−µ;−θ)
af ace(λ−µ;θ)

A (µ;θ)B (λ;θ+η)

D (µ;θ)B (λ;θ+η) =
cf ace(λ−µ;−θ+ηSz)

af ace(λ−µ;θ)
D (λ;θ)B (µ;θ+η)

+
bf ace(λ−µ;−θ+ηSz)

af ace(λ−µ;θ)
B (λ;θ)D (µ;θ+η)

Remark 3.2.1 This dynamical monodromy matrix has a clear interpretationin sta-
tistical mechanics, it is an essential tool to study the elliptic face model on a square
lattice. We will return to this correspondence later on.

Remark 3.2.2 The dynamical structure constants af ace,bf ace,cf ace are rather op-
erators, as it contain the operatorSz.

The relation (3.2.7) is actually the defining commutations relations of a fascinating
object, the Felder’s elliptic quantum groupEτ,η(sl2). We will put to the side the
details about this fundamental object for the moment, as it deserves a systematic
analysis of later on.

• Commuting charges and trace formula:
It turns out that the vertex-face transformation (3.1.10) is not enough to obtain a
mapping between the integrals of motion of the periodic XYZ chain and their face
counterpart. This is somehow misleading and we would like tostress thatno iso-
morphism between commuting charges for the periodic XYZ model and com-
muting charges for the face model exists. Rather, a weaker relation is present. The
crucial step is to restrict the analysis to a subspace with a fixedz component of the
total spinin the face picture 2, and thistotal spin should be zero. This means that
in the framework of the algebraic Bethe ansatz the number of creation operators,

2spins here have nothing to do with the XYZ spin, but rather refer to the canonical basis ofC2
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and hence the total spin, should be fixed toN
2 . Thus we consider the action of the

trace (1.1.4) on the spaceV[0] = {|ψ〉} with a fixedzcomponent of the total spin:

Sz|ψ〉= 0, (3.2.11)

Theorem 3.2.1 (Felder-Varchenko [42])The action on this subspace leads to:

T(λ)S−({ξ};θ)|ψ〉= [S−({ξ};θ+η)A (λ;θ+η) (3.2.12)

+S−({ξ};θ−η)D (λ;θ−η)]|ψ〉.

Therefore, finding eigenstates ofT(λ) is equivalent to finding eigenstates forA (λ;θ)
andD (λ;θ), and summing up all values of the dynamical parameterθ. This summa-
tion procedure is, in some sense, natural as the face parameter is absent in the XYZ
model. This is actually possible as we know how to built a representation space for
such a triangular structure.

• Existence of a reference state:
Once we obtained these dynamical objects and their corresponding algebraic rela-
tions, we can easily check the Bethe ansatz requirement, namely the existence of a

reference state|0〉=⊗N
i=1

(
1
0

)
such that:

A (λ;θ)|0〉= a(λ;θ)|0〉 (3.2.13)

D (λ;θ)|0〉= d(λ;θ)|0〉
B (λ;θ)|0〉 6= 0

C (λ;θ)|0〉= 0

In our case, the functionsa andd are:

a(λ;θ) =
N

∏
i=1

af ace(λ−ξi;θ), d(λ;θ) =
N

∏
i=1

bf ace(λ−ξi;−θ+(i−1)η). (3.2.14)

We say that|0〉 is a completely ferromagnetic state with all spin up in the face
picture.

Remark 3.2.3 A state satisfying the condition(3.2.11)can be obtained only with
the action ofN2 operatorsB (or C ) on |0〉 (or |0〉), so the spin chain length N should
beeven. The case of a chain with an odd number of sites is still an openproblem.
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We have succeeded in translating all necessary ingredientsof the algebraic Bethe ansatz
scheme, and this should be implemented for the underlying face model using the dynami-
cal structure (R ,T ) rather than the vertex structure. The following theorem holds:

Theorem 3.2.2 (Faddeev-Takhtadjan [36], Felder-Varchenko [42])

For M =
N
2

and φ(θ) = ωθ
N

∏
j=1

h(η)
h(θ+ jη)

,ω ∈ C (3.2.15)

|ψ({λk}k=1,...,M)〉=

∫
{S−({ξ};θ)

M

∏
k=1

φ(θ)B (λk;θ+( j−1)η)|0〉}dθ

is an eigenstate of the transfer matrix(1.1.4)T(µ) =A(µ)+D(µ) for any µ with eigenvalue
Λ:

Λ(µ,{λk}k=1,...M,{ξ j} j=1,...,N) = ωa(µ;θ)
M

∏
k=1

h(λk−µ+η)
h(λk−µ)

+ω−1d̃(µ;θ)
h(µ−λk+η)

h(µ−λk)

(3.2.16)

where:

d̃(µ;θ) =
N

∏
i=1

h(µ−ξi) (3.2.17)

if the parameters{λk}k=1...M satisfy the Bethe equations:

d̃(λk;θ)
a(λk;θ)

M

∏
l=1,l 6=k

h(λl −λk)

h(λk−λl )
= ω2 (3.2.18)

Remark 3.2.4 φ(θ) andω are gauge parameters, other choices are possible.

Remark 3.2.5 The vector|ψ〉 is the Bethe vector of the face model [42], with eigenvalue
Λ and Bethe equations(3.2.18). By linearity of S−, and the functional f→

∫
f it is turned

to a XYZ Bethe states with the same eigenvalue and Bethe equations. Neither the Bethe
equations nor the eigenvalueΛ depend on the dynamical parameterθ. Although that is
what we expect for the XYZ model, it is not obvious at all that this is the case for such face
models. This is a very special feature of such face models andalgebraic Bethe ansatz for
dynamical Yang-Baxter algebra.
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3.3 Partition function of the elliptic face model on a square
lattice with DWBC

As already mentioned in Chapter 2, we should compute in the QISM a partition function
quantity in order to push forward analysis of the periodic XYZ spin, towards correlation
functions of the model. This partition function takes the following form:

Z f ace
N,N ({λi}i=1,...,N,{ξ j}i=1,...,N;θ) = 〈0|λ〈0|ξ

N

∏
i, j=1
R i j (λi;θ−η

i

∑
k=1

σz
λk
−η

j

∑
k=1

σz
ξk
)|0〉ξ|0〉λ

(3.3.1)

= 〈0|λ〈0|ξ
N

∏
i=1
T (λi;θ−η

i

∑
k=1

σz
λk
)|0〉ξ|0〉λ

= 〈0|ξ
N

∏
i=1
B (λi ;θ−η

i

∑
k=1

σz
λk
)|0〉ξ

(3.3.2)

Quite unexpectedly, this quantity has a clear interpretation in statistical physics, it is
the partition function of the elliptic face model with DWBC.To see this, we should give
the statistical physics model underlying the dynamical Yang-Baxter algebra (3.2.7), and
especially the representation (3.2.5) for the dynamical monodromy matrixT . As we men-
tioned at the beginning of this chapter, the transformation(3.1.10) can be interpreted as a
mapping between the eight-vertex model statistical configurations to face configurations
which can be defined in terms of aheight functionon a two-dimensional square lattice.
Every square of the lattice is characterized by a heightθ and its values for two adjacent
squares differ by±η. There are six possible face configurations:

θ−η θ−2η

θ θ−η

θ+η θ+2η

θ θ+η

θ−η θ

θ θ+η

θ+η θ

θ θ−η

θ+η θ

θ θ+η

θ−η θ

θ θ−η
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and the corresponding statistical weightsR ab
cd are collected into the dynamicalR -

matrix (3.1.11).

Remark 3.3.1 The presence of only six non-vanishing entries, and their specific distribu-
tion, within the dynamicalR -matrix (3.1.11)is here fundamental, due to the zero weight
symmetry(3.1.15). In this statistical mechanics context, this symmetry translates into a
conservation rule, namely the height can differ only byη, and thus leading to only six
possible configurations. This is known as the Ice Rule.

θ+η

θ+η

θ+N η

θ+N η

θ+(N-1) η

θ

θ

θ+(N-1) η

Figure 3.1: The face model with DWBC

We are interested in this face model with DWBC as illustratedin Figure 3.1. The
partition function of this model is nothing but the quantity(3.3.1). The evaluation of
this partition was a real challenge for almost thirty years.This is because the underlying
algebraic structures were not clear when Baxter introducedthis model. It is only after the
breakthrough of Felder on the elliptic quantum groupEτ,η(sl2) that the algebraic structure
became clear. Furthermore, the elliptic parametrization makes the analytical property of
the partition function difficult to handle. However, several works have led to a set of
conditions that uniquely determine the partition function.

Proposition 3.3.1 (Baxter [8], Rosengren [100], Pakuliak-Rubtsov-Silantyev [93]) The
partition function(3.3.1)satisfies the following properties:
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i) Initial condition

Z f ace
1,1 (λ1,ξ1;θ) =

h(η)h(λ1−ξ1−θ)
h(θ)

ii) Symmetry
Z f ace

N,N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) is a symmetric function of the{λi}i=1,...,N and the
{ξ j} j=1,...,N.

iii) Elliptic polynomiality
Z f ace

N,N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) is an elliptic polynomial of each{λi}i=1,...,N of or-

der N and norm∑N
j=1ξ j−θ and of each{ξ j} j=1,...,N of order N and norm∑N

i=1 λi+θ.

iv) Recursive relations

Z f ace
N,N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=ξ j

=
∏N

k=1,k6=i h(ξ j −ξk+η)h(λk−ξ j +η)
h(N−2)(η)

Z f ace
N−1,N−1({λm}m6=i,{ξn}n6= j ;θ),

and

Z f ace
N,N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=−ξ j

=
h(θ−Nη)∏N

k=1,k6=i h(ξ j −ξk−η)h(λk−λi)

h(θ− (N−1)η)h(N−2)(η)

Z f ace
N−1,N−1({λm}m6=i ,{ξn}n6= j ;θ).

Lemma 3.3.1 The partition function Zf ace
N,N is uniquely determined by the set of conditions

i)-iv).

Once these conditions have been established, Rosengren also proposes an explicit, but
complicated, formula for the partition function.

Theorem 3.3.1 (Rosengren [100])The partition function of the elliptic face model on the
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square lattice and DWBC is:

Z f ace
N,N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) (3.3.3)

=
∏N

i, j=1h(λi−ξ j)h(λi−ξ j +η)
∏1≤i< j≤N h(λi−λ j)h(ξ j −ξi)

×
h(θ−Nη)

hN(γ)h(∑N
i=1(ξi−λi)+ γ+θ−Nη)

× ∑
S⊆{1,...,N}

(−1)|S|
h(θ+ γ+ |S|−Nη)

h(θ+ |S|−Nη)
detN f ace({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

(3.3.4)

where the N×N matrixN f acecan be expressed as:

N f ace({λi}i=1,...,N,{ξ j} j=1,..,N)α,β =
h(λS

α−ξβ + γ)
h(λS

α−ξβ)
(3.3.5)

with the following convention:

{
λS

i = λi +η, i ∈ S
λS

i = λi, i 6∈ S

Remark 3.3.2 Due to the theta functions’ identities, the partition function does not de-
pend on the complex parameterγ, which is a regularization parameter that is introduced
here for convenience.

This formula is definitively an Izergin-Korepin type formula for the partition function of
the elliptic face model on a square lattice, but it is expressed as a sum of 2N determinant
instead of a single determinant. This makes considerably difficult to find a manageable
formula for the scalar product and correlation functions for the periodic XYZ spin chain.
A simpler formula for this partition function is still an open problem.
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Chapter 4

Open boundary XXZ model

In the previous chapter, we apply the vertex-face transformation to the boundary case,
namely we study the XXZ model with the most general boundary.The boundary part
of the open XXZ hamiltonian leads to the same obstacle for finding Bethe states in the
algebraic Bethe ansatz framework than the periodic XYZ model. Indeed, although the
diagonal boundary XXZ spin chain analysis was pushed far forward by the exact compu-
tation of its correlations functions [69, 70], very few results are known about the general
boundary case. Recently, the scientific community has showna strong interest in the XXZ
model with general boundaries because it is an exactly solvable model for non-equilibrium
statistical physics. Namely, theasymmetric simple exclusion process(ASEP) which is the
default stochastic model for transport phenomena1 [121] is related by gauge transforma-
tion to the XXZ model with general boundary terms [30, 103]. The crucial point is that
the general boundary XXZ model is integrable, or more correctly, possesses an integrable
structure described by the boundary version of the QISM of Chapter 1. Therefore, exact
results for the ASEP model could, in principle, be obtained by the analysis of the open
XXZ model [18, 19]. From the algebraic Bethe ansatz point of view, the general bound-
ary XXZ model eigenstates were found using various gauge transformation (resembling
a component-wise vertex-face transformation) if the boundary parameters satisfy some
conditions [12, 123]. In these previous works, the gauge transformation lead to various
intricate exchange relations for Bethe states generating algebra. In our opinion, this ap-
proach has three main weaknesses. First, the underlying algebraic structure that arises
from this gauge transformation is missing. Second, the Bethe states description is unclear.
Third, the underlying two-dimensional statistical physics model has escaped description.
We would like to tackle this problem using the algebraic version of the vertex-face trans-
formation. We generalize the Baxter, Faddeev-Takhtadjan,Felder, and Rosengren’s work

1according to H.T. Yau

51
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to the boundary case for constructing open XXZ Bethe states and computing the partition
function of the underlying face model. This will enable us to:

• highlight the integrable algebraic structure, which is a dynamical reflection algebra

• explicit description of the Bethe states, by establishinga clear relationship between
the XXZ Bethe states and the underlying face Bethe states

• clearly describe the dual two-dimensional statistical physics model, by computing
exactly its partition function

Although this program sounds natural, as the general boundary XXZ model is com-
pletely embedded into the boundary QISM, we will see that thealgebraic Bethe ansatz in
this context leads to some important limitations.

4.1 The hamiltonian: which reference state ?

In this section we are interested in the XXZ hamiltonian withgeneral open boundary
condition:

H =
N−1

∑
i=1

(
σx

i σx
i+1+σy

i σy
i+1+∆σz

i σ
z
i+1

)
+h1+hN (4.1.1)

Where the interaction with boundary magnetic fields is:

h1 =
sinhη

sinhζsinhδ

[
−coshζcoshδσz

1+sinhτσx
1− i coshτσy

1

]
(4.1.2)

hN =
sinhη

sinhζsinhδ

[
−coshζcoshδσz

N +sinhτσx
N− i coshτσy

N

]

Any three components of the boundary magnetic fields can be expressed by six complex
parametersδ, δ, ζ, ζ, τ andτ. The bulk part of this hamiltonian is the usual XXZ hamilto-
nian. As shown in Chapter 1, we only need to add to the QISM the boundary counterpart
description. This means that starting with the six-vertexR-matrix (1.2.2), we should in-
troduce the boundary monodromy matricesK± that solve the reflection equations. We
consider here the most general solution [17,55]K− of the reflection equation (1.3.4):

K−(λ)≡ K−(λ;δ,ζ,τ)

=




cosh(δ+ζ)e−λ−cosh(δ−ζ)eλ

2sinh(δ+λ)sinh(λ+ζ) e−τ sinh(2λ)
2sinh(δ+λ)sinh(λ+ζ)

−eτ sinh(2λ)
2sinh(δ+λ)sinh(λ+ζ)

cosh(δ+ζ)eλ−cosh(δ−ζ)e−λ

2sinh(δ+λ)sinh(λ+ζ)


 (4.1.3)
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and its dual (1.3.5)K+(λ) = K−(−λ−η;δ,ζ,τ).
The boundary monodromy matrix that solves the reflection algebra is:

(U−)0(λ) = γ̂(λ)T0(λ)(K−)0(λ)T−1
0 (−λ) =

(
A−(λ) B−(λ)
C−(λ) D−(λ)

)

[0]
, (4.1.4)

with T0(λ) = ∏N
i=1L0i(λ−ξi) = ∏N

i=1R0i(λ−ξi) and the dual boundary monodromy ma-
trix is :

(U t0
+)0(λ) = γ̂(λ)Tt0

0 (λ)(Kt0
+)0(λ)(T−1)t00 (−λ) =

(
A+(λ) C+(λ)
B+(λ) D+(λ)

)

[0]
. (4.1.5)

Remark 4.1.1 γ̂(λ)= (−1)N ∏N
i=1sinh(λ+ξi+η)sinh(λ+ξi−η) is a normalization fac-

tor that we introduce here for convenience.

The hamiltonian of the open XXZ spin chain with most general boundary fields (4.1.1)
can be obtained in the homogeneous limit as the following derivative of the transfer matrix
(1.3.9):
∀m∈ [[1,N]], ξm = 0:

H= c
d
dλ

T(λ)
λ=0

+constant, (4.1.6)

where:
c=−8coth(δ)coth(δ−η)coth(ζ)coth(ζ−η). (4.1.7)

Once again, we are in the same situation as for the periodic XYZ case. The general
boundary XXZ model is completely embedded within the QISM framework, or more pre-

cisely its boundary version. However, the totally ferromagnetic state|0〉 = ⊗N
i=1

(
1
0

)
is

evidently no longer an eigenstate of the hamiltonian (4.1.1) since it no longer conserves
the third component of the total spin:[H,∑N

i=1σz
i ] 6= 0, due to the presence of its boundary

terms. This is explicitly seen in the boundary matrix where the off-diagonal elementsK±∓
are non-vanishing, and thus:

C−(λ)|0〉 6= 0, C+(λ)|0〉 6= 0. (4.1.8)

Within the QISM duality with vertex model of statistical mechanics, this translates into a
vertex model without charge conservation at the reflecting end due to the non-vanishing
statistical weight(K±)

±
± in the boundary matrix. The corresponding statistical configura-

tion are drawn as in Figure 4.1.
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Figure 4.1: The off diagonal boundary statistical configurations (4.1.3)

Following Baxter’s idea, we can use the vertex-face transformation in order to diago-
nalize the boundary matrixK± leading to a boundary model where the boundary satisfies
a conservation rule. Once again, the trigonometric version of the transformation (3.1.9)
will be very useful here.

Let us focus on the following gauge transformation:

S(λ;θ)≡ S(λ;θ,ω) = eλ/2
(

e−(λ+θ+ω) e−(λ−θ+ω)

1 1

)
, (4.1.9)

which depends on two parameters, the previously defined dynamical parameterθ and an
arbitrary complex parameterω.

Remark 4.1.2 This transformationis not the trigonometric limit of the elliptic vertex-face
transformation(3.1.9), but rather a gauge transformed limit [21].

This trigonometric vertex-face matrix satisfies two important properties:

• It diagonalizes the boundary matrixK−:

K−(λ) = S−1(λ;δ−ζ,τ)K−(λ)S(−λ;δ−ζ,τ), (4.1.10)

where the diagonaldynamical boundarymatrixK−(λ) is:

K−(λ)≡ K−(λ;δ,ζ) =

(sinh(δ−λ)
sinh(δ+λ) 0

0 sinh(ζ−λ)
sinh(ζ+λ)

)
. (4.1.11)

This diagonal structure is the signature of a very importantsymmetry of the dynam-
ical K -matrix , the weight zero symmetry:

[σz
0,(K−)0(λ)] = 0. (4.1.12)

This symmetry will once again lead to a fundamental conservation rule for statistical
mechanics (see remark (3.3.1)).
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• It is a trigonometric vertex-face transformation (3.1.10):

R12(λ1−λ2)S1(λ1;θ)S2(λ2;θ−ησz
1)

= S2(λ2;θ)S1(λ1;θ−ησz
2)R12(λ1−λ2;θ), (4.1.13)

where theR -matrix is the trigonometric limit (up to a irrelevant numerical factor)
of the elliptic dynamicalR -matrix (3.1.11).af ace,bf ace,cf aceare now trigonometric
functions:

af ace(λ;θ) = sinh(λ+η) (4.1.14)

bf ace(λ;θ) =
sinh(λ)sinh(θ−η)

sinh(θ)

cf ace(λ;θ) =
sinh(λ−θ)sinh(η)

sinh(θ)
.

Hence, we obtain a diagonal structure for the boundary matrix keeping the triangular
structure for the off-diagonal one site Lax matrix. This means that this new structure
is suitable to the Bethe ansatz requirement. The situation becomes now strictly
similar to the diagonal boundary XXZ model of Chapter 1, witha dynamical object
instead of the vertex model.

We will first show how to implement the Bethe ansatz construction using this transforma-
tion, and then we will turn to the underlying statistical physics models.

4.2 Vertex-face correspondence: towards an underlying
reference state

The strategy that we should follow is very parallel to the oneused in the next section for the
periodic XYZ model. As we succeed in finding a reference stateusing the transformation
(4.1.9), the idea is to systematically translate all ingredients of the QISM (R,U−,T) and
associated relations onto the face QISM counterpart.

• Bulk part (six-vertexR-matrix and the bulk monodromy matrixT):
Besides taking the trigonometricS-matrix (4.1.9), there are no modifications to the
algebraic relations of the previous section. The only modification is to take the
trigonometric dynamicalR -matrix (4.1.14) and the corresponding monodromy ma-
trix that satisfy the dynamical Yang-Baxter algebra relations. Although this modifi-
cation is not necessary (the six-vertexR-matrix (1.2.2) having the desired nilpotent
structure), this enables us to work on the boundaryK−-matrix.
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• Boundary matrixK− and the reflection equation (1.3.4):
Using the transformation (4.1.10), and the zero-weight condition (3.1.15), (4.1.12),
one can show that the reflection equation (1.3.4) turns into adynamical reflection
equationfor K−, once we choose:θ = δ−ζ:

R12(λ1−λ2;θ)(K−)1(λ1)R21(λ1+λ2;θ)(K−)2(λ2)

=(K−)2(λ2)R12(λ1+λ2;θ)(K−)1(λ1)R21(λ1−λ2;θ). (4.2.1)

Thus we succeed in obtaining a reflection equation for the face boundary.

Remark 4.2.1 This reflection equation is just the usual vertex reflection equation
(1.3.4)with the use of the dynamicalR -matrix instead of the usual vertex R-matrix.

• Boundary monodromy matrixU− and reflection algebra (1.3.1):
UsingS− (3.2.2) one can prove in a similar way that the dynamical boundary mon-
odromy matrix defined as:

(U−)0(λ;θ) = γ̂(λ)T0(λ;θ)(K−)0(λ)T −1
0 (−λ;θ) =

(
A−(λ;θ) B−(λ;θ)
C−(λ;θ) D−(λ;θ)

)

[0]
,

satisfies thedynamical reflection algebrarelation:

R12(λ1−λ2;θ−ηSz)(U−)1(λ1;θ)R21(λ1−λ2;θ−ηSz)(U−)2(λ2;θ)
= (U−)2(λ2;θ)R12(λ1+λ2;θ−ηSz)(U−)1(λ1;θ)R21(λ1−λ2;θ−ηSz). (4.2.2)

Due to the zero-weight symmetry for the dynamical monodromymatrix T (3.2.8)
and for the dynamical boundary matrixK− (4.1.12), the dynamical boundary mon-
odromy matrix also obeys to a zero weight condition:

[σz
0+Sz,(U−)0(λ;θ)] = 0. (4.2.3)

This means that a suitable representation space forU− elements algebra is anSz-
diagonalizable module. In such a module, the elementsA− andD− are operators
that conserve the spin, whereasB− andC− are creation and annihilation operators:

[Sz,A−(λ;θ)] = [Sz,D−(λ;θ)] = 0 (4.2.4)

(Sz+2Id)B−(λ;θ) = B−(λ;θ)Sz, (Sz−2Id)C−(λ;θ) = C−(λ;θ)Sz
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Remark 4.2.2 This dynamical boundary monodromy matrix has a clear interpreta-
tion in statistical mechanics. It is an essential tool to study the trigonometric face
model with a reflecting end. We will return to this correspondence later on.

• Commuting chargesT and trace formula:
Once again, the vertex-face transformation (4.1.9) is not enough to obtain a mapping
between the integrals of motion generating function for theopen XXZ chain and an
equivalent trace like formula for this boundary face model.The crucial step is to
restrict the analysis to a subspace with a fixedz component of the total spinin the
face picture, but here we do not need any restriction on its value. The number of
creation operators and hence the total spin is then still fixed. Thus, we consider the
action of the trace (1.3.9) on the spaceV[s] = {|ψs〉} with a fixedzcomponent of the
total spin:

Sz|ψs〉= s|ψs〉, (4.2.5)

The action on this subspace leads to:

T(λ)S−({ξ};δ−ζ)|ψ〉= S−({ξ};δ−ζ) (4.2.6)

×Tr0(K+(λ;δ,ζ)
sinh(δ−ζ−ησz

0)

sinh(δ−ζ)
T−(λ;δ−ζ))|ψ〉,

where:
K+(λ;δ,ζ) = K−(−λ−η;δ,ζ), (4.2.7)

provided two constraintson the boundary parameter(δ,ζ,τ,δ,ζ,τ):

cosh(δ−ζ) = cosh(δ−ζ−ηs+ τ− τ−η), (4.2.8)

cosh(δ−ζ) = cosh(δ−ζ−ηs− τ+ τ+η). (4.2.9)

Remark 4.2.3 The constraints can be solved by imposing:

τ =τ+η+ iπn,

δ−ζ =δ−ζ−ηs+2iπm+ iπn. (4.2.10)

Remark 4.2.4 The conditions(4.2.8)and(4.2.9)explicitly depend on the subspace
spin s (or equivalently its dimension). This means that the algebraic Bethe ansatz
cannot lead to the complete description of the eigenstates.
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Remark 4.2.5 If we choose to diagonalize the transfer matrix(1.3.9) in the dual
space generated by subspace of type V∗

[s] = {〈ψs|} , then we needtwo different
conditions:

cosh(δ−ζ) = cosh(δ−ζ−ηs+ τ− τ+η), (4.2.11)

cosh(δ−ζ) = cosh(δ−ζ−ηs− τ+ τ−η), (4.2.12)

This means that right and left modules as constructed heredo not correspond to the
same open XXZ model.

• Existence of a reference state:
Once we obtain these dynamical objects and corresponding algebraic relations, we
can easily check the Bethe ansatz requirement, namely the existence of a reference

state|0〉=⊗N
i=1

(
1
0

)
such as:

A−(λ;θ)|0〉= a(λ;θ)|0〉 (4.2.13)

D−(λ;θ)|0〉= d(λ;θ)|0〉 (4.2.14)

B−(λ;θ)|0〉 6= 0 (4.2.15)

C−(λ;θ)|0〉= 0 (4.2.16)

Some details concerning the computation ofa andd are provided in the Appendix
A.

Once we have collected all the boundary QISM ingredients into the face picture, ap-
plication of the boundary Bethe ansatz leads to the following theorem.

Theorem 4.2.1 (Filali-Kitanine) Letδ, ζ, δ andζ satisfy the boundary constraints(4.2.8)
and (4.2.9)with total spin s being even if N is even, and odd if N is odd,|s| < N. Then
∀M ∈ [[1,N]]:

|ψ1
−({λk}k=1,...,M)〉= S−({ξ},δ−ζ)

M

∏
k=1

B−(λk;δ−ζ)|0〉, M =
N−s

2
(4.2.17)

and |ψ2
−({λk}k=1,...,M)〉= S−({ξ},δ−ζ)

M

∏
k=1
C−(λk;δ−ζ))|0〉, M =

N+s
2

(4.2.18)
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are eigenstates of the transfer matrix(1.3.9)for any µ with eigenvaluesΛ1,2, where:

Λ1(µ,{λk}k=1,...M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) =
(−1)N

sinh(ζ−µ−η)sinh(δ+µ)
(4.2.19)

×{a(µ)d(−µ−η)
sinh(2µ+2η)sinh(ζ−µ)sinh(δ+µ)sinh(δ−µ)

sinh(δ−µ−η)sinh(2µ+η)∏M
i=1b(λi−µ)b(λi +µ+η)

+a(−µ−η)d(µ)
sinh(2µ)sinh(ζ+µ+η)sinh(δ+µ+η)sinh(ζ−µ−η)

sinh(ζ+µ)sinh(2µ+η)∏M
i=1b(λi +µ)b(λi−µ+η)

}

and:

Λ2(µ;{λi}i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) (4.2.20)

= Λ1(µ;{λi}i=1,...,M,{ξ j} j=1,...,N;ζ,δ,ζ,δ),

if the parameters{λk}k=1,...,M satisfy the Bethe equations y1,2:

y1,2(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) (4.2.21)

= y1,2(−λk−η,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ)

Here we have:

y1(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) = a(λk)d(−λk−η) (4.2.22)

×sinh(δ−µ)sinh(ζ+µ)sinh(ζ−µ)sinh(δ+µ)

×
M

∏
i=1,i 6=k

sinh(λk+λi)sinh(λk−λi−η)

and:

y2(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) (4.2.23)

= y1(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;ζ,δ,ζ,δ),

And we use the short hand notation:

b(λ) =
sinh(λ)

sinh(λ+η)
, (4.2.24)

This theorem follows from usual Bethe ansatz computations.More details on the proof of
this theorem are given in the appendix A.
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Remark 4.2.6 The open XXZ model has two sets of Bethe states. A more formal proof of
this observation can be achieved using the T−Q approach for integrable models [122].

Remark 4.2.7 The eigenvalues and eigenstates explicitly depend on the spin subspace
once we solve the constraints(4.2.8), (4.2.9).

Proposition 4.2.1 The Bethe construction is symmetric, namely the two sets of states

|ψ1,2
− ({λk}k=1,...,M)〉

are isomorphic due to the following parity relation (δ↔ ζ):

C−(λ;δ−ζ) = ΓxB−(λ;ζ−δ)Γx, (4.2.25)

where:Γx = ∏N
i=1 σx

i .

This symmetry follows from the parity symmetry of the dynamical R -matrix. More
details are given in the appendix B.

Proposition 4.2.2 The Bethe construction isZ2 invariant due to the following involutions:

B−(−λ−η;δ−ζ) =−(−1)N sinh(λ+ζ)sinh(2(λ+η))sinh(λ+δ)
sinh(2λ)sinh(λ−ζ+η)sinh(λ−δ+η)

B−(λ;δ−ζ)

(4.2.26)
and:

C−(−λ−η;δ−ζ) =−(−1)N sinh(λ+δ)sinh(2(λ+η))sinh(λ+ζ)
sinh(2λ)sinh(λ−δ+η)sinh(λ−ζ+η)

C−(λ;δ−ζ)

(4.2.27)

This proposition follows very naturally from a decomposition of the boundary operators
B− or C− in terms of bulk operators element ofT . More details are given in the appendix
B.

Remark 4.2.8 Note that the boundary parametersτ,τ are absent from the Theorem(4.2.1).
Indeed, they disappear from computations since the diagonalization of the vertex K− ma-
trix (4.1.10). This is the trace of the hermiticity of the open XXZ hamiltonian (4.1.1)which
implies the U(1) invariance for the boundary spin operatorsσx,y

1,N. So the eigenvalues of
the hamiltonian should not depend on the boundary parameterization parametersτ,τ.
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Remark 4.2.9 At the free fermions point limitη = iπ
2 , the Bethe eigenvalues take the sim-

pler form:

Λ1(µ,{λk}k=1,...M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) (4.2.28)

= (−1)M+1 tanh(2µ)
tanh(ζ−µ)
tanh(δ+µ)

M

∏
i=1

tanh(µ+λi)

tanh(µ−λi)

×
N

∏
i=1

cosh(µ+ξi)cosh(µ−ξi)

×{
sinh(δ−µ)sinh(δ−ζ−ηs+ζ+µ)

cosh(δ+µ)sinh(δ−ζ−ηs+ζ−µ)

+
cosh(ζ+µ)cosh(ζ−µ)

sinh(ζ−µ)sinh(ζ+µ)

N

∏
i=1

tanh(µ+ξi) tanh(µ−ξi)}

and the associated Bethe equation factorize into:

(−1)M
N

∏
j=1

tanh(λi +ξ j) tanh(λi−ξ j) (4.2.29)

=
sinh(ζ+λi)sinh(δ−λi)sinh(ζ−λi)sinh(δ−ζ−ηs+ζ+λi)

sinh(ζ−λi)sinh(δ+λi)sinh(ζ+λi)sinh(δ−ζ−ηs+ζ−λi)

4.3 Dual vertex-face correspondence: towards an equiva-
lent model description

The boundary version of the QISM should be completely symmetric using the boundary
monodromy matrixU− around theK− boundary or the dual boundary monodromy matrix
U+ around theK+ boundary. As shown by Kitanine and his collaborators [69], it is also
necessary to implement the Bethe ansatz construction usingthe dual boundary matrixU+

for the model scalar product computation. To apply the Betheansatz technique with the
use ofU+ we need to introduce a second vertex-face transformation for the construction of
the boundary dynamical monodromy matrix (it will be necessary to construct a dynamical
analog of theU+ boundary monodromy matrix). As for the vertex case, dual elements
and corresponding algebras in dynamical context are closely related to the antipode of the
corresponding dynamical quantum group. Due to the complicated form of the crossing
symmetries of the dynamicalR matrix (see Appendix B), is not represented by the simple
matrix transposition or inversion. To introduce dual dynamical object, we will need the
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dual vertex-facetransformation:

S̃(λ;θ) = σyS(λ;θ)σy. (4.3.1)

This transformation was found using various crossing symmetries of theRandR matrices.
It has two important properties:

• It diagonalizes the boundary matrixK+:

K t
+(λ) = S̃−1(λ+η;δ−ζ,τ)Kt

+(λ)S̃(−λ−η;δ−ζ,τ) (4.3.2)

= K t
−(−λ−η,δ,ζ)

This diagonal structure is also the trace of a weight zero symmetry:

[σz
0,(K+)0(λ)] = 0. (4.3.3)

• It is a dual vertex-face transformation:

S2(λ2;θ)S̃1(λ1+η;θ+ησz
2)L

t1
12(λ1−λ2;θ) (4.3.4)

= Rt1
12(λ1−λ2)S̃1(λ1+η;θ)S2(λ2,θ−ησz

1),

where the “crossed”L -operator will be used to construct the dynamical analog of
the boundary monodromy matrixU+:

L
t1
12(λ;θ) = R t1

12(λ;θ+ησz
1)

sinh(θ−ησz
2)

sinhθ
. (4.3.5)

The crossedL -operator also obeys atransposed zero-weightsymmetry:

[σz
1−σz

2,L
t1
12(λ;θ)] = 0. (4.3.6)

At this point we succeed in finding a dynamical analog to the transposed vertex
Rt-matrix, which has nilpotent off-diagonal elements.

Once again, we will systematically translate all ingredients of the dual picture of the
boundary QISM (Rt ,U+,T) and associated relations into the dynamical counterpart to ap-
ply the Bethe ansatz machinery. Recall that the boundary QISM aroundK+ need to work
on the transposed monodromy matrixTt (1.3.7).
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• Bulk part (six-vertexRt-matrix and transposed monodromy matrixTt):
The dual vertex-face transformation (4.3.4) leads to the following dynamical Yang-
Baxter equation forL t :

R12(λ2−λ1;θ+ησz
3)L

t1
13(λ1−λ3;θ)L t2

23(λ2−λ3;θ−ησz
1)

= L t2
23(λ2−λ3;θ)L t1

13(λ1−λ3;θ−ησz
1)R12(λ2−λ1;θ). (4.3.7)

Using the higher dimensional vertex-face transformation:

S+({ξ};θ) =
N

∏
i=1

Si(ξi ;θ+η
N

∑
k=i+1

σz
k), (4.3.8)

one can obtain adual dynamical monodromy matrix:

V
t0
0 (λ;θ) =

1

∏
i=N
L

t0
0i(λ−ξi ;θ+η

i−1

∑
i=1

σz
i ), (4.3.9)

The elementV t is then the dynamical analog of the transposed monodromy matrix
Tt . The Yang-Baxter relation for this matrix can be written in the following form:

R12(λ2−λ1;θ+ηSz)V t1
1 (λ1;θ)V t2

2 (λ2;θ−ησz
1)

= V t2
2 (λ2;θ)V t1

1 (λ1;θ−ησz
2)R12(λ2−λ1;θ). (4.3.10)

It also obeys a transposed weight zero symmetry:

[V t0
0 (λ;θ),σz

0−Sz] = 0. (4.3.11)

• Boundary matrixK+ and the reflection equation (1.3.5):
Using transformation (4.3.2), and the weight zero condition (3.1.15), (4.3.3), one
can show that the dual reflection equation (1.3.2) forK+ turns into adual dynamical
reflection equationfor K+, whereθ = δ−ζ as specified by (4.3.2):

R12(λ2−λ1;θ)(K t1
+ )1(λ1)R21(−λ1−λ2−2η;θ)(K t2

+ )2(λ2)

= (K t2
+ )2(λ2)R12(−λ1−λ2−2η;θ)(K t1

+ )1(λ1)R21(λ2−λ1;θ). (4.3.12)

Thus we succeed in obtaining a dual reflection equation for dual face type boundary
matrix.
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• Boundary monodromy matrixU+ and dual reflection algebra (1.3.2):
In a similar way, one can prove that the dual dynamical boundary monodromy matrix
defined as:

(U+)
t0
0 (λ;θ) = γ̃(λ)V t

0(λ;θ)(K t0
+ )0(λ)(V t0

0 )−1(−λ−2η;θ) (4.3.13)

=

(
A+(λ;θ) C+(λ;θ)
B+(λ;θ) D+(λ;θ)

)

[0]
,

satisfies thedual dynamical reflection algebrarelation:

R12(λ2−λ1;θ+ηSz)(U t1
+)1(λ1;θ)R21(−λ1−λ2−2η;θ+ηSz))(U t2

+)2(λ2;θ)
= (U t2

+)2(λ2;θ)R12(−λ1−λ2−2η;θ+ηSz)(U t1
+)1(λ1;θ)R21(λ2−λ1;θ+ηSz).

(4.3.14)

Remark 4.3.1 γ̃(λ) = (−1)N ∏N
i=1sinh(λ+ξi)sinh(λ+ξi +2η) is a normalization

factor that we introduce here for convenience.

• Commuting chargesT and trace formula:
Again, it is possible to write the trace in terms of the operator entries of the boundary
monodromy matrix theU+. It is easy to check that if we consider the action of this
trace on the states withz component of total spins, and if the constraints (4.2.10)
are satisfied, the non-diagonal terms in this expressions vanish. The trace formula
(1.3.9) reads:

T(λ)S+({ξ};θ)|ψ〉= S+({ξ};θ) (4.3.15)

×Tr0

(
U

t0
+(λ;θ)

sinh(δ−ζ−ησz
0)

sinh(δ−ζ)
K

t0
− (λ;δ,ζ)

)
|ψ〉,

Theorem 4.3.1 (Filali-Kitanine) Letδ, ζ, δ andζ satisfy the boundary constraints(4.2.8),
and (4.2.9), with total spin s being even if N is even, and odd if N is odd,|s| < N. Then
∀M ∈ [[1,N]]:

|ψ1
+({λk}k=1,...,M)〉= S+({ξ},δ−ζ)

M

∏
k=1

B+(λk;δ−ζ)|0〉, M =
N−s

2
(4.3.16)

and |ψ2
+({λk}k=1,...,M)〉= S+({ξ},δ−ζ)

M

∏
k=1
C+(λk;δ−ζ))|0〉, M =

N+s
2

(4.3.17)
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are eigenstates of the transfer matrix(1.3.9)for any µ with eigenvalues

Λ2,1(µ,{λk}k=1,...M,{ξ j} j=1,...,N;δ,ζ,δ,ζ),

if the parameters{λk}k=1,...,M satisfy the Bethe equations:

y2,1(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ) (4.3.18)

= y2,1(−λk−η,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;δ,ζ,δ,ζ).

4.4 Partition function of the trigonometric face model with
reflecting end and DWBC

In the previous section, we have seen that the vertex boundary matrix K± describes a ver-
tex boundary configuration without charge conservation. The vertex-face transformation
enables us to work on the boundary by mapping it into a face type diagonal boundary.
This reflects the weight zero symmetry which has a clear statistical mechanics interpre-
tation: it is a symmetry rule for face statistical configuration. The whole face model is
described by the representationU− (4.2.2) of the dynamical reflection algebra (4.2.2). It
is a trigonometric face model with one reflecting end (in the same way as usual reflection
algebra with diagonal matrixK describes a six-vertex model with reflecting end (2.3.1)),
as illustrated in Figure 4.2. This model is the dynamical or face counterpart of Tsuchiya’s
boundary vertex model of Chapter 2. The model is described infull in the more general
(elliptic) case in the next chapter.

The algebra (4.2.2) makes this model exactly solvable, namely we can compute exactly
its partition function. This partition function is (recallthatθ = δ−ζ):

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ) (4.4.1)

= 〈0|λ〈0|ξ
N

∏
i=1
{

N

∏
j=1
{R i j (λi−ξ j ;θ−η

N

∑
k= j+1

σz
k)}K−(λi ;θ)i

1

∏
j=N
{R ji (λi +ξ j ;θ−η

N

∑
k= j+1

σz
k)}}|0〉λ|0〉ξ

= 〈0|λ〈0|ξ
N

∏
i=1
U−(λi;θ)|0〉ξ|0〉λ

= 〈0|ξ
N

∏
i=1
B−(λi ;θ)|0〉ξ

In this model,λi,i=1,...,N refers to the horizontal lines starting from the bottom, while
ξ j , j=1,...,N refers to the horizontal lines starting from the right.
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θ-Nηθ-(N-1)η

θ

θ

θ

θ

θ+Nη 

θ-η

θ-(N-1)η

θ-(N-2)η

θ-(N-3)η

θ+(N-3)η

θ+(N-2)η

θ+(N-1)η

θ+(N-1)ηθ+η

Figure 4.2: The face model with reflecting end and DWBC

Proposition 4.4.1 (Filali-Kitanine) The partition function of the trigonometric face model
with reflecting end and DWBC(4.4.1)satisfies the following property:

i) Initial condition
For N = 1 the partition function is :

ZB f ace
1,2 (λ1,ξ1;δ,ζ) =

sinhηsinh(δ−ζ−η)
sinh2(δ−ζ)

×

(
sinh(δ−λ1)

sinh(δ+λ1)
sinh(λ1−ξ1)sinh(δ−ζ+λ1+ξ1)

+
sinh(ζ−λ1)

sinh(ζ+λ1)
sinh(λ1+ξ)sinh(δ−ζ−λ1+ξ1)

)
.

ii) Symmetry
ZB f ace

N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ) is a symmetric function in the{λi}i=1,..,N and
the{ξ j} j=1,...,N.

iii) Polynomiality of the normalized partition functioñZ
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Z̃N,2N({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ) = exp

(
(2N+2)

N

∑
i=1

λi

)

×sinh(δ+λi)sinh(ζ+λi)

×ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ)

= P2N+2(e
2λi )

where P2N+2 is a polynomial of degree2N+2.

iv) Recursive relations

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ)

∣∣∣∣∣
λi=ξ j

=
sinhηsinh(ζ−λi)

sinh(ζ+λi)

×
N

∏
k=1

sinh(λk+ξi)
sinh(δ−ζ+(N−2i)η)

sinh(δ−ζ+(N−2i +1)η)

×
N

∏
m=1,m6=i

sinh(λi−ξm+η)sinh(λi +ξm+η)sinh(λm−ξ j +η)

×ZB f ace
N−1,2(N−1)({λm}m6=i ,{ξn}n6= j ;δ,ζ)

and:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ)

∣∣∣∣∣
λi=−ξ j

=
sinhηsinh(δ−λi)

sinh(δ+λi)

×
N

∏
k=1

sinh(λk−ξ j)
sinh(δ−ζ+(N−2i)η)

sinh(δ−ζ+(N−2i +1)η)

×
N

∏
m=1

sinh(λi +ξm+η)sinh(λi−ξm+η)sinh(λm−1+ξ j +η)

×ZB f ace
N−1,2(N−1)({λm}m6=i ,{ξn}n6= j ;δ,ζ)

v) Crossing symmetry
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ZB f ace
N,2N (−λi−η,{λm}m6=i,m=1,...,N,{ξ j} j=1,...,N;δ,ζ) =−

sinh(2(λi +η))sinh(λi +ζ)
sinh(2λi)sinh(λi−ζ+η)

×
sinh(λi +δ)

sinh(λi−δ+η)
ZB f ace

N.2N (λi,{λm}m6=i,m=1,...,N,{ξ j} j=1,...,N;δ,ζ).

Lemma 4.4.1 The set of conditions i)-iv) uniquely determines the partition function ZB f ace
N,2N .

From the trigonometric form of theR -matrix ones can easily show the condition (iii),
that the functionZ̃ is a polynomial of degree at most 2N+2 in each parameter exp2λi , i =
1, ...,N. defined at 4N points. Due to the symmetries (ii), the recursion relations(iv) can
be established for any pointsλi = ±ξ j , for i, j = 1, ...,N . Due to the crossing symmetry
(v), similar recursion relations can be established at the points λi = ∓ξ j −η. Thus the
normalized partition functioñZ is defined at 4N different points. Hence we can prove by
induction starting from the caseN = 2 that the partition function is uniquely determined.
This means that if we find a function satisfying the above conditions it is the partition
function;

Theorem 4.4.1 (Filali-Kitanine) The partition function of the trigonometric face model
with a reflecting end and DWBC is:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;δ,ζ) (4.4.2)

= (−1)N
N

∏
i=1

(
sinh(δ−ζ+η(N−2i))
sinh(δ−ζ+η(N− i))

)
detN B f ace({λi}i=1,...,N,{ξ j} j=1,..,N)

×

N
∏

i, j=1
sinh(λi +ξ j)sinh(λi−ξ j)sinh(λi +ξ j +η)sinh(λi−ξ j +η)

∏
1≤i< j≤N

sinh(ξ j +ξi)sinh(ξ j −ξi)sinh(λ j −λi)sinh(λ j +λi +η)
, (4.4.3)

where the N×N matrixN B f acecan be expressed as:

N B f ace({λi}i=1,...,N,{ξ j} j=1,..,N)α,β =
sinh(δ+ξ j)

sinh(δ+λi)
·
sinh(ζ−ξ j)

sinh(ζ+λi)

×
sinh(2λi)sinhη

sinh(λi−ξ j +η)sinh(λi +ξ j +η)sinh(λi−ξ j)sinh(λi +ξ j)
.

(4.4.4)
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To prove the theorem, it is sufficient to check the properties(i) to (v).

This result is very important for the computation of the spinchains Bethe states scalar
product and to further analysis regarding correlation functions of the XXZ model with
general boundaries. The result is surprising for many reasons. First of all, it is very similar
to the result for the partition function of Tsuchiya’s vertex model (2.3.2). The dynamical
nature of the model arise only as generic, rather simple, counting factor. Furthermore,
this partition function takes the form of a single matrix determinant, which is not the case
of the partition function for the face model on a square lattice. This means that adding
boundaries to face models permits, in some sense, one to avoid inherent difficulties of
handling dynamical objects. This result is not restricted to trigonometric face model, and
we will generalize this result to the most general elliptic case in the next chapter. Another
interesting feature of this partition function is its limitat the pointη = iπ

2 , which is the
XXZ chain’s free fermions point.

Lemma 4.4.2 The partition function at the pointη = iπ
2 takes the form of a Cauchy deter-

minant:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N,η =

iπ
2
) (4.4.5)

= (−8)N ∏N
i=1∏N

j=1sinh(λi +ξ j)sinh(λi−ξ j)cosh(λi +ξ j)cosh(λi−ξ j)

∏1≤i< j≤N sinh(ξ j +ξi)sinh(ξ j −ξi)sinh(λ j −λi)cosh(λ j +λi)

× tanh(−1)N(δ−ζ)
N

∏
i=1

sinh(2λi)sinh(δ−ζ+ξi)sinh(ζ−ξi)

sinh(λi +δ−ζ)sinh(λi +ζ)

× ∏
1≤i< j≤N

(cosh(4λi)−cosh(4λ j))(cosh(4ξ j)−cosh(4ξi))

cosh(4λi)−cosh(4ξ j)
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Chapter 5

Elliptic dynamical reflection algebras

The dynamical Yang-Baxter equation was first introduced by Gervais and Neveu [52] in
their analysis of the Toda field theory. Later on, Babelon uses the same equation in his
analysis of the Liouville theory [3] while Felder introduced it in the context of the quanti-
zation of the Knizhnik-Zamolodchikov-Bernard equation ofconformal field theory on el-
liptic curves [38]. Afterward this equation appeared then in a variety of models such as the
quantum Calogero-Moser model [1] or the relativistic Ruijsnaard-Schneider model [40].
The previous chapter also highlighted the relevance of facetype models in statistical me-
chanics and associated dynamical Yang-Baxter algebra for spin chain analysis if the hamil-
tonian does not conserve the third component of the total spin, and as we have seen it is the
underlying equation of the integrability of face type models. Unexpectedly, it also found
applications in the field of combinatorics. Indeed, face type models, and hence descrip-
tion by the dynamical Yang-Baxter equation, are also related to dynamical enumeration of
alternating sign matrices [100,101].

Therefore, the construction of equivalent quantum group structure around solutions
of the dynamical Yang-Baxter equation in the RLL framework became a real task for
understanding the integrable structure of dynamical and elliptic models, and thus interest
in dynamical Yang-Baxter algebra.

Although a quasi-Hopf interpretation of the dynamical Yang-Baxter equation has been
discovered [4], the co-algebraic properties of dynamical Yang-Baxter algebra are not fully
understood. From an algebraic point of view, they are intensively studied due to their
relations to others quasi-hopf structures [29] and currentalgebras [63, 93], and the theory
of representation of group, especially in the form of hypergeometric series [102].

The Sklyanin scheme for boundary integrable Yang-Baxter type models requires two
reflection dual algebras. These are built-in as co-module over the Yang-Baxter algebra,
and they lead to a commutative generating function family. This family is constructed

71
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as a suitable product between both algebra elements. A boundary integrable model is
composed of a bulk scattering process whose integrability is insured by the Yang-Baxter
algebra; with a reflection at the boundary whose integrable structure is given by the re-
flection algebra. The co-module construction insures the compatibility of both integrable
process. A dynamical analog of this appears in the analysis of the non-diagonal boundary
XXZ spin chain through the vertex-face transformation of Chapter 4. In this chapter, we
would like to adopt a more generic framework for this task. Starting with the dynamical
Yang-Baxter equation and its elliptic solution, we introduce the corresponding dynami-
cal Yang-Baxter algebra, the Felder’s elliptic quantum group Eτ,η(sl2) [38, 39, 41]. Upon
this algebra we built in by co-module construction a dynamical reflection algebra together
with its associated dual and corresponding trace like generating function. The co-module
evaluation representations of such algebras are introduced, which contain the boundary
monodromy matrix which appears in the boundary spin chain analysis. This enables us
to apply the Bethe ansatz technique in order to find the Bethe spectrum of the underlying
physics model.

Our work is not the first attempt at developing a dynamical reflection algebra descrip-
tion. We should mention the work of Nagy-Avan-Rollet [87–89] on dynamical quadratic
reflection algebra (and the particular case of their work [37] ), where related, but different
results can be found.

We believe the present work is more suitable for face model description. Unexpectedly,
this algebraic construction enables us to show that underlying face models with reflecting
ends are exactly solvable and we will compute exactly their partition functions. Quite
surprisingly, they take the form of a single determinant, which is not the case of dynamical
Yang-Baxter algebra face models on a square lattice.

Note that all the results presented in this section are validin the trigonometric limit.

5.1 The elliptic quantum group Eτ,η(sl2)

The Felder’s elliptic quantum groupEτ,η(sl2) can be understood as the dynamical counter-
part of the Yang-Baxter algebras. The main object for defining the elliptic quantum group
Eτ,η(sl2) is the dynamicalR -matrix (3.1.11), which satisfies the dynamical Yang-Baxter
equation (3.2.1):

R12(λ1−λ2;θ−ησz
3)R13(λ1−λ3;θ)R23(λ2−λ3;θ−ησz

1)

=R23(λ2−λ3;θ)R13(λ1−λ3;θ−ησz
2)R12(λ1−λ2;θ).

Unlike the Yang-Baxter equation, this equation is not algebraic but rather it is a difference
equation, due to the shift in the auxiliary space. TheR -matrix possesses a fundamental
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weight zero symmetry:
[R12(λ;θ),σz

1+σz
2] = 0 (5.1.1)

The ellipticEτ,η(sl2) quantum group is the algebra generated by meromorphic func-
tions of the generator ofh, the Cartan subalgebra ofsl2, that we denote asσz , and the

matrix elements ofT (λ;θ) =
(
A (λ;θ) B (λ;θ)
C (λ;θ) D (λ;θ)

)
∈End(C2), with non-commutative en-

tries, satisfying the dynamical Yang-Baxter algebra relations (3.2.7):

R12(λ1−λ2;θ−ησz)T1(λ1;θ)T2(λ2;θ−ησz
1)

=T2(λ2;θ)T1(λ1;θ−ησz
2)R12(λ1−λ2;θ).

In this equation,σz is an non-evaluated abstract element.

Remark 5.1.1 These commutation relations are also of difference type dueto the shift in
the auxiliary space.

Remark 5.1.2 The dynamical Yang-Baxter equation(3.2.1)is a consistency condition for
the product associativity of Eτ,η(sl2).

We are only interested here in diagonalizableh-moduleV where theweight zeroprop-
erty holds:

[T0(λ;θ),σz
0+σz

V ] = 0. (5.1.2)

In this thesis, we are mostly interested in a particular representation ofEτ,η(sl2), the
well-knownevaluation representationin the spaceV =⊗N

i=1C
2
i . It is constructed from the

dynamicalR -matrix (3.1.11):

T0(λ;θ) =
N

∏
i=1
R0i(λ−ξi;θ−η

N

∑
k=i+1

σz
i ) =

(
A (λ;θ) B (λ;θ)
C (λ;θ) D (λ;θ)

)
(5.1.3)

This is precisely the representation that give rises to the elliptic face model on the
square lattice which is related to periodic XYZ spin chain through the vertex-face trans-
formation (3.1.10) and (3.2.3).

Note that another dual evaluation representation ofEτ,η(sl2) in the spaceV =⊗N
i=1C

2
i

is constructed from thecrossed Lax matrix:

L
t1
12(λ;θ) = R t1

12(λ;θ+ησz
1)

h(θ−ησz
2)

h(θ)
, (5.1.4)
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This newL -operator also satisfies the dynamical Yang-Baxter equation:

R12(λ1−λ2;θ+ησz
3)L

t1
13(λ3−λ1;θ)L t2

23(λ3−λ2;θ−ησz
1)

= L t2
23(λ3−λ1;θ)L t1

13(λ3−λ1;θ−ησz
1)R12(λ1−λ2;θ). (5.1.5)

Remark 5.1.3 The introduction of this operator was initially motivated by the crossing
symmetry of the dynamicalR -matrix:

−σy
1R

t1
12(−λ−η;θ+ησz

1)σ
y
1
h(θ−ησz

2)

h(θ)
= R21(λ;θ), (5.1.6)

Remark 5.1.4 This operation is the right way to transpose dynamical objects. It is a way
to reconcile matrix transposition operations to anti-homomorphisms of Eτ,η.

Remark 5.1.5 L t1
12(λ;θ) possesses a transposed weight zero symmetry:

[L t1
12(λ;θ),σz

1−σz
2] = 0. (5.1.7)

Up to a central factor element, this representation is the correspondingantipodeof
Eτ,η(sl2) and is represented as:

V
t0
0 (λ;θ) =

1

∏
i=N
L

t0
0i(λ−ξi;θ+η

i−1

∑
k=1

σz
i ). (5.1.8)

This representation obeys to the transposed zero weight condition:

[V t1
12(λ;θ),σz

1−σz
2] = 0. (5.1.9)

The Yang-Baxter relation for this matrix can be written in the following form:

R12(λ1−λ2;θ+ηSz)V t1
1 (−λ1;θ)V t2

2 (−λ2;θ−ησz
1)

= V t2
2 (−λ2;θ)V t1

1 (−λ1;θ−ησz
2)R12(λ1−λ2;θ). (5.1.10)

5.2 Elliptic dynamical reflection algebra

5.2.1 The algebra, its dual and the transfer matrix

In this section, we introduce an elliptic dynamical reflection algebra built in as co-module
on Eτ,η(sl2). The aim is to find a dynamical analog of Sklyanin algebraic framework
for boundary models that are described by a dynamical integrable structure, rather than
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usual Yang-Baxter structure. We defineB−(R (λ;θ)) as the following dynamical reflec-
tion algebra generated by meromorphic functions ofσz ∈ h and the matrix element of

U−(λ;θ) =
(
A−(λ;θ) B−(λ;θ)
C−(λ;θ) D−(λ;θ)

)
∈ End(C2) with non commutative entries subject to

the relations:

R12(λ1−λ2;θ−ησz)(U−)1(λ1;θ)R21(λ1+λ2;θ−ησz)(U−)2(λ2;θ) (5.2.1)

= (U−)2(λ2;θ)R12(λ1+λ2;θ−ησz)(U−)1(λ1;θ)R21(λ1−λ2;θ−ησz).

This algebra is aminimaldynamical generalization of the vertex type reflection algebra
(1.3.1), as commutation relations hold for algebra elements evaluated at the sameθ (there
are no shifts in the auxiliary spaces). The only modificationregarding the Sklyanin reflec-
tion algebra (1.3.1) is the structure constants which are now functions ofθ and become
non-evaluated operators.

Remark 5.2.1 In this case, the commutation relations are algebraic equations rather than
difference equations.

We associate this algebra with its dual; the dual dynamical reflection algebraB+(R (λ;θ)),
which is defined in the same way. The relations for non-commutative elements(U+)α,β
takes the form:

R12(λ2−λ1;θ+ησz)(U t1
+)1(λ1;θ)R21(−λ1−λ2−2η;θ+ησz)(U t2

+)2(λ2;θ)
= (U t2

+)2(λ2;θ)R12(−λ1−λ2−2η;θ+ησz)(U t1
+)1(λ1;θ)R21(λ2−λ1;θ+ησz). (5.2.2)

Theorem 5.2.1 The algebras B−(R (λ;θ)) and B+(R (λ;θ)) are isomorphic. An explicit
isomorphism is given by:

ρ : U−(λ;θ)−→ ΓU t
−(−λ−η;θ)Γ. (5.2.3)

Γ is an involution operator that satisfy:

Γ−1 = Γ, (5.2.4)

ΓσzΓ =−σz.

This operator is non unique for sl2. For two-dimensional representation of sl2, it can be
represented asσx or σy.
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Motivated by the transfer matrix (1.3.9) formalism that we introduce through the var-
ious vertex-face transformation (4.2.6), (4.3.15), we look for a trace formula for quantum
charges for any boundary models that are described by a representation of the dynamical
reflection algebras (5.2.1),(5.2.2). We propose the following formal dynamical transfer
matrix:

T(λ;θ) = tr0{(U
t0
+)0(λ;θ−ησz

V−)
h(θ−ησz

V−−ησz
V+
−ησz

0)

h(θ−ησz
V−−ησz

V+
)

(U−)0(λ;θ−σz
V+
)}

(5.2.5)
HereV± are the representation space ofU±. In the next section we propose a co-

module evaluation representation of these algebras in a diagonalizableh-moduleV where
theweight zeroproperty holds forU−(λ;θ):

[(U−)0(λ;θ),σz
0+σz

V ] = 0. (5.2.6)

We requireU+(λ;θ) to satisfy the transposed weight zero condition:

[(U t0
+)0(λ;θ),σz

0−σz
V ] = 0. (5.2.7)

5.2.2 Co-module evaluation representation

LetK− :C×C−→End(C2) be a (scalar) representation of the reflection algebraB−(R (λ;θ))
inC (i.eC-number matrix), viewed as a one-dimensionalh-module ofsl2 with the standard
action onv∈ C, σz.v= 0:

R12(λ1−λ2;θ)(K−)1(λ1;θ)R21(λ1+λ2;θ)(K−)2(λ2;θ)
=(K−)2(λ2;θ)R12(λ1+λ2;θ)(K−)1(λ1;θ)R21(λ1−λ2;θ). (5.2.8)

This is essentially the reflection equation (1.3.4) as introduced by Sklyanin [110], with
the dynamicalR -matrix instead of the vertexR-matrix. A representation as above is said
to be of weight zero if:

[(K−)0(λ;θ),σz
0] = 0. (5.2.9)

This implies thatK− is a diagonal solution of the above equation. LetT (λ;θ) be a
weight zero representation ofEτ,η(sl2) in V and consider the specific diagonal solution of
(5.2.8):

K−(λ;θ) =

(h(θ+ζ−−λ)
h(θ+ζ−+λ) 0

0 h(ζ−−λ)
h(ζ−+λ)

)
, (5.2.10)
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which depends on an arbitrary complex parameterζ−. Then:

U−(λ;θ) = T (λ,θ)K−(λ;θ)T −1(−λ;θ), (5.2.11)

is a weight zero representation of the dynamical reflection algebra inC⊗V.
Our main object of study is the dynamical boundary monodromymatrix, a representa-

tion of (5.2.1) inC×V, V =⊗N
i=1C

2
i , with T as the evaluation representation ofEτ,η(sl2)

(5.1.3):

(U−)0(λ;θ) = γ̂(λ)T0(λ;θ)(K−)0(λ;θ)T −1
0 (−λ;θ) (5.2.12)

=

(
A−(λ;θ) B−(λ;θ)
C−(λ;θ) D−(λ;θ)

)

[0]
,

with convenient normalization coefficients:

γ̂(λ) = (−1)N
N

∏
i=1

h(λ+ξi−η)h(λ+ξi +η). (5.2.13)

5.2.3 Dual co-module representation

Using the dual representation ofEτ,η(sl2) (5.1.8), it is possible to construct in a canonical
way a dual co-module representation of the dual algebraB+(R (λ;θ)) . For this we need
a C-representation of the dual algebra, which is given by the dual boundary matrixK+
which satisfies the dual dynamical reflection equation:

R12(λ2−λ1;θ)(K t1
+ )1(λ1;θ)R21(−λ1−λ2−2η;θ)(K t2

+ )2(λ2;θ)
= (K t2

+ )2(λ2;θ)R12(−λ1−λ2−2η;θ)(K t1
+ )1(λ1;θ)R21(λ2−λ1;θ). (5.2.14)

K+ : C×C→ End(C2) is a dynamicalleft boundary matrix which we take as:

K+(λ;θ)≡ K+(λ;θ,ξ+) = K−(−λ−η;θ,ξ+). (5.2.15)

Hereξ+ is an arbitrary complex parameter.
A co-module evaluation representation takes the form:

(U t0
+)0 = γ̃(λ)V t0

0 (λ;θ)(K t0
+ )0(λ;θ)(V t0

0 )(−λ−2η;θ) (5.2.16)

=

(
A+(λ;θ) C+(λ;θ)
B+(λ;θ) D+(λ;θ)

)

[0]
,

with convenient normalization coefficients:

γ̃(λ) = (−1)N
N

∏
i=1

h(λ+ξi)h(λ+ξi +2η). (5.2.17)
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5.2.4 The Bethe Ansatz

In the previous section, we introduced a dynamical reflection structure, together with its
dual structure leading to quantum charges defined by (5.2.5). Using the representation
of σz = Sz in V = ⊗N

i=1C
2
i , it is possible to construct two transfer matrices. The firstis

based on the co-module evaluation representation ofB−(R (µ;θ)) (5.2.12) and the scalar
representation of its dual (5.2.15):

T1(µ;θ) = tr0{(K
t0
+ )0(µ;θ−ηSz)

h(θ−ηSz−ησz
0)

h(θ−ηSz)
(U−)0(µ;θ)}. (5.2.18)

The second matrix is based on the dual co-module evaluation representation ofB+(R (µ;θ))
(5.2.16) and the scalar representation ofB−(R (λ;θ)) (5.2.10):

T2(µ;θ) = tr0{(U
t0
+)0(µ;θ)

h(θ−ηSz−ησz
0)

h(θ−ηSz)
(K t0
− )0(µ;θ−ηSz)}. (5.2.19)

Remark 5.2.2 Besides their similarity, these two transfer matrices are different. They are
related to the same algebra but to different representations.

Thus, the next question is to find their spectrum. Bethe ansatz scheme leads to the
following theorem:

Theorem 5.2.2

∀M ∈ [[1,N]] : |ψ1
−({λk}k=1,...,M)〉=

M

∏
k=1
B−(λk;θ)|0〉,M =

N−s
2

(5.2.20)

and |ψ2
−({λk}k=1,...,M)〉=

M

∏
k=1

C−(λk;θ)|0〉,M =
N+s

2
(5.2.21)

belonging to the subspace with a fixed z-component of the total spin:

Sz|ψ1,2
− ({λk}k=1,...,M)〉= s|ψ1,2

− ({λk}k=1,...,M)〉, (5.2.22)

are eigenstates of the transfer matrix(5.2.18)for any µ with eigenvaluesΛ1,2 if the
parameters{λk}k=1,...,M satisfy the Bethe equations y1,2:

y1,2(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;θ,s) (5.2.23)

= y1,2(−λk−η,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;θ,s)
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Here, the eigenvalues are:

Λ1(µ,{λk}k=1,...M,{ξ j} j=1,...,N;θ,s) (5.2.24)

=
(−1)N

h(ζ+−µ−η)h(θ+ζ−+µ)

×{a(µ)d(−µ−η)
h(2µ+2η)h(ζ+−µ)h(θ+ζ+−s+µ)h(θ+ζ−−µ)

h(θ+ζ−−µ−η)h(2µ+η)∏M
i=1b(λi−µ)b(λi +µ+η)

+a(−µ−η)d(µ)
h(2µ)h(ζ++µ+η)h(θ+ζ−+µ+η)h(ζ−−µ−η)

h(ζ−+µ)h(2µ+η)∏M
i=1b(λi +µ)b(λi−µ+η)

}

and:

Λ2(µ;{λi}i=1,...,M,{ξ j} j=1,...,N;θ,s) (5.2.25)

= Λ1(µ;{λi}i=1,...,M,{ξ j} j=1,...,N;−θ,−s)|ζ−=ζ−+θ,ζ+=ζ++θ,

They1 function is:

y1(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;θ,s) (5.2.26)

=×h(θ+ζ−−µ)h(ζ−+µ)h(θ+ζ+−s+µ)h(ζ+−µ)

×a(λk)d(−λk−η)
M

∏
i=1,i 6=k

h(λk+λi)h(λk−λi−η),

whereas they2 function is:

y2(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;θ,s) (5.2.27)

= y1(λk,{λi}i 6=k,i=1,...,M,{ξ j} j=1,...,N;−θ,−s)|ζ−=ζ−+θ,ζ+=ζ++θ

where we use the shorthand notations:

a(λ) =
N

∏
i=1

af ace(λ−ξi ;θ),d(λ) =
N

∏
i=1

h(λ−ξi)

h(λ−ξi +η)
,b(λ) =

h(λ)
h(λ+η)

, (5.2.28)

This theorem follows from standard Bethe ansatz computations. More details are given
on the appendix A.

Remark 5.2.3 Note the very strong similitude between the Bethe construction (eigenval-
ues and Bethe equations) for this boundary dynamical model and the corresponding theo-
rem for the boundarydiagonal spin chains(1.4.1).
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Proposition 5.2.1 The sets|ψ1,2
− ({λk}k=1,...,M)〉 are isomorphic to each other. The iso-

morphism is a consequence of the following parity symmetry of the boundary monodromy
matrixU−:

σx
0U−(λ;θ,ζ−)σx

0 = ΓxU−(λ;−θ,ζ−+θ)Γx (5.2.29)

and the equivalent symmetry for the transfer matrix:

T1(λ;θ,ζ−,ζ+) = ΓxT1(λ;−θ,ζ−+θ,ζ++θ)Γx (5.2.30)

Thus the symmetric form of the Bethe equations and eigenvalues remains clear.

More details on the proof of this proposition and the parity symmetry are given in the
appendix B.

Proposition 5.2.2 The Bethe construction isZ2 invariant due to the following involution:

B−(−λ−η;θ) =−(−1)N h(λ+ζ−)h(2(λ+η))h(λ+ζ−+θ)
h(2λ)h(λ−ζ−+η)h(λ−θ−ζ−+η)

B−(λ;θ), (5.2.31)

and:

C−(−λ−η;θ) =−(−1)N)
h(λ+θ+ζ−)h(2(λ+η))h(λ+ζ−)

h(2λ)h(λ−θ−ζ−+η)h(λ−ζ−+η)
C−(λ;θ). (5.2.32)

This symmetry is given by a decomposition of the boundary operatorsB− andC− into
the bulk operatorsA ,B ,C andD . More details on this decomposition are given in the
appendix B.

Theorem 5.2.3

∀M ∈ [[1,N]] : |ψ1
+({λk}k=1,...,M)〉=

M

∏
k=1

B+(λk;θ)|0〉 (5.2.33)

and |ψ2
+({λk}k=1,...,M)〉=

M

∏
k=1
C+(λk;θ)|0〉 (5.2.34)

with subspace total spin: (5.2.35)

Sz|ψ1,2
+ ({λk}k=1,...,M)〉= s|ψ1,2

+ ({λk}k=1,...,M)〉 (5.2.36)

are eigenstates of the transfer matrixT2 (5.2.19)for any µ with eigenvaluesΛ1,2 if the
parameters{λk}k=1,...,M satisfy the Bethe equations(5.2.23).
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Remark 5.2.4 Bethe equations and eigenvalues explicitly depend on the eigenspace spin
s (or equivalently its dimension d as d= 2s+1).

Remark 5.2.5 The transfer matrixT1 andT2 are different, and their Bethe states are not
the same. They do, however , share the same Bethe eigenvaluesand Bethe equations.
This suggests that such transfer matrix and the underlying dynamical model should be
isomorphic. This isomorphism is nothing but the isomorphism between B−(R(λ;θ)) and
B+(R(λ;θ)) (5.2.1).

5.3 Elliptic face model with reflecting end

5.3.1 The model

Let us now introduce the face model underlying the representation (5.2.12) of the dynam-
ical reflection algebra (5.2.1). For this, recall that the face model introduced in Chapter
3 is a two-dimensional statistical mechanics lattice model, where Boltzmann weights are
attached to each face, with six possible face configurationswhere each heightθ can differ
only by±η for adjacent sides. The corresponding statistical weights, R ab

cd , are collected
into the dynamicalR -matrix (3.1.11); defined as the bulk part representation of(5.2.12).
We consider this model with a reflecting end, which means thateach horizontal line makes
a U-turn on the left side of the lattice. Since we choose a diagonal solution (5.2.10) of the
dynamical reflection equation (5.2.8), it producestwo configurations characterized by the
weights(K−)

±
±(λ;θ):

θ−ηθ

(K−)
+
+(λ;θ)

θ+ηθ

(K−)
−
−(λ;θ)

It is important to note that such a reflecting end imposes a constant external heightθ
for the left side of the lattice. We impose DWBC, such that theheights decrease from left
to right on the upper boundary, the heights grow from left to right on the lower bound-
ary. Since the left external height is fixed, these two conditions determine completely the
configuration on the right boundary (heights decreasing in the upward direction).
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θ-Nηθ-(N-1)η

θ

θ

θ

θ

θ+Nη 

θ-η

θ-(N-1)η

θ-(N-2)η

θ-(N-3)η

θ+(N-3)η

θ+(N-2)η

θ+(N-1)η

θ+(N-1)ηθ+η

Figure 5.1: The face model with reflecting end and DWBC

5.3.2 Partition function

The partition function of the face model introduced in the previous section can be written
in terms of the boundary monodromy matrix (5.2.12):

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) (5.3.1)

= 〈0|λ〈0|ξ
N

∏
i=1
{

N

∏
j=1
{R i j (λi−ξ j ;θ−η

N

∑
k= j+1

σz
k)}K−(λi ;θ)i

1

∏
j=N
{R ji (λi +ξ j ;θ−η

N

∑
k= j+1

σz
k)}}|0〉λ|0〉ξ

= 〈0|λ〈0|ξ
N

∏
i=1
U−(λi;θ)|0〉ξ|0〉λ

= 〈0|ξ
N

∏
i=1
B−(λi ;θ)|0〉ξ

The dynamical reflection algebra introduced previously enables one to establish a set of
properties, univocally defining the partition function.

Proposition 5.3.1 (Filali) The partition function(5.3.1)satisfies the following properties:

i) Initial condition
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ZB f ace
1,2 (λ1,ξ1;θ) =

h(η)h(θ−η)
h2(θ)

× (
h(θ+ζ−−λ1)

h(θ+ζ−+λ1)
h(λ1−ξ1)h(θ+λ1+ξ1)

+
h(ζ−−λ1)

h(ζ−+λ1)
h(λ1+ξ1)h(θ−λ1+ξ1))

ii) Symmetry
ZB f ace

N,2N ({λi}i=1,...,N,{ξ j}i=1,...,N;θ) is a symmetric function of the{λi}i=1,...,N and the
{ξ j} j=1,...,N.

iii) Elliptic polynomiality of the normalized partition functionZ̃
For each parameter{λi}i=1,...,N the normalized partition function

Z̃B f ace
N,2N ({λi}i=1,...,N,{ξ j}i=1,...,N;θ) =

N

∏
i=1

h(θ+ζ−+λi)h(ζ−+λi)

h(2λi)

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ),

is a theta function of order2N−2 and norm(N−1)η with respect to the variableλi .

iv) Recursive relations

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=ξ j

=
h(η)h(ζ−−λi)

h(ζ−+λi)

×
N

∏
k=1

h(λk+ξ j)
h(θ+(N−2i)η)

h(θ+(N−2i +1)η)

×
N

∏
k=1,k6=i

h(λi−ξk+η)h(λi +ξk+η)h(λk−ξ j +η)

×ZB f ace
(N−1),2(N−1)({λm}m6=i ,{ξn}n6= j ;θ)
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and:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=−ξ j

=
h(η)h(θ+ζ−−λi)

h(θ+ζ−+λi)

×
N

∏
k=1

h(λk−ξ j)
h(θ+(N−2i)η)

h(θ+(N−2i +1)η)

×
N

∏
k=1,k6= j

h(λi +ξk+η)h(λi−ξk+η)h(λk−1+ξ j +η)

×ZB f ace
(N−1),2(N−1)({λm}m6=i ,{ξn}n6= j ;θ)

Lemma 5.3.1 The partition function ZB f ace
N,2N that satisfy the set of conditions i)-iv) is unique.

Indeed, it is sufficient to observe that the normalized partition functionZ̃ is a theta function
of order 2N− 2 and norm(N− 1)η in each parameterλi,i=1,...,N. So we need 2N− 1
independent conditions to uniquely determine it. Using thesymmetry (ii) the recursion
relations (iv) can be established for any pointλi = ξ j , or λi = −ξ j for i, j = 1, ...,N.
Hence we can prove by induction starting from the caseN = 2 that the partition function
is uniquely determined as we need.

Theorem 5.3.1 (Filali) The partition function of the elliptic face model with reflecting
ends and DWBC is:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) (5.3.2)

= (−1)N
N

∏
i=1

(
h(θ+η(N−2i))
h(θ+η(N− i))

)
detN B f ace({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

×

N
∏

i, j=1
h(λi +ξ j)h(λi−ξ j)h(λi +ξ j +η)h(λi−ξ j +η)

∏
1≤i< j≤N

h(ξ j +ξi)h(ξ j −ξi)h(λ j−λi)h(λ j +λi +η)

where the N×N matrix Mi j can be expressed as:

N
B f ace

α,β ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) =
h(θ+ζ−+ξβ)h(ζ−−ξβ)

h(θ+ζ−+λα)h(ζ−+λα)
(5.3.3)

×
h(2λα)h(η)

h(λα−ξβ +η)h(λα +ξβ +η)h(λα−ξβ)h(λα+ξβ)
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To prove the theorem, it is sufficient to check the properties(i) to (iv).

Remark 5.3.1 Notice the strong similitude between this partition function for this diag-
onal boundary face model and the equivalent formula for the diagonal boundary vertex
model(2.3.2).

Remark 5.3.2 The partition function for diagonal boundary face model is expressed as a
single determinant. This crucial result shows that adding areflecting end of the Tsuchiya’s
type to face models leads to a simpler model.

The main result of this chapter is that dynamical reflection algebras, although more
involved thanEτ,η(sl2), lead to a simpler Bethe ansatz and describe very convenientsta-
tistical physics models. Indeed, one can construct eigenstates with spin values belonging
to the total range (−N

2 < s< N
2 ). Most importantly, this structure leads to an explicit and

simple formula for the partition function of the corresponding face model.

5.4 A dynamical generalization of the Kuperberg HTS
model

As we already mentioned, vertex and face models are related to combinatorics. This quite
unexpected and intriguing relation was noticed by Kuperberg [75]. He found bijections
between the six-vertex (or the face) model configurations with enumeration of Alternating
Sign Matrix (ASM) [84, 85],ie square matrices with entries 1,−1 and 0 such that each
row and column sums to 1, and 1 and−1 alternate along rows and columns. This bijection
is illustrated in Figure 5.2. To turn a state of the vertex model on anN×N grid with
domain-wall boundary conditions into an alternating-signmatrix of orderN, replace each
vertex by−1,+1 or 0 according to the following marking:
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Figure 5.2: Vertex, face and ASM
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→ →

↑

0
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↓

0

↑
→ ←

↓

1

↓
← ←

↓

0

↑
← ←

↑

0

↓
← →

↑

-1

This deep relation permits one to apply all the quantum integrability technology (such
as the q-deformed Knizhnik-Zamolodchikov equation [20,22,23,49]) to new problems in
the field of combinatorics.

Kuperberg also noticed that enumeration of various other symmetry classes of alternating-
sign matrices are related to partition functions of vertex models with various special bound-
aries. We are interested here in the case of Half-Turn-Symmetric boundaries which enu-
merate vertically and horizontally ASM as illustrated in Figure 5.3. The HTS conjugacy
classe of ASM [99] is the set of all ASM such that for any element ai, j of the (square)
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N×N matrix, the following relation hold:

ai, j = aN−1−i,N−1− j (5.4.1)

Here is an example of such matrix forN = 6:



0 1 0 0 0 0
1 −1 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 −1 1
0 0 0 0 1 0




(5.4.2)

Our aim is to generalize this model to the dynamical case, with respect to the more
general elliptic parametrization, and to compute its partition function. The choice of this
class of boundary (or as shown by Kuperberg the choice of thissymmetry class of ASM)
is mainly due to itsapriori simplicity. Our long term goal is to achieve a complete catalog
of face models with Kuperberg-type boundaries to study dynamical enumeration (in the
sense of Rosengren [100]) of all symmetry classes of ASM.

Figure 5.3: The vertex model with HTS boundary and DWBC

5.4.1 The model

The model that we propose is the dynamical analog of the Kuperberg HTS model with
DWBC, which can be pictured as in the Figure 5.4.
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θ+N ηθ+(N-1) η

θ+(N-1) η

θ

θ θ-η

θ+η

θ

θ-(N-1) η θ-N η

θ-(N-1) η

- -

- -

Figure 5.4: The face model with a HTS boundary and DWBC

Statistical configurations and Boltzmann weights are the same that for the previous
face models on a square lattice and with reflecting ends, except that the we do not allow
extra Boltzmann weights for the boundary. This means that wetake the boundary matrix
K− to be the identity:

K−(λ;θ)≡ K−(λ;θ,∞) = Id. (5.4.3)

5.4.2 Partition function

The partition function of the HTS face model introduced in the previous section can be
written in terms of the monodromy matrix (5.1.3):

ZDHT S
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) (5.4.4)

= Λ〈0|λ〈0|ξ
N

∏
i=1
{T i(λi ;θ−η

i−1

∑
k=1

σz
i )}

1

∏
i=N
{T −1

i (−λi ;θ−η
i−1

∑
k=1

σz
i )}

= Λ−1〈0|λ〈0|ξ
N−1

∏
i=1
{T i(λi;θ−η

i−1

∑
k=1

σz
i )}B−(λN;θ−η

N−1

∑
k=1

σz
i )

1

∏
i=N−1

{T −1
i (−λi;θ−η

i−1

∑
k=1

σz
i )}

= 〈0|λ〈0|ξ
N

∏
i=1
{

N

∏
j=1
{R i j (λi−ξ j ;θ−η

i−1

∑
k=1

σz
λk
−η

N

∑
k= j+1

σz
ξk
)}

×
1

∏
j=N
{R ji(λi +ξ j ;θ−η

i−1

∑
k=1

σz
λk
−η

N

∑
k= j+1

σz
ξk
)}}|0〉λ|0〉ξ

(5.4.5)
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where: Λ = ∏N
i=1 γ̂(λi), Λ−1 = ∏N−1

i=1 γ̂(λi). The dynamical Yang-Baxter algebra to-
gether with the reflection structure enables one to establish a set of properties defining it
in an unique way.

Proposition 5.4.1 The partition function(5.3.1)satisfies the following properties.

i) Initial condition

ZDHT S
1,2 (λ1,ξ1;θ) =

h(η)h(θ−η)
h2(θ)

× (h(λ1−ξ1)h(θ+λ1+ξ1)

+h(λ1+ξ1)h(θ−λ1+ξ1))

Note that the face model with a reflecting end partition function and the face HTS
model partition function are equal for N= 1. This should be obvious from the picture
5.3.

ii) Symmetry
ZDHTS

N,2N ({λi}i=1,...,N,{ξ j}i=1,...,N;θ) is a symmetric function of the{λi}i=1,...,N and the
{ξ j} j=1,...,N.

iii) Elliptic polynomiality
For each parameter{λi}i=1,...,N the partition function ZDHTS

N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)
is an elliptic polynomial of order2N and normθ.

iv) Recursive relations

ZDHT S
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=ξ j

=−
h(θ− (N−1)η)h(θ−Nη)

h2(θ)

×
N

∏
k=1

h(λi−ξk+η)h(λi +ξk)

×
N

∏
k=1,k6=i

h(λk−ξ j +η)h(λk+ξ j)

×ZDHT S
(N−1),2(N−1)({λm}m6=i,{ξn}n6= j ;θ+η)
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and:

ZDHTS
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ)

∣∣∣∣∣
λi=−ξ j

=
h2(θ−η)

h(θ+(N−1)η)h(θ+(N−2)η)

×
N

∏
k=1

h(λk+ξ j +η)h(λk−ξ j)

×
N

∏
k=1,k6=i

h(λi−ξk)h(λi +ξk+η)

×ZDHT S
(N−1),2(N−1)({λm}m6=i,{ξn}n6= j ;θ−η)

v) Crossing symmetry

ZDHTS
N,2N (−λi−η,{λm}m6=i,m=1,...,N,{ξ j} j=1,...,N;θ) =−

h(2(λi +η))
h(2λi)

×ZDHTS
N.2N (λi ,{λm}m6=i,m=1,...,N,{ξ j} j=1,...,N;θ).

Lemma 5.4.1 The partition function ZDHT S
N,2N is uniquely defined by the set of conditions

i)−v).

Indeed, it is sufficient to observe that, according to the condition iii), the partition function
is a theta function of order 2N and normθ in each parameterλi,i=1,...,N. So we need 2N+1
independent conditions to uniquely determine it. Using thesymmetry (ii) the recursion
relations (iv) can be established for any pointλi = ξ j , orλi =−ξ j for i, j = 1, ...,N. Due to
the crossing symmetry (v), similar recursion can be established at the pointsλi =∓ξ j−η.
Thus the partition function is defined at 4N different points. Hence we can prove by
induction starting from the caseN = 2 that the partition function is uniquely determined.

At this point, we should propose a simple and manageable formula for ZDHTS
N,2N . This is

still an open problem.



Chapter 6

Conclusions and perspectives

In this thesis, we tackle the problem of boundary integrablemodels without quasi-particles
conservation through the analysis of the XXZ spin chain withboundaries. Our main tools
are the vertex-face transformation and the algebraic Betheansatz technique, which are
implemented in a very algebraic and simple form. Our method works provided two strong
conditions on the boundary parameters. These enable us to find some eigenstates of the
model and the associated eigenvalues. It turns out that the vertex-face transformation in
this context highlights a new integrable structure, the dynamical reflection algebra, which
can describe a new face model with reflecting end. We generalize this structure to the
elliptic case, and we show that the underlying face model is exactly solvable. The very
important point is that its partition function takes the form of a single determinant in the
general case.
This work should be continued, and leaves several open questions:

• Boundary XXZ spin chains:
As we have seen, the diagonalization of the XXZ hamiltonian through our method
requires two conditions on the boundary parameters (4.2.8)(4.2.9). This very spe-
cial case has the advantage to lead to a simple Bethe ansatz, and the underlying face
model with reflecting end is very convenient as its partitionfunction is rather simple.
Unfortunately, this case is too degenerated, and it is impossible to describe the full
set of eigenstates. Most importantly, the dual states are unaccessible through our
method, so it seems very difficult to push forward the analysis towards correlation
functions. It turns out that at least one condition is absolutely necessary to diago-
nalize the XXZ hamiltonian [12,122], so it is very importantto drop out at least one
condition, and to look for a simple Bethe ansatz for the XXZ spin chain with general
boundary. The search for the underlying dynamical model should be also a very in-
teresting point. The very curious fact is that it is indeed possible to recover the only
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required conditions, but this leads to a dynamical like model with a triangular (rather
than diagonal) boundary matrix. This model is not clearly described at the moment,
and the underlying algebra is unclear. This work should be easily generalized to the
elliptic case, which corresponds to the XYZ hamiltonian with general boundary. We
believe that the same obstacle must be encountered in this case, and we believe that
we should tackle the question of the conditions on the boundary parameters for the
trigonometric case before this. If this is achieved within asimple form, then we can
go through the computation of the scalar product and the correlation functions of
boundary spins chains. This is very important also for out ofequilibrium model.

• Dynamical reflection algebra
In connection with the first point, we found triangular solution to our dynamical re-
flection equation. The very important point is that this solution is related to general
boundary spin chain matrix trough the vertex-face transformation. The next point
is to look for a dressing procedure for the construction of a co-module represen-
tation of the dynamical reflection algebra upon this solution. In other words, we
look for a weight zero representation of the dynamical reflection algebra without the
(too restrictive) weight zero condition on the dynamical boundary matrix. We be-
lieve that such representations should exist, and a deeper analysis of the dynamical
symmetries of the dynamicalR -matrix can lead to a solution to this problem.

• ASM and the three-coloring modelη = i π
3

We already mentioned the link of face models and combinatorics, in particular for
enumeration of alternating sign matrix. Namely, the partition function for the square
face model and the Rosengren’s formula (Theorem (3.3.1)) lead to very interesting
combinatorics at the pointη= i π

3 [96]. We also already mentioned the main inconve-
nience of the Rosengren’s formula, which is not representedas a single determinant.
We believe that our result (Theorem (5.3.1)) can also lead tointeresting combina-
torics, and this should be easier in our case as our formula isrepresented as a single
determinant.

• Boundary face model
We believe that our dynamical reflection algebra is the rightframework for the anal-
ysis of face models with boundary, at least for the various integrable aspects. We
started the analysis of other models, among them the DHTS model. It should be
interesting to compute the partition function of various other boundary face models,
especially in connection with the previous point for the enumeration of alternating
sign matrix.



Appendix A

Proof of the theorem 5.2.2 (4.2.1)

In this appendix we give the derivation of the algebraic Bethe ansatz for co-module eval-
uation representation of the dynamical reflection algebra which associated to the transfer
matrix (5.2.18):

T1(λ;θ) = tr0{(K
t0
+ )0(λ;θ−ηSz)

h(θ−ηSz−ησz
0)

h(θ−ηSz)
(U−)0(λ;θ)}.

This enables us to prove the theorem (5.2.2). The theorem (5.2.3) can be proved along
the same lines. Note that in the trigonometric limit, the Bethe ansatz theorems for the open
XXZ spin chains (4.2.1),(4.3.1) follow directly with the convenient restriction.

We start by introducing a modified operatorD̃−(λ;θ):

D̃−(λ;θ) =
h(θ−ηSz+η)

h(θ−ηSz)
{D−(λ;θ)

−
h(θ−ηSz+2λ+η)h(η)
h(2λ+η)h(θ−ηSz+η)

A−(λ;θ)}. (A.0.1)

The transfer matrix can be expressed in terms of the operatorsA−(λ;θ), D̃−(λ;θ) as:

T1(λ;θ) =
h(ζ++λ+η)
h(ζ+−λ−η)

D̃−(λ;θ)

+
h(ζ+−λ)h(ζ++θ−ηSz+λ)h(2λ+2η)

h(ζ+−λ−η)h(ζ++θ−ηSz−λ−η)h(2λ+η)
A−(λ;θ). (A.0.2)

The action of the operatorsA−(λ;θ), D̃−(λ;θ) on the reference state|0〉= ⊗N
i=1

(
1
0

)
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is:

A−(λ;θ)|0〉=
h(θ+ζ−−λ)
h(θ+ζ−+λ)

N

∏
i=1

h(λ−ξi +η)h(λ+ξi +η)|0〉,

D̃−(λ;θ)|0〉=
h(2λ)h(ζ−−λ−η)h(θ+ζ−+λ+η)

h(2λ+η)h(ζ−+λ)h(θ+ζ−+λ)

×
N

∏
i=1

h(λ−ξi)h(λ+ξi)|0〉. (A.0.3)

The dynamical reflection relation (5.2.1), gives the following commutation rules for
the operatorsA−, D̃− andB−:

A−(λ1;θ)B−(λ2;θ) =

−
h(η)h(θ−ηSz−2η−λ1−λ2)

h(θ−ηSz−η)h(λ1+λ2+η)
B−(λ1;θ)D̃−(λ2;θ)

+
h(λ1+λ2)h(λ1−λ2−η)
h(λ1−λ2)h(λ1+λ2+η)

B−(λ2;θ)A−(λ1;θ)

−
h(η)h(2λ2)h(λ1−λ2−θ+ Sz+η)

h(θ−ηSz−η)h(λ1−λ2)h(2λ2+η)
B−(λ1;θ)A−(λ2;θ), (A.0.4)

D̃−(λ1;θ)B−(λ2;θ) =
h(λ1+λ2+θ−ηSz)

h(θ−ηSz−η)

×
h(η)h(2λ2)h(2λ1+2η)

h(λ1+λ2+η)h(2λ1+η)h(2λ2+η)
B−(λ1;θ)A−(λ2;θ)

+
h(λ1−λ2+η)h(λ1+λ2+2η)

h(λ1−λ2)h(λ1+λ2+η)
B−(λ2;θ)D̃−(λ1;θ)

−
h(η)h(2λ1+2η)h(λ1−λ2+θ−ηSz−η)

h(λ1−λ2)h(2λ1+η)h(θ−ηSz−η)
B−(λ1;θ)D̃−(λ2;θ). (A.0.5)

Now one can easily show, using the usual algebraic Bethe ansatz, that a state con-
structed by the action of operatorsB−:

∀M ∈ [[0,N]] : |ψ1
−({λk}k=1,...,M)〉=

M

∏
k=1
B−(λk;θ)|0〉, (A.0.6)

is an eigenstate of the transfer matrixT1(µ;θ) provided the spectral parameters satisfy the
Bethe equations (5.2.23). Using a similar computation one can show that :

∀M ∈ [[0,N]] : |ψ2
−({λk}k=1,...,M)〉=

M

∏
k=1
C−(λk;θ)|0〉 (A.0.7)
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is an eigenstate of the transfer matrixT1(µ;θ) provided the spectral parameters satisfy the
Bethe equations (5.2.27). Note however that this follows directly from the isomorphism
(5.2.1).
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Appendix B

Proof of the proposition 5.2.1 (4.2.1) and
5.2.2 (4.2.2)

In this appendix we prove various symmetries of the boundaryoperators. We first pro-
ceed to a boundary-bulk decomposition of the boundary operators which enables us to
understand theZ2 symmetry of the Bethe construction and the crossing symmetry of the
partition function. We then prove the parity symmetry of theboundary operators, which
enable us to prove the proposition (5.2.1).

B.1 Boundary-bulk decomposition

First of all, we will need the following fundamental symmetries of the dynamicalR -
matrix:

• Weight zero:

[σz
1+σz

2,R12(λ;θ)] = 0. (B.1.1)

It is easy to see that this relation induces a similar relation for the transposedR -
matrix:

[σz
1−σz

2,R
t1
12(λ;θ)] = 0. (B.1.2)

• Unitarity:

R12(λ;θ)R21(−λ;θ) =−h(λ−η)h(λ+η) Id. (B.1.3)
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• Crossing Symmetry:

−σy
1R

t1
12(−λ−η;θ+ησz

1)σ
y
1
h(θ−ησz

2)

h(θ)
= R21(λ;θ). (B.1.4)

Using these symmetries, we can rewrite the inverse bulk monodromy matrix (5.1.3) as:

T −1
0 (−λ;θ) =

1

∏
i=N
R −1

0i (−λ−ξi ;θ−η
N

∑
k=i+1

σz
k) (B.1.5)

= γ̂−1(λ)
1

∏
i=N
R i0(λ+ξi;θ−η

N

∑
k=i+1

σz
k)

= (−1)Nγ̂−1(λ)σy
0{

1

∏
i=N
R

t0
0i (−λ−η−ξi ;θ+σz

0−η
N

∑
k=i+1

σz
k)

h(θ−η∑N
k=i σz

k)

h(θ)
}σy

0

= (−1)Nγ̂−1(λ)σy
0T

t0(−λ−η;θ+σz
0)σ

y
0
h(θ−ηSz)

h(θ)

The last lines follows because of (B.1.2). Using the representation (5.2.12) of the double
monodromy matrix, we can then rewrite it as:

(U−)0(λ;θ) = (−1)NT0(λ;θ)(K−)0(λ;θ) (B.1.6)

×σy
0T

t0
0 (−λ−η;θ+σz

0)σ
y
0
h(θ−ηSz)

h(θ)
(B.1.7)

This enables us to decompose the boundary operatorsB− andC− (5.2.12) in terms of
the bulk operatorsA andB (5.1.3):

B−(λ;θ) =(−1)N
(
(K−)

−
−B (λ;θ)A (−λ−η;θ+η)− (K−)

+
+A (λ;θ)B (−λ−η;θ−η)

)

×
h(θ−ηSz)

h(θ)
, (B.1.8)

and:

C−(λ;θ) =(−1)N
(
− (K−)

+
+C (λ;θ)D (−λ−η;θ−η)+(K−)

−
−D (λ;θ)C (−λ−η;θ+η)

)

×
h(θ−ηSz)

h(θ)
, (B.1.9)
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Using the dynamical Yang-Baxter algebra for the bulk monodromy matrix (3.2.7), this
leads to the following symmetry of theB−,C− operators:

B−(−λ−η;θ) =−(−1)N h(λ+ζ−)h(2(λ+η))h(λ+ζ−+θ)
h(2λ)h(λ−ζ−+η)h(λ−θ−ζ−+η)

B−(λ;θ), (B.1.10)

and:

C−(−λ−η;θ) =−(−1)N h(λ+θ+ζ−)h(2(λ+η))h(λ+ζ−)
h(2λ)h(λ−θ−ζ−+η)h(λ−ζ−+η)

C−(λ;θ). (B.1.11)

Using such symmetries, theZ2 construction proposition (5.2.2) of the Bethe theorem
remains clear.

B.2 Parity symmetry

The proposition (5.2.1) highlights a simple relation between the two sets of Bethe states.
This is because the boundary operators enjoy a generalized parity symmetry. First, we
note that the dynamicalR -matrix satisfies the following parity symmetry:

R21(λ;θ) = σx,y
1 σx,y

2 R12(λ;θ)σx,y
1 σx,y

2 = R12(λ;−θ). (B.2.1)

Using this symmetry, we easily find the corresponding symmetry for the dynamical
monodromy matrix (5.1.3):

σx
0T0(λ;θ)σx

0 = ΓxT (λ;−θ)Γx, (B.2.2)

A similar relation exist for the chosenK− solution (5.2.10):

σx
0(K−)0(λ;θ,ζ−)σx

0 = (K−)0(λ;−θ,ζ−+θ), (B.2.3)

leading to the parity symmetry forU−(λ;θ):

σx
0(U−)0(λ;θ,ζ−)σx

0 = Γx(U−)0(λ;−θ,ζ−+θ)Γx, (B.2.4)

which implies the following relation betweenB− andC−:

C−(λ;θ,ζ) = ΓxB−(−θ,ζ−+θ)Γx. (B.2.5)

Finally, using the solutionK+ (5.2.15) and the relation (B.2.4), it is obvious that:

T1(λ;θ,ζ−,ζ+) = ΓxT1(λ;−θ,ζ−+θ,ζ++θ)Γx (B.2.6)
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This last relation gives a clear understanding of the relation (5.2.1) between the two
sets of Bethe states, the symmetric form of their eigenvalues and Bethe equations.

Note that similar relations can be established forB+,C+ (5.2.16) andT2(λ;θ,ζ−,ζ+)
(5.2.19) using the parity symmetry for the crossed Lax matrix (5.1.4):

σx,y
1 σx,y

2 L
t1
12(λ;θ)σx,y

1 σx,y
2 = L t1

12(λ;−θ), (B.2.7)

or more directly using the isomorphism theorem (5.2.1):

C+(−λ−η;θ) = (−1)N h(λ+η−ζ+)h(2λ)h(λ+η−ζ+−θ)
h(λ+ζ++θ)h(λ+ζ+)h(2(λ+η))

C+(λ;θ), (B.2.8)

and:

B+(−λ−η;θ) = (−1)N h(λ+η−θ−ζ+)h(2λ)h(λ+η−ζ+)
h(λ+ζ+)h(λ+θ+ζ+)h(2(λ+η))

B+(λ;θ). (B.2.9)



Appendix C

Proof of the property iii) of the
proposition 5.3.1

In this section, we discuss the proof of the propertyiii ) of the proposition (5.3.1) regarding
to the elliptic polynomiality of the partition function of the face model with reflecting ends.
Two main methods exist for finding determinant formulas for partition functions of vertex
models which are described by the QISM duality (see Chapter 2). The original method of
Izergin-Korepin of Chapter 2 consists of a three step process:

i) Find a set of conditions that uniquely determine the partition function

ii) Propose a formula for the partition function

iii) Prove that this formula satisfies the set of previously established conditions

This method was successfully used for finding a convenient formula for the partition
function of the trigonometric vertex model with DWBC (theorem (2.2.1) ) and the trigono-
metric vertex model with reflecting end theorem (2.3.1). Moreover, this method is still
successful for the face model with reflecting end (theorem (4.4.1)). Particularly, the stepi)
contains a strong condition regarding the polynomiality ofthe partition function in some
variables (the spectral parameter). This condition is easily derived from the vertexR-
matrix or the faceR -matrix in the trigonometric case. Stepii) is particularly difficult.
The great achievement of Izergin regards the partition function of the trigonometric ver-
tex model with DWBC, which enables us to look for similar Izergin type formula if one
applies this method to others models.
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For elliptic models, this last polynomiality argument no longer holds as theR -matrix
is parameterized in terms of elliptic functions. As shown byRosengren [100], Pakuliak,
Sylantyev and Rubtsov [93] in their analysis of the ellipticface model with DWBC, such
polynomiality argument should be replaced by a generalizedelliptic polynomiality con-
dition. However, the elliptic polynomiality form of the partition function is not directly
derived from theR -matrix description of the partition function, and we need to know the
structure of the general statistical configuration of the face model. This is possible for the
elliptic face model with DWBC. As one can see from the figure 3.1, for each possible
configurations there exists ak, with 1≤ k≤ N, such that the second row is:

θ+η|θ+2η|...|θ+kη|θ+(k−1)η|θ+kη|θ+(k+1)η|...|θ+(N−1)η

This configuration is an elliptic polynomial with orders andnormswhich do not depend
on k, thus we can access to the elliptic polynomiality of the partition function, therefore
achieving the stepi). Unfortunately, for face models with reflecting ends, it seems very
difficult to accomplish this task. As shown in figure 4.1, we did not find such a generic
configuration.

A second method for finding partition functions of such models was found by Kita-
nine, Maillet and Terras [67, 69] with the use of the concept of Drinfel’d twist. Drinfel’d
twists were introduced [26] in order to relate Hopf algebra to quasi-Hopf algebra struc-
ture in a consistent way. Representation of Drinfel’d twists was first applied by Maillet
and Sanchez de Santos [82] in order to obtain a completely symmetric representation of
the bulk monodromy operators for Yang-Baxter type algebra,which are highly non local
in terms of the quantum local operators. These permitted them to reduce drastically the
combinatorial difficulty of handling highly non-local representation. The idea is to per-
form a change of basis in the space of states where the bulk monodromy operators remains
completely symmetric. Using the representation of the partition function in this new ba-
sis, Kitanine-Maillet-Terras succeed, by an iteration procedure, to compute a determinant
formula for the partition function of the trigonometric vertex model with DWBC, with an
without reflecting end. The very nice point is that they succeed in proving (using determi-
nant properties and the Liouville theorem) that such a determinant formula reduces to the
Izergin and Tsuchiya determinant. This method permits one to avoid the difficulty of the
stepiii ) of the first method, but requires one to handle singular and asymptotic features of
trigonometric functions. We believe that this last point should be very difficult for elliptic
functions.

We have chosen to apply the Izergin original method, and use the Drinfel’d twist rep-
resentation for finding elliptic polynomiality of the partition function of the elliptic face
model with reflecting ends. For the evaluation representation of dynamical Yang-Baxter
algebras, factorizing Drinfel’d twists’ representationswere discovered by Albert and col-
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laborators [2]. This construction is based on a dynamicalF -matrix which factorizes the
dynamicalR -matrix in the following way:

F21(−λ;θ)R12(λ;θ) = F12(λ;θ). (C.0.1)

After a suitable co-product over all quantum spaces it leadsto a change of basisF{ξ} where
the bulk operatorsA (λ;θ),B (λ;θ) (5.1.3) have symmetric expressions:

A (λ;θ) = F{ξ}(θ)A (λ;θ)F −1
{ξ}(θ−η) (C.0.2)

=
h(θ−η)

h
(
θ+η(N−Sz

2 −1)
) ⊗N

i=1

(
h(λ−ξi +η) 0

0 h(λ−ξi)

)

i
,

and:

B (λ;θ) = F{ξ}(θ)B (λ;θ)F −1
{ξ}(θ+η) (C.0.3)

=
h(η)
h(θ)

N

∑
i=1

h(θ−λ+ξi)σ−i ⊗
N
j 6=i

(
h(λ−ξ j +η) 0

0 h(λ−ξi)h(ξi−ξ j+η)
h(ξi−ξ j)

)

j

.

Using the decomposition (B.1.8) of the boundary operatorB−(λ;θ), it is easy to com-
pute its expression in this new basis:

B −(λ;θ) = F{ξ}(θ)B−(λ;θ)F −1
{ξ}(θ) (C.0.4)

= γ(λ)
N

∑
i=1

{h(θ+ζ−+ξi)

h(θ+ζ−+λ)
h(ζ−−ξi)

h(ζ−+λ)
h(2λ)h(η)

σ−i ⊗
N
j 6=i




h(λ+ξ j)h(λ−ξ j +η) 0

0 h(λ−ξ j )h(λ+ξ j+η)h(ξi−ξ j+η)
h(ξi−ξ j )




j

}

×
h(θ−ηSz)

h(θ+ηN−Sz

2 )
.

A very important property is that the reference states|0〉= ∏N
i=1 ↑ξi

and|0̄〉= ∏N
i=1 ↓ξi

are left and right invariant under the action ofF{ξ}:

F{ξ}(θ)|0〉= F −1
{ξ} (θ)|0〉= |0〉,〈0|F{ξ}(θ) = 〈0|F

−1
{ξ}(θ) = 〈0|, (C.0.5)
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and
F{ξ}(θ)|0̄〉= F −1

{ξ} (θ)|0̄〉= 〈0̄|,〈0̄|F{ξ}(θ) = 〈0̄|F
−1
{ξ} (θ) = 〈0̄|. (C.0.6)

And thus the partition function (5.3.1) takes the followingform:

ZB f ace
N,2N ({λi}i=1,...,N,{ξ j} j=1,...,N;θ) = 〈0|ξ

N

∏
i=1
B −(λi ;θ)|0〉ξ (C.0.7)

The action of theB −(λN;θ) operator is then easily computed due to the symmetric

representation ofB −(λN;θ) in the F -basis. The operatorh(θ+ζ−+λN)h(ζ−+λN)
h(2λN)

B (λN;θ)
acts due to (C.0.4) as∑N

i=1∏N
k=1,k6=i h(λN+ξk)h(λN−ξk+η), which is a theta function of

order 2N−2 and norm(N−1)η with respect to the variableλN. The proof the stepiii ) of
the proposition (5.3.1) is then achieved.
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