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Motivations and Objectives

Multi-Processor System-On-Chip (MPSoC) are complex digital circuits but are very attrac-
tive for embedded computing intensive applications. They are widely used in di�erent type of
industrial products, e.g., avionics, automobiles, electrical appliances, factory machines, and
so on. As an example, in order to inform real-time tra�c updates, a global tra�c information
system can be used. Automobiles can receive the information by using infrared communi-
cation. This example suggests that embedded systems become not only complex but also
components in a huge complex system.

Such integrated circuits (IC) are composed of up to hundreds of processor cores, memories
and interconnect. They constitute a complex embedded system with requirements such as
high performance or real-time or low power etc. High performance is obtained by exploiting
the bene�t of transistor shrinking (vs. Moore's Law) and the available massive parallelism.
Their design opens several challenges such as methods to parallelize the applications among
the processors, the memory hierarchy organization, the communication latency between pro-
cessors and memories, etc. Such System-on-Chips are manufactured with the most leading-
edge technology. Die shrinking leads to faster devices and higher number of transistors per
unit area but less reliable devices. ITRS roadmap [1] identi�es the interconnect reliability as
one of the 5 di�cult issues that need to be solved before the 22nm node. Transistor reliabil-
ity is a�ected by degradation and variation phenomena that cause a drift of their threshold
voltage till the loss of their functionality. The reliability of an IC is generally de�ned as the
likelihood that the IC provides the correct service for what it was intended after a speci�c
period of functioning, in given operating and environment conditions. A common metric used
in semiconductor industry is the failure rate that represents the frequency with which any
engineered system or component fails, expressed generally in failures per hour or failures per
billions of hours (failure-in-time or FIT). It can be written as in Eq.1.

1
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1FIT = 10−9/hours, (1)

It was observed that the failure rate of the semiconductor devices in the �eld generally
ranges from 10 to 100 FIT. We have many kinds of failure mechanisms that may result in
intermittent and permanent errors in ICs. According to [1], the failure rate of devices used in
an average IC can be explained by using the bathtub curve shown in �gure 1. Taken from the
standpoint of time, the device failures can be classi�ed as early failure, random failure and
wear-out failure periods. The 'product service life' is its expected lifetime or the acceptable
period of use in service. It represents the time that any manufactured item can be expected to
be 'serviceable' or supported by its manufacturer. Two points must be considered regarding
the service life of a device; early and random failures rates and lifetime before wear-out. In
fact, both failure rates of semiconductors gradually diminish as a factor of time as depicted
in �gure 1. In other words, a notable feature of semiconductor devices is that the longer a
particular device has been used the more stable during the lifetime it will be before wear-out
or aging comes into e�ect [2].

Figure 1: Observed failure rate in average vs. operation time for typical electronic and semiconductor
devices

In this thesis, we focus on aging related failures. The major failures mechanisms are Electro-
migration (EM) in interconnect, hard/soft oxide breakdown, hot carrier injection (HCI), and
bias temperature instability (BTI) in MOS (Metal-Oxide-Semiconductor) transistors. These
failure mechanisms are still extensively studied at the transistor level and semiconductor
industry provides ranges of values of the technology dependent parameters [3].

To keep the whole IC reliability constant, the failure rate per device must decrease as
transistor density increases at each shrinking step or technology node. ITRS roadmap [4,
5] predicts that semiconductor industry knows solutions to reach the requirements till end
of next year. After what, only interim solutions are known. Consequently, the reliability
issue for MPSoC should no longer be a manufacturer problem but should become a design
constraint/objective in the CAD �ow. Today, the design �ow includes a sign-o� step before
design tape-out that concludes on the reliability objective vs. design requirements. Existing
commercial and academic simulation tools, described in Chapter 3, provide a solution to
evaluate the performance drift and reliability hotspots in design in back-end �ow i.e. at
transistor- and layout-levels. However, these State-of-the-Art tools are not a su�cient answer
to the design issue of MPSoC. In this thesis, we address the design issue of MPSoC regarding
the reliability in the front-end i.e. before physical synthesis.
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As the design of these systems becomes a more complex task [6], the �rst design step in a
CAD �ow has to start above the Register-Transfer abstraction Level (RTL). The design space
exploration (memory sizes, processor pipeline depth, interconnect bandwidth, task scheduling,
etc.) for performance or power consumption objectives requires fast and accurate simulators.
Performance, power and temperature modeling and simulations at high level of abstraction
for MPSoCs are still subject to intensive research works. At di�erent levels of abstraction,
there are di�erent speed vs. accuracy trade-o�s to evaluate these non-functional parameters.
A more accurate data can be obtained at lower level of abstraction than higher. But the
simulation is faster at higher level of abstraction. Functional abstraction level - or in a simpler
way, functional level - is a representation level of the system that only describes the behavior
of the digital blocks (i.e. bigger structure than one standard logic cell: whole processor or
microarchitecture stage, peripheral, memory bank or circuit, etc.) without implementation
details. As an example, only the functionality of a processor instruction is simulated at
this level while the underlying microarchitecture is not described. One instruction is hence
assumed to be executed in one clock cycle. The program execution time is less accurate
but the simulation time is highly faster than the one obtained with a simulation of the
same processor at gate-level, including the detailed implementation of the microarchitecture,
with the same benchmarks. In this thesis, we propose a methodology to integrate reliability
evaluation capabilities of MPSoC systems in a front-end design �ow at functional level.

Relatively to the other recent works related to this topic, such as [7], the objective of the
thesis is to develop a methodology to integrate reliability capabilities in a CAD �ow which
satis�es the following criteria:

1. Need of speed during simulation: the reliability of a digital block is simulated at func-
tional level. We need to elaborate a modeling method of aging that �lls the gap between
process and front-end design;

2. Need of a 'powerful' language able to describe both the digital behavior of the block and
the aging behavior within the block. In addition this language enables the integration
of the augmented block model in a SystemC-based MPSoC simulator [8];

3. Need to distinguish the e�ect of di�erent benchmarks on lifetime reliability of the pro-
cessor and explore the e�ect of di�erent task scheduling techniques in an MPSoC, very
early in the design �ow, taking into account various technology libraries.

The technical contribution of this thesis would be a trace-based tool-chain (power, tem-
perature and reliability) that is fully parameterized for exploring the reliability in a single
processor circuit, at functional level. The parameters are the design inputs, assembly tech-
nology and operating and environment conditions. User can plug any technology, packaging
and failure libraries from manufacturers. Reliability of a digital block is expressed here as the
Cumulative Failure Rate (CFR) over time for each failure mechanism [9]. It is important to
clarify at this point that CFR should not be confused with the de�nition of constant failure
rate. One great bene�t of this simulator is the ability to highlight the main failure detractors
and the weak parts of the design that are the most prone to these detractors.

The organization of manuscript

The thesis report has been organized in 5 chapters
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The �rst chapter categorizes various types of errors that can occur during the useful life
of the chip. Intrinsic errors are discussed in details in this part as this thesis is to provide
a comparative study regarding these speci�c types of failures. Readers can get a basic idea
about the physics behind these failure mechanisms.

The second chapter starts with applied mathematics in semiconductors. Various de�nitions
are provided in the �rst part of this chapter that is used in generic failure language within
the reliability �eld. The second part presents the common failure models at transistor level.
These failure models are the inputs of complete methodology, which is developed in chapter
4. Finally, the 'macro' failure models of a digital block for 4 failure mechanisms are derived
at functional level, using the existing transistor level models. These models display dynamic
parameters and static parameters. Dynamic parameters are dynamic power consumption and
mean temperature (spatial) of a digital block. In the context of a processor, these parameters
depend on, but not limited to, the program executed. Static parameters are those related to
manufacturer libraries.

The third chapter as the �nal part of State-Of-The-Art focuses on existing simulation tools
and methodologies for aging. The simulators provide the values of the dynamic parameters of
the models listed in Chapter 2. Most of reliability aware simulators are performance simulators
extended with new capabilities. Di�erent reliability simulators are categorized according to
their level of abstraction. The pros and cons of each solution are studied carefully. Finally
a comparison table is provided to make a synthesis of this study and to prove and conclude,
how the proposed methodology will contribute to the scienti�c literature and industry needs.

The fourth chapter presents our methodology developed to predict the reliability of a RISC
processor at functional level. Firstly, the chapter describes the instruction set simulator
(ISS), used to simulate the behavior of a processor. In this work, we adopt ArchC language,
an architectural description language that allows generating automatically an ISS, ready to
be integrated in a SystemC based MPSoC simulator. As shown in Chapter 2, power and
temperature values of the processor over time must be estimated and recorded during the
simulation of applications. A State-of-the-Art discusses on the existing power consumption
and temperature simulators and highlights the lack regarding our proposed methodology.
Next, a reliability simulator, called real time MTTF evaluator (RTME), is developed: it esti-
mates the reliability of a digital block (standard cell based) by reading power and temperature
traces. Finally, a power simulator, called Power-ArchC, is developed to estimate the power
consumption of the processor is developed. HotSpot, an already existing academic tool is
used to estimate temperature. The various elements mentioned above forms the tool-chain
named RAAPS (Reliability Aware ArchC based Processor Simulator) are explained in details.
Finally, the various modes of RAAPS are discussed to satisfy di�erent user's needs.

The �fth chapter presents a validation of RAAPS tool-chain. In the �rst part, we provide
simulation time of RAAPS compared to other tools. Next, the standard deviation of CFR
is discussed, where the deviation is due to the uncertainty in power and temperature values.
Third, we discuss on the impact of energy consumption on the CFR of a 32-bit MIPS proces-
sor. Finally, a discussion presents two scenarios to improve the processor reliability (decrease
the CFR level) at high level.

Finally, the conclusion section summarizes the main results. Also, various long/short term
future perspectives are also discussed, which can help in improving the methodology.

As summarized in Figure 2, the �rst and third chapters are completely based on State-of-
the-Art, whereas second and fourth chapter comprise of part of State-of-the-Art and part
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of new contributions. The failure models are derived at functional level using State-of-the-
Art transistor level failure models in Chapter 2. A State-of-the-Art about existing power
and temperature simulators in front-end is provided in Chapter 4, to motivate the proposed
tool-chain. The rest of Chapter 4 presents RAAPS and Chapter 5 a validation of it.

Figure 2: To remember before proceeding: Structure of the report, arranged in �ve chapters
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Every living or non-living thing degrades with time and the semiconductor devices are
no di�erent. It is important to de�ne the level of degradation i.e., the point the device is
considered to be failed. Also, the user of these devices wants to have knowledge about the
life of the device he/she is going to buy. Current chapter is the base of this thesis report.
It provides a discussion about various causes of failures or errors in a product manufactured
using semiconductor devices. These errors occurring during the lifetime of a circuit, marks a
question regarding reliability of the circuit. Various failures that occur during the aging are
discussed and linked with working of a transistor. Since, various parameters a�ect various
failure mechanisms in di�erent manner, it is important to study the physics behind these
mechanisms. In the following chapters, handling and modeling of these failure mechanisms
at functional level of abstraction is shown. These failure mechanisms are chosen based on

7
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the fact that they are dynamic and help in aging of the device. The following chapters will
provide more mathematical details regarding some of the relevant failure mechanisms.

1.1 Errors in a system made of millions of these transistors

In [10], Srinivasan et al. gave a clear classi�cation of di�erent types of errors that can occur
in a system, and is shown in �gure 1.1

Figure 1.1: Classi�cation of errors in a system

1.1.1 Soft Errors

Soft errors are mainly SEUs (Single Event Upsets) and are errors in processor execution due
to electrical noise or external radiation, rather than design or manufacturing related defects
[11, 12, 13]. SEUs are responsible for computer crashes, data corruption, and systems that
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just suddenly stop working properly [14]. SETs are less likely to crash a system but can also
manifest themselves in ways that are similar to SEUs. Such soft failures are also impossible
to debug because they are gone after the chip is power-cycled or reset; consequently at some
point, instead of being able to detect and �x the problem, the user must accept that the
equipment is unreliable.

In [15], an architecture level model and tool named SoftArch is presented to determine soft
error Mean Time To Failure (MTTF) for a processor with speci�c workload and to study the
contribution of soft errors in di�erent phases of runtime of an application.

In general soft errors can cause errors in computation and data corruption that do not cause
the permanent failure in the circuit and hence are not viewed as a long-run reliability issue.
Due to above reason, this thesis is mainly de�ned to focus on hard errors discussed in next
section.

1.1.2 Hard Errors

According to Jedec [16], Hard error is an irreversible change in operation that is typically
associated with permanent damage to one or more elements of a device or circuit (e.g., gate
oxide rupture, destructive latch-up events). The error is called "hard" because the data is
lost and the device or circuit may no longer function properly, even after power reset and
re-initialization.

Hard errors or hard failures can be further divided into extrinsic failures or defects and
intrinsic failures or wear outs. Extrinsic are like birth defects and most of them are detected
during the Burn-In process whereas intrinsic (caused by wear and tear) are age related defects
that increase over time.

The two have di�erent characteristic lifetimes and two di�erent characteristic parameters.
An example is dielectric breakdown and is shown in �gure 1.2, wear outs and defects can be
clearly separated from each other. The above example is a special case of relatively thick
dielectric. It is not always the case that two di�erent failing types can be distinguished due
to obvious failure analysis resources and total number of fails observed.

In �gure 1.2, the slopes of both extrinsic and intrinsic errors (cumulative failures) are
shown with time on x-axis. Useful life period can be seen as when no wear-outs occur, or only
extrinsic errors exist. Similarly, wear out period or intrinsic failures occurs when the product
reaches the end of its e�ective life and begins to degenerate and wear out. In detail, these
can be classi�ed as, aging, wear, degradation, fatigue, defects, poor servicing or maintenance
etc. It is observed that the two types of errors can be easily distinguished in general.

The next two Sections 1.2 and 1.3 focus on the two types of hard errors named extrinsic
and intrinsic errors.

1.2 Extrinsic Errors

Extrinsic failures are all the faults induced by process manufacturing or human-interactions
which occur with a decreasing rate over time. For example, contaminants on the crystalline
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Figure 1.2: Slopes for extrinsic and intrinsic failures with time [2].

silicon surface and surface roughness can cause gate oxide breakdown. Other examples in-
clude short circuits and open circuits in interconnects due to incorrect metalization during
fabrication. Extrinsic failures are mainly a function of the manufacturing process- the un-
derlying micro architecture has very little impact on the extrinsic failure rate. Defects are
typically expressed in terms of end-of-life failures. After manufacturing, using a technique
called burn-in, the processors are tested at elevated operating temperatures and voltages in
order to accelerate the manifestation of extrinsic failures. Since most of the extrinsic failures
are weeded out during burn-in, shipped chips have a very low extrinsic failure rate. Semi-
conductor manufacturers and chip companies continue to extensively research methods for
improving burn-in e�ciency, and reduce extrinsic failure rates.

The next Section 1.3 will discuss the type of hard errors which are not created during
manufacturing but occur during the useful lifetime.

1.3 Intrinsic Errors

Intrinsic failures are those related to processor wear-out and are caused over time due to
operation within the speci�ed conditions. A failure mechanism is caused by an error occurring
during the design, layout, fabrication, or assembly process or by a defect in the fabrication or
assembly materials. These failures are intrinsic to, and depend on the materials used to make
the processor and are related to process parameters, wafer packaging, and processor design. If
the manufacturing process was perfect and no errors were made during design and fabrication,
all hard processor failures would be due to intrinsic failures. Intrinsic failures occur with an
increasing rate over time. These kinds of failures are inherent material property of good and
�awless dielectrics which eventually will wear out with time and �nally fail at moment of
breakdown. It is essential that these failures do not occur during the intended lifetime of the
device when it is used under speci�ed operating conditions.
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Some of the failures can occur earlier than expected they are called early or defect-driven
fails. In these fails, dielectric structure fails not from wear out, but from �aws in dielectric.

Although there are various wear out mechanisms existing in literature, some of them are
becoming more important due to scaling. Some of these failure mechanisms are Electromi-
gration, stress migration, hot-carrier injection, time dependent dielectric breakdown, thermal
cycling and negative bias temperature instability, which are well documented in the state of
the art and presented in following subsections.

1.3.1 Electromigration

On a chip, the wiring is used for number of reasons, including, routing signals in and out
of the chip or from one part to another, routing power to various devices, making inductors
and capacitors and as interface to external connections. Failure in wiring can be due to
open circuit failure, resistance failure, short circuit failure and leakage. Electrical failures
from macroscopic point of view, occurs due to applied current which is high enough to cause
overheating and burnouts in wires or cause �re in adjacent materials. This heating is known
as resistive or joule heating, is power dissipated in the wire, I2R, Where R is resistance of
wire, and I is applied current. This does not stand true in microscopic environment where
wires are embedded into hard dielectrics which are connected to thermally conductive Si
substrate. So, the wires are kept from burning out until higher current densities are reached.
As IC technology increases device density, interconnects that carry signals are consequently
reduced in size, speci�cally, in height and cross section. This leads to extremely high current
densities, on the order of at least 106A/cm2. At these current densities, momentum transfer
between electrons and metal atoms becomes important. The transfer, which is called the
electron-wind force, results in a mass transport along the direction of electron movement.
Once the metal atoms are activated by the electron wind, they are subject to the electric
�elds that drive the current. Since the metal atoms are positively ionized, the electric �eld
moves them against the electron wind once they have been activated. The interplay of these
two phenomena determines the direction of net mass transfer. This mass transfer manifests
itself in the movement of vacancies and interstitials. The vacancies coalesce into voids or micro
cracks, and interstitials become hillocks. The voids, in turn, decrease the cross-sectional area
of the circuit metalization and increase the local resistance and current density at that point
in the metalization. Both the increase in local current density and in temperature increase EM
e�ects. This positive feedback cycle can eventually lead to thermal runaway and catastrophic
failure [17]. The above discussed phenomenon is summarized in Figure 1.3.

1.3.2 Time dependent dielectric breakdown

As shown in �gure 1.4, TDDB occurs when the oxide breakdown resulting from prolonged
electrical stress thus creating a conductive path in the dielectric is short-circuiting some
signals. [18]

Although, the exact physical mechanism of TDDB is still an open question, the general belief
is that a driving force such as the applied voltage or the resulting tunneling electrons create
defects in the volume of the oxide �lm. The defects accumulate with time and eventually reach
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Figure 1.3: Summary EM

a critical density, triggering a sudden loss of dielectric properties. A surge of current produces
a large localized rise in temperature, leading to permanent structural damage in the silicon
oxide �lm. When an oxide is stressed electrically, structural defects are generated in oxide and
its interface at a rate depending on stress conditions (i.e. voltage and temperature). With
these changes in electrical properties of oxide that �nally triggers the dielectric breakdown.
Either time needed to break voltage stressed oxide is measured (CVS - Constant Voltage
Stress), or time of current injection into the oxide after which oxide fails (CCS - Constant
Current Stress). The standard TDDB reliability prediction methodologies consider statistics
of the time to �rst breakdown. However, the �rst breakdown may not be the best de�nition
for device failure, because many circuits (CMOS ) remain functional after �rst failure. Some
researchers have focused on studying the impact of breakdown on device performance, to
�nally establish relation between dielectric breakdown and device failure. The criteria to
predict device failure is completely depending on the application. Electrons and holes can
make transitions between the crystalline states near the silicon-oxide interface to the surface
states. These charges will de�nitely a�ect the electrical characteristics of devices and are
important factors in TDDB. Figure 1.4 shows the names and locations of charges inside
silicon dioxide and at the silicon-oxide interface.

1. Interfacial oxide charge: This charge is located within 0.2 nm of the SiO2−Si surface.
The interfacial oxide charge arises from oxide vacancies, metal impurities and broken
bonds due to charge injection.

2. Fixed oxide charge: Fixed oxide charge is a positive charge located some 3 to 5 nm
from the SiO2 − Si interface. Due to the nature of modern electronics, bulk properties
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of modern oxides are harder to de�ne. Fixed and trapped oxide charges are generally
likely to occur at oxygen vacancy sites.

3. Oxide trapped charge: This charge is also likely to occur at oxygen vacancy sites. The
sources of this charge include the oxide growth process, fabrication of device [19], and
high-energy electrons. A fabrication-introduced charge can be removed through low-
temperature annealing.

4. Mobile Na+ and K+ ionic charge: These charges have been virtually eliminated as a
source of reliability problems.

It is the generation of oxide charge states under high electric �elds that ultimately leads
to dielectric breakdown. There are processes such as Fowler-Nordheim tunneling; direct
tunneling and trap-assisted tunneling that contribute to the overall creation and persistence
of oxide charges.

Figure 1.4: Location and identi�cation of charges in SiO2 − Si and at the oxide-silicon surface

1.3.3 Stress migration

SM in interconnects is due to mechanical stress induced by the di�erence in thermal ex-
pansion rates between metal and oxide in a device. The atoms are then in�uenced by this
mechanical stress gradient, which is proportional to the mechanical stress in a way vacancies
moves from low hydrostatic stressed regions to higher ones. This metal movement causes
voiding, and the resistance associated may engender electrical failures. It can be noted that
little metal movement occurs until the stress exceeds the yield-point of the metalization.
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1.3.4 Thermal cycling

TC and cracking can cause permanent damage. Damage from thermal cycling can also
accumulate each time the device undergoes a normal power-up and power-down cycle. Such
cycles can induce a cyclical stress that tends to weaken materials, and may cause a number
of di�erent types of failures. Solder connections are particularly common and important as
they can fatigue to failure under thermo-mechanical stress, commonly driven by mismatch
in thermal expansion coe�cient and Young's modulus (In solid mechanics, Young's modulus
(E) is a measure of the sti�ness of an isotropic elastic material).

1.3.5 Hot Carrier Injection

The phenomenon "Hot Carrier Injection" (HCI) is due to the ionization caused by the
impact of electrons on the silicon atoms at the drain. The ionization generates electron-hole
pairs that enter the substrate and causes the increase of current in the substrate. Part of the
carriers created can then cross the potential barrier layer of gate oxide. The HCI reduces the
mobility of charge carriers which increases the switching time. Delays, if they appear on the
critical path, lower the maximum switching frequency of the transistor. This phenomenon is
more important at low than at high temperature because the electrons are more mobile and
thus they have higher energy during ionization.

This can be assessed by measuring the saturation current of the drain IDsat which is one of
the parameters a�ecting the speed of a transistor. Damage caused by HCI on the gate oxide
increases the threshold voltage of the NMOS transistor which decreases the IDsat current.
The current �owing in the channel is at the maximum during switching that is when the HCI
phenomenon is maximal. The HCI is a failure that occurs when processor is active. It is
important to note that this is not destructive: the structure of the circuit is not changed, so
it can be regenerated [20].

1.3.6 Negative Bias Temperature Instability

NBTI is a wear out mechanism experienced by PMOSFET s with the channel in inversion.
It is believed that NBTI is controlled by an electrochemical reaction where holes in the
PMOSFET inverted channel interact with Si compounds (Si-H, Si-O, etc.) at the Si/SiO2
interface to produce donor type interface states and possibly positive �xed charges [3]. NBTI
damage is generated by cold holes (thermalized) in the inverted channel. Attention must be
paid not to confuse this mechanism with PMOSFET damage generated by possible impact
ionization at high VG regime which produces hot holes damage. The relative contribution
of the NBTI induced interface states generation and positive �xed charge formation is very
sensitive to the gate oxide process used in the technology. The electrochemical reaction is
strongly dependent on the gate oxide electric �eld (Vg/tox) and the channel temperature.
The NBTI damage may lead to substantial PMOSFET parameter changes, in particular to
an increase of the absolute value of the threshold voltage (transistor is harder to turn on) as
well as mobility degradation with consequent reduction in drive current.
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Figure 1.5: Hot carrier generation and degradation in MOSFETs

A given PMOSFET in a circuit is exposed to the NBTI damage as long as it operates in
inversion. For this reason NBTI is sensitive to stand-by conditions ('0' input on an inverter
for example), contrary to Hot Carrier Injection, which is typically only active during voltage
transients.

This Section discussed about various type of intrinsic hard errors that occur during and
after the useful lifetime of the chip in present day technologies. The next Section 1.4 will
discuss a little about the coming technology, i.e., 3D ICs and which type of issue researchers
should focus on, in the future technologies.

1.4 Reliability in 3D ICs

To �nish the �rst chapter, let us see what future holds in terms of 3D IC technology and
which reliability issues can/may occur in this promising technology. System-level integration
is expected to gradually become a reality because of continuing aggressive device scaling for
2-D dies and emergence of 3-D integration technology. Chip power density, which is already a
serious issue due to exponential increase every year (in comparison to exponential increase in
number of transistors in a processor which is following Moore's law), and the related thermal
issues in 3-D IC chips, may pose serious design problems unless properly addressed now. Such
temperature-related problems include material as well as electrical reliability, leakage power
consumption and possible regenerative phenomena such as avalanche breakdown. During
the past four decades, semiconductor technology scaling has resulted in a sharp growth in
transistor density. Figure 1.6 shows the number of transistors of Intel processors since 1971
[21].

3D integrated circuit technology is an emerging technology for the near future, and has
received tremendous attention in the semiconductor community. With the 3D integrated
circuit, the temperature and thermo-mechanical stress in the various parts of the Integrated
Circuit (IC) are highly dependent on the surrounding materials and their materials properties,
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Figure 1.6: Count of transistors in Intel processors 1970-2010

including their thermal conductivities, thermal expansions, Young modulus, Poisson ratio
etc. Also, the architecture of the 3D IC will also a�ect the current density, temperature
and thermo-mechanical stress distributions in the IC. In relation of the above-mentioned,
the electrical thermo-mechanical modeling of integrated circuit can no longer be done with
a simple 2D model. The distributions of the current density, temperature and stress are
important in determining the reliability of an IC.

3D stacking of dies is a very promising technique to allow scaling i.e., miniaturization and
performance enhancement through the reduction of interconnect lengths in microelectronic
systems [22]. Problems related to thermal management in the 3D stacks are believed to be
the main challenges for 3D integrations [23]. The use of adhesives that are poor thermal
conductors, the vertical integrations of the chips and the reduced thermal spreading due the
aggressively thinned dies cause these thermal management issues. When there are hotspots,
these thermal e�ects are even more considerable. Due to this, as in 2D IC, the same power
dissipation in a 3D stack will lead to even higher temperatures and more pronounced temper-
ature peaks in a stacked die package compared to a single die package. Due to the complexity
of the interconnection structures and through-Si vias, the thermal behavior of a stacked die
structure becomes more complicated [24]. To conclude, the 3D ICs need new power manage-
ment techniques because of their di�erent thermal characteristics (i.e., heterogeneous thermal
coupling and cooling e�ciency) compared with 2D ICs.

1.5 Conclusion

In this chapter, �rst of all we discussed the basics of a MOS transistor and its working. Then,
we studied various errors already known to researchers that cause problems for the user of
device and question its reliability. Power and temperature are two important stress factors
in semiconductor device reliability analysis. At the functional level, due to the complexity of
VLSI circuit and dynamic operating conditions, it is a very complicated process to estimate
power and temperature and hence to predict reliability. In the next chapter, we will see how
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the reliability mathematics works and how to handle the di�erent parameters from physics
of each failure mechanism are modeled. Various models have been proposed to describe the
e�ect for a single failure mechanism, because of the unique physical process underlying each
failure mechanism, e.g., Electromigration (EM), hot carrier injection (HCI), time dependent
dielectric breakdown (TDDB), and negative bias temperature instability (NBTI). A failure-
mechanism-based quali�cation methodology using speci�cally designed stress conditions over
traditional approaches (i.e., one voltage and one temperature) can lead to improved reliability
predictions for targeted applications and optimized burn-in, screening, and quali�cation test
plans.

Reader may observe the focus on intrinsic errors and not on extrinsic errors. It is due to the
fact that e�ect of run-time applications causes fails in a device which are intrinsic in nature.
Also, most of the extrinsic errors are removed during burn-in process before shipping the
chips.

Out of various presented failure mechanisms 4 failure mechanisms are considered and ex-
plained in details, Electromigration, TDDB, HCI and NBTI. The following chapters will con-
tinue to provide mathematical models existing at transistor level of abstraction and derived
models for the four failure mechanism at functional level of abstraction. These derivations
will make clear the relation between power consumption, temperature and these four failure
mechanisms. Also, readers will understand that it is possible to simulate power consumption
and temperature (with enough accuracy) at higher level of abstraction. All models are based
on the physics provided in current chapter.
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In a single transistor, all the simulations are done at the logic level through the use of
four di�erent values: 0 (logic 0), 1 (logic 1), Z (high impedance) and X (unknown logic
value). Transistors are represented by ideal switches that can be either conducting or non-
conducting. Semiconductor devices made of these transistors are very sensitive to impurities
and particles [25]. Therefore, to manufacture these devices it is necessary to manage many
processes while accurately controlling the level of impurities and particles. The �nished device
quality depends upon the many layered relationship of each interacting substance in the
semiconductor, including metallization, chip material (list of semiconductor materials) and
package. Due to the rapid advances in technology, many new devices are developed using new
materials and processes, and design calendar time is limited due to non-recurring engineering
constraints, plus time to market concerns. Consequently, it is not possible to base new designs
on the reliability of existing devices. To achieve economy of scale, semiconductor products
are manufactured in high volume. Furthermore repair of �nished semiconductor products
is impractical. Therefore incorporation of reliability at the design stage and reduction of
variation in the production stage have become essential. Reliability of semiconductor devices
may depend on assembly, use, and environmental conditions. In this chapter, we begin with
a small discussion about mathematical parameters that are used in estimating and predicting
reliability. The mathematics discussed provide the reason to de�ne a new parameter which
suits our needs to analyze the e�ect of past and present stress on a complete chip and predict
the reliability at speci�ed time in future for di�erent failure mechanisms separately.

In the next Section 2.2, the mathematical relations have been studied about various stress
factors that a�ect aging at transistor level. Then, failure modeling techniques at present era
at higher level of abstraction are discussed. The last section gives the new relations that
have been derived to use and embed the transistor level models in models at higher level of
abstraction.

2.1 Reliability Mathematics

The following discussion of reliability mathematics is limited to semiconductor reliability
mechanism, more details and derivations for given parameters can be found in [26]. Let us
start the discussion with de�nitions given for failures that are used in reliability domain.
Failures due to wear, intrinsic failures and end-of-life failures are considered at the end of
the expected life of the product. Defects are typically expressed in terms of end-of-life and
di�erent points of time throughout the life. Terminology generally used for cumulative fails
is parts per million (ppm), and for failure rates is fails per 1000hrs and fails per billion device
hours (FITs). The provided mathematics will be used to de�ne a new parameter called CFR
(Cumulative Failure Rate) in Section 2.4. The following subsections are provided to discuss
existing parameters that are used by designers to estimate and predict reliability.

2.1.1 Cumulative Distribution Function (CDF)

CDF (F(t)) is cumulative sum of failing population for discrete function. The CDF for
continuous function is the integral of Probability Density Function (PDF is the function to
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distinguish fails in each period of time). It provides the fails that occurred in the past. An
expression is used to describe the fails in these past time steps, and this expression is used to
predict fails that would be expected in future.). The CDF is related to continuous PDF.

Figure 2.1: Fail and survive

2.1.2 Reliability Function (RF)

It is the cumulative surviving population. It is calculated by subtracting the CDF from 1.
So, R(t) = 1−F (t). The reliability function should be equal to 0, after the last fail, since by
de�nition there should be no survivors in the end. In �gure 2.1, the relation between CDF
and RF is shown for arbitrary values.

2.1.3 Hazard Function

Hazard function, λ(t) or Instantaneous failure rate, another important function that is used
in reliability community can be de�ned as probability of those parts that have not failed
until time t, but will fail in next time interval, ∆t. Mathematically, λ(t) can be expressed in
probability divided by time interval i.e., fails per time or fraction failing per time. Now, λ(t)
can be de�ned as in Eq.2.1:

λ(t) =
f(t)

1− F (t)
=
f(t)

R(t)
, (2.1)
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where f(t) is the time to �rst failure distribution and R(t) is 1 - F(t). The Hazard function is
mainly used to describe defects during the normal life of the device. As PDF is to CDF, Hazard
function is to Cumulative hazard. Cumulative hazard is the integral of hazard function.

2.1.4 Mean-Time-To-Failure (MTTF)

MTTF is nothing more than the expected value of time to failure and is derived from basic
statistical theory as in Eq.2.2:

MTTF =

∫ ∞
0

t · f(t) · dt, (2.2)

Integrating Eq.2.2 by parts and applying "Hopital's rule," as derived in [27] gives Eq.2.3:

MTTF =

∫ ∞
0

R(t) · dt, (2.3)

The above Eq.2.3, in general cases, allows the simpli�cation of MTTF calculations. If user
knows (or can model from the data) the reliability function, R(t), the MTTF can be obtained
by direct integration of R(t), by graphical approximation, or by Monte Carlo simulations.
For repairable equipment MTTF is de�ned as the mean time to �rst failure.

2.1.5 Mean Life

The mean life (θ) refers to the total population of items being considered. For example,
given an initial population of n items, if all are operated until they fail, the mean life (θ) is
merely the arithmetic mean time to failure of the total population given by Eq.2.4:

θ =

∑n
i=1 ti
n

, (2.4)

where, ti = time to failure of the ith item in the population and n = total number of items
in the population.

While studying the di�erent mathematical parameters, it is important to study the con�g-
urations of the system for which the mathematics has to be provided. These con�gurations
are studied in following subsection.



Reliability Mathematics 23

2.1.6 Architectural con�gurations of Electronic systems

Some major architectural con�gurations of electronic systems are very common, and the
analysis of their reliability behavior forms the foundation of the analysis of any complex
system. In the serial con�guration, depicted in the left part of �gure 2.2, several blocks,
n, with failure rates R1(t), ..., Rn(t) considered independent of each other are cascaded. The
correct operation of the system depends on the reliability of each block and is mathematically
expressed as in Eq.2.5:

Rsystem = R1(t) ·R2(t) · • • • ·Rn(t) =

n∏
i=1

Ri(t), (2.5)

In the parallel con�guration, depicted in the right part of �gure 2.2, considering redundant
circuits (all blocks are same), malfunction of all composing blocks is necessary to cause the
system to fail. Naming the probability of failure or unreliability of the components Fi = 1−Ri
and omitting the expression of time (t) for clarity, the probability of failure of the system is
expressed as in Eq.2.6:

Fsystem =

n∏
i=1

Fi, (2.6)

The reliability of the system composed of parallel implementation is expressed as in Eq.2.7:

Rsystem = 1− Fsystem = 1−
n∏
i=1

(1−Ri), (2.7)

and can be higher than the reliability of individual components because redundancy is
applied. Realistic designs are typically composed of hybrid arrangement of parallel and serial
con�gurations, where the system reliability can be obtained by iterative decomposition of the
network into its series and parallel components and step-by-step solving. Finally, a system
in a k − out − of − n con�guration consists of n components. Only k components need to
function properly to enable the full system to operate.

2.1.7 Synthesis

Concluding this section, we have studied di�erent mathematical parameters that are some-
how related to each other as shown by the use of equations. These parameters are used by
researchers and will be discussed in next section. In Section 2.4, a new parameter is de�ned
to be more suitable at higher level of abstraction in comparison to the ones used by tools and
methodologies in Section 2.3.



24 Chapter2. Failure models at functional level

Figure 2.2: Electrical component con�gurations: serial in the left and parallel in the right [25]

2.2 Failure rate models at Transistor level (for EM, HCI, TDDB,
NBTI)

Failure modeling is a key to reliability engineering. Validated failure rate models are essen-
tial to the development of prediction techniques, allocation procedures, design and analysis
methodologies and test and demonstration procedures. Or, we may say, all of the elements
needed as inputs for sound decisions to insure that an item can be designed and manufactured
so that it will perform satisfactorily and economically over its useful life. Inputs to failure rate
models are operational �eld data, test data, engineering judgment, and physical failure infor-
mation. These inputs are used by the reliability engineer to construct and validate statistical
failure rate models (usually having one of the distributional forms described previously) and
to estimate their parameters. In previous chapter, physics of failure mechanisms have been
discussed. In this section, we will read about some existing failure models at transistor level
of abstraction that have been validated for speci�c conditions.

In this section, mathematics of di�erent failure mechanisms is given at transistor level that
are a�ected by one or more of above discussed stress factors.

2.2.1 Black's Law for Electromigration (EM)

EM, the dominating failure mode of interconnects, is characterized by the migration of
metal atoms in a conductor through which large direct-current densities pass [28]. Although
EM has been intensely studied for more than 40 years, many aspects of EM are still not well
understood. This lack of understanding is caused by two related issues: the existence of many
factors that in�uence EM and the inability to isolate the e�ect of these factors experimentally.
These factors include grain structure, grain texture, interface structure, stresses, �lm compo-
sition, physics of void nucleation and growth, thermal and current density dependencies, etc.
[28]. According to experimental research, current density and temperature are among the
most important factors. Black [29] developed an empirical model relating the median time
to failure (t50) of a metal line to the temperature (T ) and current density (J); the model has
the form as in Eq.2.8:

t50 =
A

J2
· exp( Ea

K · T
), (2.8)
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where A is a material and process-dependent constant and Ea is the activation energy for
the di�usion processes that dominate the temperature range of interest. The importance of
current density and temperature is shown in this equation. Also, as expected, the scaling
of interconnects, in last 40 years has increased current densities and temperature, thereby
greatly reducing the median time. The reliability of the IC has decreased simultaneously. To
better understand the interconnect-scaling e�ect, physical models and statistical models have
to be carefully developed.
A Generalized Black Model has been proposed to characterize EM failures [30]. According

to Lloyd [30], Black's equation is not always strictly obeyed. Where, often n could be found
to vary substantially from 2, ranging from as low as 1, but in fact rising without limit in
various extreme cases. Very high values of n can be attributed to over stressing with too high
a current density, lead to meaningless test results. The failure mode in these cases would be
due to the presence of temperature gradients that should not be present in properly designed
products in ideal world. There are, however, other reasons that n may be high, approaching
in�nity, unrelated to temperature gradients that need to be considered. Lloyd generalized
Black's law as in Eq.2.9:

MedianT imetoFailure = t50 = A · J−n · exp( Ea
K · T

), (2.9)

The various values of n and m are determined by the particular failure physics and the
conductor's geometry. If n = 2,m = 0, we have the original Black model.

2.2.2 Takeda's Model for Hot-Carrier Injection (HCI)

As discussed in Chapter 1, in Section 1.3.5 concerning the physics behind HCI, the discussion
will be continued in this subsection. Takeda gave failure model based on the physics, according
to Takeda [31, 32, 33], there are three main types of hot carrier injection modes: 1. Channel
hot electron (CHE) injection. 2. Drain avalanche hot carrier (DAHC) injection. 3. Secondary
generated hot electron (SGHE) injection.
CHE injection is due to the escape of "lucky" electrons from the channel, causing a signi�-

cant degradation of the oxide and the Si− SiO2 interface, especially at low temperature (77
K). On the other hand, DAHC injection results in both electron and hole, gate currents due
to impact ionization, giving rise to the most severe degradation around room temperature.
SGHE injection is due to minority carriers from secondary impact ionization or, more likely,
bremsstrahlung radiation, and becomes a problem in ultra-small metal oxide semiconductor
(MOS) devices. Fowler-Nordheim tunneling and direct tunneling might also cause hot carrier
injection. For deep sub-micrometer devices, it is important to attempt to account for the
e�ects resulting from combinations of some if not all of these injection processes.
Power law model is an empirical model which was proposed by Takeda [34] based on the

following assumptions:

1. Avalanche hot carrier injection due to impact ionization at the drain, rather than channel
hot electron injection composed of "lucky electrons," imposes the severest constraints
on device design;
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2. Device degradation (Vth shift and Gm (trans-conductance) change) resulting from drain
avalanche hot carrier injection has a strong correlation to impact ionization induced
substrate current.

The Vth shift, ∆Vth, or Gm degradation, ∆Gm/Gm0, can be empirically expressed as in Eq.
2.10:

∆Vth = ∆Gm/Gm0 = A · (tn), (2.10)

This expression is particularly valid for short stress times, while for long stress times, ∆Vth
and/or ∆Gm/Gm0 begins to saturate. The slope n or ∆Vth, in a log plot is strongly dependent
on VG, but has little dependence on VD. This suggests that n changes according to the hot
carrier injection mechanism. The magnitude of degradation, A, is strongly dependent on VD
and has little dependence on VG. We can write the Eq. 2.11:

A ∝ exp(−α
VD

) (2.11)

Therefore, the lifetime (or time to failure) τ can be expressed as in Eq. 2.12:

τ ∝ exp( e

VD
), (2.12)

where e = α/n.

Takeda and Hu [34, 35] both reported τ ∝ Imsub, while m ranging between 3.2 and 3.4 given
by Takeda and 2.9 by Hu. Also, hot carrier e�ects are enhanced at low temperature. The main
reason is an increase in electron mean free path and impact ionization rate at low temperature.
As shown in [36, 37], substrate current at 77 K is �ve times greater than that at room
temperature, and CHE gate current is approximately 1.5 orders of magnitude greater than
that at room temperature. At low temperature, the electron trapping e�ciency increases and
the e�ect of �xed charges becomes large [34]. This accelerates the degradation of Gm at low
temperature. The degradation of Vth and Gm at low temperatures is more severely accelerated
for CHE-induced e�ects than for DAHC. Hu [35] showed the temperature coe�cient of CHE
gate and substrate current to be negative. In [31], time dependence of device degradation by
drain avalanche hot-carrier injection is explained.

To conclude, with the help of above discussion, we can rewrite time to failure at transistor
level for HCI using Takeda model as in Eq. 2.13:

ttftr−HCI =
AnHCI

exp( −eVDD
) · exp(−Ea

kT i )
, (2.13)

where, AHCI is technology dependent constant.
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2.2.3 E-Model for time dependent dielectric breakdown (TDDB)

The thermo-chemical model (E model) is a widely accepted and cited dielectric breakdown
model. McPherson [38] reviewed the development of this model and proposed a physical
explanation. This model proposes that defect generation is a �eld-driven process, and the
current �owing through the oxide plays at most a secondary role. The interaction of the
applied electric �eld with the dipole moments associated with oxygen vacancies (weak Si −
Si bonds) in SiO2 lowers the activation energy required for thermal bond breakage and
accelerates the dielectric degradation process. Eventual charge trapping at the broken bond
sites and their wave function overlap lead to a conduction subband formation. Consequently,
severe Joule heating occurs at the stage of oxide breakdown. McPherson [38] also showed
that allowing for a distribution of energies of the weak bonds could account for a wide range
of observations of the temperature and �eld dependence of dielectric breakdown times. The
E model suggests time-to-breakdown (TBD) is given by Eq. 2.14:

TBD = A0 · exp(−γεox) · exp(Ea
kT

), (2.14)

where, A0 is arbitrary scale factor, dependent upon materials and process details, γ is �eld
acceleration parameter, temperature dependent with γ(T ) = a/kT, where a is the e�ective
dipole moment for the molecule, εOX is externally applied electric �eld across the dielectric.

The E model has attained widespread acceptance on the basis of experimentally veri�ed
exponential dependence of TBD on the electric �eld [39].

2.2.4 Power Law for Negative Bias Temperature Instability (NBTI)

NBTI occurs to p-channel MOS (PMOS) devices stressed with negative gate bias at elevated
temperatures [40]. Bias temperature stress under constant voltage (DC) causes the generation
of interface traps (NIT ) between the gate oxide and silicon substrate, which translate to
device threshold voltage (Vth) shift and loss of drive current (Ion). The time dependence of
the threshold voltage shift (∆VTH) is found to follow a power-law model provided in Eq. 2.15:

(∆VTH)(t) = A · (tn), (2.15)

where A is a constant that depends on oxide thickness, �eld, and temperature. The theo-
retical value of the time dependence parameter n is 0.25 according to the solution of di�usion
equations [41]. Reported value of n is in the range from 0.2 to 0.3. According to Chakravarthi
[42], the values of n vary around 0.165, 0.25, and 0.5 depending on the reaction process and
the type of di�usion species. The temperature dependence of NBTI follows the Arrhenius
law with activation energies ranging from 0.18 to 0.84 eV [43]. Improved models have been
proposed after the simple power-law model. Considering the temperature and gate voltage,
∆Vth can be expressed as in Eq. 2.16:

∆Vth(t) = A · exp(β · VG) · exp(−Ea
kT

) · t0.25, (2.16)
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where A and β are constants and VG is the applied gate voltage. From above discussion we
can conclude that failure due to NBTI depends upon oxide thickness, �eld, temperature and
gate voltage as shown in Eq. 2.17:

MTTFNBTI = A · V n
G · exp(

−Ea
kT

), (2.17)

A summary is presented in Table 2.1, to compile di�erent failure mechanisms and their
failure models at transistor level, as it has been studied in Section 2.2

Table 2.1: Failure models at transistor level of abstraction
Failure Mecha-
nism

Failure Model (TTF) Parameters Involved

Electromigration A · J−n · T−m · exp( Ea
K·T ) A, n, m: Process related con-

stant; J: Current density; T:
Temperature in Kelvins; Ea:
Activation energy; k: Boltz-
mann's constant

Hot carrier injec-
tion

An
HCI

exp( −e
VDD

)·exp(−Ea
kT

)
e: factor involving shift in
threshold voltage; VD: Drain
Voltage; AHCI : Field acceler-
ation parameter

Time depen-
dent dielectric
breakdown

A0 · exp(−γεox) · exp(Ea
kT ) A0: Arbitrary scale factor; γ:

Field acceleration parameter;
εox: externally applied electric
�eld

Negative bias
temperature
instability

A · V n
G · exp(−EakT ) A: Technology parameters;

VG: Gate Voltage

2.2.5 Synthesis

Now, all the parameters are discussed that are believed to be involved in causing intrinsic
type errors using physics and mathematics. It is a good point to look at present day failure
modeling techniques at higher level of abstraction.

2.3 Failure modeling at higher level of abstraction in present days

Reliability system simulations are an integral part of the designing to make the end-product
immune to factors that could adversely a�ect reliability. These simulators use the models of
the most signi�cant physical failure mechanisms in modern electronic devices, such as TDDB,
NBTI, EM, and HCI. In present, integrated chips are composed of millions of transistors.
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So, functional level reliability prediction methods are based on statistics obtained through
experiments. These reliability prediction tools model the time to failure (TTF). But, they
do not predict lifetime due to random post burn-in errors. Various semiconductor companies
provides an expected TTF for speci�c operating voltage and frequency, heat dissipation, etc.

In recent years, without a doubt there is improvement in the semiconductor industry's
understanding of the reliability physics of semiconductor devices. Each failure mechanism
has been studied in details and very accurately modeled for a given technology. The High
Temperature Operating Life (HTOL) or steady-state life test, generally shows that during
testing there can be multiple intrinsic failure mechanisms, it means, none of the discussed
failure mechanisms can dominate during operation of a device. So, to derive a model for
reliability, a good approximation is to assume that all mechanisms have equal probability
to occur [44]. Since, failure rate is very slow, and it takes years for a device to fail, hence,
for experimental studies industry use the parameter called Acceleration Factor (AF). The
acceleration of a single failure mechanism is a highly non-linear function of temperature and/or
voltage. The temperature acceleration factor (AFT) and voltage acceleration factor (AFV)
can be calculated separately or together [18], this is the subject of most studies concerning
reliability physics. The acceleration factor can be calculated as combinations of the product
of the acceleration factors of temperature and voltage.

Each mechanism competes with the others to cause an eventual failure. For more than one
mechanism, the relative acceleration of each one must be de�ned and averaged for speci�c
conditions. For each mechanism identi�ed, its unique AF be calculated at given conditions
of temperature and voltage, each mechanism leads to an expected failure rate. These failure
mechanisms are as already explained not uniformly accelerated by HTOL test, due to which,
the manufacturer has to model a single acceleration factor that cannot be combined with the
known physics-of-failure models.

Although we will see the various reliability prediction methodologies and simulators in
next Chapter, some of these macro-modeling techniques are introduced here that gave new
dimension to circuit level reliability modeling.

2.3.1 FaRBS

One of the circuit-level methodology that is FaRBS (Failure Rate Based Simulation Pro-
gram with Integrated Circuit Emphasis) [45] is based on the physics-of-failure and sum-of-
failure-rates (SOFR) models. FaRBS combines modules of SPICE (simulation program with
integrated circuit emphasis), semiconductor wear-out models, IC system reliability models,
AF models, and the SOFR reliability model.

2.3.2 MaCRO

An integrated circuits emphasis (SPICE) simulation method is MaCRO (Maryland Circuit-
Reliability Oriented) [46] that was developed based on the failure equivalent circuit-modeling
techniques. MaCRO uses a series of accelerated lifetime models and failure-equivalent circuit
models for common silicon intrinsic wear out mechanisms, including HCI, TDDB, and NBTI
[18]. For system designers MaCRO seems very promising for future-generation technologies
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to better prepare for the reliability challenges. Flow in MaCRO is simple; the SPICE is only
called for a limited number of times to simulate the impact of the device wear out on circuit
functionality.

2.3.3 RAMP

RAMP [47] uses the Arrhenius model to show the dependence of processor failures on
temperature; due to the direct processor reliability relation to the operating temperature, it
is expected that many reliability problems are the result of elevated processor temperature. To
calculate MTTF, RAMP assumes all failure mechanisms have constant failure rates. This is
an inaccurate assumption; however, it allows RAMP to combine di�erent failure mechanisms
and provides a uni�ed MTTF. The MTTF is calculated as the inverse of the failure rate,
assuming a constant failure rate. The reliability model in RAMP is the sum-of-failure-rates
(SOFR) model. RAMP considers each block on a chip as a separate component that can
fail in di�erent ways corresponding to various failure mechanisms. The dominant component
failure mechanism is determined by "competing risk model", and the "series model" estimates
the system failure rate (based on the failure rate of each block). In competing risk model to
calculate the failure rate of a component, RAMP assumes:

1. Each failure mechanism proceeds independently of every other, at least until a failure
occurs.

2. The component fails when the �rst of all competing failure mechanisms reaches a failure
state.

3. Each of the failure mechanisms has a known life distribution model.

The "series model" is applied to estimate the systems reliability based on di�erent blocks.
With same assumptions used for the "competing risk model," i.e., a system consisting of j
components fails when the �rst component fails, the MTTF of the system is given by Eq.
2.18:

MTTFSY S =
1∑j

i=1MTTFi
=

1∑j
i=1 λi

=
1∑j

i=1

∑k
l=1 λil

, (2.18)

where λi is the failure rate of the ith component and λil is the failure rate of the ith
component due to the lth failure mechanism.

2.3.4 Synthesis

In the author's knowledge, there exist some tools and methodology developed in the past
to simulate reliability models at high level. It is still a new science that has to be developed.
The science needs more inputs from researchers to provide results close to real world. In the
following section, a new mathematical parameter is de�ned and used to derive models for
various failure mechanisms that are already modeled at transistor level.
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2.4 Derivations for failure models at functional level

Previous section 2.3 provided some existing methodologies to model reliability at circuit
level and has given a brief overview of various parameters existing and used in general for
reliability prediction. However, for our need and conditions, a simple but e�ective and easily
understandable parameter is de�ned named Cumulative Failure Rate. CFR represents the
cumulative failure rate over the time of a failure mechanism. As discussed, the mathematical
de�nitions for the existing parameters like Cumulative Distribution Function and Hazard
Function, it is important to de�ne CFR, in a manner such that, it is not misunderstood by
researchers or engineers from di�erent domains. CFR takes into consideration all the past
behavior, hence, it re�ects the real stress on the device during the life. It can be extrapolated
to show the e�ect in the future after long time continuous stress. CFR also takes into account,
each failure mechanism independent to each other. CFR can be mathematically represented
as in Eq. 2.19:

CFRx(n, bl) =

n∑
i=1

(λx(a, bl) · ta), (2.19)

where λ is the failure rate as discussed in Section 2.1.3, a is the simulation time step
of duration ta, bl is the current block (a block in the �oorplan, can be de�ned at various
abstraction levels) failure rate at time ti, n is the total number of steps (or instructions
executed), bl is the block reference and x is the failure mechanism reference. It must be
noted at this point that CFR in present form is de�ned speci�cally for applications running
on processor(s).

2.4.1 Assumptions to switch from transistor level of abstraction to functional level

The failure rate is derived of a digital block composed of more than one transistor with N
transistors switching their output at a particular instant, by applying the following assump-
tions:

1. the failure rate of a block is a constant value during a cycle ti. Hence, the Mean Time
to Failure (MTTF) is the reciprocal of the failure rate;

2. the equivalent failure rate of tr components is based on a Series model in which the �rst
device failure always causes the block failure, i.e., CFRbl =

∑
CFRtr, where, tr is the

number of transistors in a device;

3. same transistor geometries and doping with same via/contact cross-section areas and
hence same capacitances, i.e., all transistors age in a same manner considering no process
variations;

4. from previous assumption, it is easy to understand next assumption, that all CMOS
gates have an identical fan-out;

5. block area is proportional to the number of transistors and hence via/contact (N);
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6. and the number of switching transistors are equal to the switching probability, i.e., all
transistors age irrelative to the functionality of the block they belong to.

The provided assumptions are used for the next subsections for di�erent failure mechanisms.
It should be understood that these assumptions are necessary to provide a probability factor
while switching from transistor level to higher level of abstraction.

2.4.2 Electromigration

Let us see, how the block failure rate is modeled from the knowledge of physics and failure
models of EM at device level discussed in Section 1.2 and Section 2.2 respectively. From
the physics of EM, it is clear that there are various parameters involved. Some of these
parameters are not modeled and only the parameters and conditions that activate EM are
taken into account. One important assumption in modeling EM at functional level is that
Electromigration is predominant in contacts/vias located in power rails and CMOS gate
outputs and the e�ects of EM are neglected in inter-gate wiring. To conclude, EM occurs
when transistor switches, and depends on current operating voltage, frequency and stress
time. The failure rate for EM of a single wire or via or contact is given using the well-known
Black's law from Eq. 2.20:

λtr−EM (a) =
jn(a)

A0
· exp(− EaEM

K · Ttr(a)
), (2.20)

Where j is the instantaneous current density that �ows in the item, A0 is the combination
of technology-dependent constants and the second part is from Arrhenius equation, where,
Ea is activation energy, K is Boltzmann constant and T is the junction temperature. The
instantaneous current density j that �ows through a via/contact during a clock cycle can be
expressed as in Eq. 2.21:

j(a) =
i(a)

S
=

Ptr(a)

VDD · S
, (2.21)

Where i is the instantaneous current, S is the wire/via/contact cross-section area, Vdd is
the operating voltage and Ptr is the power consumption (sum of static and dynamic).

Therefore, the instantaneous current density (Black's law) of a block is assumed to be
replaced by the mean current density bringing into play the switching probability, the mean
dynamic power and the number of items. From that, the failure rate of block bl for failure
mechanism x i.e., Electromigration at time ta can be expressed as in Eq. 2.22:

λbl−EM (a) = N · j
n(a)

A0
· e−

EaEM
K·Tbl(a) , (2.22)

Where N is the total number of via/contact of the block that are active at time ta. Here,
an identical current density �ows through all the via/contact at each cycle.
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After making relation between instantaneous current density and instantaneous power con-
sumption, let us understand how to estimate the power consumption of digital CMOS circuits.
As also shown in Figure 2.3, it is generally considered in terms of three components [48]:

Figure 2.3: Power dissipation sources in a bu�er cell [49].

1. The dynamic power component, related to the charging and discharging of the load
capacitance at the gate output.

2. The short-circuit power component. During the transition of the output line (of a
CMOS gate) from one voltage level to the other, there is a period of time when both
the PMOS and the NMOS transistors are on, thus creating a path from VDD to ground.

3. The static power component, due to leakage, that is present even when the circuit is not
switching. This, in turn, is composed of two components - gate to source leakage, which
is leakage directly though the gate insulator, mostly by tunneling, and source-drain
leakage attributed to both tunneling and sub-threshold conduction.

For short-circuit power consumption, careful design to minimize low slope input ramps,
namely through the appropriate sizing of the transistors, can keep this component as a small
fraction of the total power, and hence it is generally considered only as a second-order e�ect.
With an estimate of the average amount of charge, Qshort, which is carried by the short-circuit
current per output transition, the short-circuit power is obtained with Eq. 2.23:

Ptr−short = Qshort · Vdd · f, (2.23)
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Also, the contribution of the static power component to the total power number is growing
very rapidly in the current era of Deep Sub-Micrometer (DSM) Design can be expressed as
in Eq. 2.24

Ptr−Leak = Vdd · Itr−Leak, (2.24)

where Itr−Leak is sum of leakage currents gate to source leakage and source to drain leakage
currents.

Dynamic power consumption for a particular instant is given by Eq. 2.25:

Ptr−dyn = Cox · V 2
dd · f, (2.25)

where Cox is the equivalent gate capacitance of the transistor and capacitance of a block

Cbl = N · Cox.
If multiple power sources are used, the power will be the sum of the power drawn from the

di�erent power sources. Similar to failure rate (λ), Assuming the number of transistors N
that a circuit contains, the instantaneous power consumption Pbl of a digital block can be
expressed as in Eq. 2.26

Pbl = N · (Ptr−dyn + Ptr−short + Ptr−Leak), (2.26)

Hence, from Eq. 2.21 and Eq. 2.26 the current density is derived of a given block as in the
following Eq. 2.27,

jbl(a) =
N · Ptr−dyn(a)

VDD · S
, (2.27)

And from above stated equations, the failure rate of the block is derived as an expression
of the dynamic power of the block and the input switching probability as expressed in Eq.
2.28,

λbl−EM (a) =
Pnbl−dyn(a)

B0
· exp( −Ea

K · Tbl(a)
), here,

1

B0
= (

1

VDD · S
)n · 1

A0
(2.28)

Hence, the CFR for EM of a digital block b at time n can be derived as in Eq. 2.29:

CFRbl−EM (n) =
n∑
i=1

(
Pbl−dyn(a)2

B0
· exp( −Ea

K · Tbl(a)
) · ta), (2.29)

EM results depend on power consumption and temperature variations. Similarly to power
and temperature, CFR is computed at each time instant. Note here that the static power
contribution is not yet considered. Parameter ta is a constant value (let say l) related to
the frequency at which power and temperature are recorded. The ath line in a power or
temperature values corresponds to the value measured at time step (a − 1) ∗ l. Power and
temperature are assumed to remain constant during time l.
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2.4.3 Hot Carrier Injection

As explained in Subsection 2.2.2, Hot carrier injection describes the phenomena by which
carriers gain su�cient energy to be injected into the gate oxide. Interface-state generation
and charge trapping induced by this mechanism result in transistor parameter degradation,
typically as switching frequency degradation rather than a "hard" functional failure. HCI oc-
curs during the low-to-high transition of the gate of an NMOSFET, therefore the degradation
increases for high switching activity and/or higher frequency of operation [50]. Furthermore,
the recovery in HCI is negligible, making it worse for AC stress conditions. The HCI failure
rate at transistor level is given using Takeda model:

λtr−HCI(a) =
exp( −e

VDD(a)) · exp(
−Ea
kT )

AnHCI
, (2.30)

Dependence of λtr−HCI(a) on Isub(a) is considered to be constant in present derivation, since
leakage power is assumed to be constant throughout. λtr−HCI(a) depends on the switching
probability α of MOS transistors and the duration of a transistor in the saturation region.
Since hot carrier degradation occurs when transistor is in the saturation region, which in
CMOS circuits happens only during transitions, it follows that higher the signal activity at
the gate output, the more damage a transistor accumulates. The duration of a transistor in
the saturation region depends on input slew rate and the load capacitance of a gate. In turn,
the load capacitance depends on the fan-out of the gate [51]. The temperature acceleration
is often treated as a minor e�ect in most HCI models; however, to consider possible large
temperature excursions, some reliability models include a temperature acceleration e�ect
based on the HCI lifetime model given in [3]. Hence we can rewrite Eq. 2.30 as in Eq. 2.31:

λtr−HCI(a) =
α · exp( −e

VDD(a)) · exp(
Ea

K·Ttr(a))

AnHCI
, (2.31)

In the case of Electromigration, the relation has been derived between current density and
dynamic power consumption. It is easy to observe relation between switching probability and
dynamic power consumption using Eq. 2.25 as α is a function of transition probability and
operating frequency, and can be written as, α = β · Pdyntr(a). As a result Eq. 2.31 can be
rewritten as in Eq. 2.32

λtr−HCI(a) =
β · Pdyn−tr(a) · exp( −e

VDD(a)) · exp(
Ea

K·Ttr(a))

AnHCI
, (2.32)

The HCI failure model for a block using Eq. 2.26 can be given as in Eq. 2.33:

λbl−HCI(a) = N · λtr−HCI(a), (2.33)

Combining Eq. 2.26, 2.19, 2.32 and 2.33, CFR for HCI at block level is derived as in Eq.
2.34:
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CFRHCI(n, bl) =
n∑
i=1

(
β · Pdyn−bl(a) · exp( −e

VDD(a)) · exp(
Ea

K·Tbl(a))

AnHCI
· ta), (2.34)

2.4.4 Time Dependent Dielectric Breakdown

Time-Dependent Dielectric Breakdown is an important failure mechanism in ULSI devices.
As discussed in Subsection 2.2.3, the dielectric fails when a conductive path forms in the
dielectric, shorting the anode and cathode. According to [52], assuming an Arrhenius law
and an "E" model to describe the time-to-breakdown evolution with voltage and temperature
parameters, the relationship is given as in Eq. 2.35:

λtr−TDDB = A0 · exp(γTDDB · VDD(a)) · exp( −Ea
K · Ttr(a)

), (2.35)

where Ea corresponds to the activation energy and γTDDB to the voltage acceleration factor.
Since, half of the transistors experience TDDB at a given instant. The failure model for a
block can be given as in Eq. 2.36:

λbl−TDDB(a) =
N

2
· λtr−TDDB(a), (2.36)

By combining Eq 2.19, 2.35 and 2.36, Eq. 2.37 is obtained:

CFRTDDB(n, b) =

n∑
i=1

N

2
· exp(γTDDB · VDD(a)) · exp( −Ea

K · Tbl(a)
) · ta, (2.37)

2.4.5 Negative Bias Temperature Instability

Negative Bias Temperature Instability (NBTI) - It is a key reliability issue that is of imme-
diate concern in p-channel MOS devices stressed with negative gate voltages. NBTI manifests
as an increase in the threshold voltage and consequent decrease in drain current and trans-
conductance. The degradation exhibits power law dependence with time. From [3], Eq.2.17
is rewritten as in Eq. 2.38:

λtr−NBTI(a) = A · V n
DD−bl(a) · exp( −Ea

K · Ttr(a)
), (2.38)

Assuming half of transistors switching at any given instant with p as probability that a
transistor gets a�ected with NBTI and depend on dynamic power. Since, there is no easy
way to calculate p, hence, to remain close to reality and give fast simulation results a worst
case scenario is assumed, p = 1. The failure model for a block can be given as in Eq. 2.39:
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λbl−NBTI(a) = A · N
2
· λtr−NBTI(a), (2.39)

By combining Eq 2.19, 2.38 and 2.39, Eq. 2.40 is obtained:

CFRNBTI(n, b) =

n∑
i=1

N

2
·A · V n

DD(a) · exp( −Ea
K · Tbl(a)

) · ta, (2.40)

Table 2.2 gives the summary of all the derived models; these models will be used as the
base in our reliability prediction tool.

Table 2.2: Failure models at functional level of abstraction derived using transistor level
models. For better understanding parameters involved are de�ned in the third column from
left. Refer to Table 2.1 for the de�nition of rest of the parameters.
Failure Mecha-
nism

Failure Model (CFR) Parameters Involved

Electromigration
∑n

i=1(
Pbl−dyn(a)

2

B0
· exp( −Ea

K·Tbl(a)) · ta) Pbl−dyn: Dynamic power con-
sumed by a block; a: Simula-
tion time step of duration ta;
Tbl: Average temperature of a
block; B0: Constant depend-
ing on technology and initial
operating conditions

Hot carrier injec-
tion

∑n
i=1(

β·Pdyn−bl
(a)·exp( −e

VDD(a)
)·exp( Ea

K·Tbl(a)
)

An
HCI

·
ta)

β: Proportionality constant

Time depen-
dent dielectric
breakdown

∑n
i=1

N
2 · exp(γTDDB · VDD−bl(a)) ·

exp( −Ea
K·Tbl(a)) · ta

N: Total number of transistors
in a block

Negative bias
temperature
instability

∑n
i=1

N
2 ·A ·V

n
DD−bl(a) ·exp( −Ea

K·Tbl(a)) ·ta

2.5 Conclusion

In Section 2.4, a method is showed to build functional level reliability models using transistor
level models. The accuracy of these models can be calculated by a qualitative point of view,
recalling the assumptions in subsection 2.4.1. Besides, [53] showed that all transistors age
in a same manner, hence we can extrapolate the transistor level models to higher level of
abstraction. Of course, this extrapolation is not accurate but is close to reality, as the stress
on each transistor can be di�erent during useful life but in all cases, it gets stressed due
to dynamic or static consumption. To justify the reason why this modeling is useful to
research and reliability prediction methodologies, in Chapter 3, di�erent methodologies are
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presented that use di�erent modeling ways. We will see in Section 3.2 that [54, 55, 56] have
provided ways of modeling failure models at higher level of abstraction, but they have their
own limitations. We will use the derived functional level failure models in our reliability
prediction tool presented in Chapter 4, and also validate these models in Chapter 5 by case
studies using TSMC 40nm technology library.

To conclude this section, we may say that the accurate statistics of following parameters
can provide a good reliability prediction of useful life of the device: Probability of number of
transistors switching at a given instant, Current Density, Substrate Current, Temperature,
Area or number of transistors. In following Chapters, we will use the models derived in the
current chapter and embed them in a reliability simulator, with help of power and temperature
simulators.
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From previous chapter, it is clear that there is a strong relationship between power consump-
tion (includes current density and stress), temperature, environmental conditions (humidity,
and ambient temperature), process variations, operating conditions (operating supply volt-
age and frequency) and failures (permanent faults) in an integrated chip (IC). Brooks et al.
[57] explained this relationship as shown in �gure 3.1 and discussed that most system-level

39
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(one block or a complete processor) reliability models are empirical models which can bene�t
greatly from calibration and validation, i.e., to set a standard at lower level of abstraction
for reliability for a given speci�cation. Both dynamic and leakage power increase temper-
ature. In general, temperature pro�les depend on the temporal and spatial distribution of
power, the size and plan of the chip as well as the microprocessor's cooling and packaging
solutions. High temperature increases charge-carrier concentrations, resulting in increased
sub-threshold leakage power consumption. In addition, it decreases charge-carrier mobility,
decreasing transistor and interconnect performance, and decreases threshold voltage. Finally,
temperature has a tremendous impact on the errors that lead to the majority of IC perma-
nent faults. Process variation greatly in�uences the other power-related integrated circuit
(IC) characteristics shown in �gure 3.1. It is a cause of changes in critical timing paths that
a�ects transient fault rate; and changes in various parameters such as wire and oxide dimen-
sions to increase permanent fault rate, also, leakage power consumption by causing changes
in dopant concentration; and �nally a�ecting dynamic power consumption. As Figure 3.1
show the relationships among power, temperature, and reliability are complex. Controlling
power, temperature, and reliability requires modeling and optimization at di�erent abstrac-
tion levels. It will be clear from the following discussion that there is a clear lack of EDA
tools and methodologies for reliability prediction at higher level of abstraction. Even the ex-
isting methodologies have some avoidable and some unavoidable limitations. It is important
to take a look on the tools that emerged from the various works. The aim is to study their
environment and de�ne their characteristics. In the end, a conclusion has been made to show
the pros and cons of these tools and the motivation to why we need a new methodology for
an MPSoC environment.

Figure 3.1: Relation between Reliability and various parameters involved

3.1 Outline of the current chapter

The chapter is divided into three main sections according to abstraction levels. This syn-
thesis is the result from already existing literature for both industrial and academic reliability
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simulators at various levels of abstraction. This work allowed us to make a comparison of all
the features of the simulators and their limitations. The main objective is to highlight the
methods put in place to integrate these tools into the loop of the �ow of Design-for-Reliability
(DFR), designed to meet the needs of designers. The following sections take a look at the
various features o�ered by each tool in terms of electrical simulation of aging at device level.
The features of each tool, their input requirements and their limitations are presented.

3.2 Transistor level reliability simulation methodology

For the background, Figure 3.2 describes a simulation environment aging at device level
[58]. The simulator requires input data that are the electrical parameters of the transistor,
or the degradation models (Degradation modeling is an e�ective reliability analysis tool for
products with failures caused by degradation in various parameters), the integrated circuit
architecture and speci�cations and can be obtained via Technology libraries. Management
of all these data allows the simulator to evaluate the reliability of the integrated circuit by
expressing output of electrical characteristics in the form of curves or variations obtained
in tabular form. The interpretation of these simulation points and a transmission feedback
can act on the input data and re-evaluate the parameter values from electrical models of
transistors.

Figure 3.2: A general transistor level reliability modeling and simulation �ow

Let us discuss the general method of degradation calculation at lower level of abstraction.
The transient analysis algorithms perform one or more estimates of the degradation of transis-
tors during the simulation. According to Figure 3.2, degradation can be studied and de�ned
in two phases. After a �rst simulation with constraints, the simulator should perform:
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1. an estimate of the degradation

2. and calculation of the drift of electrical parameters of transistors due to aging

The estimate of the degradation is calculated from the constraints of static current in
a transistor. The estimate of the degradation is a function of the stresses applied to the
individual device. To calculate this quantity of stress, the pattern of life of the transistor is
used. Degradation su�ered by the transistor is represented by the variable AGE or STRESS
according to the characteristics of the tools [59], can be given as in Eq. 3.1:

Age(T ) =

∫
g(VDS(t), VGS(t), IDS(t), IB(t)) · dt (3.1)

The calculation of the variable AGE can be given as an integration of electrical stress
applied to elementary device over a given age.

The second phase calculates the drift of electrical parameters of transistors. It is calculated
from the amount of accumulated damage on the aging period T. Drift parameters expressed
by Eq. 3.2,

∆P (T ) = f(AGE(T )), (3.2)

The function f can represent various laws of variation: the power law, the logarithmic law
and the exponential law.

After calculating the drift of electrical parameters, the simulator updates all electrical pa-
rameters of each transistor. The last step is to make an electrical simulation taking into
account the degraded transistors. Degradation performance of the circuit is �nally seen by
comparing the electrical characteristics of the circuit not degraded and of the circuit that is
aged.

3.2.1 BERT - Berkeley Reliability Tools

BERT is the tool developed by the University of Berkeley, California [60, 61] and serves as
the base for the various simulator's methodologies described below. This is the reason that
BERT is discussed in more details than the other simulators. BERT is developed to simulate
EM, HCI and TDDB.

BERT is a software widely used, for the simulation of reliability of integrated circuits (MOS-
FETs and bipolar). It is used for several years among large groups of semiconductor developers
in its commercial form: RelXpert [62, 63]. This software package provides the development of
reliability processing for industrial applications. RelXpert can be used to combine with the
SPICE-like simulators to simulate the wear-out degradation on the CMOS integrated circuits.

This tool can work either stand-alone or added to Cadence's Analog Artist environment. It
simulates the age of the devices based upon actual circuit operating waveforms using degraded
or "aged" models.
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It is developed by the Celestry (now part of Cadence Design Systems) and is an industry
standard simulation tool for simulating the e�ect of HC and NBTI degradation on circuit
performances [64, 63]. Degraded circuit performance waveforms are calculated and used to
optimize the circuits with the SPICE netlist. When combined with the Analog Artist envi-
ronment, RelXpert "pick up" the key devices, which were responsible for circuit degradation
[64]. The designer can also specify the devices inside the integrated circuit, which can be re-
designed to improve the CMOS IC reliability. The tool generates the netlist to allow an aged
circuit simulation. RelXpert can also be used to drive the commercial SPICE-like simulator
for the lifetime and degradation simulations. A good point of RelXpert is that it is designed
to estimate the amount of degradation experienced by each transistor in real environment,
i.e., in a functional circuit and to accomplish this function, the simulated dynamic stress
levels must be linked to degradation levels of transistors already determined, which can be
obtained by experimental measurements in static conditions. The tool RelXpert is divided
into several modules, each implementing a simulated physical mechanism of degradation, all
based on a mechanism for pre/post treatment of SPICE simulation.

The module that simulates the e�ects of hot carrier is known as CAS (Circuit Aging Simula-
tor), it is aging simulator and it implements the model of Hu [65]. The module CORS (Circuit
Oxide Reliability Simulator) is intended to study the degradation mechanism, TDDB (Time-
Dependent Dielectric Breakdown). The simulator also includes a module for the analysis of
Electromigration. These models can be used together or separately during the simulation ag-
ing. It is possible to extend the simulation of the reliability to the mechanism of catastrophic
degradation ESD (Electro-Static Discharge) or to the degradation phenomenon of radiation-
induced SEU (Single Event Upset). A block diagram of the BERT simulator is presented in
Figure 3.3. The inputs to the simulator BERT comprise of a range of information on SPICE
models used, on the aging parameters of transistors, which provides a basis for data from
experiments on several components and for di�erent conditions over constraints regarding
aging. These inputs must also contain the status of various degradation mechanisms which
are useful for the BERT output information. The preprocessor's role is to treat input infor-
mation and to put it in the standard form suitable for SPICE. After electrical simulation, the
post processor calculates the time to reach failure TTF (Time to Failure). Then it calculates
the table of aging, i.e., the status of various degraded transistor parameters and communi-
cates this information to pre-processor as a feedback. With these results of aging calculation
and the generation of a new simulation, it is possible to simulate the e�ect of a degradation
mechanism in the time. Note that the simulator BERT uses the electrical simulator SPICE
containing standard models of transistor components. All the information needed for the
study of a failure mechanism must be provided as an input to pre-processor.

The BERT-CAS module calculates the parametric variations of the MOSFET in Vth thresh-
old voltage, mobility µ0 or trans-conductance gm and determines the time to reach failure,
TTF. The module of aging by hot carriers CAS uses Hu model based on the relationship
between age and the circuit substrate current generated by stress. The main e�ects of hot
carriers are derivatives of the parametric threshold voltage and conductance. The destructive
e�ects are revealed by the maximum substrate current, and this for a gate bias of the neighbor
transistor is close to half of the drain-source voltage.

CORS (Circuit Oxide Reliability Simulator) is a part of BERT. It projects the probability
of oxide breakdown induced circuit failure as a function of operating time, temperature,
power supply voltage and input waveforms. CORS can also simulate the e�ects of burn-in
on subsequent yield and lifetime. Test capacitor breakdown statistics and input decks which
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Figure 3.3: BERT Simulator: Block diagram

describe the circuit using SPICE commands have to be provided by the user to the simulator.
In addition, input deck also contains commands which instruct BERT to execute the CORS
module. It may also contain CAS (Hot electron module) and EM (Electromigration module)
speci�c commands. CORS consists of a pre- and post-processor for SPICE. BERT-CORS
module directly determines the time to reach failure. Figure 3.4 shows a block diagram of
CORS �ow.

Figure 3.4: CORS: Flow chart

The BERT-EM module has two modes of operation. It can inform us by prevention on the
layout and it highlights the weak points. This module is the only one to o�er an opportunity
to optimize the design of a circuit by pointing to the defects of the layout phase. Other
modules do not have this opportunity and are limited only to the calculation of the TTF.

To facilitate the simulation by using a classical electric behavior of transistor aging is rep-
resented by a set of models �tted to the electrical characteristics of components aged exper-
imentally. It is desirable to simulate the behavior of using the full circuit model parameters
extracted from electrical components degraded in order to predict circuit performance after
aging.

To conclude the discussion of BERT, BERT reliability simulator has the following features:
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Figure 3.5: (a) The voltage waveform at the output of the 20th stage showing the propagation
di�erence between the fresh and aged inverter chain. (b) E�ects of device defects.

1. modeling the degradation of the gate oxide of the MOS transistor according to operating
conditions;

2. modeling the electrical behavior of the MOS transistor according to damage localized
oxide;

3. simulating the long-term degradation of the oxide;

4. determining the overall performance of the circuit after hot carrier stress.

Although it o�ers great accuracy, the only limitation of BERT in our case working at higher
level of abstraction is its speed which is too slow to simulate a complete processor.

3.2.2 HOTRON

The reliability simulator HOTRON, a commercial tool was designed by Texas Instruments
and uses a similar approach to the module BERT-CAS, and it simulates HC. The heart of
the simulator is the Electrical SPICE simulator.

The function block of the simulator HOTRON is given by Figure 3.6. An important ad-
ditional feature is the ability to generate sensitivity analysis [66]. The semiconductor com-
ponents are strongly constrained and do not have necessarily a signi�cant e�ect on circuit
performance, which is why it is very important for both types of evaluations. First, it is
necessary to determine about the transistors that undergo the most severe constraints, then
we must also determine which of these transistors are the most susceptible to degradation,
and then determine the sensitivity characteristics of the circuit to variations in performance
transistor, i.e., determine the transistors that have the highest probability of modifying the
electrical characteristics of the circuit, one of the results are shown in Figure 3.7.
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Figure 3.6: HOTRON Simulator: Block diagram

The post processor HOTRON simulator o�ers the possibility to make an analysis of sen-
sitivity for a given MOSFET under strong constraints, and analyzes the e�ects of circuit
performance. In addition, this simulator is the �rst of its kind to take into account the
degradation of several parameters of the transistor instead of one. Parameters are the ini-
tial threshold voltage Vth0 (zero back bias threshold voltage), the trans-conductance gm, the
modulation factor of the length channel, θ3 the speed factor of saturation of the �eld and the
parameter of substrate e�ect.

Figure 3.7: Sensitivity of the MOSFET's in the pre-charge circuit, the x-axis is the DC stress time
(hours) and y-axis is the pre-charge time increase (%) M4 is practically zero

To conclude the discussion, Hotron works at transistor level like BERT, and hence has
similar limitation to BERT. It considers variation in Vth and gm, which was important for
being the base of simulators that were developed after Hotron.

3.2.3 UltraSim

Hot carrier (HC) reliability simulation can also be simulated in Virtuoso UltraSim. Virtuoso
UltraSim is the Cadence FastSPICE circuit simulator capable of predicting and validating
timing, power and reliability of mixed-signal, complex digital and System-on-Chip (SoC)
designs in advanced technology of 0.13 µm and below.
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Figure 3.8: UltraSim Simulator: Block diagram [45]

It has a set of specialized reliability models (AgeMos) for HCD and NBTI simulation [67, 63].
In the simulation, an Age parameter is calculated for each NMOS device with the Eq. 3.3:

Age(τ) =

∫ t=τ

t=0
[
Isub
Ids

]m × Ids
W ×H

dt, (3.3)

whereW refers to the width of the transistor;m andH are technology dependent parameters
and determined from experiments; Isub is the substrate current; Ids is the drain current; t
is the time for stress. For PMOS devices, the gate current Igate is used instead of Isub to
determine the Age parameter. The simulation starts with device parameter extraction and
modeling. From the SPICE model parameters of fresh devices, some other device parameters
are added to accurately model Isub. Saturation current Idsat , threshold voltage, Vth, or
the maximum trans-conductance, gmax, can be used as a degradation monitoring parameter.
According to Li et al. [45] Idsat is a good degradation monitor for digital circuits, while Vth
is suitable for analog applications. The stress time resulting in 10 percent decrease of one
of these degradation monitoring parameters is arbitrarily set as the device lifetime. Finally,
it performs AgeMos extraction. Using the Age parameter calculated after the simulation,
the AgeMos module applies the degradation models, which can be provided as input to most
SPICE-like simulators, for the aged circuit simulation. Reliability simulation with Virtuoso
UltraSim is an iterative process; several iterations are needed to get accurate modeling. The
simulations output the degradation results to predict the lifetime of each MOS instance.
Complete �ow of UltraSim is depicted in Figure 3.8.

UltraSim has following features:

1. speeds up full-chip simulation 10 times to 1,000 times, with minimum of 1% accuracy;
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2. virtually provides unlimited simulation capacity and can handle large memory circuits;

3. the only complete transistor-level silicon accurate solution, it includes timing, power,
noise, and reliability analysis.

UltraSim has some very interesting features, but being an industrial tool, not available for
researchers as open source to develop further. Although UltraSim can simulate complete
chips and much faster than BERT, since it performs transistor-level simulations, it is not a
solution to simulate MPSoC.

3.2.4 PRESS

PRESS reliability simulator has been developed in the Netherlands in cooperation between
Philips and MESA Research Institute, University of Twente [68]. PRESS is a simulator for
HC.

The simulator PRESS is developed based on the electrical simulator PSTAR, Philips is the
owner of this reliability simulator deals primarily with the failure mechanism of hot carriers
in the MOS technology. It can be extended to other mechanisms of wear. Figure 3.9 shows
the block diagram of the simulator PRESS. Block Pre-Press provides �ltering of speci�c
commands to the circuit from the input and adapts them to those subject to the reliability
of the technology, and then the result of this treatment is used directly by the simulator
PSTAR. For this simulator, it should be noted that PRESS uses the script for the treatment
of reliability unlike other simulators, with electrical simulator PSTAR as an integral part.
This has the e�ect that it is not necessary to add, to create or to modify the original code of
the simulator. PRESS evaluates the parametric variations of internal models, i.e., during the
transient simulation, instead of using a loop of information actively. It is understandable that
the simulator PRESS uses a coupled solution, unlike other simulator that uses a decoupled
approach to calculate the e�ects of wear mechanism. In this simulator, the degradations are
renewed at every step of the transient analysis; the duration of the analysis is not adjustable
by the user of the simulator. In the case of analysis with a single simulation step, this tool can
sometimes appear slower than other functionalities. But the case of a multiple-step analysis,
PRESS is much faster than iterative simulations generated as a result of a feedback loop
where you have to solve the quasi-static equations many times while changes between two
parametric transient analyses are very low or nonexistent. In addition, the simulator PRESS
uses the automatic management of the duration of the transient analysis step in PSTAR
electrical simulator. As for the other simulators, the duration of the transition analysis is
chosen by the user and the management of the analysis is not conducted by an additional
program.

For simple calculations like the duration of life, which requires little information and time
simulation, a special option is used. Post-press output generates the lifetime of transistors and
some additional information on the degradation, if requested. In fact, the blocks Pre-Press
and Post-Press are programs that do not conduct reliability analysis. PRESS, the simulator
can be used in two modes, the indicator mode and complete simulator mode. The indicator
mode calculates lifetimes compared to a failure criterion given and highlights the transistors
potentially low. No backup of parameters is performed during the transient analysis which
aims to reduce the CPU time. The full mode, however, performs backup of degradation
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Figure 3.9: Block diagram of simulator PRESS

parameters and calculate all the e�ects of degradation on electrical behavior of the MOSFET
circuit. This mode of operation is similar to features o�ered by HOTRON. But it should
be noted that the e�ects of wear mechanism on all the MOSFETs, then on all the electrical
characteristics of the circuit can be analyzed simultaneously so that the HOTRON simulator
provides a sensitivity analysis of electrical performance of the circuit using only one transistor
degradation.

The output �le has no information regarding the optimization of circuit's parameters. How-
ever, regarding the mechanism of hot carriers, only the voltages and the channel length L are
taken into account. In addition, with the full simulation mode and the use of a speci�c be-
havioral modeling language PSTAR, it makes it easy to get information about the sensitivity
of circuits with respect to the degradation of MOSFETs due to injection of hot carriers.

Figure 3.10: For di�erent drain stress voltages (W=10 µm, L=0.8 µm and for 10% gm shift) to
predict lifetime, measurements of an NMOS for veri�cation of parameter shift in PRESS is shown.
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To conclude the discussion of PRESS, it provides script based solution hence no need to
adapt original simulator. There is no way to manually manage the transient analysis step.
Hence, there is no way to make the simulations faster for speci�c needs of user. Also, Press
has a limitation that it provides results only for �xed input and not for variable inputs. Hence,
no complex simulations can be performed.

3.2.5 IMS methodology

Ghosh et al. have developed a methodology in [69], it use standard simulators with no
external processing. They use modi�ed models for aging that use behavioral and compact
modeling. In contrary to Press (discussed in previous subsection), they have shown the
simulation results using Verilog-A with variable signals and hence they provided reliability
results for complex simulations. Verilog-A code is used to simulate the impact of device failure
mechanisms on the circuit in operating conditions. This methodology is newer than other
reliability aware transistor level methodologies and very interesting for emerging technologies.

3.2.6 Synthesis of State-of-the-Art tools at transistor level of abstraction

The useful life of CMOS circuit depends on the degree of degradation caused by the wear-
out and should be con�rmed before the marketing of the product. Degradation is mainly
caused by the transistor's characteristic shift over time with high electric �eld near drain edge
generating high energy hot-carriers that are out of thermal equilibrium. This phenomenon
was well managed by previous generation manufacturing technologies. According to [70]
acceleration in miniaturization of the device, makes it very di�cult to assure HCI reliability
as scaling of the device dimension passes scaling of the voltage. Some macro-modeling is
available with slightly less accuracy than the transistor-level approach. For example, iRULE
[71] uses macro-models to approximate degradation of the logic gate, it transforms transistors
in series in multi-input logic into an equivalent transistor for simpli�cation. It can handle
larger circuits than transistor-level ones, but it was still di�cult to study the behavior of the
complex logic correctly.

3.3 Gate level reliability simulation methodology

The functionality available at gate level from the works of [71] and before were limited to a
small part of a chip. It should be clear that the understanding of full-chip behavior is required
to help the designers decide whether to �x the circuit or not. Hence, a full-chip aged timing
simulation tool is required.

3.3.1 GLACIER

GLACIER is a gate level circuit characterization and simulation system for hot carrier e�ects
and developed by BTA Technology for VLSI design [72]. It is an accurate tool that can handle
large circuitry. It can be integrated in design �ow as shown in Figure 3.11 for the purpose
of circuit Hot-Carrier (HC) reliability simulation. The methodology is mainly based on two
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major sub-systems, HCLib for cell characterization and HCSim for simulation and analysis.
The authors of Glacier have introduced a new ratio based gate level HC degradation model.
It considers Tfresh and Taged as the fresh and aged pin-to-pin signal delays as shown in Figure
3.12. α is the aged-to-fresh signal delay ratio which characterizes the overall degradation
of all transistors in the gate due to hot carrier e�ect. These variables are de�ned for each
transition type (rise or fall) of each signal path of the logic gates. Equation 3.4 shows the
relationship between Tfresh, Taged and α.

Taged = α× Tfresh, (3.4)

It also includes a powerful graphical user interface (GUI) provides friendly user interface to
facilitate cell characterization, timing library veri�cation and timing analysis and to enhance
productivity.

Figure 3.11: Glacier Simulator: Block diagram

To conclude, by virtue of a unique ratio based modeling technique the accuracy in Glacier
is kept within 1 % error range as compared to transistor level circuit reliability simulation.
Depending on the circuit size, Glacier can be 10 to 1000 times faster than BERT.

3.3.2 ILLIADS - Illinois Analogous Digital Simulator

The analytical macro-modeling for the MOS logic gates �rst proposed by University of
Illinois for the event-driven fast timing simulation of MOS digital circuits [73, 74]. This
model was developed by mapping the MOS logic gates onto a generalized MOS circuit. The
output waveform for this circuit with linear input waveforms for each component can then be
processed by solving a nonlinear (Ricatti) di�erential equation with time-varying coe�cients.
In [73, 74], the equation describing the MOS transistor I-V characteristics is assumed to be
piecewise-quadratic, and hence, can only be applied to technology modeled by the simpli�ed
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Figure 3.12: Glacier: Fresh vs Aged waveforms

level 1 SPICE model. ILLIADS displayed similar results as obtained by SPICE but with a
lower time for simulation. The RWQ (Region-Wise Quadratic) models are used in ILLIADS
(ILLinois Analogous Digital Simulator), a fast timing simulator for hot-carrier reliability
simulations. According to Shih et al, these models provide the same level of accuracy as
SPICE but with a lesser time for simulation as shown in Figure 3.13.

Figure 3.13: An output of a 4-bit full adder, the di�erence between outputs from SPICE and ILLIADS
is small
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The latest version of ILLIADS, named ILLIADS-T, is an electro-thermal simulation method-
ology for temperature pro�le estimation, hotspot identi�cation and circuit reliability predic-
tion for CMOS chips. ILLIADS-T is applied to Electromigration (EM) reliability diagnosis
and timing analysis. It considers both transistor and interconnects temperatures. According
to authors, the temperature sensitive failure mechanisms induced MTTF and critical path
timing are estimated by ILLIADS-T, and is also used to simulate the temperature pro�le of
a commercial microprocessor with the most advanced packaging structure. In Figure 3.14,
the statistical measurement block (Fast Timing Simulation) is needed in order to collect and
update the statistical data. Then, the stopping criterion is used to determine whether the
average power estimated thus far is close enough (converged) to the real value. This simula-
tion is then terminated and it reports the average power value. Else, another input pattern
will be generated for the next round of circuit simulation. To be more e�cient, it is necessary
that the stopping criterion will result in the sample size as small as possible.

Figure 3.14: Flowchart of ILLIADS-T simulator

To conclude, ILLIADS is not developed speci�c to any failure mechanism. Authors claimed
that it is much faster than transistor level reliability simulation tools. It validates results for
a circuit with 235,000 transistors that simulate 10 minutes of real clock for one clock cycle
output. But it is not enough for large simulations on a processor due to speed and memory
constraints.

3.3.3 Synthesis of State-of-the-Art tools at gate level of abstraction

Semiconductor design and manufacturing is su�ering through changes which is causing the
(supposed) unlimited lifetime that customers expected to be reduced signi�cantly. Hence,
ITRS predict the onset of signi�cant reliability problems in the future via roadmaps. Due
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to new materials, processes and devices, the voltage scaling limitations and increasing power
consumption are causing many new reliability challenges. The gate level reliability simula-
tors provide accurate enough information with higher speed of simulations. The discussion
gives researchers base to go to higher level than gate level. The following section discusses
methodologies that exist at architectural level, which provide less accurate but fast enough
results to simulate a complete processor.

3.4 Architecture level reliability simulation methodology

According to [10], there are the two main challenges to maintain reliability, which are,
the continued increase in die size and number of transistors, and the constant scaling of
transistors for performance. More the transistors result in more failures which results in
lower lifetimes. Increasing power consumption and increasing transistor density are causing
higher temperatures on chip again resulting in fast failure. Also, before the work of Srinivasan
et al [10], techniques for enhancing reliability focused on fault-tolerant computing methods
like redundancy and e�cient failure recovery methods. This and other techniques are mainly
focused on error detection, recovery, minimizing down time, and increasing yield. But they
had no interest in the rate of wear-out of processors. Before [10], there were already many
techniques that can maximize energy and thermal performance by exploiting architectural
features and adaptation capabilities. Using these approaches it is possible to predict long-
term reliability to track application behavior and can be used to increase processor reliability.

3.4.1 RAMP

In beginning of 21st century, the Reliability Aware Micro-Processor (RAMP) model for
processor reliability was published by IBM. RAMP provides chip mean time to failure (MTTF)
as a function of the failure rates (λ) of individual blocks of the chip due to di�erent failure
mechanisms i.e., Electromigration, stress migration, time-dependent dielectric breakdown,
temperature cycling, and can be used to evaluate the reliability due to di�erent applications,
architecture and processor designs" [47].

It is claimed that the RAMP model is a self-standing module that could be attached to
simulators to make power and temperature predictions [10]. RAMP only models intrinsic
processor failures because long-term processor reliability is dominated by wear-out or intrinsic
failures. However, IBM published that RAMP can be extended to model soft errors. It
should be noted that RAMP uses the Arrhenius model to show the dependence of processor
failures on temperature. The brief overview of the methodology (for a case study) is given
in Figure 3.15 [56]. RAMP has been integrated with two di�erent simulators �rst is IBM's
'Turandot' architectural simulator which provides inbuilt power estimation capabilities and
uses 'HotSpot' for temperature simulation, and the second is 'RSIM' simulator which uses
'Wattch' for power measurements and again 'HotSpot' for temperature measurements. These
simulators also have possibilities to model leakage power. As already said, according to
Srinivasan et al. RAMP is a separate module, and easy to port to other simulators. In
Figure 3.16, Srinivasan used the results obtained using RAMP to show the e�ect of scaling on
reliability. The lifetime of a processor is reducing rapidly with technology scaling. It seems,
there is no further development of RAMP.
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Figure 3.15: Block diagram of simulator RAMP

Figure 3.16: Using RAMP results, Srinivasan et al. has shown e�ect of scaling on reliability

To conclude, RAMP is very interesting beginning for reliability simulation at higher level
of abstraction. The already discussed assumptions out of which some are accurate and some
inaccurate, make it di�cult to use RAMP for di�erent speci�c needs.

3.4.2 A functional level reliability simulation methodology by Coskun et al.

Coskun et al [7], from University of California, San Diego, have provided methodologies that
use DVS (Dynamic Voltage Scaling) and DPM (Dynamic Power Management) to improve the
reliability of MPSoCs shown in Figure 3.17.
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Figure 3.17: Coskun compared various power management policies

Figure 3.18: Coskun's present and future �ow diagram of IC design
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They have shown theoretically that using DVS can highly improve the lifetime of the multi-
processor. But they assume the failure rate of the circuit to be dependent on its instantaneous
behavior and to be independent of circuit usage in the past. The methodology is said to pro-
vide simulation speed much faster than at architecture level even when simulations run at
�ne grain level. To simplify, Coskun assumed an exponential lifetime distribution for di�er-
ent failure mechanisms with the failure rate of the processor supposed to be dependent on
its instantaneous parameters (e.g., temperature and voltage), and considered as independent
of the past values. It obviously seems inaccurate as a wear-out mechanism has increasing
failure rate as the circuit age increases even if the parameters remains same or even when
there is now application running on processor actively. In a very recent article [55], Coskun
et al have shown current and future IC design �ows in Figure 3.18. Only average and peak
power and temperature evaluation at higher level designs are included in the current �ow
and power estimation during the lower level of abstraction. For multi-core architecture to be
more reliable, it has been proposed to extend the design �ows with two additional features;
one is, to evaluate the transient power and temperature during system architecture design
and synthesis and the second is to consider temperature constraints and optimize placement
and routing in the design of microarchitecture units at chip level.

To conclude the methodology from Coskun is not free of limitations like other discussed
methodologies. It assume exponential lifetime distribution, and did not implement the
methodology in design �ow hence results (with arbitrary values) are not validated.

3.4.3 Agesim

In [54], Huang provided many details about mathematics of calculating aging rate, a new re-
liability metric but only numerical examples for Electromigration. The integration of AgeSim
in a real MPSoC design �ow with di�erent technology libraries is not yet addressed. In
contrast to existing work, AgeSim is able to simulate arbitrary lifetime for di�erent failure
mechanisms. According to authors, AgeSim does not require tracing the system's reliabil-
ity related parameters during its lifetime, and supposed to be more e�cient and accurate.
Simpli�ed AgeSim framework is provided in Figure 3.19.

Di�erent simulators are used to simulate power and temperature and obtain performance;
aging rate and energy are obtained as outputs. Figure 3.20 shows one main result obtained
using AgeSim, which is the impact of DVFS (Dynamic Voltage Frequency Scaling) on the
failure rate. Di�erent DVFS techniques can provide di�erent level of reduction in failure rate.

To conclude in AgeSim, failure models are provided as inputs to calculate reliability using
the obtained aging rate. AgeSim does not include new failure models. The methodology is
very strong and according to authors can also be extended to MPSoCs. The methodology,
even at single processor level is not yet implemented in a design �ow, i.e., no technology
library is taken into consideration. Hence, results are provided with arbitrary values.

3.4.4 Synthesis - Requirements to predict reliability at higher level of abstraction

At a high level, the environment can be characterized in terms such as ground, mobile,
airborne, space, etc. This provides a rough indication of the severity ranges of stresses to be
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Figure 3.19: AgeSim simulation framework

Figure 3.20: Huang et al shows the impact of DVFS on aging using arbitrary results (no technology
libraries are used) from AgeSim simulations

experienced. As the design process starts, more detailed information may be necessary. For
example, Time Stress Measurement Devices are available that can be used to measure and
record stresses such as temperature, humidity, shock, vibration and power.

A number of reliability-oriented tasks are useful in deriving performance reliability require-
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ments from the needs. Modeling and Simulation is an e�ective technique to determine a level
of reliability, or range of reliability, necessary to meet a more general need or requirement. It
enables the trade-o� of various product characteristics to achieve a more general requirement.
Simulation makes use of computer automation for various solutions until an optimized solu-
tion is achieved. It provides means of identifying solutions without the costly design, build,
and test process. As the product evolves during the Design/Development phase, the models
are updated to re�ect the current product design con�guration.

In developing reliability requirements using mission and support models, the relationships
among reliability and the various mission and support �gures of merit are de�ned using
mathematical relationships. These �gures of merits may be the number of spares required
for a given scenario, the number of �ights that can be generated in a given time period, the
average number of products down for service at any one time, etc. By varying the operational
measures of reliability, the e�ect on the �gures of merits can be determined. Those values of
operational reliability which give the "best" results, all other factors being held constant, are
then selected as the reliability requirements.

Ideally, each product requirement would be optimized. Instead, the overall product must
be optimized, with the product's requirements addressed properly, as a set. Whether require-
ments are con�icting or complementary, they must be viewed as a whole, and not as indepen-
dent requirements. Reliability requirements should be developed within the context of the
overall requirements for the product. The focus must be on the overall product performance.
So other performance requirements, and even form and �t requirements, can complement
or con�ict with the reliability requirements. To reach a "best" compromise, trade-o�s are
conducted in which an increase in one requirement is traded for a decrease in another. In a
given situation, reliability might be traded o� (i.e., the requirement is reduced) to achieve
better performance.

The design requirements, operational requirements, or both may need to be adjusted to
account for the improvement in technology, di�erent operating environments, di�erent duty
cycles, and so forth. Temperature is one of the most important parameter that in�uence relia-
bility. Temperature e�ects are associated with electronics. By conducting a thermal analysis,
designers can determine heat transfer paths and modes, temperature extremes experienced by
individual components and parts, and the impact of thermal shock caused by rapid changes
in temperature. Like temperature analysis, power analysis is also very important as it pro-
vides the knowledge of stress time during the product's life. This stress also cause the rise in
temperature.

3.5 Conclusion

In this chapter, we have discussed reliability simulators and methodologies from past 25
years. Understandably most of the existing tools work at transistor and gate level of abstrac-
tion as prediction of reliability needs high accuracy. High level simulations mainly focus on
complex architectures with millions of transistors. Hence, the prediction of reliability can-
not be very accurate due to complexity involved. At the higher-level of design stage, power
and temperature are taken into account by estimating the average and peak power and the
corresponding thermal behavior. There are already some thermal simulation tools that are
provided by EDA companies: e.g., FloTherm by Mentor Graphics and Encounter by Cadence
for Power/Thermal Analysis. These commercial tools are based on applied �uid dynamics;
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Figure 3.21: Relation between di�erent methodologies
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hence, they can accurately model chip-level temperatures. However, a simulation framework
that integrates runtime workload pro�les with the power and thermal models and hence pre-
dicts reliability is not utilized in this �ow. At lower-level of abstraction, with information
about placement and routing of the circuits, it is possible to compute detailed timing and
performance characteristics to optimize the design accordingly.

In [75] it is said that performing architecture-level simulation is very costly with today's
tools for emulating only a few seconds of real-life execution takes hours to days, depending on
the system's complexity and due to this all the techniques that can provide e�cient techniques
for evaluation of �ne-grained performance, temperature, and energy simultaneously are very
important for current and future. The stress on a processor changes a lot during runtime with
di�erent workloads, to make the right choice for the various design issues is a di�cult task,
without an accurate lifetime reliability simulator as shown in results in [54]. It is a challenging
problem to design a performance e�cient yet accurate lifetime reliability simulator. In authors
knowledge there are no work in the literature in this domain except [54] who are also working
on similar methodology in parallel as presented in Chapter Reliability estimation at functional
level, with the big di�erences are the embedding in design �ow and the parameters �tting
with close to real values in our methodology.

In Figure 3.21, a quick comparison is provided between all the simulators and methodologies
provided above. It is clear to see that methodologies from [54, 55, 56] are new generation
methodologies to predict reliability at high level of abstraction. As shown in Figure 3.21,
all the existing methodologies have some issues that should be taken care of, i.e., missing
some key points and still required to be included in reliability simulation methodology. In the
following chapter, a new methodology is introduced that takes many of the good points from
existing methodologies and especially close to RAMP and AgeSim simulation frameworks. It
will be clear in Chapter 5, that this methodology has also been implemented in design �ow at
functional level using case studies with 40 nm TSMC technology library and functional level
MIPS 32 processor architecture.

Due to all above discussed limitations of methodologies from Srinivasan, Coskun and Huang
et al., it is shown that no tool exist for reliability prediction accurate enough that can provide
high speed and exploration capabilities for many core architecture at functional level of simu-
lation, which can be embedded in design �ow. To conclude, it is required that this tool must
be able to handle the complexities that exist in MPSoCs, with the consideration of timings
and should take into concern the technology libraries while integrated in the design �ow.
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The emergence of new embedded applications for telecom, automotive, digital television and
multimedia applications has fueled the demand for architectures with higher performances,
more chip area and high power e�ciency. These applications are usually computation-
intensive, which prevents them from being executed by general-purpose processors. Thus,
designers are showing interest in a System-on-Chip (SoC) paradigm composed of multiple
processors and a network that is highly e�cient in terms of latency and bandwidth. The
resulting new trend in architectural design is the Multiprocessor SoC (MPSoC) [76]. MPSoC
architectures can have homogeneous or heterogeneous processors, depending on the applica-
tion requirements. Choosing the best processor among hundreds of available architectures, or
even designing a new processor, requires the evaluation of many di�erent features (pipeline
structure, ISA (Instruction Set Architecture) description, register �les, processor size etc.),
and the architect needs to explore di�erent solutions in order to �nd the best trade-o�. Semi-
conductor industry has an immense pressure for improving performance, increasing function-
ality, decreasing cost and reducing design and development time. For all these improvements,
the solution is to minimize device feature size in nanometer scale range and further, which
a�ects the lifetime of a chip drastically.

This chapter is organized to provide clear details of the tool-chain developed in order to
predict reliability of a processor. This chapter is divided into 5 main subsections. Section 4.1
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provides motivation to our methodology and the tool chain developed at functional level of
abstraction. Section 4.2 provides a state of the art for existing power simulation tools and also
a new power simulator which is developed as a part of this thesis in order to predict reliability.
Section 4.3 discusses about an academic open source temperature simulator which is accurate
enough and famous among researchers. Section 4.4 is the heart of the complete methodology
that will be presented in this chapter, it presents a reliability simulator that can take inputs
from power and temperature simulators at any abstraction level (Power-ArchC and HotSpot
in this case) and other inputs which are provided by designer and manufacturer to predict
reliability of a design. Final Section 4.5 shows how to integrate all power, temperature
and reliability simulators into a tool-chain named RAAPS (Reliability Aware ArchC based
Processor Simulator).

In Chapter 5, using RAAPS, it will be shown that, aging depends on applications executing
during lifetime of the processor, and some blocks are much more prone to failures than others.

4.1 Reliability simulation at Functional level

At di�erent levels of abstraction, there are di�erent trade-o�s to calculate power consump-
tion, temperature and predict reliability. More accurate data can be obtained at lower level
of abstraction than higher. But the simulation is faster at higher level of abstraction. Multi-
Processor System-On-Chips (MPSoCs) are composed of hundreds of processor cores, memories
and interconnect. Their design space exploration (memory sizes, processor pipeline depth,
interconnect bandwidth, task scheduling, etc.) for performance or power consumption objec-
tives require fast and accurate simulators. Performance, power and temperature modeling
and simulations for MPSoCs are still subject to intensive research works, such as SESAM
[77].

At this point, it should be clear in the mind of the reader that the main aim of this thesis is to
give means to predict reliability at functional level of abstraction to help designers. Designer
needs to verify if a design is robust and can handle memory sizes, task scheduling etc. for
performance and reliability. Hence, this thesis provides a tool that will provide designer an
enhanced capability to analyze reliability and take quick decisions to improve the lifetime of
his design.

In Figure 4.1 which is based on all the discussed requirements in Section 3.4.4 and as shown
in Figure 3.1, an introduction to a new methodology is provided. This introduction should
help the reader to make links between following sections and subsections that explains the
various blocks of this tool-chain. In Figure 4.1, it is shown that power consumption, i.e., both
dynamic and leakage power increase temperature. In general, temperature pro�les depend on
the temporal and spatial distribution of power, the size and plan of the chip as well as the
microprocessor's cooling and packaging solutions. High temperature increases charge-carrier
concentrations, resulting in increased sub-threshold leakage power consumption. In addition,
it decreases charge-carrier mobility, decreasing transistor and interconnect performance, and
decreases threshold voltage. Finally, temperature has a tremendous impact on the errors that
lead to the majority of IC permanent faults. The relationships among power, temperature,
and reliability are complex. Controlling power, temperature, and reliability requires mod-
eling and optimization at di�erent abstraction levels to achieve di�erent level of accuracy.
A reliability simulator needs di�erent information. There is information about static inputs
that do not change while the design is undergoing stress during its lifetime such as, �oorplan,
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spreader, heat sink, packaging, technology library, failure models. There are also some dy-
namic inputs that may or may not change during the time, design is under stress such as,
operating voltage, operating frequency, consumed power and maximum temperature of the
design (or just some part of design). There are various failure mechanisms that may result in
temporary, intermittent and permanent errors in integrated circuits as discussed in Chapter
1. The main ones are Electromigration (EM) in interconnects, TDDB in the gate oxides,
hot carrier injection (HCI) in NMOS transistors, and negative bias temperature instability
(NBTI) in PMOS transistors. These failure mechanisms have been extensively studied at the
transistor level in the past, and researchers have provided values for the technology dependent
parameters for each failure mechanism, brief discussion was provided in Chapter Chapter 1 -
State of the art - Failure mechanisms in a chip. The important permanent failure mechanisms
are modeled and a method to build functional level reliability models using transistor level
failure models has been shown in Chapter 2.

Figure 4.1: A general methodology to predict reliability - Reliability can be predicted by designer
using knowledge about power consumed, temperature on the chip, mathematics of failure mechanisms
and information obtained via technology library

Relatively to other works related to reliability simulation at front-end as discussed in Chap-
ter 3, the reasons a reliability aware processor simulator is developed are:

1. Need of speed during simulation: the processor lifetime reliability was simulated at cycle
accurate level (pipeline step) which was too slow for MPSoC simulation.

2. Need of a powerful language description for processor cores at functional level with life-
time reliability evaluation capabilities to be readily integrated in an MPSoC simulator.

3. Need to distinguish the e�ect of di�erent benchmarks on lifetime reliability of the pro-
cessor and explore the e�ect of di�erent task scheduling techniques in an MPSoC, very
early in the design �ow.

Starting points of this work to develop this reliability aware processor simulator are (i)
RTME (Real Time MTTF Evaluation, a new tool developed) [78], a tool to get failure mod-
els and a reliability simulator at block level, (ii) Power-ArchC [79], an enhanced ArchC based
Instruction Set Simulator (ISS) that embeds block-level power estimation capabilities at func-
tional level (A new methodology is given to perform functional-level power estimation, will
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be discussed in details in following sections), and (iii) Hotspot [80, 81], a block-level temper-
ature simulator (an academic tool, source-code available). The technical contribution of this
methodology to the scienti�c world is a trace-based tool chain (power-temperature-reliability)
- that can be fully parameterized - for exploring reliability in a processor, at functional level. In
this reliability aware processor simulator, any technology library from manufacturers, packag-
ing library and failure library (failure models as derived in Chapter 2) can be plugged. Power
values at functional level are obtained by an extensive Instruction-Level Power Characteriza-
tion for a given technology library [79]. Relatively to a packaging library, temperature values
before synthesis are estimated by solving electrical equations in an equivalent RC network
that represents the lateral and vertical paths of temperature dissipation over the integrated
circuit [80]. Reliability is expressed as the cumulative failure rate (CFR) over time for each
failure mechanism as explained in Section 2.4. This reliability aware processor simulator could
highlight the main failure detractor and the weak part of the design that is prone to this de-
tractor. In the following sections, it is shown, how to build this tool chain named RAAPS
(Reliability Aware ArchC based Processor Simulator) at functional level for exploring the
e�ects of di�erent benchmarks. The proposed methodology is applied to the MIPS processor
for a case study and provides results in Chapter 5.

As discussed in Chapter 3, for reliability at functional level, the �rst and foremost re-
quirements are to simulate power consumption and temperature behavior. In Section 4.2,
Power-ArchC is detailed that is a powerful ISS enabling the power analysis of processor cores
at functional abstraction level. In the Subsection 4.2.1, already existing methodologies are
presented regarding power simulators.

4.2 Power-ArchC

As a corollary to Moore's law, power consumption of computing nodes doubles every 18
months [82] and needs to be evaluated as soon as possible in the design stages. Due to
this, there are many tools at present to assess power at di�erent levels of abstraction. Most
commercial tools start working at the design after synthesis. Such tools are not candidates for
MPSoC power analysis. The di�erent power analysis methodologies and tools will be discussed
in this Subsection. Lot of research has been performed in power estimation techniques and
tools at transistor level, gate level and register-transfer level [83, 84]. Also in recent days, more
research is performed at cycle-accurate and behavioral levels [85]. Since they target di�erent
levels of details, they make di�erent trade-o�s between simulation time and accuracy.

Compared to previous works, it is the �rst work that enables the generation of a power
aware ISS ready to be integrated in a complex SystemC based System-on-Chip (SoC) design
with a short development time. The technical contributions can be given as follows:

1. a semi-automatic design �ow extended with power exploration capabilities at High-
Level;

2. a Power aware ISS generated by an Architecture description language;

The following subsections will provide motivation that make designing of this tool more
obvious and present some already existing power estimation methodologies at di�erent levels
of abstraction. Then a new methodology is presented to estimate power at functional level in
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Subsection 4.2.2. The proposed methodology is applied to the MIPS case study and results
are provided in Chapter 5.

4.2.1 Power Modeling and Simulations

Some recent academic tools like 'Wattch' [85], 'SoftExplorer' [86, 87] enable the power
analysis at front end design. Most simulators are parameterized, so they can be used to
estimate the energy consumption of di�erent system con�gurations. In the rest of this section,
some already existing methodologies and tools (commercial and academic) are discussed.

At Transistor level, power estimation is typically performed as a by-product of circuit sim-
ulation [83]. It enables the most accurate estimation but in detriment of a very slow speed
because the simulation is performed late in the design cycle. These simulators characterize
models of transistors and estimate voltage and current behaviors over time. Power dissipa-
tion of transistors comes from three sources: switching power, short-circuit power, and leakage
power as already discussed in Section 2.4.2. Such simulation is time-consuming but useful in
integrated circuit design. Transistor-level simulators such as 'HSPICE', 'HSIM' [88, 89, 90],
are not suitable in evaluating power consumption of large programs on complex systems, as
they need large amount of memory space for storing all the details.

Gate-level approaches simulate a gate-level design, and calculate power by considering the
switching activity (average number of toggling per time unit), the time, the equivalent ca-
pacitance and voltage of internal nodes [91, 92]. Compared to the previous approach, power
values are less accurate but simulation speed increases. Techniques for power estimation and
switching units of a circuit can be mapped to prede�ned minimized activities. At gate and cir-
cuit levels, it is usually classi�ed as (1) statistical, or (2) probabilistic. In statistical methods,
circuit simulation is performed using a set of randomly chosen input vectors, while monitoring
the switching activity on each circuit node. The simulation runs until the switching activ-
ity converges to the average switching activity. Convergence is tested by a statistical mean
estimation technique, such as the Monte Carlo procedure [92, 84]. In probabilistic methods,
user-supplied input probabilities are propagated into the circuit to produce signal probabil-
ities at every node. The switching activity may be determined once the signal probabilities
at each node are computed. An example is 'PrimeTime' [49], which delivers a dynamic and
leakage power analysis for design geometries at 90-nm and below. Designers have a single,
uni�ed analysis environment for timing, signal integrity and power analysis that is anchored
by the 'PrimeTime' static timing solution.

At Cycle-accurate level, power model considers the equivalent capacitance of a macro logic
block. Compared to the previous approach, accuracy is lower because the internal switching
activity of the block is not considered, only I/O toggling activity. Conversely, simulation speed
is faster. At Cycle-accurate-level simulator simulates the execution at the level of individual
cycles, allowing keeping track of power behavior changes across cycles. Examples of cycle-level
simulator are 'Wattch' [85], 'SimplePower' [93] and 'Sim-Panalyzer' [94]. 'Wattch' involves
analytical capacitance models which have to be developed for each block of a processor by the
microarchitecture which is sometimes very di�cult to perform. Indeed, at the cycle-accurate
level, the processor's behavior is simulated cycle by cycle. In these tools, it is not a problem
when only a small portion of the code (a few instructions) is simulated, but this may be very
time consuming for large programs. Moreover, cycle-level simulations necessitate a low-level
description of the architecture.
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Instruction-level simulators provide coarser power behavior than the cycle-accurate ones.
It is possible to analyze very quickly the power consumption of the circuit but with a rather
low accuracy than descriptions made at lower abstraction level. The simulation is based
on the instruction-level energy pro�ling of the instruction set of the target processors and
the assumption that the energy consumption of an instruction is mostly independent of the
addressing mode or operands or previous instructions. Some methodologies about Instruction
level power analysis are discussed in recent papers [95, 96]. One of the instruction-level
simulators is 'Joule-Track' [97]. Joule-Track is available as an online resource and has various
estimation levels. It acts as a predictor for a set of benchmark programs evaluated on the
StrongARM SA-1100 and Hitachi SH-4 microprocessors.

At Application-level, to estimate whole-program power-consumption, the methodologies
generally work as predictor of power consumption for a program [98]. An application-level
simulator, 'SoftExplorer' [87] works at C-level and relies on the Functional-Level Power Anal-
ysis, which results in a power model of the processor.

'SoftExplorer' is an interesting tool that works at C-level and relies on the Functional-Level
Power Analysis, which results in a power model of the processor. F. Klein et al. propose
'PowerSC' [99, 100], a power-aware extension of 'SystemC' classes. It allows power estimation
of circuits described in 'SystemC' language. 'PowerSC' is based on a new multi-model power
estimation engine. It selects the macro-modeling technique leading to the least estimation
error for a given system component depending on the properties of its input-vector stream.
Design e�ort for power insertion in SystemC design is relatively limited: add of macros in
user code and, technology and power libraries that are automatically built by 'PowerSC' �ow.

A power aware ISS is proposed in the subsection 4.2.2, called Power-ArchC because the tools
at transistor, gate and cycle-accurate levels are not a practical solution to perform power and
hence reliability explorations for a complete processor, whereas Joule-Track is not suitable for
SystemC based processor designs written in ArchC language. In addition estimation of power
consumed of dynamic applications is required that will be executed on a processor; this is not
possible with 'SoftExplorer'. Although PowerSC is a very powerful framework that would
�t to our needs, its availability is currently limited to gate-level description. Power-ArchC is
based on a power-reuse model approach. Power values of instructions are obtained at gate
level for better accuracy while simulation time for characterization remains acceptable. The
instruction set architecture is annotated with obtained power values in the simulator. It
should be noted that the goal is to have an accurate power simulator and not to derive new
methodology which is enough for reliability analysis.

4.2.2 Power-ArchC using ArchC and ILPC

Power-ArchC is based on a methodology for functional and instruction level power analysis
given by [101] and can be seen in Figure 4.2. Qu et al, have provided methodology for a
given microprocessor and build a 'power data bank' that has power information about basic
instructions and then they evaluate total energy consumption and execution time using data
bank obtained. The components connected by the dotted arrows show the procedure to build
the 'power data bank'. Instructions executed only once for one hardware con�guration without
any information about the benchmarks to be executed on the core. The power estimation
tool is shown and connected via solid edges. It takes the user's program and input data,
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and estimates the power of the execution of such benchmarks on the given processor. Power
estimates are given for 3 % error.

Figure 4.2: Functional level Power estimation methodology

ArchC based ISS

An Instruction Set Simulator (ISS) is a simulation model, usually coded in a high-level
programming language, which mimics the behavior of a mainframe or microprocessor by
"reading" instructions and maintaining internal variables which represent the processor's
registers [102]. The ISSs enable fast design space exploration and simulation of complex
MpSoCs while accuracy remains in acceptable level.

The processor Instruction Set Simulator (ISS) has an important role, and must have the
following features: it should be able to parameterize, fast and accurate, and able to be easily
integrated in the MPSoC simulation environment. The ISS emulates the behavior of a pro-
cessor by executing the instructions of the target processor while running on a host computer.
Depending on the abstraction level, it can be modeled at the functional or cycle-accurate level.
On the one hand, the functional ISS model abstracts the internal hardware architecture of
the processor (pipeline structure, register �les etc.) and simulates only the ISA. Therefore, it
can be available in the early phase of the MPSoC design for the application software develop-
ment, where the simulation speed and the model development time are important factors for
a fast design space exploration. On the other hand, the cycle-accurate ISS model simulates
the processor at an abstraction level between the RTL and the functional model. It presents
most of the architectural details that are necessary for processor sizing, in order to evaluate
in advance its performance capabilities in the MPSoC design. All these advantages come at
the expense of a slower simulation speed and longer development time.

They can be obtained basically from three sources: standalone simulators, third party com-
ponents and created by 'ADL' (Architecture Description Language) based tools. 'ADLs'
modeling levels are classi�ed into three categories: structural, behavioral, and mixed. Struc-
tural or cycle-accurate ADLs describe the processor at a low abstraction level (RTL) with a
detailed description of the hardware blocks and their interconnection. These tools, such as
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'MIMOLA' [103], are mainly targeted for synthesis and not for design space exploration due
to their slow simulation speed and lack of �exibility. On the contrary, behavioral or func-
tional ADLs abstract the microarchitecture details of the processor, and provide a model at
the instruction set level. Their low accuracy is compensated by their fast simulation speed.
Many languages exist such as 'nML' [104] and 'ISDL' [105]. Therefore, mixed 'ADLs' pro-
vide a compromise solution and combine the advantages of both the structural (accuracy)
and behavioral (simulation speed) 'ADLs'. It is the best abstraction layer for design space
exploration. 'EXPRESSION' [106], 'MADL' [107], 'LISA' [108], and 'ArchC' [109] are exam-
ples of mixed 'ADLs'. A recent type of processor description language called 'ArchC' [109]
is gaining special attention from the research communities [110, 111, 112]. ArchC v2.0 is
an open-source ADL, developed by the University of Campinas in Brazil. It generates from
processor and ISA description �les, a functional or cycle-accurate ISS in SystemC. The ISS
is ready to be integrated with no e�ort in a complete SoC design based on 'SystemC' [8].
In addition, the ISS can be easily deployed in a multiprocessor environment thanks to the
interruption mechanism based on 'TLM', which allows the preemption and migration of tasks
between the cores. The main distinction of 'ArchC' is its ability to generate a cycle-accurate
ISS with little development time. Only the behavior description of the ISA requires accurate
description. As for the microarchitecture details, they are generated automatically according
to the architecture resource description �le. Since 'ArchC' is an open-source language, the
simulator generator can be modi�ed to produce a processor with customized microarchitec-
ture enhancements, which makes it a great tool for computer architecture research [113]. To
our knowledge, the processor model cannot be synthesized because it is not yet supported by
'ArchC'.

Instruction Level Power Characterization (ILPC)

Power-ArchC is built on the top of the ArchC methodology. ArchC provides an e�cient
framework for describing a processor architecture and ISA at behavioral or cycle accurate level.
In addition, it automatically generates an ISS with a short development time, but it does not
have any way to estimate its power consumption. The ArchC methodology is extended with
power capabilities. Using power model from Instruction Level Power Characterization (ILPC)
into Power-ArchC, the total energy used and average power consumed can be provided for a
given benchmark, design implementation and technology node. The �ow for instruction level
power characterization is illustrated in Figure 4.3. Chain of tools is shown in black boxes.
Input and output �les are represented by grey boxes. The �ow is built into four steps:

1. ArchC based description - ArchC 2.0 is used to generate the MIPS ISS that supports
the full R3000 ISA. Binary codes are generated with a MIPS cross compiler provided in
ArchC framework. From two input description �les (ac, isa), the tool acsim generates
a SystemC based ISS that can be easily integrated in a complex MPSoC model. The
ArchC Simulator Generator (acsim) is composed by a simulator generator and a decoder
generator. It uses the programs to extract the information from the model description
�les, in order to create all C++ classes and/or SystemC modules necessary to build the
architecture simulator. The decoder generated by ArchC is capable of handling ISAs
from simple RISC machines and multi-word of variable length instructions, like in many
DSPs. The general simulator generation �ow is shown in Figure 4.4.

2. RTL design and synthesis - An open source RTL description is used to obtain same
functionality as from processor described from ArchC. Hence, to characterize power,
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Figure 4.3: Instruction level power characterization to obtain power model at Functional level

Figure 4.4: ArchC simulator generation �ow
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the design with same functionality at least at gate-level is required to provide su�cient
details and accuracy to power values. Consequently, the RTL description of the pro-
cessor is manually performed relatively to the architecture description made in ArchC.
From that, commercial tools like Synopsys Design Compiler v2009.06 [114] generate
a gate level generation, based on a chosen technology library. This explains why the
design �ow is currently semi-automatic.

3. ILPC - Power simulation tools at gate level can provide accurate power consumption
of each block, at each clock cycle. Since power simulation tools at gate-level such
as Synopsys PrimeTime [115] only provide power consumptions of hardware blocks, a
parser tool is designed that outputs the average power consumption of each instruction
from power and program traces provided by the simulation tool. The parser tracks
the power value in the di�erent pipeline stages �owed by the instruction. Based on
the data path in each stage of the pipeline, it gathers the power value caused by the
execution of one instruction and stores it in a model. Each instruction with same name
will only have one entry in the previously de�ned model, and their di�erent power
values are averaged for each stage. One should note that the ILPC can be performed
automatically whenever hardware implementation of microarchitecture or technology
library changes.

4. Back-Annotation - Let's consider a set of three instructions (2 stores (sw) and 1 load
(lw)) walking in the di�erent stages of pipeline as shown in Figure 4.5 with the power
values P1 to P9 generated by the gate level tool (other values are not shown for better
clarity).

Figure 4.5: An example of generating power model for MIPS processor
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In this case, ILPC outputs a power model that provides an average total power value for
each instruction. In Figure 4.6, a random benchmark is shown at the top with random
values of program counter (PC), opcode, instruction name and operands. On the right
hand side is shown a power model generated from this benchmark as also explained in
Figure 4.5. Finally, this power model can be back annotated to the benchmark at bottom
with its corresponding values in power model. From this example, the building of power
model is explained based on sample of instructions that is by computing an average value
of gate level power values for same instructions. A characterization campaign has to
evaluate all of the instructions for di�erent operands and instructions interrelations.
Since it is not possible to cover all the possible cases in a reasonable time, only a subset
of possibilities is usually considered. In our case, ILPC outputs a power model that
provides an average total power value (static and dynamic) for each instruction. The
power model is next used to back-annotate the ISS generated by ArchC with power
values for each instruction. The behavior description of the instruction contains now a
variable that points to the corresponding instruction in the power model. The ISS is
now able to output both instruction and power traces and total consumed power of the
executed program.

Figure 4.6: An example of generating power model for MIPS processor and using it to obtain power
estimation for a random benchmark

Given an input power model, the compiler for host machine generates the modi�ed ISS
with power capabilities. A new ISS output provides power traces at the end of simulation of
a benchmark. From that, it is possible to explore the power consumption at high level in a
quick fashion. As we experience with performance accuracy at instruction-level, the resulting
power accuracy will be obviously lower than the one obtained after synthesis. As previously
explained, this is mainly due to the interrelations between the instructions during execution
and the value of the operands that both a�ect the bit toggling activity of the processor micro-
architecture and hence, the dynamic power consumption. As compared to Figure 4.4 that
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provided overview of original ArchC simulator �ow, Figure 4.7 shows Power-ArchC framework
which has modi�ed architecture of ISS generated using power model and ArchC simulator.

Figure 4.7: Power-ArchC Framework

4.3 Temperature modeling and simulations

Although there are some temperature simulation tools, it should be worth noting at this
point that HotSpot is one open source academic tool which is famous among researchers
(with citation count of 76 till date) for the �exibility it provides. Hence, this tool is used to
complete the Tool chain and to provide temperature traces as input to RTME.

HotSpot [81, 80] is a tool developed by University of Virginia that can track temperatures
at the granularity of individual micro-architectural units, so the equivalent RC circuit must
have at least one node for each unit. It must be parameterized, in the sense that a new
compact model is automatically generated for di�erent micro-architectures; and portable,
making it easy to use with a range of power/performance simulators. It is also BICI, that
is, boundary- and initial-condition independent: the thermal model component values do not
depend on initial temperatures or the particular con�guration being studied. The software is
a simple library that generates the equivalent RC circuit automatically (an example is shown
in Figure 4.8, and, supplied with power dissipations over any chosen time step, computes
temperatures at the center of each block of interest. The model is BICI by construction since
the component values are derived from material, physical, and geometric values. Chips today
are typically packaged with the die placed against a spreader plate, often made aluminum,
copper, or some other highly conductive material, which is in turn placed against a heat sink
aluminum or copper that is cooled by a fan. This is the con�guration modeled by HotSpot.
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The steady state temperatures are however a good enough estimate for the correct set of
initial temperatures. HotSpot can be used for the steady state temperatures produced as the
set of initial temperatures for the next 'true' run. It is possible to make HotSpot compute the
steady state temperatures directly without going through the transient simulation, and hence
making the simulations much faster and less memory consuming. HotSpot has steady state
mode to compare temperatures predicted by HotSpot, and a simplistic model that eliminates
the lateral portion of the RC circuit. HotSpot shows errors (with respect to the ambient
temperature, 45◦C or 318◦K) always less than 5.8% and usually less than 3% [81]. HotSpot
also include transient mode, the evolution of temperature in one block on the chip over time.
Thermal capacitance is also necessary for modeling transient behavior to capture the delay
before a change in power results in the temperatures reaching steady state.

Figure 4.8: Example HotSpot RC model for a �oorplan with three architectural units, a heat spreader,
and a heat sink [81].

4.4 RTME (Real Time MTTF Evaluation)

RTME (Real-Time MTTF Evaluation) is an original work and a new simulation tool de-
veloped by our team for predicting Cumulative Failure Rate (CFR) of di�erent blocks of
the �oorplan of the processor [78]. RTME as the name suggests is build to estimate real
time MTTF values and with the help of these values CFR is obtained using the relation
between MTTF and failure and Equation 2.19. It is capable of comparing aging behavior
for di�erent benchmarks and architecture choices, not bound to any speci�c technology or
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power/temperature simulators. For now, it reads operating voltage-frequency (V-F) con�gu-
ration and power/temperature traces of the �oorplan blocks for di�erent failure mechanisms.
CFR represents the cumulative failure rate over the time of a failure mechanism. The failure
library considers 4 failure mechanisms: NBTI, HCI, TDDB and EM. Their failure model at
block level was detailed in Section 2.4. Relatively to power and temperature at block level,
EM and HCI results depend on power consumption and temperature variations, while NBTI
and TDDB results are based on temperature variations. Similarly to power and temperature,
CFR is computed at each instruction execution i.e. each time step of Power-ArchC. Param-
eter n of CFR formula is so equal to the number of instructions in the executed benchmark.
Parameter ti is a constant value related to the frequency at which power and temperature are
recorded. The ith line in a power or temperature trace corresponds to the value measured at
time step (i − 1) × T . Power and temperature are assumed to remain constant during time
T . At each time step, RTME produces a CFR value for each failure mechanism and for each
block of the chip �oorplan. RTME is a simulation tool for predicting CFR (cumulative failure
rate) using failure rate (λ) of di�erent blocks of the processor at architectural level. The ob-
jective is to check the feasibility of the proposed design, before even synthesizing the circuit.
The advantage of RTME is that it is a �exible tool, capable to compare aging behavior for
di�erent benchmarks and architecture choices, not bound to any speci�c simulator. RTME
is believed to be hundreds of times faster than already existing tools at transistor level, but
with reduced accuracy.

Figure 4.9: Real time MTTF evaluation

Table 2.1 listed the analytical TTF equations that model the behavior of studied failure
mechanisms. It presents E-model for TDDB, Black's Law for Electromigration, Takeda model
for HCI, and one of the phenomenological models for NBTI. In these models, the global factor
of each model is not given: these factors are technology dependent and di�cult to obtain.
Hence, the resulting failure rate values must be considered as given in di�erent arbitrary units.
In RTME, to deal with CFR at functional level, the respective failure models are shown in
Table 4.1 as derived in Section 2.4.

These failure models are provided as an input to RTME and in addition they also provide the
dynamic but accurate statistics of following parameters to provide a good reliability prediction
in useful life of the device: Probability of number of transistors switching at a given instant,
Current Density, Substrate Current, Temperature, Area or number of transistors.

Finally, in RTME, failure models can be modi�ed to remain true for a particular technology
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Table 4.1: Failure models at functional level of abstraction derived using transistor level
models. For better understanding parameters involved are de�ned in the third column from
left. Refer to Table 2.1 and 2.2 for the de�nition of rest of the parameters.
Failure Mecha-
nism

Failure Model (CFR) Parameters Involved

Electromigration
∑n

i=1(
Pbl−dyn(a)

2

B0
· exp( −Ea

K·Tbl(a)) · ta) Pbl−dyn: Dynamic power con-
sumed by a block; a: Simula-
tion time step of duration ta;
Tbl: Average temperature of a
block; B0: Constant depend-
ing on technology and initial
operating conditions

Hot carrier injec-
tion

∑n
i=1(

β·Pdyn−bl
(a)·exp( −e

VDD(a)
)·exp( Ea

K·Tbl(a)
)

An
HCI

·
ta)

β: Proportionality constant

Time depen-
dent dielectric
breakdown

∑n
i=1

N
2 · exp(γTDDB · VDD−bl(a)) ·

exp( −Ea
K·Tbl(a)) · ta

N: Total number of transistors
in a block

Negative bias
temperature
instability

∑n
i=1

N
2 ·A ·V

n
DD−bl(a) ·exp( −Ea

K·Tbl(a)) ·ta

library by modifying technology dependent parameters in header �le of RTME. The header
�le contains information of parameters as shown in Table 4.2:

Table 4.2: Various parameters used in RTME
Designer Speci�c Manufacturer Speci�c Technology Dependent

Constants

k: Boltzmann's Constant:
8.62e−5eV/K

Ea: Activation energy for each failure mecha-
nism

VDD: Operating voltage in Volts CFRth: Threshold value of CFR at which the
device is considered as fail

Freq: Operating frequency in MHz tox: oxide thickness in µm
2

Areablk[num]:Area of �oorplan
blocks

γHCI and γTDDB: Field acceleration parameter

ts: Time step in seconds n: Gate voltage exponent

Figure 4.10 gives the brief overview of RTME. The calculation of λ and CFR is performed
for each time step as already explained. The steady values of CFR for each failure mechanism
and for each block is generated at the end of simulation (nth step) as shown in Figure 4.10.
Finally, the tool provides values of CFR at user de�ned time using extrapolation. A point to
be noted is that any high level power, temperature and performance simulator can be used to
connect to RTME and fed their outputs to RTME. Hence, it is possible to show the variations
in lifetime of various blocks of the chip using above discussed Power and Temperature Traces
and other technology related parameters. The block can be a speci�c part of a processor
or a complete processor in a multi-core architecture. Power and temperature traces are
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provided for each simulation step generated by power and temperature simulators for each
block. Power values provided for each simulation step de�ne the stress on the chip, and during
the simulation it may get varied due to DVFS i.e., due to dynamic voltage frequency scaling.
RTME can easily handle these changes and provides the slope of CFR including the change in
stress due to change in V-F set. The temperature values and hence the reliability also depend
on the area, dimension and location of the speci�ed block, it implies that the reliability gets
e�ected by the �oorplan of the chip. By making changes in the �oorplan and analyzing the
changes in temperature reliability of the chip can be enhanced.

Mode 1: Based on real time values

This mode of RTME is very important and is the base for other modes. In this mode
the RTME simulator is integrated with power and temperature simulator to provide a single
stand alone simulator that can provide power, temperature and CFR values per unit time in
real time.

Mode 2: Based on trace values

As the name suggests, it is based on power and temperature values obtained per unit time
and printed in a trace �le. Corresponding to each power and temperature set failure rate
(λ) and cumulative failure rate (CFR) are calculated. This mode comes into e�ect after the
power and temperature simulations and not at real time.

Mode 3: Based on average steady values

RTME calculate the average values of power consumption and temperature during the
execution of an application on the processor. According to Pavg and Tavg RTME calculate
and provide the �nal value of CFR at the end of execution. Mode3 is much faster than Mode1
and Mode2 as it performs less complex calculations. This mode is very interesting in case of
linear extrapolation as shown in Figure 4.10 even if it is a trade-o� between accuracy and
speed.

It is understandable that even at functional level of abstraction we cannot simulate power
and temperature (and hence CFR) for long time of executions (for example 1 year) due to
memory size limitations and time to simulate. Hence, extrapolation is required to predict
the future values of CFR. The extrapolation is done using the slope from initial and �nal
CFR values for the execution of various benchmarks for one or many voltage-frequency sets
and di�erent ambient temperatures. For example, designer can predict CFR for 1 year of
execution on a processor considering data in Table 4.3. Consider a processor which is used,
by application (app) 1 for 6 months and for maximum operating conditions of V-F set, by
app 2 for 3 months for high performance V-F set and, by app 3 for 3 months in slow speed
mode. The assumption is that the order of execution has no e�ect because the transition
e�ect is neglected between di�erent applications. Using RTME, designer can �nd the �nal
CFR after 1 year of usage for di�erent operating conditions using extrapolation.

Mode 4: Based on maximum values

This mode is similar to mode 3, here, RTME only search for the maximum values of power
consumption and temperature during the execution of an application on the processor. Ac-
cording to Pmax and Tmax RTME calculate and provide the �nal value of CFR at the end of
execution.
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Figure 4.10: Real time MTTF evaluation

Table 4.3: An example to explain linear extrapolation of CFR results using RTME in steady
mode

Total Time Duration = 1 Year

Time usage Application V-F

50 % App 1 1.21V-373Mhz

25 % App 2 1.1V-267Mhz

25 % App 3 0.81V-54Mhz

The accuracy of CFR for each block is a�ected by the assumptions made for estimation at
each abstraction layer. Other factors that may a�ect the RTME accuracy are the di�erent
technology parameters and the accuracy of other tools used to simulate power consumption
and temperature. It will be shown that state-of-the-art tools are used with their own level of
accuracy, the error is estimated in di�erent ways and in addition failure models have di�erent
dependence with various parameters.

4.5 RAAPS - The Tool-Chain

This section describes the whole reliability simulator including RTME at functional level
called Reliability Aware ArchC based Processor Simulator (RAAPS) methodology as illus-
trated in Figure 4.11 and explained below. To estimate the reliability of a processor at
functional level, power and temperature values at functional level are required, as well. For
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temperature, again power consumption values are needed, packaging characteristics and the
processor �oorplan. Power at functional level is obtained through Instruction Level Power
Characterization ILPC [79] performed with a power simulation tool applied to a gate level
description of the processor. The behavior of instructions at functional level is only simulated;
the �rst step is to model the power contribution of each instruction. As shown, in the left
part of Figure 4.11, the RTL design of the processor corresponds to the microarchitecture and
instruction set architecture (ISA) descriptions, made in ArchC language at functional level.
From that, a synthesis tool like Design Compiler [114] generates a gate level description, based
on a chosen technology library.

Figure 4.11: Reliability simulation methodology at functional level using RTME

To characterize power, ILPC at gate level is performed with ModelSim and PrimeTime
[116, 115]. It can provide an accurate power consumption of each block, at each clock cy-
cle. A parser is designed that outputs the average power consumption of each instruction
from power and program traces provided by the simulation tool. An assumption is taken to
achieve the Power model i.e., not all possible combinations of instructions and operands are
considered. The power model is next used to back-annotate the ISS generated by ArchC with
power values for each instruction. The behavior description of the instruction now contains
a variable that points to the corresponding instruction in the power model. The ISS is now
able to output both instruction and power traces and total consumed power of the executed
program using the modi�ed ISS version with power capabilities i.e., using Power-ArchC. A
Power model refers to chosen operating condition (Voltage, Frequency) and characterization
campaign (Benchmark). As shown in the right part of Figure 4.11, temperature traces are
obtained using the tool named HotSpot. Using a �oorplan, a Packaging library and Power
traces of the whole processor, HotSpot can derive steady and transient temperature values of
each block of the �oorplan.
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4.6 Conclusion

After discussion in Chapter 3 about already existing reliability simulators and methodolo-
gies, a new reliability simulator is presented called RTME. It is developed to help designers
and manufacturers by calculating Cumulative Failure Rate (CFR) parameter. CFR can be
calculated for various failure mechanisms like, Electromigration, Hot Carrier Injection, Neg-
ative Bias Temperature Instability and Time Dependent Dielectric Breakdown. RTME can
calculate CFR for di�erent blocks of the processor, according to the provided �oorplan and
for di�erent applications that can run on a processor separately or together. A Tool-chain
is presented that is built around RTME at functional level of abstraction. This Tool-chain
also provides details regarding integration of RTME with a functional level power simulator
and a power trace dependent temperature simulator. Here, it must be noted that developed
reliability simulator, RTME, can be integrated with other power and temperature simulators
at various levels of abstraction by easily adapting the inputs. An example is the integration of
RTME in a cycle accurate Tool-chain with Wattch and Hotspot as in [78]. At cycle accurate
level, designer can have more detailed results, like CFR for each block of the processor sep-
arately. Figure 4.12 includes RAAPS Tool-chain in the state-of-the-art. It can be seen that
RAAPS has certain advantages and limitations in respect to other existing tools. One most
important advantage is the integration of reliability simulator in a design �ow. Chapter 5
take �rst step towards validation of Tool-Chain and also verify the accuracy of Power-ArchC
(a power simulator at functional level developed as a part of RAAPS). A case study will be
presented to help both designer and manufacturer and will be explained in details in Chapter
5. Some of the points are explained to show, how designers and manufacturers can use the
results of the developed Tool-chain, RAAPS.
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Figure 4.12: RAAPS advantages and disadvantages in relation to state-of-the-art as discussed in
Figure 3.21
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Previous chapter discussed about RTME, developed to help designers by calculating Cumu-
lative Failure Rate (CFR) parameter which was de�ned and explained in Chapter 2. RTME
is able to calculate CFR for di�erent blocks of the processor or for complete processor, accord-
ing to the details provided in the �oorplan and for di�erent applications that can run on a
processor separately or together as explained in Section 4.5. A tool-chain was presented that
was built around RTME at functional level of abstraction called RAAPS (Reliability Aware
ArchC based Processor Simulator). RAAPS is developed using RTME, HotSpot and a new
power simulator called Power-ArchC (based on ArchC- Architecture description language),
to simulate power consumption at functional level of abstraction. It is shown that RAAPS
has certain advantages and limitations in respect to other existing tools. One most important
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advantage was the integration of reliability simulator in the design �ow. In the current chap-
ter �rst steps towards validation of RAAPS tool-chain are taken. It also veri�es the accuracy
of Power-ArchC. The RAAPS tool-chain is used to predict accurate reliability values of a
processor at functional level. The e�ect of di�erent power scenarios on the reliability of a
MIPS processor will be shown for TSMC 40nm technology library. The MIPS processor is
chosen as it is a very common processor among researchers. It is easy to obtain open source
code of MIPS-ISA already realized at various abstraction levels and hence very useful for
comparing results between these levels, for example HMC-MIPS [117] at RTL and MIPS-IV
ISA using SimpleScalar [118] at cycle-accurate level. The results will be presented for speci�c
set (until and unless speci�ed otherwise) of Voltage-Frequency, i.e., 1.21V-373MHz for high
performance and high energy. Finally, some uses of the RAAPS tool-chain are given that can
be used by designers to control the processor reliability.

5.1 RAAPS in design �ow

Before starting the discussion about the quality evaluation of RAAPS and its uses and
limitations, readers must understand who can use RAAPS and where is the place of RAAPS
tool chain in the design �ow. RAAPS target speci�c type of semiconductor companies, as it
needs information at di�erent levels of the design �ow, to provide more accurate reliability
prediction data. In Figure 5.1, the design �ow is explained. To keep up the speed of the
design �ow, various tools and methods were introduced in chip design to automate the �ow and
produce quicker and better results, such as, IC design moved from putting transistors by hand
through designing the logic using standard gates with schematic entry to describe the logic at
a higher level of abstraction. System designer's work at front end involves de�ning software
interface, de�ning the contents of the chip, and de�ning the interfaces to communicate with
external components. It also involves modeling Hardware/Software systems at higher level
and run simulations to see if the performance requirements are met. Job of a front-end
designer is to provide technology independent design entry and design veri�cation. In most
cases, the work can be reused for various technology nodes and fabrication plants. Whereas, a
back-end designer performs technology related implementation and requires additional e�ort
for implementation in di�erent technology nodes or fabrications and hence limited re-usability.
According to [119], there exist di�erent categories of enterprise in semiconductor industry,
named 'Fabless,' 'Design House,' 'Foundry,' and 'IDM'. Fabless, receive the speci�cations
from their customer, and work completely on the designing part from system level design
until layout design and perform quality assurance, i.e., verifying if the product meets the
customer requirements. Design house, are generally very similar to Fabless, but they do not
perform back end designing and qualitative assurance. Foundries work completely at back-end
design i.e., fabrication and mask making. Finally, there is integrated device manufacturer,
IDM, an enterprise who work from beginning to end, on all the aspects of design �ow, from
creating design speci�cations to manufacture and provide the product to the customer.

Intuitively, RAAPS target IDM, as it needs information at di�erent levels of design �ow, to
provide more accurate reliability prediction data. As shown in Figure 5.2, how a designer at
high level of abstraction can use RTME and hence RAAPS to predict reliability of his design
using parameter values provided by back-end designer. The graphs that follow in this section
are the results that can be used by IDM to provide their designs more reliability.

It can also be used by a fabless enterprise to explore di�erent design choices based on ITRS
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Figure 5.1: Design �ow and business model [119]

or literature based technology related parameters.

Figure 5.2: RAAPS integrated in the design �ow, various modules of RAAPS need inputs from
various abstraction levels, such as, HotSpot needs �oorplan and packaging information as an input
from logical design level and MIPS design at RTL and system level

In the next Section 5.2, the complete framework is explained to make understandable for
the readers the requirements for the complete analysis of results and validation from RAAPS
Tool-Chain.
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5.2 Framework Design

The methodology was discussed in Section 4.5 i.e., RAAPS tool chain for a MIPS 32-bit
processor. This section is a �rst step to validate the quality of RAAPS tool chain and discuss
about its performance and accuracy. To do the validation, a processor design is required at
functional level and RTL as explained in Section 4.5.

5.2.1 Case study using MIPS processor designed at RTL and functional level

ArchC v2.0 is used to generate the MIPS ISS at functional level that supports the full
R3000 ISA. ACARCH (ArchC based architecture element description) is used to simulate the
instruction set of the MIPS architecture, without considering its pipeline. This makes the
instruction behavior description very simple and also demands few structural information.
ACISA (ArchC based Instruction set architecture) description of MIPS model contains in-
structions, formats, decoding information and assembly syntax declarations, illustrating the
main characteristics of an ISA description in ArchC. Every instruction must have a previously
declared format associated to it. The designer declares an instruction through the keyword
acinstr. The generated simulator executes one instruction per cycle. The data is stored into
arrays and is accessible through read and write methods.

An open source RTL description of MIPS that is HMC-MIPS [117] is considered. It is a
project handled by HMC's and Adelaide's Universities to create a MIPS in Verilog language.
It includes a 5-stage pipelined processor that mostly supports MIPS ISA. It includes thirty-
two general-purpose 32-bit registers and �fty-eight instructions, each 32 bits long. It does not
include support for an FPU. It also includes data and program cache memories and a RAM.
Some modi�cations are applied in HMC-MIPS. Especially cache memories are deactivated
that are not modeled in MIPS ArchC. An overview of MIPS pipeline implemented in HMC-
MIPS is given in Figure 5.3, and the �oorplan is divided into 7 blocks as, fetch, decode,
execute, memory, writeback, control and clock. Two examples are shown in Figure 5.4. Using
such �oorplan, power simulations and hence temperature simulations can also be performed
at block level.

A Processor designed at Instruction level or RTL has much less details about the design.
With these libraries and Synopsys Design Compiler v2009.06 [114], at gate-level the processor
description from HMC-MIPS is synthesized. Then, some of the MiBench benchmarks [120]
executed with Mentor Graphics ModelSim v6.5b [116] are simulated to generate the execution
trace of the entire processor and veri�es the correct functionality at RTL. The simulations are
assumed to be under consideration of ideal environment, with no humidity and no variability.
The results are provided for the whole processor without system memories (i.e., icache and
dcache are not present on the chip).

After that, the MiBench benchmarks are simulated with Mentor Graphics ModelSim v6.5b
to generate the execution trace of the entire processor. Binary codes are generated with a
MIPS cross compiler provided in ArchC framework. A speci�c link script is made for HMC-
MIPS target. Then, Synopsys PrimeTime PX v2008.12 is used to generate a time-based
power analysis and to report power traces.
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Figure 5.3: An overview of MIPS processor block diagram

Figure 5.4: Floorplans of HMC-MIPS processor. Two �oorplans are shown with di�erent placements

5.2.2 Standard benchmarks

MiBench [120] is a benchmark suite representative of embedded computing software that
mostly runs on real applications. It is including automotive, consumer, network, o�ce, secu-
rity and telecomm application examples that will help us to prove that our work is consistent
for the embedded domain. The following benchmarks are used:

1. 'Quick sort' of words, 'Susan' and 'bit count'ing software

2. 'JPEG' compression

3. 'Dijkstra' and 'Patricia' network examples

4. 'CRC32' and 'FFT' computing and 'GSM' encoding
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5. 'Rijndael' security tool

The instruction distribution for each benchmark is shown in Figure 5.5. Although, all these
benchmarks, include lot of calculations, and hence include maximum of 'arithmetic' type
instructions, the instruction distribution still vary a lot between two benchmarks.

Figure 5.5: Instruction distribution in MiBench Benchmark suite

5.2.3 Random benchmarks

The power consumed in executing an instruction is also related to the instruction executed
before it. There is relation between the instructions executed before a particular instruction.
Hence, it is important to study di�erent combination(s) of instructions executed together.
Since, the benchmarks in any benchmark suite are very speci�c and do not cover all these
combinations, some random benches are required. The random benches (written in assembly
language) are generated using a script in Perl. A weight table is made in the script to
de�ne the probability of occurrence of each instruction type in the random benchmark. The
number of instructions and operands in the bench varies every time. The bench ends in such
a manner that it can be executed on both pre-synthesized and post-synthesized HMC-MIPS
processor. Each bench is with approximately 16,000 instructions. All set of operands for each
instruction cannot be executed due to time limitation. The cache memory limits the number
of instructions in one benchmark. Hence 20 di�erent random benchmarks are generated
and hence provide one �nal power model to improve accuracy in power model. The results
use a more accurate power model, obtained by executing approximately 300,000 instructions
(20 random benches). The bench ends in a manner such that, it can be executed on both
pre-synthesized and post-synthesized HMC-MIPS processor.

5.3 Performance and accuracy evaluations of RAAPS
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5.3.1 A quick comparison between two abstraction levels using standard benchmarks

In this section, it is shown, why functional level of abstraction is chosen to study and
analyze the results over cycle-accurate level. It will be shown that functional level can be
used when very high performance is required. Two simulators are used, Power-ArchC (based
on ArchC) and Wattch (based on SimpleScalar). The MiBench benchmarks come with their
source code and need to be compiled for SimpleScalar (simulator generator at cycle-accurate
level of abstraction) or ArchC and Design Compiler simulators. Concerning Wattch, it uses
an old version of gcc (v 2.7.2.3) and needs some bug �xes that are reported in a script. It
should be noted that Wattch needs little endian binaries to run; hence a little endian cross
compiler is used. For ArchC, executables are directly taken from ArchC website, compatible
with the MIPS32 model. This di�erence implies that benchmark binaries are not exactly
comparable because instruction sets are di�erent. To avoid this problem, it is decided to
relate the 2 ISAs, as Wattch instruction set is made of 111 elements whereas ArchC has 223
(ArchC MIPS32 instruction set is more up to date than MIPS-I in Wattch). Then a link is
created between new instructions in ArchC and older ones in Wattch. These relations can be
found in an ArchC simulator parameter �le named OPCODES.relation. It is a text �le where
each line gives the opcode of the Wattch instruction related with ArchC instruction name.
The 2 instructions have the same power characterization values. Running the benchmarks on
a Intel(R) Xeon(TM) CPU at 3.60GHz produces the statistics as shown in Figure 5.6

Figure 5.6: MiBench: benchmark execution information

Here, it can be concluded that Power-ArchC (power simulator based on ArchC) is around
10-15 times faster than Wattch (power simulator based on SimpleScalar). The two tools,
Power-ArchC and Wattch are very di�erent, it is further analyzed by studying the results that
both provide similar level of accuracy, although, no comparative results could be provided,
since the two MIPS generated using SimpleScalar and ArchC are di�erent. In the subsection
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5.4.1, the results obtained using Power-ArchC are analyzed and these results will be further
used to predict CFR and accuracy of RAAPS.

The results are also provided for random benchmark generated in Subsection 5.2.3 and the
power model generated using these random benches named ILPC4. Figure 5.7 shows the
power simulator performances and accuracy. Third column compares the execution time of
a benchmark at RTL (PrimeTime) and at functional level (Power-ArchC). The last column
shows the percent error, where Dynamic power from RTL provides the theoretical value and
Dynamic power from Power-ArchC is calculated using power model obtained with the help
of the random program.

Figure 5.7: Performance and accuracy comparison between Power-ArchC and PrimeTime

5.3.2 Impact of standard deviation of Power and t◦C on CFR- EM, HCI, NBTI, TDDB

Figure 5.8 shows the dynamic power values for the di�erent classes of MIPS instructions in
our power model. Figure 5.9 shows the dynamic power of a collection of MiBench benchmarks
[120] which are typically used in embedded systems. Using benchmark pro�ling (Figure 5.5),
'Rijndael' has a higher percentage of 'Boolean' instructions and less of 'arithmetic' instructions
that explains the high dynamic power of 'Rijndael' benchmark. In contrary, 'GSM' has high
percentage of 'arithmetic' instructions and other 'miscellaneous' instructions (e.g., nop, mfhi),
and less of 'Boolean', and hence less dynamic power compared to others. To conclude, with
these results it can be said that, the higher the percentage of arithmetic and miscellaneous
instructions is, the lower the dynamic power consumption is.

As already discussed, Power-ArchC generates power model using ILPC with average values
of dynamic power consumption for each instruction with di�erent operands. To estimate the
accuracy and the range of power values for one type of instruction, the standard deviation
is calculated: it shows how much variation or "dispersion" there is from the "average" value
of each instruction. Two separate power models are generated with average plus deviation
and average minus deviation power values using a random benchmark as discussed in Section
5.2.3. Percent deviation for a subset of instructions is shown in Figure 5.10.

The deviation is approximately between 2% to 5% from average. It is also seen that percent
deviation from average is same irrespective of change in operating conditions. Deviation is
approximately between 2% to 4% for a complete benchmark as shown in �gure 5.11.
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Figure 5.8: Dynamic power for each type of instruction set in average

Figure 5.9: Total dynamic power for each benchmark

In Figure 5.12, the accuracy of the Tool-chain, RAAPS to calculate CFR is shown in terms
of percentage error: it is the estimated value minus the true value divided by the true value
and multiplied by 100. In the case of 'Patricia' there are more samples to estimate percent
deviation which generally improve accuracy, even though the precision may be worse.

Power and temperature should be studied using left hand y-axis and CFR should be studied
using right hand y-axis. The error is calculated in relation to accuracy obtained from power
and temperature simulators. Percentage error is calculated using the average value as refer-
ence or true value and instantaneous values as experimental values. In Figure 5.12, the graphs
provide knowledge of percentage error migration inside the tool chain, i.e., to show, how the
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Figure 5.10: Percent deviation from average for individual instructions

Figure 5.11: Percent deviation from average for di�erent MiBench benchmarks

accuracy of Power-ArchC a�ect the accuracy of HotSpot and hence the accuracy of RTME.
A point to note in Figure 5.12, it is assumed the maximum percentage error in HotSpot to
be 6% as provided in [80]. The percentage error in calculation of: CFREM is approximately
31% to 34%, CFRHCI is approximately 8% to 10%, CFRNBTI is approximately 11.8% to
12.7% and CFRTDDB is approximately 21.8% to 23%. The accuracy is depending on many
factors such as power and temperature simulators attached to RTME, the run length of a
given benchmark and so on. Hence, the accuracy results provided may vary in other condi-
tions. Until now, the accuracy of RAAPS cannot be compared with other tools as it is based
on very di�erent frameworks and abstraction levels. Around 30% of standard deviation seems
to be very high to be accurate but it is not the case, because RAAPS is currently used to
provide comparative studies between two designs with same functionality.

The dynamic power traces for each benchmark are used to estimate CFR, and the deviation
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Figure 5.12: Migration of percentage error from Power-ArchC to HotSpot to RTME. The left hand
y-axis is used to show percentage error for power and temperature, whereas the right hand y-axis is
used to show percentage error for CFR.

migrates into CFR. Also, e�ect of exponential relation to temperature is observed.

5.4 Impact of energy consumption on MIPS CFR

The study of results obtained using ILPC and hence Power-ArchC is divided into two parts
as in subsection 5.4.1 and 5.3.2 to provide di�erent level of ease and accuracy:

1. At �rst, three power models are generated using three di�erent ILPC campaigns using
standard benches (i.e., Motion, Qsort and average of both) to provide the power and
energy for each instruction separately and then to �nd the relation between di�erent
obtained power and energy models. Motion and Qsort being small and understandable
benchmarks provide a nice overview of the results obtained. Results are provided in
Subsection 5.4.1

2. In the second part, a big but random benchmark as explained in Subsection 5.2.3 is
generated to obtain a wide variety of operands to be executed on a processor for each
instruction. This will help to �nd a relation between each benchmark executed on MIPS
(generated using Power-ArchC) and the power values for each instruction in the power
model generated using ILPC. Also, the results will be used to obtain percentage error
in Power-ArchC with respect to PrimeTime in Subsection 5.3.1.
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5.4.1 Power and Energy models using Power-ArchC for MIPS processor

As a �rst step to verify the accuracy of Power-ArchC, three power models are built from
three ILPC (Instruction Level Power Consumption) campaigns, ILPC1, ILPC2 and ILPC3 to
provide comparative analysis. In a �rst ILPC campaign, 'Motion' benchmark [121] is used.
Second ILPC campaign is performed with modi�ed version of 'Qsort' benchmark, which is
one of the benchmarks from MiBench [120] and last ILPC (ILPC3) campaign is performed
with the average of both previous benchmarks. Motion and Qsort are chosen with small input
�les due to their simplicity. As an example, the three power models for a subset of MIPS ISA
is shown in Figure 5.13. ILPC 2 v/s ILPC 1 has an average relative deviation percentage of
6.7%, ILPC 3 v/s ILPC 1 with 3.3%, and ILPC3 v/s ILPC2 with (−)2.7%. The extremities
are with instruction 'jr' which has maximum relative deviation percentage for ILPC 2 v/s
ILPC 1 of 32.2% and instruction 'negu' has minimum for ILPC 2 v/s ILPC 1 of (-)0.9%.

Figure 5.13: ILPC campaigns of MIPS (power models)

From the three ILPC campaigns, Figure 5.14 shows the energy consumption of 8 MiBench
benchmarks whereas Figure 5.15 shows the average power consumption. MiBench benchmarks
with six suites, each suite targeting a speci�c area of the embedded market. The six categories
are Automotive and Industrial Control, Consumer Devices, O�ce Automation, Networking,
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Telecommunications. The di�erence in average power for di�erent benchmarks is due to
instruction distribution, memory behavior, and available parallelism. The di�erence in total
energy is mainly due to the complexity and the number of instructions (hence the execution
time of a benchmark) and also due to interactions between instructions. This information is
useful to designers to consider the e�ect of these design constraints on power consumption and
eventually may result in reducing discharge rate of batteries in portable computing devices.
'Qsort' has the maximum relative deviation percentage for ILPC 2 v/s ILPC 1 of 58.2%,
whereas 'gsm' has the minimum of 5.3%. Figure 5.14 and Figure 5.15 show the di�erence
between di�erent campaigns.

Figure 5.14: Total energy in µJ of benchmarks vs. ILPC campaigns

Figure 5.15: Average power in µW of benchmarks vs. ILPC campaigns

Figure 5.16 shows the energy consumption of both Motion and Qsort benchmarks at in-
struction level and gate level (synthesized MIPS from Design Compiler). For each ILPC
campaign, the relative energy error is computed. For Motion benchmark, the energy value in
ILPC1 column is equal to gate level value. Actually, ILPC1 at gate level is performed by the
execution of this benchmark (with same input data).
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Figure 5.16: Total energy in µJ of MIPS at instruction level vs. gate level for three ILPC campaigns

However, a relative deviation of 2.31% appears instead of 0. This di�erence is due to two
reasons: one is the di�erence in linker scripts and second is due to the HMC-MIPS di�erence
with the MIPS-ISA for the 'move' instruction. For ILPC2 and ILPC3, a relative deviation
of resp. 1.3% and 6.1% appear. In a similar way, Qsort benchmark may display an identical
value in gate-level and ILPC2 columns. As explained above, a di�erence appears for the same
reasons. With ILPC1 and ILPC3 based power models, a relative deviation of 21% and 0.5%
respectively, is measured. Additional simulations at instruction-level with di�erent operand
values are performed for a better validation.

As an additional feature, Power model also includes the power values of each instruction
per pipeline stage. Figure 5.17 shows the total energy of each MIPS pipeline stage for each
benchmark.

Figure 5.17: A feature of Power-ArchC: Energy consumption of MIPS pipeline at instruction level

It is speci�c to the architecture, but it can be easily seen which block is consuming more
energy and which ones consume less. The reason for the di�erent energy consumption values
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in each block is the varied instruction distribution in di�erent benchmarks. For example,
'Decoder' consumes more energy than other stages of pipeline. A logical explanation is that
most of the instruction pass by the decoder stage and then processed to move further in the
pipeline. Also, Execute block has high energy consumption; actually, the major instruction
class from these benchmarks is the computing instructions. This information is very important
to a design more e�cient architecture and to study the impact of applications on the energy
consumption.

5.4.2 Temperature and CFR results using RAAPS for MIPS processor

The variation in temperature in each benchmark is due to di�erence in type of instructions
executed in time. Each benchmark is executed in a loop for approximately 122ms. When
loops in benchmarks are created, it is observed that the temperature values from HotSpot
approximately follow the same pattern for all iterations. The di�erence between minimum
and maximum of temperature is found while changing some internal parameters in HotSpot,
but it follows the same pattern in all cases. These parameters are shown in Figure 5.18. The
values shown are for very speci�c to one con�guration and are used in RAAPS. When, the
results from HotSpot are analyzed, behavior of steady temperature values of each benchmark
is found to be similar to the one of total power. It is understandable as power values are one
of the main inputs of HotSpot.

Figure 5.18: Parameters used in HotSpot when integrated in RAAPS are provided. These parameters
can be changed for di�erent operating conditions.

Figures 5.19 and 5.20 are the graphs depicting e�ect of power on temperature and hence on
CFREM . The graphs are shown with respect to time. Each sample on x-axis corresponds to
approximately 27 µsec.

All the CFR values are normalized for clear understanding with the maximum CFR value
(normalized to 1) out of all the benchmarks that are being analyzed. This is because of the
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Figure 5.19: Temperature pro�ling for all benchmarks

Figure 5.20: Normalized CFREM for all benchmarks, from 0 to 122ms

lack of knowledge about reliability related parameters from the manufacturer, and hence the
constant values are replaced with typical constants found in recent studies [3]. Failure rate
involves the variations due to power and temperature both, but largely due to exponential
dependency on temperature. CFREM@122ms tends to increase in linear manner, with slight
curve in the beginning (not visible in the graph). The user of such reliability simulator
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can analyze CFR due to di�erent benchmarks and can demand a threshold (CFR) from
manufacturer according to the purpose of the speci�c processor. The equal time of simulations
are shown for clarity, since Patricia is very long in comparison to other benches, but this does
not change the behavior of CFR and will continue in the same manner, if the user simulates
a loop of same application. Then, the results of Figure 5.20 can be easily extended to one
year or other times. Whatever the time is, 'Rijndael' has the most e�ect on processor EM
compared to 'GSM' due to their instruction distributions, i.e., Rijndael has much high number
of Boolean instructions (which has high power consumption) and GSM has high number of
Miscellaneous instructions (which has low power consumption in average).

5.4.3 Comparison of CFR results for each benchmark for di�erent failure mechanisms

Figures 5.21, 5.22, 5.23 and 5.24 are showing CFR results for EM, HCI, NBTI and TDDB
respectively. Results are given for the whole processor (without considering memories) re-
garding the 3 di�erent power models (PM1, PM2 and PM3) and the 8 di�erent benchmarks
from MiBench benchmark suite. For each failure mechanism, the CFR values are normalized
respectively to the maximum CFR obtained from the 8 benchmarks. For each benchmark,
parameter 'n' of CFR formula is equal to the number of instructions divided by 100. Parame-
ter 'ti' is a constant value equal to T= 0.27µs. For all failure mechanisms, 'patricia' has much
higher CFR than other benchmarks; this is solely due to much higher no. of instructions in
'patricia' than others, as shown in Figure 5.6.

Figure 5.21: CFR EM for MIPS processor
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Figure 5.22: CFR HCI for MIPS processor

Figure 5.23: CFR NBTI for MIPS processor

Figure 5.21 shows results for EM. We observe e�ect of power consumption on EM, since the
MTTF for EM is inversely proportional to current density; CFR is directly proportional to
power consumption. Temperature variations, as already discussed, do not cause an observable
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Figure 5.24: CFR TDDB for MIPS processor

Figure 5.25: CFR EM for di�erent blocks of a processor

e�ect in this graph. As expected 'Patricia' due to long time of execution and high temperature
(46◦C in average), put more stress on the processor. When we compare e�ect of 'GSM' and
'Rijndael' benchmarks (with almost similar no. of instructions and temperature of 45◦C) on
EM, we observe 'Rijndael' has more e�ect for PM1 and PM3 because it consumes more power
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(i.e., due to the type and executions occurrences of instructions executed).

Figure 5.22 shows CFR results for HCI. As discussed in [78], it is inversely proportional to
power consumption and temperature but proportional to time. HCI also has an inverse e�ect
of temperature than all other failure mechanisms. Due to small change in temperature, we are
not able to highlight this e�ect. Similar to discussion for EM, when we compare 'Bitcount',
'Rijndael', 'GSM and 'Jpeg' (with almost similar range of number of instructions), we show
that 'Bitcount' for PM1 has much more e�ect on HCI than others, as power consumption for
PM1 of 'Bitcount' is less.

Figure 5.23 and 5.24 show results for NBTI and TDDB respectively. Degradation exhibits
dependence on time and temperature. Since there is no e�ect of power consumption on
NBTI, hence for all two power models, we have same results. As expected, TDDB presents
the similar behavior as NBTI, since we did not consider all the parameters from the failure
models.

As an additional feature, it is also possible to generate CFR results for each block of a
processor shown in Figure 5.25, to analyze deeply the e�ects of power consumption and
temperature on CFR, but with a higher speed than at RTL.

5.5 Reliability improvements in MIPS processor using RAAPS

Figure 5.26 provide an overview of various techniques to the designer to use RAAPS, and
improve the reliability of his design. In general, a designer could make designs according to
the user de�ned problem and provide it to the manufacturer to be carried out in the form of
hardware.

Manufacturer considers di�erent reliability issues then make process re�nements as per re-
quired lifetime and �nally supply the �nished product to the user. In Figures 5.26 and 5.27,
new steps are added that can help designers to make quick decisions to improve the reliability
lifetime of the product. As already explained, CFR can be calculated using RTME based
RAAPS tool-chain. After obtaining values of CFR from RTME for various failure mecha-
nisms and di�erent parts of the processor, they can be used by designers and manufacturers
separately. As shown in Figure 5.27, using standard designs, manufacturers can decide a
threshold value of CFR and check the current design for this threshold.

If the design is not good enough and does not pass the threshold test, manufacturer can
take extra precautions for the speci�c failure mechanism for which the design did not pass
the threshold test. On the other hand, since RTME is developed considering higher level of
abstraction, the designer has more degree of freedom as he can change the design to adapt
for better reliability. As shown in Figure 5.26, using CFR values from RTME, designer can
understand which part of the design should be redesigned and which extra features he can
include in his design to get better lifetime reliability.

Let us discuss in more details about designer's approach. Using CFR values, designer can
use one or more of the following 5 provided options to improve the values of CFR, depending
on the budget and time to market.

1. Use Task migration
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Figure 5.26: How to use the Tool-Chain: Designer's approach

2. Use Over/Under design - such as, use di�erent Voltage-Frequency set

3. Use di�erent Floorplan

4. Use DPM/DTM/DVFS

5. Use Spare activation

The �rst two of the above techniques will be analyzed using RAAPS Tool-Chain in following
subsections and three others are discussed theoretically as short term perspectives in Section
5.6. Here, some particular examples are provided to explain the usage of RAAPS in design
�ow. A processor may pass a test to verify requirements in speci�cations under certain
conditions.

The scenario is given for a dual-core system that has to run two speci�c benchmarks Rijndael
and GSM at ambient temperature of 318.15◦K with required lifetime of each processor to be 34
weeks. The threshold of CFR for Electromigration (CFREM (th)) is �xed at 10 (in arbitrary
units).

Task migration

From Figure 5.20, CFR is projected (and continued to extrapolate) in a linear manner for
each benchmark to approximately 1 year (365 days), with each sample on x-axis representing
1 week. It is clear from Figure 5.28, that the processor will surely fail the threshold test in
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Figure 5.27: How to use the Tool-Chain: Manufacturer's approach

case of Rijndael and Bitcount, and is also on the margin in case of Susan. In case of Qsort,
Patricia, Jpeg and GSM, the processor easily pass the threshold criteria and hence is suitable
for these applications.

Considering the case from the scenario with Rijndael and GSM to be the applications obliged
to work on a processor. One possible condition can be provided as in Figure 5.29.

The solution is to generate a trigger after 20 weeks of execution of Rijndael and to execute
GSM for rest of life and move Rijndael to another processor which is probably less aged. This
can be used as one trade-o� to pass threshold limit.

Use Over/Under design - Use di�erent Voltage-Frequency set

The results presented until now are speci�c to one set of Voltage-Frequency, i.e., 1.21V-
373MHz for high performance. If the designer needs to design the processor reliable for all
proposed benchmarks, he may tune the operating conditions such that CFR-EM comes in
the limit and hence pass the threshold test. At this moment, RAAPS can be used with 4
di�erent V-F sets as shown in Figure 5.30.

As ILPC4 was obtained in Subsection 5.3.2 for 1.21V-373MHz, it is possible to obtain
di�erent power models for di�erent operating conditions. Four power models are obtained for
four di�erent VF sets. Power traces are generated using Power-ArchC using di�erent power
models and for the speci�ed benchmarks. Then various power values are controlled at task
level, i.e., it is only allowed to change V-F set, after �nishing a task. Although this process
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Figure 5.28: Normalized CFREM for all benchmarks, from 0 to 1 year

Figure 5.29: Normalized CFREM for Rijndael + GSM benchmarks, from 0 to 1 year

will also a�ect the performance, it is still a good trade-o�. Figure 5.31 depict the e�ect of two
di�erent V-F set on CFR. The lifetime of the process improves signi�cantly by using di�erent
V-F set, while making trade-o� with the performance.
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Figure 5.30: Di�erent V-F sets

5.6 Conclusion

In this chapter, the methodology presented in Chapter 4 is �rst used to explore power and en-
ergy consumption for an ISS generated by ArchC. The originality of this work (Power-ArchC)
is that it is the �rst work that incorporates power capabilities in the ArchC framework and so
it can provide immediate power estimation in MPSoC with the execution of a benchmark. In
the second part, the RAAPS tool-chain is used to predict accurate reliability values of a pro-
cessor at functional level. In previous work, RTME was used to estimate processor reliability
at RTL abstraction, using Wattch as a power estimator of a generic RISC processor [78].
Originality in RAAPS is that it incorporates reliability capabilities in the ArchC framework
and so it can be easily incorporated in an MPSoC simulator (SystemC language) and will
provide similar analysis with the execution of a parallel application, using for e.g. di�erent
�oorplans and scheduling policies. In this Chapter, the e�ect of di�erent power scenarios on
the reliability of a MIPS processor is given. It has been shown that power consumption and
the type and number of occurrences of executed instructions have a big e�ect on MIPS EM
and HCI. Here, temperature has not much e�ect due to small size of benchmarks. While cal-
culating percentage error for the results obtained using RAAPS, it is assumed that HotSpot
has +/- 6% error. The error for RAAPS is between 8% and 34% for all failure mechanisms.
Finally, as an additional feature, reliability results are shown for di�erent blocks of MIPS and
hence shown that 'Decoder' is much more prone to failures than other blocks. Hence designer
should take extra precautions to improve the reliability of decoder block.

In the Section 5.5, the analyses with RAAPS are continued, providing some details regarding
the failure model used for Electromigration at system level. RAAPS can be used by designer
to improve his design's overall reliability, using various techniques provided such as task
migration, changing �oorplan, changing operating conditions using DVFS. Designer can �nd
a good trade-o� between reliability, performance and the cost of the whole product very fast
and very early in the design �ow.
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Figure 5.31: E�ect of changing operating conditions on the CFR EM for di�erent benchmarks with
respect to time
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Hard intrinsic errors are still important because of die shrinking, have been widely inves-
tigated for one single transistor, it is still new for researchers to predict these errors for a
complete chip which is composed of millions of transistors. The important point is to �nd the
interrelations between transistors and also interrelations between di�erent blocks, the chip is
divided into. In the present thesis report, the studies have been started at transistor level
of abstraction and move on to higher level of abstraction to predict reliability of millions of
transistors on an average. To this aim, a new tool named RAAPS is developed. The results
show that RAAPS can help to decide if the design is reliable enough to be synthesized or to
go to design cycles at other level of abstraction.

Summary of contributions

The �rst chapter of this thesis report provided a brief overview of the MOS transistor and
its working. Then various types of errors that can occur in a transistor and already known
to researchers were discussed. As most of the extrinsic errors are removed during burn-in
process before shipping the chips, the focus was mainly on intrinsic errors. The physics
behind di�erent hard intrinsic errors was given to explain why there are errors during and
after the useful lifetime of a semiconductor device. Also, variability was linked to reliability,
it was explained that the feedback of variability results should be provided to improve the
reliability. Finally, the problem of reliability in the emerging technology 3D-IC was discussed.

Chapter 1 was used as the base for Chapter 2 to study mathematics of reliability and fail-
ure models at transistor level. All models were based on the physics provided in Chapter
1. Chapter 2 focuses on failure modeling �rst at transistor level of abstraction and then it
provided a method to build functional level reliability models using transistor level models.

109
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The accuracy of these models was estimated by a qualitative point of view, using the as-
sumptions that help creating transition from transistor level to functional level. Researchers
showed in the past that all transistors age in a same manner, hence we can extrapolate the
transistor level models to higher level of abstraction. It was not accurate but was close to
reality, as the stress on each transistor can be di�erent during useful life but in all cases, it
gets stressed due to dynamic or static consumption. Chapter 2 ended with derivations for
failure rate (λ) and hence cumulative failure rate (CFR) for EM, HCI, NBTI and TDDB type
failure mechanism at functional level of abstraction. From these derivations, it can be said
that following parameters can provide a good reliability prediction in useful life of the device:
Probability of number of transistors switching at a given instant, Current Density, Substrate
Current, Temperature, Area or number of transistors.

The modeling in Chapter 2 at transistor level and then at functional level was useful to
research and reliability prediction methodologies discussed in Chapter 3. In Chapter 3, di�er-
ent methodologies were presented that use di�erent modeling ways in past 25 years. Existing
tools work at transistor and gate level of abstraction as prediction of reliability needs high
accuracy. High level simulations mainly focus on complex architectures with millions of tran-
sistors. Hence, the prediction of reliability could not be very accurate due to complexity
involved. At lower-level of abstraction, with information about placement and routing of the
circuits, it was possible to compute detailed timing and performance characteristics to opti-
mize the design accordingly. It was a challenging problem to design a performance e�cient
yet accurate lifetime reliability simulator for complete system. In authors knowledge there
were no work in the literature in this domain except [54] who are also working on similar
methodology at the same time as presented in Chapter 4, with the big di�erences are the
embedding of the methodology in design �ow and the parameters �tting with close to real
values in given methodology. In the end, a quick comparison between all the simulators and
methodologies was provided at various abstraction levels. It was also shown in Chapter 3
that no tool exists for reliability prediction accurate enough that can provide high speed and
exploration capabilities for multi-core architecture at functional level of simulation, which can
be embedded in design �ow. In Chapter 4, a new methodology was introduced that takes
many of the good points from existing methodologies and especially close to 'RAMP' and
'AgeSim' simulation frameworks.

The discussion in Chapter 3 about already existing reliability simulators and methodologies
lead to a new reliability simulator called RTME explained in Chapter 4. It was developed
to help designers and manufacturers by calculating Cumulative Failure Rate (CFR) param-
eter which was de�ned and explained in Chapter 2. RTME can calculate CFR for di�erent
blocks of the processor or for complete processor, according to the details provided in the
�oorplan and for di�erent applications that can run on a processor separately or together. As
a case study, a tool-chain was presented that was built around RTME at functional level of
abstraction called RAAPS (Reliability Aware ArchC based Processor Simulator). In comple-
ment to RAAPS, a new power simulator called Power-ArchC (based on ArchC- Architecture
description language) was also presented, to simulate power consumption at functional level
of abstraction. RAAPS has certain advantages in respect to other existing tools. One most
important advantage was the integration of reliability simulator in a design �ow.

Chapter 5 takes �rst step towards validation of RAAPS tool-chain. It also veri�ed the
accuracy of Power-ArchC. Power-ArchC was the �rst work that incorporated power capabil-
ities in the ArchC framework and so it can provide immediate power estimation in MPSoC
with the execution of a benchmark. The limitations of this work were: 1.) To reduce the
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time of obtaining power model(s), only a subset of all the possible operands and instructions
interrelations were taken into account to characterize power consumption, and 2.) There was
no tool at present, able to translate an ArchC description to RTL. The RAAPS tool-chain
was used to predict accurate reliability values of a processor at functional level. The e�ect of
di�erent power scenarios on the reliability of a MIPS processor was shown for TSMC 40nm
technology library. Also, it has been shown that power consumption and the type and num-
ber of occurrences of executed instructions had a big e�ect on MIPS EM and HCI. Here,
temperature did not have much e�ect due to small size of benchmarks. The percentage error
in calculation of CFREM is approximately 31% to 34%, CFRHCI is approximately 8% to
10%, CFRNBTI is approximately 11.8% to 12.7% and CFRTDDB is approximately 21.8% to
23%. The accuracy is depending on many factors such as power and temperature simulators
attached to RTME, the run length of a given benchmark and so on. Hence, the accuracy
results provided may vary in other conditions.

RTME and hence RAAPS were developed so that they can be used by the designer to im-
prove his design's overall reliability, using various measures provided such as di�erent �oorplan
or V-F set. Designer can �nd a good trade-o� between reliability, performance and the cost
of the whole product very fast and very early in the design �ow.

Perspectives

Although, a lot of work is performed and presented in this thesis report, there is still lot of
work left in the methodology presented using RTME and RAAPS. Most of the development
time was used to develop power simulator at functional level of abstraction named Power-
ArchC and in integration of RAAPS in design �ow. Rest of the duration was used to analyze
and explore the results of reliability obtained using RAAPS. In the following subsections,
some of the potential future perspectives are provided. These perspectives see the future of
this methodology.

Short term perspectives

The short term perspectives are the future work which could have been done in the next few
months of work and analysis. The complete report is focused on 8 MiBench benchmarks with
di�erent instruction con�gurations. The use of other benchmark suites must provide more
generality to validation of the Tool-chain. The main e�ort in analyzing other benchmark
suites is to obtain the source code and make them executable on given ArchC based MIPS
processor. The limitation of this methodology is to reduce the time of obtaining power model
using ILPC, only a subset of all the possible operands and instructions interrelations were
taken into account to characterize power consumption. The second limitation is that there
is no tool at present, able to translate an ArchC description to RTL. The �rst limitation
could be overcome by making more simulations, although it may take year(s) to simulate all
the possible operands for each instruction type. The second limitation is more complicated,
since it is a manual step to generate RTL and functional level design of a given processor.
Although, there seems to be an update from ArchC that may be able to reduce the designer's
work to write RTL code for the processor he/she has designed using ArchC at functional level
[122].
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To improve the design, designer can use various techniques provided in [123] and are also
discussed in Section 5.5. Some of these techniques are discussed here (which are also in close
relation to measures given by [7]) and can be used to improve the values of CFR, depending
on the budget and time to market.

1. Use DPM/DTM/DVFS: Research [124] in Dynamic Power Management (DPM) and
Dynamic Thermal Management (DTM) has attracted di�erent industrial enterprise.
The DPM controller dynamically activates idle mode or turns o� the computing device
when it is idle or under-utilized to reduce the system power consumption. By the DTM
controller also, similar actions are taken when the die is (or is predicted to be) over
heated. Reducing energy consumption to the required levels ensures correct and use-
ful operation of the integrated systems. DPM also a�ects the reliability of the system
components. Curbing power dissipation helps lowering the device temperatures and
reducing the e�ect of temperature-driven failure mechanisms, thus making components
more reliable. In cases, where the usage of the processor is very complex, the designer
has the option to use DVFS to achieve good energy saving and provide improved reli-
ability by controlling operating voltage and frequency that can help controlling power
consumption. But it is a very expensive option for the user [125, 126].

2. Spare activation: Two units that run hot by themselves will tend to run even hotter
when adjacent [80]. Separating them will introduce additional communication latency
that is incurred regardless of operating temperature. This suggests the use of spare
units located in cold areas of the chip, to which computation can migrate only when
the primary units overheat and hence may fail in the future.

3. Decision about Floorplan: The temperature values and hence the reliability also depend
on the area, dimension and location of the speci�ed block, it implies that the reliability
gets a�ected by the �oorplan of the chip. By making changes in the �oorplan and
analyzing the changes in temperature, reliability of the chip can be enhanced.

These techniques could be used by designer to improve the reliability of his design. Of
course, to implement each of the above steps in a design will increase the cost of the whole
chip and hence the designer will have to make trade-o�s between one or more steps. An EDA
tool can be made to provide the designer with functionality to switch on or o�, one or more
of steps, to �nd the good trade-o� according to his need.

Average term perspectives

For average term perspectives, these are the points that could be taken care of, in next
year or two and, which includes some intense research before proceeding for development. In
the following Subsections, di�erent modes of RAAPS are discussed, which can improve the
performance of design or accuracy of the reliability results. To satisfy the needs of various
users, it is necessary to have a �exible methodology. In following subsection, two steps are
discussed to improve the accuracy of RAAPS. These steps can be used to increase and decrease
the speed and accuracy respectively (or vice-versa) of RAAPS.
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RAAPS considering variability and static power consumption values

There is a strong relationship between power consumption (both dynamic and static), tem-
perature, environmental conditions (humidity, and ambient temperature), process variations
and operating conditions (operating supply voltage and frequency) causing failures (perma-
nent faults) in an integrated chip. Relatively to power and temperature at block level, EM
results depend on power consumption and temperature variations. At present, the simulations
in RAAPS are assumed to be under consideration of ideal environment, with no humidity and
no variability and results for the whole processor are considered without system memories. In
the future version of RAAPS, variability will also be introduced to increase the accuracy in
predicting reliability of the device. Variability is a �eld that is subjected to extensive research.
It may need few months of research to completely understand, what variability is and which
parameters exactly a�ect variability. Then the focus should be on developing a module to
include variability. Finally, this module would be integrated in RAAPS tool-chain and may
be output of CFR processed through variability module and fed back to Power-ArchC, due to
which power consumption values will be modi�ed from the values in power models generated
by ILPC. This will again directly impact values of CFR. Like dynamic power, the static power
values are obtained using PrimeTime and ILPC use the values to generate power model for
static power also. But the static power consumption can be assumed to be constant only in
an ideal world with no variability. PrimeTime provides information about static power con-
sumption, in the current version of RAAPS only dynamic power consumption is considered.
This is very important in future technologies. If static power is considered, it will improve
the accuracy for predicting lifetime. E�ect of static power on reliability, this study should be
performed after obtaining the manufacturer related values via industrial partner (Integrated
Device Manufacturer - IDM) as explained in Section 5.3.

Long term perspectives

It is a di�cult task for the designer to propose a general algorithm or failure model that can
predict reliability of any given circuit for any given technology as there are parameters that
should be considered that may not change with time but changes for di�erent technologies.
A long term perspective of RTME and hence RAAPS like tool-chain could be developing it
in more general form and not dependent on present day's existing failure mechanisms only.
For example, in few years from now, by studying the industrial data (from IDM or foundry)
regarding the occurrence of failures in a chip, designer should be able to create or obtain a
general failure library with all the technology and manufacturer dependent data. From this
library, designer should obtain/provide all reliability related required inputs in 'New-RTME'.
'New-RTME' should be able to predict the lifetime of any design using these inputs. It is
very complicated to develop this proposed futuristic tool, 'New-RTME', at this moment due
to lack of information �ow between designer and manufacturer. But with the help of future
guidelines from ITRS regarding technological requirements, and partnerships between IDMs,
foundries and fabless enterprises to share the reliability related data, a researcher in the future
should be able to �nd a suitable algorithm that can make this tool a reality.
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AF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Acceleration Factor
AFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Temperature Acceleration Factor
AFV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Voltage Acceleration Factor
BERT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Berkeley Reliability Tools
BICI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Boundary- and Initial-Condition Independent
CAD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Computer Aided Design
CCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Constant Current Stress
CDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Cumulative Distribution Function
CFR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Cumulative Failure Rate
CMOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Complementary Metal Oxide Semiconductor
CORS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Circuit Oxide Reliability Simulator
CVS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Constant Voltage Stress
D2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Die-to-Die
DFR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Design-for-Reliability
DPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Dynamic Power Management
DTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Dynamic Thermal Management
DVFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Dynamic Voltage Frequency Scaling
Ea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Activation Energy
EDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Electronic Design Automation
EM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ElectroMigration
FaRBS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Failure-Rate-Based Simulator
FIT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Failure-in-Time
HCI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Hot Carrier Injection
IC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Integrated Circuit
IDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Integrated Device Manufacturer
ILLIADS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Illinois Analogous Digital Simulator
ILPC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Instruction level power consumption
ISS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Instruction Set Simulator
MaCRO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Maryland Circuit-Reliability Oriented
MPSoC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Multi-Processor System-On-Chip
MTTF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Mean Time To Failure
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NBTI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Negative Bias Temperature Instability
PC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Program Counter
PDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Probability Density Function
PVT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Process-Voltage-Temperature
RAAPS . . . . . . . . . . . . . . . . . . . . . . . . . . .Reliability Aware ArchC based Processor Simulator
RAMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Reliability Aware MicroProcessor
RF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Reliability Function
RTL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Register Transfer Level
RTME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Real Time MTTF Evaluation
SEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Soft Error E�ect
SEU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Single Event Upset
SOFR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sum-of-Failure-Rates
TDDB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Time Dependent Dielectric Breakdown
TLM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Transactional Level Modeling
WID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Within-Die
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Résumé

Les systèmes multiprocesseurs sur puce (MPSoC) sont une solution de calcul de plus en
plus adoptée dans de nombreux domaines d'applications de l'embarqué tels que l'avionique,
l'automobile, la production industrielle, etc. Ces systèmes sont composés jusqu'à plusieurs
centaines de processeurs, de mémoires et de réseaux sur puce. La miniaturisation des disposi-
tifs (transistor et interconnexion) a pour e�et d'améliorer leur performance et d'augmenter
leur nombre par unité de surface mais cela au détriment de leur �abilité qui au contraire
tend à diminuer. La roadmap ITRS identi�e la �abilité des interconnexions comme un des 5
dé�s majeurs à adresser avant le noeud 22nm. La �abilité des transistors est a�ectée par des
mécanismes de dégradation et de variation qui causent un changement de leur tension de seuil
voire la perte de leur fonctionnalité. Cette thèse s'intéresse aux phénomènes de vieillissement
dans les dispositifs qui se manifestent pendant la vie d'un circuit intégré et qui causent une
dégradation des performances. Pour maintenir constant le niveau de �abilité globale d'un
circuit intégré, le taux de défaillance par dispositif doit diminuer avec l'augmentation de la
densité d'intégration à chaque saut technologique. De nouvelles méthodologies de concep-
tion sont nécessaires en complément des solutions existantes ou envisagées dans les fonderies.
Cette thèse propose une méthodologie de conception pour analyser et améliorer la �abil-
ité de systèmes MPSoC dans le cycle "front-end" du �ot de conception, i.e. avant la syn-
thèse physique. La première contribution de cette thèse est une méthode pour élaborer une
métrique et des macro-modèles de vieillissement pour un circuit intégré. Ces modèles permet-
tent d'estimer la probabilité de défaillance d'un circuit dû au mécanisme d'"electromigration",
de NBTI, d'injection de porteurs chauds et de claquage d'oxyde de grille en fonction de don-
nées de conception, d'assemblage et de fabrication et des conditions de fonctionnement et
d'environnement. La deuxième contribution de cette thèse est une chaîne d'outils de sim-
ulation qui permet l'estimation de la probabilité de défaillance dans un processeur de type
MIPS. Plus précisément, il s'agit d'un simulateur d'instructions (ISS) augmenté avec des ca-
pacités d'estimation de la puissance consommée, de température dissipée et de �abilité du
processeur. Ce simulateur permet au concepteur d'analyser rapidement l'impact de choix
de conception sur la �abilité du processeur. Un intérêt majeur de ces contributions est la
possibilité d'identi�er la partie de la micro-architecture la plus vulnérable aux di�érents mé-
canismes de défaillance, en fonction du design et du programme exécuté. Ce nouveau ISS est
décrit en langage SystemC, ce qui le rend apte à être intégré dans un simulateur de MPSoC.
En�n, cette thèse présente plusieurs scénarios montrant la manière d'améliorer la �abilité d'un
processeur avec l'aide de ces contributions, au niveau système du cycle de développement.

mots-clés : MPSoC, vieillissement, NBTI, electromigration, HCI, TDDB, processeur, ISS,
ArchC, SystemC, MIPS.





Summary

Multi-Processor System-On-Chip (MPSoC) are complex digital circuits but are very attrac-
tive for embedded computing intensive applications. They are widely used in di�erent type of
industrial products, e.g., avionics, automobiles, electrical appliances, factory machines, and so
on. Such integrated circuits (IC) are composed of up to hundreds of processor cores, memories
and interconnect. Die shrinking leads to faster devices and higher number of transistors per
unit area thus increasing performance of ICs, but in detriment of device reliability that tends
to decrease. ITRS roadmap identi�es the interconnect reliability as one of the important
di�cult issues that need to be solved before the 22nm node. Transistor reliability is a�ected
by degradation and variation phenomena that cause a drift of their threshold voltage till the
loss of their functionality. In this thesis, we focus on aging related failures that occur during
the IC life and cause performance till functionality losses. To keep the whole IC reliability
constant, the failure rate per device must decrease as transistor density increases at each
shrinking step or technology node. New design methodologies are required in complement
to process-level solutions so as IC costs remain at acceptable level. This thesis proposes a
methodology for analyzing and optimizing the reliability of MPSoC systems in a design �ow
starting from system-design level i.e. before synthesis. The �rst contribution is a method to
derive a metric and macro-ageing models for computing the probability of electromigration,
NBTI, hot carrier injection and time-dependent dielectric breakdown failures in a digital cir-
cuit regarding design and assembly inputs, operating and environment conditions and process
information. The second contribution is a simulation tool-chain that enables the estimation
of failure probability in a MIPS based processor. More precisely, we enhance an instruction
set simulator (ISS) of MIPS with power, temperature and ageing estimation capabilities so
as a designer can get evaluations quickly regarding some design choices. One great bene�t of
this tool-chain is the ability to highlight which part of the processor microarchitecture is the
most prone to a failure mechanisms and for which program executed. The augmented ISS
is ready to be integrated in a SystemC based MPSoC simulator. Finally, we present several
scenarios to improve the reliability of the processor at system-design level.

Keywords: MPSoC, vieillissement, NBTI, electromigration, HCI, TDDB, processeur, ISS,
ArchC, SystemC, MIPS.


