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Résumé

Les mutations de résistance génotypiques constitwenprobleme majeur pour I'optimisation du
traitement antirétroviral chez les patients infecg@ar le VIH-1 naifs au traitement ou prétraités.
Cependant, I'analyse de I'impact des mutationslawéponse au traitement est compliquée par i) le
nombre élevé de mutations, ii) la colinéarité passentre ces mutations, iii) le faible nombre de
patients inclus dans les études et iv) la définitlo critére de jugement. Les objectifs de cetbsdh
sont 1) de donner une vue d’ensemble et de disarnerollaboration avec le réseau européen NEAT
(European AIDS treatment network), les criteregudement utilisés dans les essais cliniques récents
et ceux utilisés lors de l'analyse des mutationgétgstance, 2) d’évaluer I'impact des mutations
génotypiques sur la réponse au traitement chezp#&ents naifs dans le cadre d'une grande
collaboration Européenne (EuroCoord-CHAIN) et 3)atenparer des méthodes adaptées pour les
données a haute-dimension dans le but de constraigcore génotypique pour la prédiction de la
réponse virologique chez les patients prétraités. tritéres de jugement composites sont les plus
utilisés dans les essais cliniques récents maigitére purement virologique devrait étre utilisgup
'analyse de I'impact des mutations génotypiquess Inutations de résistance transmises impactent
sur la réponse a la premiere ligne de traitememé sraitement antirétroviral n'est pas adapté au
génotype du virus du patient. L’analyse en compesaprincipales et I'analyse partial least square
avaient une bonne capacité a prédire la réponsgique mais étaient guére meilleures que le score
génotypique. Nous allons continuer a travailler lBucomparaison des ces méthodes utilisant des
criteres de jugement différents dans le cadre dee ramllaboration avec le Forum for collaborative
HIV research.

Summary

Genotypic resistance mutations are a major corfograntiretroviral treatment optimisation in HIV-1
infected treatment naive and treatment experiepegients. However, the analysis of the impact of
genotypic mutations on treatment outcome is hangpbyemethodological issues such as the i) high
number of possible mutations, ii) the potentialinebrity between mutations, iii) the low number of
patients included in those studies and iv) thenitédin of a virological endpoint. The objective this
thesis are 1) to give an overview and to discusipe@nts used in recent clinical trials in collaliaya

with European AIDS treatment network (NEAT) and dhaused in the context of drug resistance
analysis, 2) to investigate the impact of genotymsistance mutations on treatment outcome in
treatment naive patients in a huge European cobéiba EuroCoord-CHAIN and 3) to compare
methods adapted for high-dimensional data in ci@epnstruct a genotypic score to predict treatment
outcome in treatment experienced patients. We batvnhost of the endpoints used in recent clinical
trials are composite endpoints but pure virologmatcomes should be used for the evaluation of drug
resistance mutations. Transmitted drug resistang@trans impact on virological outcome of initial
antiretroviral therapy if the treatment of the patiis not adapted to the viral genotype the patgen
harbouring. Principal component analysis and pdd#st square showed a good performance but had
only a slightly better predictive capacity for aokogal outcome compared to the genotypic score. We
continue working on the comparison of these androthethods using different endpoints in the
context of a collaboration with the Forum for cbltaative HIV research.

Mots clés : VIH-1, mutations génotypiques, résiseanau traitement antirétroviral, définition du
critere de jugement, analyse statistique

Key words: HIV-1, genotypic mutations, antiretr@lidrug resistance, endpoint definition, statidtica
analysis
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Résumeé substantiel
Introduction

Depuis 1996 la thérapie antirétrovirale combinéam(gination antiretroviral therapy,
CART) combinant au moins trois médicaments antikétaux est le traitement de référence
pour les patients infectés par le virus d’'immunazénce humaine (VIH). A ce jour, 24
molécules sont disponibles et sont divisées eragsek : les inhibiteurs nucléosidiques de la
transcriptase inverse (INRT), les inhibiteurs nartl@osidiques de la transcriptase inverse
(INNRT), les inhibiteurs de la protéase, les inhibiteur$udén, les inhibiteurs de I'intégrase
et les inhibiteurs de chémokine co-recepteur 5 (EICR

La thérapie antirétrovirale n’est pas capable diignger I'infection par le VIH. Le but
principal de la thérapie antirétroviral est d’empércune progression de l'infection. Pour cela,
la thérapie antirétrovirale a comme objectif desbai 'ARN VIH (charge virale) au dessous
de 50 copies/ml (limite de détection pour la plupdes techniques de mesure disponibles
dans le commerce) et de maintenir la charge vaaldessous de cette borne aussi longtemps
que possiblg1-3]. Ceci permet d’'une part une meilleure restauratiemunitaire et d’autre
part empéche la sélection des virus potentiellemésistants au traitement. Les CD4 infectés
quiescents et d’autres types cellulaires a durégad®ngue constituent un réservoir qui est la
cause de la persistance a vie du vindg. Ce réservoir contient aussi des mutants archives

pendant les phases de réplication vifale2).

Mutations génotypiques et résistance antirétrowiral

Les échecs thérapeutiques peuvent étre liés aafities causes (défaut d’adhérence,
concentration plasmatique insuffisante...). La consé@ge est une suppression incompléte de
la réplication du virus. Cette derniére facilite développement des résistances contre les
antirétroviraux : c’est le résultat d'une sélectid® mutations génotypiques qui permet au
virus de se répliquer en présence du traitement.

Les mutations pertinentes peuvent apparaitre @sngdnes de la transcriptase inverse,
de la protéase, de la gp4l ou de l'intégrase. Lésanismes de résistance sont différents
selon les classes des antirétroviraux et peuvesdi &re différents selon I'antirétroviral dans
une méme class@3]. Le plus souvent, seule une combinaison de cegamutations
provogue une résistance : cela dépend des positieasmutations et leur impact sur la
structure de la protéine (encodé par le géne). IDg es mutations rencontrées n’ont pas
toutes la méme importance. Par exemple, les magi@notypiques de la protéase virale

peuvent étre distinguées en des mutations primagkestionnées en premier lieu lors d’'un
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échappement au traitement et des mutations secesdgii s’accumulent a la suite d’'une
mutation primaire. Une mutation primaire se dévppous la pression d’'un médicament et
se trouve le plus souvent dans le centre actibdedtéas¢r4, 151 Une mutation secondaire

seule est rarement la cause d’une résistance ihaipeait aggraver la résistance lorsqu’elle

est combinée avec une mutation primégisg

Epidémiologie des mutations de résistance antiig#ie

La résistance acquise pendant le traitement amtviédl est répandue chez des
patients traités avec une charge virale détectabl@robabilité d’avoir une résistance contre
au moins une molécule antirétrovirale (selon I'alitpone d’interprétation de 'ANRS) était de
88% chez des patients traités avec une charges wHI00 copies/mL utilisant des données
de 24 centres en France et un centre de Spigs®ans une étude réalisée en Royaume-Uni
80% des patients traité avec un test génotypigaeéavau moins une mutations majeure de
la liste IAS (une liste de mutations de référemternationale)1s].

La prévalence de résistance aux antirétrovirauxstrase est trés variable selon les
pays, le groupe a risque d’infection par le VIHIetmoment de la réalisation d’'un test
génotypique apres l'infection. En Europe, la prémak de la résistance transmise (avoir au
moins une mutation de résistance) chez les patreaifs de traitements antirétroviraux est
estimée entre 10 a 15@®-25]. Des études en Amérique du Nord décrivent desafggues
jusqu’a 25%J26, 27) L'impact potentiel de la résistance transmisderantroverse. La
proportion des patients avec succes virologiquppission de la charge viraley, 28] ainsi
gue le temps jusqu’au succes virologique 29, 30]et la réponse immunologiques, 26, 29,

30] ne sont pas significativement difféerents entreplatients avec et sans mutations transmises
dans la plupart des études. Toutefois, il y a enédnce a une meilleure réponse virologique
chez les patients sans résistance transiige30] et le temps jusqu'a la suppression
virologique était plus court chez les patients étés par des souches virales susceptibles
32]. Cependant, dans toutes ces études, la propaii@atients avec une résistance transmise
était restreinte, limitant la puissance statistigiee ces études. L'impact des mutations de
résistance sur la réponse clinigue au long ternsée rencertain en particulier dans des
populations spécifiques (enfants, personnes agéssile une étude avec une taille

d’échantillon suffisamment grande pourrait réporalce type de question.
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Impact de la résistance antirétrovirale sur lagoeis charge
thérapeutique
Méthode de détermination de la résistance antingtede

Deux types de test sont utilisés pour détermineédestance antirétrovirale utilisée en
pratique clinique : les tests génotypiques et éssstphénotypiques. Les premiers consistent
en un séquencage des génes du VIH concernés (et§age) pour détecter des mutations
conduisant a une résistance antirétrovirale. Lsts fghénotypiques mesurent la réplication du
virus en culture cellulaire en présence ou absdhoee molécule antirétrovirale donnée. Les
tests génotypiques ne permettent que l'analyseadgopulation virale majoritaire soit la
population qui représente au moins 20% a 30% gepalation virale totale circulante dans
le plasma. Les populations minoritaires ne sontd@ésctées en routine. Il y a des techniques
permettant de les analyser mais pour l'instantaligge des populations minoritaires est
réservée aux protocoles de recherche. Les testsopipéques sont plus chers, nécessitent
plus de temps et sont pas utilisés en pratiquejokn

Aujourd’hui, il est fortement recommandé de réaliga test génotypique avant la
mise en place d’'un traitement ou avant le début douveau traitement pour que les patients
puissent étre traités de facon adéquate, 13} Le traitement est ainsi adapté aux souches

virales circulantes afin d’assurer une efficacpéroale.

Interprétation des données de tests génotypiques

Il existe plusieurs algorithmes habituellementisg$ pour interpréter le génotype,
notamment ceux de 'ANR{3], de HIVdb Stanford34] et de Regds4, 35] Ils sont utilisés
pour classer le virus comme ‘susceptible’, ‘possiént résistant’ ou ‘résistant’. Un score
génotypique construit a partir des informatiémsitro et une combinaison des informations
donnée par les mutations génotypiques avant la soige traitement et la charge virale aprés
l'initiation d’'un nouveau traitement antirétrovirghe, 37] est calculé pour établir la
classification. Il existe aussi des systemes dprtgation utilisant des méthodes
bioinformatiques telles que le SVM (Support Vedibachine)[38] ou une combinaison de
plusieurs méthodes bioinformatique9] construites en utilisant les informations
génotypigues en combinaison avec des données ppénas ou des données cliniques.

L’activité d’'une combinaison de plusieurs molécupesut aussi étre déterminée en
utilisant les algorithmes et est généralement exgeien termes de GSS (genotypic sensitivity

score) représentant le nombre de molécules aaies la stratégie thérapeutique.
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Méthodes de détermination de la susceptibilité dwsva un
traitement donné
Données

Pour pouvoir associer les mutations détectées amwiécule donnée, les patients
inclus dans une étude pour déterminer par exempkcare génotypique ou pour valider des
algorithmes existants ont une molécule en commuer. €&emple, tous les patients
commencant une nouvelle molécule (par exemple iBitdur de protéase darunavir) en
combinaison avec différentes autre molécules sodus. Les mutations de la protéase
déterminées avant la mise en place du darunavircaorélées avec la réponse au traitement
pour déterminer les mutations de la protéase &ss®ca un échec au traitement sous
darunavir. Ces données peuvent étre issues d’edlgaigues ou des cohortes de patients
infectés par le VIH.

Les données utilisées pour étudier 'impact desatiarns de résistance sur la réponse
virologique sont constituées des résultats degésbtypiques déterminés avant la mise en
place d’'un traitement ou avant le début d'un nouvigaitement. Les mutations sont codées
comme variables binaires. Si la mutation sur unsitiom donnée, par exemple I147A, est
présente, la variable prend la valeur 1 et O sihn@s. variables a expliquer sont soit des
résultats d’'un test phénotypique soit la réeponsaagique mesurée par la charge virale.

Les résultats d'un test phénotypique représentertohcentration médicamenteuse
nécessaire pour inhiber la réplication du virus mhtient (la valeur donnée est soit la
concentration nécessaire pour inhiber 50% ou 90% déplication). Il s’agit d’une variable
quantitative. La réponse virologique peut étre mBTée soit comme variable quantitative
(e.g. la différence de la charge virale entre ddates) ou comme variable binaire (e.g. le

succes est codé 1 si la charge virale descendssouied’un certain seuil).

Difficultés méthodologiques

L’analyse de données est complexe d’'une part aecdwshombre élevé de mutations
possibles par rapport au nombre de patients hdleituent inclus dans les études cliniques et
d’autre part a cause de la colinéarité possiblecetdés mutations (par exemple la présence
d’'une mutation seulement en présence d’'une ouqultsiautres mutations pour compenser
une capacité réplicative diminuée). Le nombre édeéariables/mutations en comparaison
avec le faible nombre de patients peut mener autsajastement conduisant a une mauvaise

validité externe du modeéle statistique (capacitprédire la réponse virologique chez un

10
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patient en dehors de I'étude). De plus, toutesmagations ne contribuent pas de la méme

facon et avec le méme poids a la résistance.

Score génotypique

Une méthode simple pour gérer les difficultés citpeecédemment est de résumer
l'information des mutations génotypiques dans umrescgénotypique. Ce score est
normalement lié a une molécule donnée. Un scoretggigue est la somme des mutations de
résistance observées chez un patient donné. Raitég nous allons décrire la construction
d’un score génotypique simple, i.e. sans pondérates mutations pour le calcul du score. La
liste des mutations servant a déterminer le scémotgpique peut étre obtenue par des
stratégies différentes. Normalement deux étapawxipeles sont nécessaires. D’'abord les
mutations issues d’une liste constituée par unpgaliexperts internationaux (e.g. IAS-USA)
sont évaluées en analyse univariable si elles ast prévalence entre 10% et 90%. Une
mutation est sélectionnée si le degré de significatstatistique est <0,286, 37} Avec les
mutations ainsi sélectionnées un premier scordéstminé pour chaque patient dans la base
de données. Par exemple, la premiére sélectioneob® mutations V32I, 147A, 150V, V77,
184V et L90OM. Le score est égal a S = V32| + [47A56V + V771 + 184V + L90OM. Une
mutation prend la valeur 1 s’il est présent esn0rs(le score peut varier de 0 a 6). Dans cet
exemple, un patient avec les mutations 147A, I56\L¥M aura un score de 3. Dans un
deuxieme temps, les mutations a inclure dans lecteéh finale sont déterminés par des
méthodes de sélection pas a pas. Chaque mutati@nptemiére sélection est éliminée une
par une pour calculer de nouveau des scores gegoggpour chaque patient. Ainsi pour
chaque sélection de 5 mutations, I'associationedtiscore (variable ordinale) et la réponse
virologique est analysée en utilisant des testSsstpes. La seléction finale est la liste
conduisant a I'association la plus forte avec [@or&se virologiqug37]. Dans cette approche
les mutations considérées pour le score ont tdeite®me poids. Un score prenant en compte
le fait qu'il y avait des mutations associées awvee meilleure réponse virologique a déja été
considéré[4o, 411 Il a été proposé que les mutations associéestandt virologique
contribuent au score par +1 et les mutations aéss@vec succes virologique contribuent au
score par -140, 41}

Le score génotypique a aussi l'inconvénient de a® pouvoir prendre en compte
I'interaction possible entre les mutations. Parneple, il est possible que l'effet d'une

mutation soit plus fort ou plus faible en présedicme autre mutation.
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Une fois le score génotypique établi, un seuild&terminé pour prédire la réponse
virologique (par exemple avoir un score >5 signiésistant, 4 signifie possiblement résistant
et <4 signifie pas d’évidence de résistance). Sauvgredictive doit aussi étre testée en

ajustant sur les facteurs de confusion probablesm®le taux de CD4 initial, etc..

Méthodes alternatives

Il existe des méthodes alternatives permettanési@mer I'information des mutations,
d’allouer des poids différents ou de prendre enptertes interactions entre les mutations.
L’analyse en composantes principales (ACP) etdeession partial least square (PLS) ont été
proposeées pour la réduction du nombre des varigivkictives corréléeg2-44]. L'objectif
de l'analyse en composante principale est de trodes variables dites latentes utilisant une
transformation linéaire des variables prédictites variables latentes sont aussi appelées des
composantes principales et elles peuvent par exer@pe utilisées dans un modeéle de
régression comme variable prédictive. L'analyse cemposantes principales a déja éte
utilisée pour déterminer des groupes de mutationg®léeg45] et pour prédire le phénotype
[46]. La régression PLS cherche également des varidhiks latentes, les composantes PLS.
La différence principale entre la régression PL$agtalyse en composantes principales est
que la régression PLS utilise aussi la variable@iguer (e.g. la réponse virologique) pour
déterminer les composantes. Les composantes pedgaiment étre utilisées comme
variables explicatives dans un modele de régrestesm mutations ainsi résumeées dans une
composante principale ou une composante PLS sprésentées par des poids différents dans
le calcul de celles-ci.

D’autres méthodes pour prédire la réponse au itnaité ou le phénotype a partir des
informations génotypiques ont été testées ou codegamotamment les réseaux neuronaux
[47, 48], la méthode Lass(6], les arbres de décisida9], les random forestg0]. Une
méthode globale (superlearner) a été proposée,inantiplusieurs des méthodes statistiques
citées[51]. Rabinowitzet al. ont montré que des machines a vecteur de supplarngthode
Lasso (least absolute shrinkage and selection wpe@vaient la meilleure performance en
utilisant le génotype pour prédire le phenotypeitro [46] par rapport a la ridge regression,
aux réseaux neuronaux, l'analyse en composantesigmles, les arbres de décision et la
sélection pas a pas. L'avantage de la méthode Less@ue les résultats sont faciles a
interpréter car les coefficients estimés sont tim@ent liés aux variables prédictives (et pas

au vecteur de support).

12



Résumé substantiel

Définition de la réponse virologique

La définition de la réponse virologique utiliséeume part pour déterminer les
mutations liées a la réponse virologigue mais ayssur construire un systéme
d’interprétation a l'aide des méthodes bioinformaés est trés variable. Les définitions
utilisées sont par exemple, 1) la différence el#reharge virale a 3 mois (ou 6 mois) et la
charge virale a la mise sous traitement, 2) avo@ charge virale en dessous de la limite de
détection, 3) avoir une décroissance de la chargi&ewd’au moins 1 log jusqu’a 3 mois ou
un critére composite basé sur une chute d’au molog ou une charge virale au dessous du
seuil de détectabilité. La charge virale est cedsudue au seuil de détectabilité. Le plus
souvent une imputation de la valeur seuil ou latiale la valeur seuil est utilisée pour
calculer par exemple la différence entre la chatiggdle a 3 mois et la valeur de la charge
virale a la mise sous traitement. Il a été démoqgtré ces méthodes d’imputation simple

conduisent a des estimations biaigées4].

Plan et objectifs

L’analyse de 'impact des mutations génotypiquadauveponse au traitement chez les
patients prétraités et les patients naifs est itapt# car le choix d’'un traitement optimal est
crucial. Cependant, I'analyse des données génatgpigst compliquée a cause de problemes
méthodologiques. Premierement, la définition d'uitece de jugement n’est pas simple.
Deuxiemement, la définition de la résistance etparticulier la création des algorithmes
génotypiques pour des nouvelles molécules esistrégent compliquée par le nombre élevé
des mutations et le faible nombre des patientsisndans ces études.

Le premier objectif était de décrire la définitidas criteres de jugement utilisé dans
les essais cliniques du VIH et de discuter leumstdis méthodologiques. Le chapitre 4.1 décrit
des problémes méthodologiques en particulier pesraliteres de jugement composites. Ce
travail a été publié dans Clinical Trials 2010.ttavail est le résultat des discussions avec le
groupe de travail des statisticiens du réseau éerofNEAT (European AIDS treatment
network) pendant la conception de I'essai NEATONRS143 (NCT0106696%55]). Le
chapitre 4.2 donne un vue d’ensemble sur les estée jugement utilisés dans les études
évaluant I'impact des mutations transmises sugépemse virologique et les criteres utilisés
dans des études déterminant un score génotypique.

Le deuxiéme objectif était d’analyser I'impact destations de résistance transmises
sur la réponse au traitement pendant la premieméeade traitement antirétroviral. Pour ce

travail nous sommes particulierement intéresséseffiexs des mutations transmises chez les
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Résumé substantiel

patients traités avec une combinaison de traiterpeddite comme non affectée par les
mutations présentes. Un manuscrit (chapitre 5)edeavail est en cours de finalisation et une
soumission au Lancet est prévue. Le projet a @léséécomme projet pilote entre les réseaux
européens EuroCoord (méta-collaboration de coherespéennes de patients infectés par le
VIH) et CHAIN (réseau d’experts européen de réaistadu VIH au traitement).

Le troisieme objectif était d’évaluer des méthodksrnatives a la construction d’'un
score génotypique pour I'analyse des mutations typiques chez les patients prétraités. En
particulier, nous nous sommes intéressés a l'atibta de méthodes permettant de résumer
I'information génotypique et a la question si lanmation résumée peut-étre utilisée pour
prédire la réponse virologique au traitement. Lepitne 6.1 résume l'application d’ACP et
PLS en comparaison avec la construction d’'un sgér®typique et a été publié dans BMC
Medical Research Methodology 2008. De plus, I'adtipt de la méthode Lasso pour la prise
en compte de la censure a gauche des marqueufsgujwes est un projet en cours et
présenté dans le chapitre 6.2. Cette méthode &appliquée en collaboration avec le Forum

for collaborative HIV research (plateforme intefontle pour faciliter la recherche sur le
VIH).
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Preamble

Preamble

The human immunodeficiency virus (HIV) is a lentis belonging to the family of
retrovirusegs6]. Main target cells of HIV are cells of the humamune system such as CD4
positive T lymphocytes (CD4 cells), macrophages aeddritic cells. Over time HIV
infection leads to the deterioration of the immusgstem which is indicated by a progressive
decrease of the CD4 cell count. HIV ultimately lead the acquired immunodeficiency
syndrome (AIDS) and death.

First cases of AIDS were described since 1981 aMiws first isolated from a patient with
lymphadenopathy by Francoise Barré Sinoussi andMaotagnier in 198357]. Since then
more than 25 million people died from HIV infecti@amd in December 2008 33.4 million
people were living with HIV, most of them in resoerlimited settinggs8]. The current
standard regimen for initial treatment of HIV infed patients is the combination
antiretroviral therapy (CART) introduced in 1996.

The general treatment goal is to suppress HIV RNAdI (viral load) to less than 50
copies/mL in naive and in treatment experiencetepit[1-3, 13} The choice of an initial
treatment is important as it can have long standiogsequences for future therapy. The
selection of the drugs depends on factors likel Wrad, number of CD4 cells, toxicity and
compliance etc. Furthermore, genotypic testing ®wv nrecommended for treatment
experienced patien{s-3, 13] but also for treatment naive patients as prevaleht¢ransmitted
drug resistance is between 10% and 15% in Eunspel, 23, 24, 28, 59-6:and up to 25% in
North America2e6, 27}

Chapter 1 introduces some basic virological andlogioal information for better
understanding of antiretroviral treatment targetsl aesistance testing. Additionnally, the
epidemiological background of drug resistance iW-Hlinfected patients is described.
Chapter 2 describes methodological issues involaetthe analysis of virological response
according to genotypic data. It presents an ovends the methodological literature applied
to analyse genotypic data for the sake of predjdtieatment outcome. Additionally, methods
we used to interprete genotypic data in treatmeiienpatients and methods we used for

analysing genotypic data in treatment experienegeipts are outlined.
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Chapter 1

1 Antiretroviral treatment and drug resistance

1.1 Biology of the human immunodeficiency virus

The description of the structure and the life cyaleHIV in the following chapters are far
from being complete but aim at giving a short oi@mwof the molecular biology of the virus
for a better understanding of antiretroviral treatintargets and emergence of antiretroviral

drug resistance.

1.1.1 Structure
The HIV is a spherical particle with a diameterapproximately 100 nm. The outer surface
“envelope” is formed by a lipid bilayer (originagjirfrom the host cell membrane) in which
the viral glycoprotein gp41l is embedded. The vgigicoprotein gpl120 is attached to gp41l

(see Figure 1).

gp4l

Reverse

120 .
9p transcriptase

Protease

Capsid

RNA
Nucleocapsid

Figure 1: Simplified structure of the human immunodeficiency virus (adapted from [62, 63]).
At the inner side of the envelope there is a lafethe matrix protein p17. The capsid is formedtiy capsid
protein p24 and found inside of a mature HIV péeticThe capsid contains two copies of the viral RNA
(ribonucleic acid) encoding for all necessary pref the virus (e.g. viral enzymes reverse trapsrse and
protease). Nucleocapsid proteins (p7 and p6) atmdao the viral RNA. The functional viral protejnse.
reverse transcriptase, protease and integrasésareated inside the viral capsid.

1.1.2 Genome
The genome of HIV is composed of two copies of fpsisingle-stranded ribonucleic acid
(RNA) with a length of approximately 9500 base paifhe genome harbours nine open

reading frames encoding three structural genesdccgioup antigeng@g), polymerasefol)
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and envelopeeny), two regulatory genesat andrev) and four accessory genewef vif, vpu

andvpr) [62-64] (see Figure 2).

TTR = 344 o T i ol env ™" TTR
P vpu i =
e —" L
MA  cA NC gp120 gpal

PR RT IN

Structural proteins

Figure 2: Simplified genomic organisation of humanmmunodeficiency virus 1(adapted from [65]).
Depicted are the nine open reading frargag, pol, env, vif, vpr, vpu, rev, tahdnefthat are flanked by two
long terminal repeats (LTRs@lag (group antigen) encodes the structural proteinthefvirus, i.e. the matrix
protein (MA), the capsid protein (CA) and the nadapsid proteins (NCpol (polymerase) encodes three viral
enzymes, i.e. protease (PR), reverse transcrif2$¢ and integrase (IN)env (envelope) encodes for two
envelope proteins, i.e. the glycoproteins gp120gpHiL.

The gag gene encodes the matrix protein (MA) pl17, the idgpstein (CA) p24 and nucleo-
capsid protein (NC) p7 and protein p6. T gene encodes the viral enzymes, i.e. protease,
reverse transcriptase and integrase, anemivggene encodes the glycoproteins (gp) 120 and
gp41 envelope. The products of the regulatory almgssory genes are involved in different
processes during the life cycle of the virus, euglear export or regulation of transcription
[62-64]. Both ends of the HIV genome are flanked by séeddiong terminal repeats (LTRS),
which play a regulatory role during the transcoptiof the viral genetic material into viral

proteins by interacting with host cell enzymeshaf transcriptional machinefss).

1.1.3 HIV life cycle
The HIV replication cycle can be summarised in salveteps (see Figure $2-64]. First,
HIV binds with its envelope protein gpl20 to atseéwo specific receptors, to the CD4
receptor and to the chemokine co-receptors CCREX&@R4 (Figure 3A). The binding to the
co-receptor CCR5 triggers the protein gp41l medi&tistbn of the HIV envelope with the
host cell membrane (Figure 3B). After the envelbas been fused the HIV capsid containing

the HIV genome and viral proteins are released ithte cytoplasm. The capsid and
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nucleocapsid are then dissolved, a feature callegt6ating”, so that the genetic material and

viral proteins are released into the cytoplasmyf@gC).

| A Attachement |

v

Receptor and co-receptor
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&Vviral RNA L

D Reverse transcription A’I/
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\ |FTranscr|pt|0n | )
V|ral RNA /
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and Translation
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Maturation

Proteolytic processing
of viral proteins

Figure 3: Overview of the HIV life cycle (adapted frone7, 68)). PIC: preintegration complex.

The viral genetic material — the RNA — must be @ted into DNA (desoxyribonucleic acid)
to be replicated in the host cell. This procesm&liated by a viral enzyme called reverse
transcriptase (Figure 3D). In the next step thal\IDNA is transported to the nucleus as part
of a so-called pre-integration complex (PIC) cotmsgs of the viral DNA, the integrase and
cellular proteins. The viral DNA is then insertedo the host DNA by the viral enzyme
integrase. Once integrated in the host genomecahelar RNA polymerase transcribes the
viral genetic material into viral messenger RNA (8\R Figure 3F). This mRNA is exported
to the cytoplasm where again host proteins tramgla viral mMRNA into the viral subunit
proteins e.g. GAG, POL (Figure 3G).
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The virus subunits are assembled and viral RNA @adiefore new particles are released
from the cell surface. The outer envelope contperss of the host cell membrane in which
the viral envelope proteins gpl20 and gp4l are dddmk The viral subunits must be
separated to form a mature virus, i.e. GAG proteust be separated from POL protein and
further GAG protein must be divided into the matgapsid and nucleocapsid proteins. This
separation, or cleavage, is accomplished by thed gimzyme called protease and is necessary
for the production of mature virus particles (FigH). The typical conical form of the HIV
capsid is only found in mature capsid and theretheeprotease needs to cleave the GAG
protein in its different sub-proteins (amongst oshie the Matrixprotein, Capsidprotein and

nucleocapsid protein). This step takes place aftdding (not distinguished in Figure 3).

1.1.4 Genetic diversity
Even in absence of antiretroviral treatment, sdwvaexhanisms lead to the huge diversity and
variability of HIV. First, the reverse transcriptasf HIV presents a high error rate because it
lacks a proof reading mechaniged]. Errors during the transcription process entait tifne
DNA copy of the virus is not an exact mirror of tRBIA. This mechanism leads to permanent
evolution of the HIV genome and also plays an ingodrrole in the emergence of HIV drug
resistance mutations, which will be described inrendetails in section 1.3. Second, if a
patient is infected with two different HIV straitisen one RNA strain of each virus can be
packed in one viral particle. A virus containing RINtrains from two different HIV strains
can then infect new cells and lead to retrovirabrebination during the reverse transcription
step. Retroviral combination occurs because thersevtranscriptase can switch between the
two strains and form one DNA strain containing denmaterial of the two different strains
[70-72). A large variety of HIV subtypes and so-callectalating recombinant forms (CRFs)
have been described.

1.1.4.1 HIV types, groups and subtypes
There exist two major types of HIV: HIV-1 and HIV-RIV-1 is the predominant HIV virus
worldwide. HIV-2 is mainly found in West Africa and countries with immigrants from this
region[73].
HIV-1 can be divided into at least three groupsugr M (major), group O (outlier), and
group N (nonmajor, nonoutlier). Group M is the prednant circulating HIV-1 group and
over 90% of the HIV infections are due to infecgomith a group M virug74]. Group O is

mainly found in central Africa and was first iddi@d in Cameroon as was Group N, which is
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very rare{75, 76} Another new virus that is distinct from virus teging to group M, O and N
was found in Cameroon in 2009 and was classifiegtaup P[77].

HIV-1 group M can be further subdivided into suldgmenoted with letters and sub-subtypes
(or clades) denoted with numbers and so calledulationg recombinant forms (CRFs). To
date the following subtypes have been describedd®1A3, A4, B, C, F1, F2, G, H, J and K
[74].

CRFs are the result of genetic recombination dedeht HIV strains. Recombination occurs
if a patient is co-infected with different strains more likely if a patient becomes super-
infected with a second strain. At least three pasievithout direct epidemiological linkage
must be infected to define a strain as a CRF. Hmeereflects the sequence of discovery and
the subtype composition, e.g. CRF02_AG was thergsb@RF found and is a recombination
between subtypes A and G. To date 48 CRFs havedissoveredrs].

HIV-1
I I I |
Group M Group O Group N Group P
I I I I I I I I I I
A B C D F G H J K CRFs
J_'_'ﬁ IJ—I | | [ |
Al A2 AB A4 Fl1 F2 CRFO1_AE CRF02_AG ... CRF48 _01B

Figure 4: Overview of HIV-1 groups and subtypes

Of note, the nomenclature and classification of HNbtypes is an evolving process, e.g. the
former “subtype E” does no longer exists as it foamd to be a circulating recombinant form

containing components from subtypg7A, 80}

1.1.4.2 Distribution of HIV-1 subtypes worldwide

Subtype B accounts for 12% of the worldwide HIVeiction but is the predominant virus in
Western Europe, North and Middle America and Alisti@ee Figure 5). The most prevalent
subtype is subtype C, which accounts for 50% ofwbddwide HIV infection and is mainly
found in India, China, and South and East Affg14

The most common CRFs are CRF01_AE and CRF02_AG aviphnevalence of around 5%
worldwide[81].
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A B and CRFO1_AE
CRFO2_AG and other recombinant forms
B A, B, and AB recombinant form
B and BF recombinant form
C B B, C, and BC recombinant form
F, G, H, ], K, and CRFO1 and other recombinant forms
D Insufficient data

Figure 5: Global distribution of HIV subtypes and Circulating recombinant forms (CRFs) (from
[74]).

1.2 Antiretroviral treatment

Antiretroviral treatment has remarkably decreasiséate progression and mortali$g-86].
The following chapter gives an overview of currgnévailable drugs, drug targets, the

standard of care therapy and general aims of &aieal therapy.

1.2.1 Antiretroviral drug targets — Different classes ofdrugs available
Antiretroviral drugs target different steps durithg HIV life cycle. Drugs targeting the same
step during the life cycle are summarised intowgydrass. Antiretroviral drugs targets are the
host cell co-receptor CCR5, the envelope prote#ilgthe reverse transcriptase, the integrase
and the protease (see Figure 6). CCR5 antagonist& the co-receptor CCR5 and thus
prevent the HIV virus from entering the cell beagp41 mediated fusion cannot take place
(Figure 6A).
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Figure 6: Antiretroviral targets in the virus life cycle (adapted fronj67, 68).

Fusion inhibitors disrupt the interaction of gp4ithathe host cell membrane and thus inhibit
the fusion of the virus with the cell membrane attanately inhibit the entry of the virus into
the host cell (Figure 6B).

Reverse transcriptase inhibitors can be divideal twb classes, NRTIs and NNRTIs. Both act
as terminator of the DNA chain elongation via diiet mechanisms during the reverse
transcription process (Figure 6C). HIV-integrasealy@es amongst others the insertion of the
viral DNA into the host genome (‘strand transfeifhe integrase strand transfer inhibitors
block this process (Figure 6D). The HIV proteasansessential enzyme for virus maturation
and thus inhibition of the protease leads to thapction of immature, non-infectious HIV
(Figure 6E).
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1.2.2 Currently approved drugs

Zidovudine was the first antiretroviral drug appedvby the United States Food and Drug
Administration (FDA) in 1987. Today 26 drugs fronx slrug classes are approved by the
FDA or the European Medicines Agency (EMEA) (seebléal) and available for
antiretroviral treatmen87, 88] Further, fixed dose combinations of 2 or 3 NR&3sst since
1997 and 2000, respectively. The first fixed dualgdclass combination containing 2 NRTIs
plus 1 NNRTI was approved in 2006 by the FDA an@72By the EMEA.

The protease inhibitor ritonavir is not recommenttedhe used as a single protease inhibitor
anymore. However as ritonavir inhibits a particulaer enzyme cytochrome P450-3A4 that
metabolizes protease inhibitors, a low dose ohatar can be used to enhance other protease
inhibitors. A protease inhibitor plus ritonaviratso referred to as a boosted Pl regimen.

Table 1: Overview of antiretroviral drugs used in he treatment for HIV infection.

Approval (FDA or EMEA) Generic Name

Nucleoside Reverse Transcriptase Inhibitors (NRTIS)

1987 zidovudine (ZDV, AZT)

1991 didanosine (ddl)

1992 zalcitabine (ddC) (no longer marketed)
1994 stavudine (d4T)

1995 lamivudine (3TC)

1997 lamivudine + zidovudine

1998 abacavir (ABC)

2003 emtricitabine (FTC)

2000 abacavir + zidovudine + lamivudine
2000 enteric coated didanosine (ddl EC)
2001 tenofovir (TDF)

2004 abacavir + lamivudine

2004 tenofovir + emtricitabine
Nonnucleoside Reverse Transcriptase Inhibitors (NNIR)

1996 nevirapine (NVP)

1997 delavirdine (DLV)

1998 efavirenz (EFV)

2008 etravirine

Protease Inhibitors (Pls)

1995 saquinavir mesylate (SQV)

1996 indinavir (IDV)

1996 ritonavir (RTV)

1997 saquinavir (no longer marketed)
1997 nelfinavir mesylate (NFV)

1999 amprenavir (APV)

2000 lopinavir + ritonavir (LPV/RTV)
2003 Fosamprenavir Calcium (FOS-APV)
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Table 1 (continued)

Approval (FDA or EMEA) Generic Name

2003 atazanavir sulfate (ATV)
2005 tipranavir (TPV)

2006 darunavir

Fusion Inhibitors

2003 enfuvirtide (T-20)

Entry Inhibitors - CCR5 co-receptor antagonist

2007 maraviroc

HIV integrase strand transfer inhibitors

2007 raltegravir

Multi Drug Class combination (2NRTI + 1INNRTI)

2006 efavirenz + emtricitabine + tenofovir

FDA: U.S. Food and drug administration; EMEA: Eugap Medicine Agency.

1.2.3 Combination antiretroviral therapy

Since 1996 combination antiretroviral therapy (CARS recommended as standard of care
regimen. CART consists of at least three antiretab\drugs from two different treatment
classes.
The choice of an initial treatment is very impottas a life long treatment must be considered
[1, 3] and the selection can have consequences for ftitarapy. The initial CART should be
chosen appropriately based on resistance testirgyiops disease history, social and
demographic status, virological and immunologicalkers etc. to give the patient the highest
chance for a successful treatment.
The most common treatment combinations for theaiiiin of CART recommended by recent
treatment guideline@-3] are

1) 2 NRTIs + 1 NNRTI

2) 2 NRTIs + 1 ritonavir boosted PI.
The most recent recommendations for antiretrovredtment of Adult HIV infection of the
International AIDS Society-USA panel recommend dls®combination 2 NRTIs + 1 INSTI
for initial cART [3]. In Europe, this combination is to date only reomended as an
alternative initial regimen because of the limigata on long-term tolerance and the more
rapid selection of resistant variants in the cabe/imlogical failure compared to initial
combinations containing ritonavir boosted BRI, 89]
Treatment combinations for treatment experienceiemaz can be more sophisticated and
contain for example three class treatments su¢hMRBTIs + 1 NNRTI + 1 Fusion inhibitor

or regimen composed of Pls and NNRTIs.
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1.2.4 Goals of antiretroviral therapy and monitoring treatment efficacy
HIV can not be eradicated and thus the main goahrdiretroviral therapy is to prevent
disease progression, the development of AIDS anuidiong the patient’s life. There are two
main clinical markers used as surrogate markensidge the status of the patient and the
efficacy of treatment: 1) the viral load - the nuenbf free virus per mL of patient’s plasma -
and 2) CD4 cell count - the number of CD4 cells jperof patient’s blood. After initiation of
CART, viral load should be suppressed below 50 esipiL (detection limit of current
standard of care tests) after 6 months of therafggeatment naive and treatment experienced
patients[1-3]. Further, antiretroviral therapy aims also atossg the immune system and
maintaining the CD4 cell count above 500 cellsfiiL
Other treatment goals are for example a good tolédsaof the treatment, a good quality of
life and the reduction of mother to child transnaas
Treatment success should be monitored by regutadgsuring the viral load and CD4 cell
count. Assessment of antiretroviral toxicity deperah specific drugs and underlying co-
morbidities (i.e. renal insufficiency) and interyare two to four weeks after initiation and six

to 12 months after stabilisation of the disease.

1.2.5 Viral load evolution and persistence of HIV after sart of
antiretroviral therapy

After treatment start the HIV viral load declines lielow the detection limit after 3 — 6
months. First, there is a rapid decline of virahdofollowed by a slower decline that
ultimately leads to viral load levels below the ed#ton limit. The first decline can be
attributed to the clearance of short living CD4lsél, = 1.2 days) and the second phase
probably due to long-lived productively infectedlsdt,, = 27.2 days), activation of latently
infected cells and release into the blood of vsitnom sanctuary sites (Figure[39, 91)).

In patients with a viral load below the detectionit for several years, low level viremia can
still be detected by more sensitive ass@p$. Blips are transient episodes of detectable
viremia (by standard assays) and can occur even lafbg term suppression of viral load
(Figure 7)[94].

Resting memory CD4 cells serve as a cellular vesérvoir and no virus is produced by these
cells unless they are activat@dos, 96] The half life of HIV infected memory CD4 cells sva
estimated to be 44 months and eradication would oger 60 years of suppressive CART-
99].0ther cell types, e.g. monocytes or dentriticscalhd anatomical sites, e.g. the central

nervous system, may also constitute a reservoirdfar(for a review seg)).
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The viral reservoir serves as an archive for alimf® of virus, i.e. wild-type and resistant

mutantg7-12] and see section 1.5.3).

Plasma
HIV-1 RNA
(copies/mL) | Start of cCART
10° |
1% phase
10° (tv ~ days) Viral blips
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2 el Viral eradication?
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Figure 7: Evolution of plasma viral load after the start of cCART (adapted from92]). cART:
combination antiretroviral therapy.t half life of infected cells.
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1.3 Antiretroviral drug resistance

Antiretroviral drug resistance is characterised thg need of higher concentrations of
antiretroviral drugs to achieve viral suppressknally, antiretroviral drug resistance leads to
the loss of the ability of the treatment to inhithie viral replication. Mutations (changes in the
genome in comparison with a wild type strain of Wr@s) in the viral genome, especially in
regions targeted by antiretroviral drugs, e.g. revetranscriptase, are the cause of
antiretroviral drug resistance.

We can distinguish between primary/transmitted desjstance and secondary/acquired drug
resistance. Transmitted drug resistance is det@ctedatment naive patients and is due to the
infection of the patient with a virus already camgydrug resistance mutations. Acquired drug
resistance is detected in antiretroviral experidnuatients. Antiretroviral drug resistance can
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be specific for a given drug or can also affectgdrof the same drug class, so-called “cross-
resistance”.

Drug resistance is an inevitable consequence afetmawviral therapy. Drug resistance is
influenced by many factors such as the ability led tegimen to suppress replication, the
adherence to and tolerability of antiretrovirabtraent, pharmacokinetics, the availability and
continuity of drug supply and access to care. Vdgatal factors also play a role for the
development of drug resistance, for example theafled “genetic barrier” of a drug to
develop resistance (number of mutations requiragdace the antiretroviral activity) and the
relative fithess (replicative capacity under drugpasure) of resistant variants. The genetic
barrier is different for each drug, and the higther genetic barrier of a given drug the more
rare the development of drug resistance.

1.3.1 Pathogenesis of drug resistance
The reverse transcriptase of HIV is error-prone #uiglleads to a high mutation rate with, in
average, one error per progeny viriano]. Given the high replication rate of approximately
10 million new viral particle$101] and the high error rate of the HIV reverse traipsase,
any single mutant could be generated per[day. Thus, HIV infection in a single individual
is characterised by a heterogenous viral populatatied “quasipecies102], this means that
the circulating viruses are not represented by igugnvirus genotype but by heterogenous
genotypes that are genetically related.
Most mutations are dead ends for the virus as tbsylt in a considerable loss of replicative
capacity. Some mutations have no effect or eveenaficial effect on the replicative capacity
of the virus. In the absence of therapy the wilgetyirus is the virus with the better ability to
replicate and is thus the most abundant one.
Viruses that represent more than 20% are the $edcahajor virus population whereas
viruses that represent < 20% of the whole virusupatpn constitute the minor virus
population.
Viral mutants with a fithess advantage under theregn rapidly overgrow the wild type
virions in the presence of this therapy (see Fi@)réJnder drug selection pressure, complete
replacement of wild type virus by drug resistamusican occur within 14-28 dayso3].
Persistent viral replication under antiretrovitaétapy can lead to the accumulation of more

mutations resulting in an increased resistance am@roved fitness.
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Start of CART - - —
PIasmaA ¢ Incomplete suppression of viral replication due to

Viral - Insufficient drug efficacy

Load - Insufficient drug plasma levels

- Poor adherence

- preexistant resistance mutations

Selection of drug resistant quasispecies

Time after start of CART

@ Drug susceptible quasispecies

Drug resistant quasispecies

Figure 8: Simplified schematic illustration of seletive drug pressure.After treatment initiation the
drug susceptible quasispecies (in black) are dagliincomplete suppression of viral replicatioads to the

selection of a drug resistant quasispecies (inabth to replicate in the presence of antiretrdwrag. CART:

combination antiretroviral therapy.

1.4 Resistance testing

Genotypic and phenotypic resistance tests areablaito determine the sensitivity of HIV for
a specific drug. For optimal assay performancejranmmum vial load of 500-1,000 copies/mL

is required for genotypic and phenotypic testing.

1.4.1 Phenotypic testing
Phenotypic resistance tests quantify drug senitidirectly. They are based on viral
replication in cell culture in the presence of eliint drug concentrations. The most common
summary measure of a phenotypic test is the 50%itohy concentration (IC50) that is the
drug concentration needed to reduce viral replieatictivity by 50%. The IC50 of the test
strain is compared to the IC50 of a reference rstaad reported as fold change. The fold
change reflects thus the difference in drug comaéinh needed to obtain a 50% suppression
of viral activity. Phenotypic testing however takesong time and is expensive. In clinical
routine genotypic resistance tests are used torrdete resistance mutations in the viral

genome.

1.4.2 Genotypic testing
After amplification by a technique called polymerashain reaction (PCR)he nucleotide

sequences of regions encoding the molecular targetantiretroviral therapy from the
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patient’s viral population are determined by popala sequencing. This implies that their
detection requires an abundance in mutants ofiat B0 to 30% in the total viral population.
The nucleotide sequence of the patient’s viral jetpan is compared to a reference wild-type
sequence. This alignment allows the determinatfafifterences in the genome. Mutations in
a patient's virus population, when they are nansili.e. a silent mutation is a change in the
nucleotide sequence without impacting on the anaom sequence), lead to amino acid
changes on the protein encoded by the portion efganome that was sequenced, e.g.
protease or reverse transcriptase (see Figure 9).

The amino acid of the reference strain is repofitst] followed by the codon and the amino
acid of the tested virus strain. The example fragufe 9, in which the aminoacid Methionin
(M) at position 46 is replaced by Leucin (L), woldd reported as protease mutation M46L.

viral RNA

+
l Sequencing
\ 4
...CTGCATCTGACTCCTGAGGAGAAG. .. viral DNA
3 nucleotides l Alignment
l \ 4
1 cod CAAACCAAAAATGATAGGGGGAATT...  WT reference strain
codon . AAACCAAAACTGATAGGGGGAATT... Viral DNA
1 amino acid K P Kl M |
43 44 45 46 4? 48 49 50 protein sequence
K P Kl LI 6 & |

Figure 9: Overview of genotypic testing.The viral RNA of the patient's major populationasplified
using reverse transcriptase polymerase chain cga(fT PCR) and the nucleotide sequence of the BNAen
obtained. The viral DNA is then aligned (compareda wild type (WT) reference strain (positionsté3%0 of
the protease are used for the example). Finally, g@hcoded protein sequence is determined. In tbgeab
example, the amino acid Leucine (L) is found atitpms 46 of the protease on the viral DNA insteddao
Methionin (M) at the same codon on the WT referestcain.

1.4.3 Minority resistance testing
New techniques such as ultradeep 454 sequencietg-apecific polymerase chain reaction

or single genome sequencing allow the detectiomiabrity resistant variants going down to
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a detection sensitivity 0£1% [104, 105] However, the use of these techniques is limited t

research protocols and is not implemented in reutare so far.

1.4.4 Limitations of genotypic testing
One main limitation of genotypic testing is the guexity of interpretation, especially in the

presence of multiple mutations where complex imgras between mutations cannot be
excluded. Therefore, the impact of mutations onrépdication capacity and on the impact of
treatment outcome is constantly evaluated by paoklksxperts as e.g. the French ANRS
AC11 Resistance group or the International AIDSietgcUSA panel[16, 33] Current

interpretation algorithms are regularly updatedages guidelines for antiretroviral resistance

testing and management of HIV drug resistgnge106]
1.4.5 Drug resistance mutations and mechanisms

As already mentioned earlier, mutations in the rewetranscriptase gene may result in
resistance against NRTIs or NNRTIs. Accordingly, tations in the protease gene, the

integrase gene, and the envelope protein gp4l ewmytrin resistance against Pls, INSTIs,

and the fusion inhibitor enfuvirtide, respectivége Figure 10).

— vpr B
LTR = gag 5ol \Viii R - env e LIR
pu
- - “ nef
gp120 gp4l
PR RT N T '
.36 37 3839 40 42 43 ..
’ 143 148 155

.41 62 67 6970747577 100101 103 106 108 115116 181 184 188 190 210 215219 225..

1
1
1
1
1
1
1
1
1
1
]
1
1
1
1
1
1
1
1
!
1
1
1
1
1
]
1
1

.. 30 32 46 47 48 50 54 74 8284 88 90 ..
Figure 10: Drug resistance mutations in the HIV geame (adapted fronf65]). The current drug
targets of the HIV genome are the protease (PR)eherse transcriptase (RT) and the integrasegiidpded
by thepol gene as well as the envelope protein gp41 encogledvgene. The positions of four targets on which
drug resistance mutations occur are depicted (1A&\December 2009, only major mutations are degjcte
gag, group specific antigen, LTR, long terminal repeeif, vpr, vpu and veéncode viral accessory proteites;
andrev encode viral regulatory proteins. Numbers in tgare correspond to amino acid positions in the

encoded protein.
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The envelope protein gpl120 may be sequenced tonuate the tropism of the virus (i.e.
CCR5, CXCR4, or a mixture of both) and to predlat susceptibility to CCR5-inhibitors
[107]. Only resistance mutations in the reverse traptase and protease genes are described
in more details in the following sections becausesinregimens are still based on NRTIs,
NNRTIs and Pls. Further, for studies presentechapter 5 and 6 we analysed genotypic data
of reverse transcriptase and protease sequences.

The protease gene encodes the 99 amino acids tmenviral enzyme protease and nearly
all positions of the protease should be sequencedlihical purpose$i4, 151 The reverse
transcriptase gene encodes approximately 560 amwias of which standard sequencing
should cover amino acids in positions 41 to 23615} Theoretically, each wild type amino
acid can be changed into 19 different amino ad¢ids.example, the Methionine in position 46
of the protease (see example Figure 9) can becexgblaot only by Leucine but also by

Isoleucine, a different amino acid.

1.4.5.1 Protease gene mutations and protease inhibitor regance
Protease gene mutations are divided into primagdi and secondary (minor) mutations
[16]. Primary/major mutations are selected under drelgctive pressure and are highly
specific because they are often located in thetsatbscleft (active centre) of the enzyime,
15]. Primary mutations affect binding affinity of thehibitor drug to the active site without
totally inhibiting the physiologic protease subt#rmteraction. Secondary/minor/accessory
mutations are located outside the active site aswaially occur later than the primary
mutations. Secondary mutations may play a compenssaile for the initial decrease of viral
fitness and are thought to cause an active sighaping through structural changes of the
proteasd14, 15} Protease inhibitor resistance is characterisethéyccumulation of multiple
mutations, and in order to develop clinically relev resistance typically more than one
mutation is necessary6, 108} Currently major mutations are defined for 14 cwlof the
protease and minor mutations for 20 codons of tbeepse by the International AIDS society
USA mutation list (an internationally used referetist) [16].

1.4.5.2 Reverse transcriptase inhibitor mutations and resi@nce to NRTIs and
NNRTIs

1.4.5.2.1 NRTIs
NRTI resistance mutations consist in thymidine agamnutations (TAMs), non thymidine
analog regimen mutations, multi-NRTI resistance atiahs, M184V and other accessory
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mutations. NRTI resistance mutations act eitheblogking incorporation of the NRTI into
the DNA chain or by removing the NRTI from the DNAain[109-112) TAMs and multi-
NRTI resistance mutations affect all NRTIs currgrgpproved by the FDA and EMEA and

are found on 6 codons of the reverse transcriptaspectively1s, 16}

1.4.5.2.2 NNRTIs
NNRTIs have a low genetic barrier to develop resisg, i.e. only one or two mutations are
required for resistance. NNRTI resistance mutatredsice susceptibility to multiple NNRTIs
implying a high risk for cross-resistance. NNRTkistance mutations occur close to the
active site of the reverse transcriptase at the NNBInding pocket[113]. Shaferet al.
classified NNRTI resistance mutations in four odsssprimary, secondary, minor non-

polymorphic and polymorphic accessory mutatipss

1.4.6 Interpretation of genotypic tests and genotypic mudtions
Interpretation algorithms are designed to assistphysician in choosing an optimal drug
combination for a given patient using informatioronh drug-resistance testing. In this
context, ‘interpretation’ refers to the task ofdictng a parameter of treatment response (i.e.
drug activity or virological response) from genadtydata and additional characteristics.
A variety of interpretation algorithms that predather thein vivo activity of a specific drug
or thein vitro activity, i.e. the replicative drug activity measd by a phenotypic test (see
Table 2), are available. Further, more recent pnegation algorithms allow for predicting the
in vivo activity of drug combinations, i.e. THEO or EuRegss, 114] All lists and algorithms
are mainly developed on knowledge based on HIVfdciion and more specific for infection
with a subtype B virus.
Genotyping is widely used in clinical practice dahdrefore algorithms predicting vivo drug
activity from genotypic data are of great intefiessupport the clinician in antiretroviral drugs
selection. The main limitations in relating thealigenotype to drug activity are a lack of
studies with monotherapy data and the high diversitmutations as well as the complexity
of mutational patterns.

1.4.6.1 Genotypic sensitivity score
Interpretations systems currently used in clinipahctice evaluate each drug separately
(beside THEO and EuResist) and therefore a gerosgnsitivity score (GSS) for a given
combination of drugs is usually calculated. The G&tcts the number of active drugs in the

regimen of a patient and is calculated based onrékalt of a genotypic interpretation
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algorithm. Usually, it is calculated by assigningcare of 1 for susceptible/potential low level
resistance, 0.5 for low-level/intermediate resiseaand O for high-level resistance. Therefore,
a standard of care combination antiretroviral thgreonsisting of three drugs would attain a

total GSS of 3 if no resistance for a prescribagyds present.

Table 2: Selection of freely available interpretatn algorithms (for a complete overview please see
[106, 115, 116]

System and

Reference Description Output

In vivoactivity of single drugs

ANRS AC11 A rule-based algorithm established by a panel pkets. 3 categories:

[33] Table of rules combining mutations conferring drug Resistant, intermediate
resistance (i.e. from clinical studies, observatlon resistant, susceptible

studies) and studies correlating clinical outcome a
genotypic mutations

HIVdb, Stanford A rule-based algorithm combining information froin ( 5 categories:

HIV drug resistance Published studies and data linking mutations to ARV 1) susceptibel

database therapy; (ii) Published studies and data linking 2) potential low-level resistance

[34, 117] mutations to decreased ARV susceptibility; (iii) 3) low-level resistance
Published studies linking pre-therapy mutationdwhie 4) intermediate resistance
virological response to a new ARV treatment regimen5) high level resistance

Rega algorithm A rule-based algorithm established by a panel pkets. 3 categories:
[118, 119] Resistant, intermediate
resistant, susceptible

In vitro phenotypic resistance of single drugs

geno2pheno Database derived algorithm based on informatiomfro Fold-changes in IC50% result
[38, 120] 1100 genotype-phenotype training pairs. The allgorit

is based on support vector machines.
Virological response to combination therapy

THEO (THErapy  Database derived algorithm based on genotypic Amongst others: Probability of
Optimizer) resistance data linked to treatment outcome using  virologic success over 24 or
[114, 121] logistic model trees for prediction. Links the datso to more weeks for selected
phenotypic resistance data and calculates theigenet combination therapies
barrier based on mutagenetic trees to add infoomati
for prediction.
EuResist Database derived algorithm based on informatiomfro
[39, 122, 123] more than 39,000 patients combining three stagifstic
learning engines. Allows for inclusion of baseline
characteristics such as viral load, age, sex andl €l)
count for prediction.

1.4.7 Definition of drug resistance for the evaluation ofprevalence
Drug resistance can be defined as either havihgaat one mutation of an established list of
mutations or being classified as resistant to astl®ne drug using a current interpretation

algorithm.
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Updated lists of drug resistance mutations arelavlai for example the IAS-USA list, which
is updated on a regular bagis]. The IAS-USA list summarises mutations descrilmdefich
currently FDA approved drug but is not an interatieh algorithm. Thus, the list does not
allow for determining whether a patient harbourangirus with a given set of mutations is
resistant or not. The list contains further a lotpolymorphisms that may contribute to
resistance in the presence of other resistancetiongabut can also be found in untreated
patients because mutation frequency is high atethassitions. Polymorphisms are not
necessarily specific mutations that developed uddeg pressure. Assessing the prevalence
of transmitted drug resistance using this list ddahd to an overestimation of drug resistance
due to these polymorphisms. Therefore, a lot oh@ust use the definition of at least one
major resistant mutation of the IAS list.

The World Health Organisation (WHO) list for suleice of transmitted drug resistance
mutations is a more restricted list of mutationsttiwvas conceived for drug resistance
surveillance. The list includes only non-polymopinutations. Further, it aims at giving a
standard list for accurate estimation of transmitteug resistance from different regions and
times[124]. To date, the WHO list is the standard list forveillance of transmitted drug
resistance mutations. In general, transmitted desgstance is defined as having at least one
mutation of this list.

Genotypic testing can detect different amino aeidsne position due to the viral quasispecies
(i.e. more than one major quasispecies can ekst).example, one major quasispecies can
harbour a Leucine at position M46 and a second megjasispecies can harbour an Isoleucine
at the same position. This would be reported inbgure of mutations at position M46, e.g.
reported as M46L/I. Mixtures between aan amino &omvn to cause drug resistance and the
wild type amino acid are possible as well, e.gortgdl as M46M/L.

Differences in reported prevalence can thus noy bel due to the use of different lists or
algorithms but also to the way a mixture of mutagior a mixture between mutation and wild

type on a given position were considefets).

1.5 Epidemiology of antiretroviral drug resistance

1.5.1 Transmitted drug resistance in adults
Transmitted drug resistance is observed in moshtoes where antiretroviral drugs are
available. The first cases of transmitted drugstasice have been reported in the 19995.

Transmitted drug resistance varies according t@oregstudy population and other factors
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[127] and can also vary due to the use of differentriméation systems or surveillance lists
for transmitted drug resistande28]. The following sections focus on transmitted drug
resistance for the commonly used drug classes NRIN&TIs and Pls. Knowledge about the
transmission of resistance mutation to newer treatntlasses (e.g. INSTIs and Fusion
inhibitors) is scarce but a first case of transmis®of integrase mutations has already been

reported127] as has transmitted drug resistance for enfurvitizkg.

1.5.1.1 Prevalence in Europe and North America
Prevalence of transmitted drug resistance in Eurapges between 10% and 158, 21, 23,
24, 28, 59-61]In a large European surveillance study the peswad was found to be stabilising
around 8% in recent years (data up to 2005 includedurope[60]. A peak prevalence of
transmitted drug resistance of around 15% in treesy@000 to 2002 was found in the UK
with a decline to a prevalence of around 9% in 2Q6d]. A similar trend was found in the
European SPREAD studgo]. Higher prevalence especially in earlier time pasican be due
to various reasons but a selection bias cannotxbkided, given that resistance testing in
treatment naive patients was not part of standard and might have preferentially been
prescribed in patients at high risk for carryingnsmitted mutations. The stabilisation of a
prevalence of transmitted drug resistance arourfib E8pecially in the latest published
studies may also be a result of the use of starsdgmidnutation lists for surveillance of
transmitted drug resistance (614, 131).
Prevalence of transmitted drug resistance was faarzke up to 25% in North Amerigas,
27]. The most recent study published by Wheeleal. found a prevalence of 14.6% using
data from 10 states and defining transmitted dasistance with the current surveillance list
of the WHO[132].

1.5.1.2 Minority variants

The prevalence of transmitted drug resistance newrerestimated due to the fact that
resistance mutations are detected only in the majas population. Some transmitted drug
resistance surveillance studies using ultrasemsitiesistance test methods suggest that
prevalence of transmitted drug resistance coulteast be two fold higher compared to
population-based sequencifigs, 133] In a recent study of Latailladet al. prevalence of
transmitted drug resistance was found to be 30.5#tgwltra deep sequencing in treatment
naive patients included in the CASTLE study. Preweé of transmitted drug resistance was

14.9% using population based sequencing in the CASSTudy[134].
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1.5.1.3 Prevalence in resource limited settings
Individual genotypic testing is not recommendedéasource limited settings by the WHO.
However, a need for population-based surveillant®ath transmitted and acquired drug
resistance was acknowledged by the WHiI€3).
Reports of surveys with small sample sizes of safaBn Africa indicate an overall
prevalence of transmitted drug resistance of 0%l148% (for an overview seg3]).
Prevalence reaching such levels in developing cmsntan be partly explained by genotypic
testing in a highly selected population but alsotlhg use of unadapted mutation lists. In
contrast, a WHO HIV drug resistance survey inclgddata from Ethopia, Malawi, South
Africa, Swaziland, Tanzania, Thailand and Vietnaourfd a prevalence of <5% using a
transmitted drug resistance surveillance mutatimt [36]. In India, transmitted drug
resistance was found to be 10% among treatmenge paitient$137).
Access to antiretroviral treatment is steadily grayin the developing world and with a
higher exposure to antiretroviral treatment theelef acquired resistance is expected to rise.
Consequently, prevalence of transmitted drug r@stst will probably rise at least to levels
comparable to that in the developed world. A mathgznmodel published by Blower and
colleagues predicts that levels of transmitted dregistance will rise to levels above 5% 10
years after scaling up antiretroviral treatmentifor30% of all HIV infected patients are

treated with antiretroviral therapyss].

1.5.1.4 Prevalence of transmitted drug resistance in childen
Prevalence of transmitted drug resistance in adldvas found to be up to 87% if the mother
received single-dose nevirapine for prevention aftthmar to child transmissiof139]. In a
meta-analysis Arrivét al. found a nevirapine resistance prevalence of 52r6466 week old
children if only single-dose nevirapine was adntamed to the mothels40]. The nevirapine
prevalence was 16.5% when other antiretrovirals baén given besides single-dose

nevirapine to the mothers or to the childfeso].

1.5.1.5 Impact of transmitted drug resistance on treatmentoutcome
The potential impact of transmitted drug resistarme treatment response remains
controversial and has not been fully described ($able 3). Some studies report no
significant association between the presence ofinitted drug resistance and time to viral
load suppression, proportions with viral load sesgron19, 29, 30]or with immune response

[19, 26, 29, 30]
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Table 3: Overview of studies investigating impactfaransmitted drug resistance on treatment
outcome by descending sample size.

Reference N* Country Cohort name/Study Year TDR Main Results
population
Bansietal. 935 UK UK-CHIC patients 1999-  Stanford Patients with a GSS<3 had
[141] with resistance test 2006 algorithm higher risk to not suppress
prior to the start of was used to VL below 50 copies/mL
CART as part of calculate a  within the first year
routine care GSS
Chaixetal. 350 France ANRS CO 06 1996- Resistantto % of patients with a VL
[142] PRIMO, Genotype 2005 >1 drug - <400 cp/mL was lower in pts
was not used for ANRS with resistance (at week 12
treatment selection and 24)
Bannisteret 277 Europe EuroSIDA, 1996-  Atleast No difference for % of VL
al. Genotype was not 2004 intermediate <500 (at week 12 and week
[19] used for treatment resistance to 24)
selection >1 drug -
Stanford
Oetteet al. 269 Germany RESINA, Genotype 2001- geno2pheno  No difference for % of VL
[29] was used to guide 2003 <50 (at week 24 and week
treatment selection 48)
Pillayetal. 201 Europe Seroconverters 1996-  Atleast No impact on time to VL
[28] CASCADE, 2003 intermediate suppression <500 copies/mL
Genotype was not resistance to
used for treatment >1 drug -
selection Stanford
Grantetal. 141 USA, ~80% MSM, 1996-  >1 major Time to VL suppression
[31] San Genotype was not 2001 mutation of <500 copies/mL was longer
Francisco used for treatment the IAS-USA in pts with genotypic
selection list resistance
Shetet al. 73 USA, Newly diagnosed, 2003- >11AS-USA No impact on time to VL
[26] New York Genotype was used 2004 mutation suppression <50 copies/mL
for treatment
selection
Poggenseet 69 Germany German HIV-1 At least % VL <500 cp/mL was
al. Seroconverter Study, intermediate lower in patients with
[30] Genotype was not resistance to resistant strains but not
used for treatment >1 drug - statistically significant
selection Stanford

*Number of patients available to assess the imphtansmitted drug resistance on virological res@ TDR:
transmitted drug resistance, CART: combinationratroviral therapy, GSS: genotypic sensitivity ®0rL:
viral load, MSM: men having sex with men

Other studies report poorer virological respons@atients with transmitted drug resistance
and a significantly shorter time to viral load stggsion among patients with susceptible
straing[26, 30, 141, 142]

However, all these studies are hampered by a ladtatistical power due to the relatively
small proportion of patients with transmitted drrgsistance included. In particular, the
impact of transmitted drug resistance on virologresponse in patients treated with a fully
active regimen has not yet been explored in theéesomof systematic genotypic testing prior

to treatment initiation in larger datasets. We hakerefore investigated the impact of
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transmitted drug resistance on virological and imolagical outcome after the start of first

line combination antiretroviral therapy in a latgeropean study (see chapter 5).

1.5.2 Prevalence of antiretroviral drug resistance in teatment
experienced patients

In a French nationwide study, prevalence of drgjstance to at least one antiretroviral drug
using the ANRS interpretation algorithm was fouade 88% in treated patients with a viral
load of >1000 copies/m[17]. In patients failing a first line regimen included the Swiss
HIV cohort, resistance mutations (major mutatiohshe 1AS-USA list) were found in 84%
of patients who started a regimen containing aroasted Pl, 66% of patients who started a
regimen containing an NNRTI and 30% of patients staosted a ritonavir boosted R43].
Nevertheless, cumulative resistance to all threestnoommonly used drugs classes (i.e.
NRTIs, NNRTIs and PIs) is rare. Costagliefaal. observed resistance to three classes in 4%
of their study population in France and Lietaal.in 2% of their patients in British Columbia
(Canada)[17, 144] Development of multiclass resistance was morguieatly observed in
patients starting an NNRTI based regimen than wfitier regimengl43, 144]

Prevalence of acquired drug resistance in resdimited settings was found to be over 80%
[145, 146] In a systematic review Gup# al. found that prevalence of drug resistance was
88% for patients with infrequent monitoring and 6186 those with frequent monitoring

[147].

1.5.3 Persistence of drug resistance

1.5.3.1 Persistence of transmitted drug resistance
In contrast to acquired drug resistance, patierits tnansmitted drug resistance virus do not
have a reservoir of drug susceptible (wild typeusi This implicates that transmitted drug
resistant virus can only revert to wild type by bacutation. This can occur very rapidly for
specific mutations such as reverse transcriptagation M184V which is linked to a fitness
cost[148, 149] For other mutations this back-reversion is lesamon or uncommon such as
reverse transcriptase mutations Y181C or M41L,eetyely.
HIV resistant strains acquired at the time of prmynafection massively fuel the cellular
reservoir and can persist over long time perigid®-153} Delaugerreet al. still found
multidrug resistant HIV-1 two years after sexuahBmission in a patient who was not treated

during this time periodii51]. A recent study even found transmitted drug rasist after 10
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years in a patient without treatme¢mnt4]. Further, transmitted drug resistance mutationgewe

found to persist even when the viral load was segged to undetectable levglss).

1.5.3.2 Persistance of acquired drug resistance
After treatment discontinuation there is a rapidlise of HIV drug resistance mutations and
the wild-type virus archived in the viral reservoirergrows the resistant virus in weeks after
the arrest of drug selective pressuss-160]
However, it is important to know that mutant virsseemain incorporated in the viral
guasispecies and in the viral reservigil2]. These mutant viruses may “reappear” under
selective pressure, e.g. if the same drug is rednted.
Thus, the whole treatment story and former genotyest results, if available, should be

considered for treatment optimization.
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2 Statistical analysis of the impact of drug resistace on
treatment response

2.1 Definition of endpoints

The definition of the endpoint of a study is crliéia the main conclusions are based on it and
the sample size depends directly on it. The endpofna clinical study is usually a
guantitative measurement(s) in relation to the abjes of the study. In other words the
endpoint should address the primary question of dhuely. There are various desirable
features for an endpoint, amongst others it shbeldelevant to disease process and easy to
interpret. Further, ideally it should be free frameasurement or assessment error and
measurable within a reasonable period of time.

Various definitions for endpoints exist and somaidalefinitions were proposed by the
Biomarkers definition Working group of the Nationdkalth Institute, USA to describe

biological measurements in therapeutic developrardtassessmenbi]:

Clinical endpoint: A characteristic or variable that reflects howpatient
feels or functions, or how long a patient survives.

Biological marker (Biomarker): A characteristic that is objectively measured and
evaluated as an indicator of normal biologic preces
pathogenic process, or pharmacologic responses to a
therapeutic intervention.

Surrogate endpoint: A biomarker intended to substitute for a clinical
endpoint. A clinical investigator uses epidemiotpgi
therapeutic, pathophysiologic, or other scientific
evidence to select a surrogate endpoint that is@zd to
predict clinical benefit, harm, or lack of benefitharm.

There exist more strict statistical criteria forethlefinition of surrogate endpoints, e.qg.
Prentice’s criterig162]. However, the discussion of evaluation and vaiabf surrogate
endpoints is complex and out of scope of this Hesi

2.1.1 Multiple endpoints
Studies rarely use a single endpoint. Most oftetipemts cover clinical events, symptoms,

physiologic measures, side effects, quality of, lisgc., some being primary and other
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secondary endpoints. In general, clinical studiespowered for the primary endpoint only
and analysis of multiple endpoints is linked to neelological issues such as inflation in type
| error [163]. Further, secondary endpoints and primary endpoame often related. For
example, the observation of the secondary endpaimidepend directly on the primary one if
the primary endpoint is survival and the seconddisease progression. Then there is a
competing risk between the primary and secondadpe@int. In this case the analysis of the
secondary outcome requires adapted statistical adsthihat condition on the primary
outcome164].

Another possibility is to define co-primary outcoswhich also implie the use of adequate
methods as described by DiRienzo and De Gruptea and discussed in chapter 4.1.

The construction of a composite endpoint is nowelyidised in clinical studies. A composite
endpoint combines multiple measurements into aleimmdpoint using a pre-specified

algorithm.

2.1.2 Which endpoints are used in HIV studies and in whikc context?
In the HIV field, “classical” clinical endpoints arprogression to AIDS or death, and
frequently used biomarkers are the HIV viral loadl ahe CD4 cell count. The field has
evolved a lot in recent years so that the definitod endpoints has become more and more
complex (see Figure 11). Survival of people livimth HIV is approaching that of the
general population, especially in patients with @4Ccell count above 500 copies/ng3s].
However, the mortality of people living with HIV istill higher than that of the general
population but not only due to AIDS events but dsaon-AIDS defining events, cancer and
other co-morbidities[s2, 166-168] HIV can not be eradicated yet so that, once esfart
antiretroviral treatment should be continued liend [1, 3]. Furthermore, adherence, pill
burden, toxicity and development of drug resistamaee to be considered. Another question
is thus how long a specific treatment is efficieteatment goals are therefore more
sophisticated than only to suppress the viral laad hamper disease progression. Today,
progression to non-AIDS defining events, adheretwacity, development of resistance and
the preservation of future treatment options magdpeally important.
The study population plays a role for the defimtiof an endpoint. For example, one could
imagine that the primary treatment goal differswesn treatment naive patients and
experienced patients (especially patients needahgage therapy). Further, it will depend on
the general context of the study; the evaluatioma sfngle drug for approval might claim a

different definition from a study evaluating a tieant strategy.
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All these considerations have led to wide use ohmosite endpoints in HIV clinical trials
because i) using a ‘simple’ clinical endpoint s death or disease progression is now
difficult because of the rarity of these endpoifi)sa suppression in viral load alone might be
an imperfect surrogate for clinically relevant ates and might only reflect treatment
efficacy at the shorter term and iii) as treatmeagds to be taken life-long the duration of an

initial treatment and the preservation of futureatment options have become equally

important.
1981
Clinical endpoint: Mortality
- Simple, unique, short term
1990
Biomarker endpoint; Virological criterion
- Simple, unique, short term
2005
Composite endpoint: TLOVR or TLOVR like
- Composed, complex, long term
\ 4

Figure 11: Simplified schema of change of endpointa HIV clinical trials over time.
TLOVR: Time to loss of virological response.

2.1.3 Composite endpoints
The FDA currently recommends the use of a compasitgpoint called Time to loss of
virological response (TLOVR) that combines compdseglating to virological failure, loss-
to-follow-up, initiation of a new treatment dueitdolerance/toxicity or any other reason and
death[169].
Other definitions for composite endpoints in thé&/Hikeld are available and they are now the
most commonly used endpoints for HIV clinical tsiaMethodological issues in the use of

composite endpoints are discussed in chapter 4.1.

2.1.4 Virological endpoints
‘Pure’ virological endpoints are necessary in sfpeotontexts and to answer specific

guestions. Definition of a pure virological enddoia supposed to reflect the impact of
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antiretroviral therapy on the replication of theud. Thus, in the context of the evaluation of
genotypic resistance mutations a ‘pure’ virologiesdpoint is the preferred one. Other
situations would be the evaluation of an earlyrativiral effect to have an early potential
surrogate criterion for clinical studies, to habe possibility of an early evaluation for the
patient (daily practice) that may lead to treatmewdification, or to have a criterion for

clinical trials with an adaptive design (e.g. wibssibilities of treatment optimisation).

The quantification of HIV viral load is hampered aydetection limit. The assays currently
used to measure HIV viral load for standard clihicare mostly have a lower limit of

detection of 50 copies/mL (ranging from 500 to &@ies/mL).

2.1.4.1 Binary response
A very simple way to define a virological endpombuld be to define a binary response that
reflects the percentage of patients below/abovel¢ection limit at a defined time point after
treatment start, e.g. 6 months.
However, such a definition will consider a patistarting with a very high viral load who
stays above the detection limit up to 6 monthseanbvirological failure even when he had a
steep decay and probably will reach detection $mat a later point. In some studies
virological failure was defined as the proportidnpatients with a viral load reduction of at
least 1 logy copies/mL[170-172} A patient with a steep initial decay would be sidered
virological success with this definition.
To avoid misclassification problems due to a higisddine viral load some researchers used
combined virological criteria and defined virologicfailure as a viral load above the
detection limit and a decreasd logo copies/mL{173, 174]
Of note, another issue is that the detection lidgpends on technological progress and
evolves with new generation of assays, but doesnaoessarily reflect a clinically relevant

cut-off.

2.1.4.2 Quantitative endpoints

2.1.4.2.1 Difference of baseline viral load and follow up vial load
Some studies use the difference in viral load betweaseline (treatment start) and a follow
up viral load to compare the difference in viradodecay observed between groups. A simple
method to deal with the problem of the detectionitliwould be to impute the value of the
lower detection limit. Simple imputation of the detion limit leads to an underestimation of

the difference and studies using such a defindi@thus prone to miss-classification bias.
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Therefore, Marschneet al. proposed to use survival analysis methods to coenplae
reduction in viral load accounting for the censgriof the viral load measuremerjtgs.
Another possibility is to use a linear mixed modpproach taking left censoring (viral load
below the detection limit) into accoupe, 53]

2.1.4.2.2 The use of viral load dynamics and mathematical magls to evaluate

treatment efficacy

Usually viral load is repeatedly measured afteattreent start to monitor treatment efficacy.
The efficacy of a treatment is supposed to havieegtdnfluence on the viral load decline, i.e.
the faster the decline the more efficient the tresatt [91] but may also depend on the
inhibition mechanism of the drugre].
The use of piecewise linear mixed models extendeddnsidering left-censored data are one
possibility to analyse the viral load evolutigg2, 53} Other models based on bi-exponential
models (which could be a solution of a system dfet®ntial equations) or differential
eguations can also be used to estimate decay[gates, 177-179] Evaluation of early viral
load decay rates in controlled clinical trials veiscussed as a possibility to avoid undesired
prolongation of study duratigm33, 180]but results on this topic are controverssi-184]
Another possibility to assess treatment efficactoisise dynamical models (i.e. mechanistic
models based on differential equations) to estirttegercentage of virus production blocked
by the therapy185]. This method is used in the evaluation of treatneéiicacy of hepatitis C
virus (HCV) treatments in HCV or HIV-HCV infectechpents[186, 187]and was adapted for
left-censored dat@ss].
In conclusion, neither the definition of a cliniaakaningful endpoint nor the definition of a
‘pure’ virological endpoint is straightforward. Weviewed definitions of endpoints used in
recent HIV clinical trials and discussed their neetblogical issues (chapter 4.1). Further, we
summarised and discussed definitions used to amadpgsstance data (chapter 4.2).

47



Chapter 2

2.2 Prediction of treatment outcome using genotypic datin
treatment naive patients

In general, available interpretation algorithmse.(i,ANRS algorithm or the Stanford
algorithm) are used to interprete genotypic restadata in treatment naive patients.

For exemple, Banset al. used the Stanford algorithm to calculate a GSS amalysed
whether a GSS <3 due to transmitted drug resistantations was associated with treatment
outcome[141]. Others used interpretation algorithms to clagseps in groups, e.g. being
resistant to at least one drug in their prescrilegimen[19, 28, 142]

For the analysis presented in chapter 5 we opted 8ightly different definition in order to
distinguish three patient groups: 0) those withtramsmitted drug resistance mutations, 1)
those with at least one transmitted drug resistamgtation but predicted to receive a fully
active treatment (i.e. no resistance for any oirtipeescribed drugs) and 2) those with
transmitted drug resistance ant predicted to bestegd to at least one of their prescribed

drugs (see Figure 12).

WHO - list 2009 *
|

]
Patients with
2 1 mutation

|
—| Stanford algorithm 2 |7

Group 0 Group 1 Group 2
no mutation show no drug resistance to their resistant for = 1 of their prescribed drugs
(used as a reference group) prescribed drugs (classified as 1 (classified as 3 ‘Low-level resistance’, 4
‘susceptible’ or as 2 ‘Intermediate’ or as 5 ‘High level resistance®)
‘potential low level resistance’)

Figure 12: Classification scheme used to analyseetiimpact of transmitted drug resistance on
treatment outcome in EuroCoord-CHAIN. * The World Health Organisation 2009 List of Mutagon
for Surveillance of Transmitted Drug Resistant FBWains[124], > Standford interpretation algorithm
version 6.0.934, 117}

This variable was created in two steps: First WHeO-list 2009[124] was used to distinguish
between patients having at least one mutationisfligt and having no mutation. Second, the
Stanford algorithm version 6.0[84, 117] was used to classify patients having at least one

WHO mutation in two groups (see Figure 12).
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2.3 Using genotypic resistance mutations to predict vological
outcome in treatment experienced patients

2.3.1 High number of predictors/mutations relative to thenumber of
patients included in these studies

Genotypic sequencing is now widely used in clinipedctice (at least in the resource rich
settings) and has led to the discovery of a stdteasing number of drug resistance mutations
which further can occur in diverse combinations.

The protease has 99 positions where mutations canrcand the reverse transcriptase
approximately 560 positions. Given the fact thattiple mutations can occur at any position,
i.e. theoretically the wild type amino acid canédoehanged to 19 other amino acids, a hugh
number of predictors is the result. Of note, thierario does not count for possible silent
mutations, i.e. mutations in the nucleotide segedhat do not lead to an amino acid change
but could also be a risk factor for virologicalltae.

Datasets for the study of genotypic resistance s and virological response to therapy
have often a small sample size, especially whendregs are evaluated. Thus, the number of
predictors can easily be higher than that of theeokations included in the study. Another
issue is that resistance mutations occur not nadgssndependently from each other but
occur in mutation clusters.

In summary, studies that are linking baseline ggriotmutations to treatment outcome are
hampered by i) the high number of mutations,aljicearity of the mutations and iii) the low
number of patients included in such studies.

The high number of variables/mutations in relatiorthe low number of patients can lead to
overfitting. An overfitted model will typically fdion unseen data and will have a poor
prediction performance. Thus, overfitting leads lawk of external validity. To avoid
overfitting one solution is to use cross-validatmnto train the model on a training data set
and test its performance on a completely differew dataset.

Collinearity can lead to estimation problems esgfcif ordinary least squares estimator are
used. In the context of collinearity the estimgiavduces large variances, which in turn might
inappropriately lead to exclusion of otherwise digant variables/mutations from the model.

2.3.2 Methods to deal with high number of predictors
Several methods have already been employed togpreithier the phenotypic drug resistance
or the virological outcome using genotypic resistardata as the main predictor. Some

methods are so called statistical learning or nrechearning methods. Statistical/machine
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learning methods are algorithms that allow fordag computational models that are able to
predict for example treatment outcome from an abéél amount of predictors/mutations.
Usually these models are derived from so calleihitrg data which comprise the predictors
together with their associated response.

The following two sections give an overview of nwdk using genotypic data either to
predict phenotypic or virological outcome in treatmtrexperienced patients. The distinction
between phenotypic and virological outcome is factbut makes no sense for the

methodology. Methods summarized can be used togbigath outcomes.

2.3.2.1 Overview of methods in the litterature using genotgic data to predict
phenotypic resistance

An overview of methods applied and compared to iptggzhenotypic drug resistance using
genotypic mutations is given in Table 4.

Support vector machines (SVM) were found to be Igigiredictive for phenotypic drug
resistancgss]. SVMs are a group of learning methods that caagpdied for classification or
regression problems and can be used for lineanmantinear data structure. In the context of
genotype-phenotype data, sequences with known pymmoare mapped into a high-
dimensional vector space. In this space, a hypegples computed that optimally
approximates the genotype—phenotype relation. S\eNemlly provides accurate prediction
models but the generated models are typically deghras incomprehensible black-box
models.

Other approaches tested to predict the phenotypeadificial neural network$4s] and
decision tree$9].

Usual linear regression models with and withouénattion were used by Vermeiren al.
and Wanget al. to predict phenotype and in both studies a higtuiacy in predicting the
phenotype was foun¢igo, 190] The virtual phenotype by Virco is also based medr

regression mode[s91].
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Table 4: Overview of methods applied and comparedtpredict phenotypic drug resistance
using genotypic mutations

Reference Methods Main results
Sevinet al. 2000 Cluster analysis, Recursive partitioning was found to be useful beeati
[192] recursive can identify interactions among mutations at défer
partitioning, linear codons
discriminant
analysis
Beerenwinkekt al. 2002 decision trees Sensitivities ranged from 77.7 592and specificities
[49] ranged from 68.7 - 97.2% depending on the drugeks
Beerenwinkelet al. 2003 support vector Models accounted for 30 to 79% of the phenotypic
[38] machines variance
Wanget al.2004 stepwise linear Stepwise linear regression outperformed the other
[190] regression, methods and interpretation algorithms for predectiv
decision trees, accuracy

support vector
machines, ANRS,
Rega, Stanford

Rabinowitz et al. 2006 ridge regression, Lasso and SVMs outperformed the other techniques
[46] neural networks,
PCA, decision

trees, stepwise
selection, support
vector machines,

Lasso
Rheeet al. 2006 decision trees, LARS was superior to the compared methods if the
[196] neural networks, complete set of mutations prese@itsequences was used.

least square
regression, support
vector regression,

LARS
Vermeirenet al. 2007 linear regression Good correlation between measamddredicted Fold
[189] change
Saigoet al. 2007 Itemset boosting (altemset boosting outperformed LARS and supportorect
[197] non linear regression but only for NRTIs

regression

method), LARS,
support vector
regression, ridge

regression
Sinisiet al. 2007 Superlearner: The selection of an optimal learner from candidate
[51] LARS, CART, learners asymptotically outperformed any of thedgdate
D/S/A, logic estimators. D/S/A (Deletion/Substitution/Additicemd

regression, ridge linear regression were selected as optimal ledamer
regression and predict phenotypic resistance using genotypic data
linear regression

Schumi and DeGruttola 2008 resampling based Methods presented may allow the investigation af ho

[194] methods mutations act in the presence of others and may be
informative in suggesting candiate regression nmsdel

Kjaeret al.2008 Artificial neural Artificial neural networks predict phenotypic

[198] networks susceptibility to antiretroviral drugs to an extémt is

comparable to routine phenotypic susceptibilityites

PCA: principal component analysis, Lasso: leasbhits shrinkage and selection operator, LARS: laagle
regression. CART: classification and regressioasyANRS: Agence nationale de recherche sur le S0és
hépatites.
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Further, linear discriminant analysis, cluster gsigl recursive partitioning (an iterative
technique to construct decision tre¢s?2], non-parametric methods93] and resampling
based methods that allow the investigation of cowitons of mutationgl94, 195]were also
applied to predict the phenotypic drug resistance.

Rabinowitz et al. compared most of the above listed methods anddfdbe least absolute
shrinkage and selection operator (Lasso, see atsw )SVMs to be the best predictors for
phenotypic drug resistanges].

Lasso is a penalized regression technique and @gasg interpretable results compared to
SVMs. The regression parameters found for eachigicetinutation can be interpreted as a
different weight for each mutation for the predwctiof phenotypic drug resistan¢ss).
Further, Rheeet al. found that LARS (an algorithm including a solutiéor Lasso) was
superior to the compared methods (amongst otheldsAhd decision trees) if the complete
set of mutations (no pre-selection of known resistamutations) presert2 sequences (i.e.
sequences of the reverse transcriptase or protéassients included in the study) was used

for predicting phenotypic drug resistances].

2.3.2.2 Overview of methods in the litterature using genotgic data to predict
virological outcome

Even if phenotypic drug resistance can also givipfalkeinformation, most clinicians are

interested in the direct prediction of treatmerttome.

The construction of a genotypic score is a simpéhod to summarize the information from
genotypic resistance mutation to predict the vgadal responsgse, 37)

The genotypic score reflects the association oétaos mutations with virological response
and is related to a given drug (see also secti@3.2). The genotypic score is usually
combined with expert knowledge and results fronvitro studies to create an interpretation
algorithm for a given drugp3].

The HIV resistance response database initiativestigated SVMs, artificial neural networks
and random forests (which are formed by many datisiees)[50] and has launched an

experimental interpretation system (HIV TRePS \j208)).
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Table 5: Overview of alternative methods applied ath compared to predict virological outcome
using genotypic mutations

Reference Methods Main results

De Lucaet al.2004 fuzzy rule based algorithm showed independent prediction of virobagioutcome after
[199] algorithm adjusting for GSS made by rule based expert systems
Brun-Vezinetetal. 1) Preselection of The Jonckheere test for trend was recommendedufiatitg a

and Flandrest al. mutations by genotypic score when compared with the Kruskal-i&/adist but the
[36, 37, 200] univariable tests choice may depend on the objective of the score.

2) Selection of the
set of mutations

the most
correlated with
virological
response by a test
for trend
Larderet al. 2007 artificial neural ~ The best performing models explained 69% of théawnae in
[48] networks virological response
Yanget al.2008 resampling based Method was found to be useful to help determinéepas of mutation
[195] methods with significantly associated with drug resistance ittiisgs where there are
covariate interactions in the effects of mutations. Mighthetpful when used in
adjustment conjunction with regression methods for predictidéwirological
response.
Wanget al. 2009 artificial neural  Random forests and SVMs were comparable to a caaeniff artificial
[50] networks, support neural network models.
vector machines,
random forests
Bembomet al.2009 targeted Targeted maximum-likelihood was considered a promgiapproach to
[201] maximum- select mutations associated with virological outeom
likelihood
estimation
Larderet al.2010 random forests Random forests model were accuratigpors of virological outcome
[202] and outperformed rule-based expert systems (HM$RS, Rega)

GSS: genotypic sensitivity score, SVM : support vector machine, HIVdb: HIV drug resistance
database, ANRS: Agence nationale de recherche sur le SIDA et lpatités.

In the following we describe shortly the data imgel available to analyse the impact of
genotypic mutations on virological outcome, thestanction of a genotypic score, the use of
PCA, the use of PLS, and the use of Lasso for ria¢gysis of genotypic resistance mutation to

predict virological response.
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2.3.3 Alternative methods and the construction of a gengpic score
2.3.3.1 Brief overview of the data structure available forthe analysis of the impact of
genotypic resistance mutations on virological outaoe

In general, studies of patients adding a new drog ah existing regimen (e.g.
fosamprenavir/rtv) or patients starting a hew carabon containing one drug administered
for all patients (e.g.darunavir/rtv) are availaldte the analysis of acquired genotypic
resistance mutations on virological response iattnent-experienced patients (see Figure
13).

1) a new drug is added to an existing regimen, e.g. fosamprenavir/rtv in all patients
2) a new combination is started containing for example for all patients darunavir/rtv

o _/

Follow up viral load
Patient on a failing regimen l
v
Baseline 12 weeks
| | R
N\ J | Time
V

Genotypic test from a plasma taken
while on a failing regimen

Figure 13: Simplified schema for data available fothe analysis of the impact of genotypic
resistance mutations on virological response.

2.3.3.1.1 Response variable
The response variable is derived from the virolaji@sponse and is either defined as a

binary response or a quantitative response, iang#in viral load.

For the observation (patient) i, we can defineglommple a binary response at week 12:

=1when virdload>400copies/mL
'| =0when viraloads 400copies/mL
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This variable will give the response vector for Wigole population of n subjects:
Y1

yn><l =

L Yn ]

2.3.3.1.2 Main predictor variables
The main explanatory variables will be the genatyputations. If patients start as a common
drug a protease inhibitor main explanatory mutatiavill be protease mutations and if
patients start a reverse transcriptase inhibitemtiain predictor variable will be the mutations
of the reverse transcriptase.
For a patient, we can define a binary variable representing tatian |:

X

_ |=1if agivenaminoacidis presentnsteadf thewild typeaminoacid
~ |= 0otherwise

The matrix of the k predictor variablgs= 1...k) for n patientgi = 1...n)can be written as:

X Xy

nxk

X« o+ X

Thus, if at one position more than one mutatioeported a binary variable for each of them
will be created.

Another possibility would be to treat all possilaleino acid substitutions in the same way.
For example, whether at position 47 the wild-typeireo acid Isoleucine is displaced by a
Valine or by Alanine could be considered to besame.

2.3.3.2 Construction of a genotypic score

The large number of possible mutations and possiblenearities lead to the application of
strategies for reducing the number of predictorseas backward and forward selection
strategies in simple regression models. Backwatdcsen is only applicable after pre-
selection of mutations. Inclusion of all mutationsuld lead to too many predictors which
would require extremely high numbers of patientdéoincluded in the studies. However,
even after a pre-selection of mutation, applyingkisard selection could be problematic if

mutations are highly correlated. Forward selectioeontrast could be applicable but could
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eliminate useful predictors that happen to be tated with mutations already included in the
model. To circumvent these problems and to simphgy interpretation, genotypic mutations
are generally related to a single drug, summarisedgenotypic score. This score is the sum
of resistance mutations observed in a given patiem¢ combination of mutations that are
represented in the sets for constructing the scanebe selected by different strategies. One

of the classical strategies selects mutations cndigps.

Step 1
In the first step all mutations or the mutationgnirthe IAS panel are investigated (i.e. k
mutations known to be associated with poor respongigro andin vivo).
The first step determines a set of p < k mutatianisich are associated with virological
failure. For each mutation, frequency and prevaeame determined and only mutations
having prevalencel0 % and<90 % are considered for further analyses. With these
mutations univariable analyses are realised inrotdedetermine the association of each
mutation with virological failure.
Mutations providing a p-value < 0.25 are kept fanttier analysi$37]. These mutations form
the first set of B> m mutations that is used to calculate the firstogigpic score.

The score for a patient i calculated with the fast of mutations is defined as:

Example:
With the mutations selected in the first step tingt igenotypic score is calculated for each

patient. For instance a first set contains the fivetease mutations V32, 147, 150, V77, 184
and L90. The score is defined as S= V32 + 147 +45077 + 184, in which each mutation is
defined to get the value 1 if the mutation is pr¢ssnd O if not present (S varying from O to
5). A patient with mutations 150, V77, 184 and L@0uld thus get a score of 4.

Step 2
The next step reduces the number of mutations mutations for the final set. The final set
of m mutations can be obtained by different sebectitrategiess7].
The number of included mutations can be reducedgustep by step procedures. With
forward or backward selection, scores are calcdlfdeeach considered subset of mutations.
For each considered subset of mutations and itgedkescore, associations between the score

values on an ordinal scale and virologic failure assessed by a non parametric test for trend.
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The set of mutations determined for the final saegresents the subset providing the score
with the strongest association with virologicaldee [37, 116]
In the following paragraph we describe a removimgcpdure to select the final set of

mutations:

Backward selection procedure
Starting with p> m mutations that have been kept in the first st@pry mutation is removed
one by one. All sets of p-1 mutations are inveséigaFor each possible set, the test compares
groups of patients having none to p-1 mutations.
For a given set of mutations the number of patievith virological failure is defined as

Nh
Y, :Zyi for every group h with N individuals. The group h is defined for patients
i=1

presenting the same number of mutatiogs &..p (S~ 0...p-1, respectively), i.e. the same
score value.

We applied the Cochrane Armitage trend test tofywéhie hypothesis of an equal repartition
of the probability of virological failure regardingutation numbers as we defined a binary
response variable for the study presented in ch&pte The choice to use a trend test is based
on a paper by Flandet al.that demonstrated that the Jonckheere’s trenaviessuperior for
the selection of a subset of mutations comparedMitcoxon-Mann-Whitney when a
guantitative outcome was usgd, 200}

The proportion of virological failure for the grotnpis defined asz, = % and the proportion

h

n
Z Yi
of virological failure is defined agr = =—
n
Ho: T,=7,, =..=7T, =TT
Hi:  The proportionsz, are different torn and these proportions depend on

the score valueSO0...p. The proportions tent to be higher relative to
the number of mutations.

The combination providing the lowest p-value is tkephe procedure is repeated and
mutations are removed one by one to compare tiereit combinations of p-2 mutations to

the set of p-1 mutation kept. The combination pong the lowest p-value is again kept, and
so on. The procedure stops when removal of a noutalbes not result in a lower p-value (see
see Figure 14).

57



Chapter 2

Table 1: Proportions of patients with virological failure according to the

the first genotypic score ~
No of Mutations, i.e. value of the score
0 P Total
Ny np n ~
VE 7, = Zizlyi coe T = Zi:lyi = Zizlyi > p-value 1
n, n, n
Total No e Np n
J
All possible combinations of
p-1 mutations to calculate a
genotypic score are tested
Table 2.1: % of VF according to a score calculated without Tableau 2.p -1: % of VF according to a score calculated
mutation at codon 13 without mutation at codon 90
No of Mutations, i.e. value of the score No of Mutations, i.e. value of the score
0 .. pl1 Total 0 p-1 Total
VF VF
T ... 71,4 T Ty .. 71,4 Tl
Total
Np ... Np1 N e 1 R | P
— /) I\ -
Y Y
p-value 2.1 p-value 2.p-1

The set with the lowest p-value is kept. For example, if p-value 2.1 is < the
All possible combinations of p-value 1 then mutation 13 is removed and the procedure starts with the set
p-2 mutations to calculate a of mutations without mutation 13 and all possible combinations eliminating

Table 3.1 Table 3.p-2

\The set of mutations (among 3.1 to 3.p-2) with the lowest p-value is kept if lower than p-value 2.1/

—

The procedure stops if removing another mutation does not result in a lower p-value.

Figure 14: Scheme of the backward selection procedr realised in step 2 for the determination
of a set of mutation associated with virological fiture (VF).

One restriction of this strategy is that every rtiata has the same weighting. Hence, no
difference between the impacts of major or minotatians on the virological response can
be determined. Further, some mutations are knowea to hypersusceptibility. Flande¢

al. 2005 and Capdepoat al. 2006 defined a value of -1 for mutations assodiatith a better
virological response in the context of constructangcore for didanosing7, 401 Protease
inhibitor mutation V77 was described to provoke éngusceptibilityf41]. The score S in the
above depicted example would then range from -ly (@¢i@7 present) to 4 (V77 absent but all
others are present). The score for the patient mitkations 150, V77, 184 and L90 would be
S=1-1+1+1=2.
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Another restriction of the genotypic score is tindractions between mutations are not taken
into account. The effect of one mutation may benéigor weaker when another mutation is
present.

Once the genotypic score is defined, a cut-off witasonable sensibilities and specificities
for the prediction of virological failure is deteimad by comparison with clinical parameters.
In summary, the construction of a genotypic scoas keveral limitations. First, a pre-
selection of mutations linked to virological resperis needed in order to reduce the set of
mutations used for constructing the genotypic scbinés pre-selection can potentially lead to
exclusion of mutations linked to virological resgen Second, each mutations used for the
calculation of the genotypic score is given the sameight, irrespectively whether it is a
major or minor mutation. Third, given the numbemaiditations a high number of tests must

be realised. Thus, the false discovery rate duleg@aise in type | error may be important.

2.3.3.3 Alternative strategies

Alternative strategies such as principal comporaardlysis (PCA) and partial least square
(PLS) have been suggested to reduce the size @lated predictorgi2-44]. Moreover, these
strategies may help in describing associations é@twnutations. Lasso is another technique
which is suited for data with a high number of mbigly correlated predictors and which is
easy to interprgis, 204, 205]

Advantages of these methods are that they do remt pee-selection of variables/mutations.
PCA and PLS consider all potential mutations wittifferent weight for the prediction of
treatment outcome. Lasso shrinks parameters of somtations with no impact on treatment

outcome to zero.

2.3.3.3.1 Principal Component Analysis
The objective of PCA is to find a set of “latentiables” in form of a linear transformation of
the original predictors. The properties of thederlavariables are that they are uncorrelated
and that they account for as much of the variarfidde predictor variables as possii{a].
The reduced numbers of uncorrelated latent vaisahie also called Principal Components
(PC). PCA has been used to determine groups oftimus$g45] and was used to predict
phenotypic drug resistanges).
PCA analyses the structure of the correlation matfithe predictor variables. The objective
is to determine components which are representiagvariability of the predictor variables
matrix, e.g. the mutations. Variables are centnmed scaled before PCA analysis to prevent

scaling inequalities.
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The centred and scaled matrix can be written as:

X1~ % Xy ~ Xy

S % L

1 k
S D%
Xk = : Co : with X = izln andj=1..k

C - s, =Var(X.)

an B Xl Xnk B Xk i .
L &Xl X _

The correlation matrix can be denotedSas(sjk )kxk. As the variables are centred and scaled
we can write the samples correlation matrix as:

Ser = XX
The eigenvalues! and corresponding eigenvectdfs of the correlation matrix are obtained

by singular value decomposition such as:

Vip, - - - Vg |4 0 0 0 Offvy, . . . Vy
0O . 00 O
S=VAV' = 0 0. 0O
0 0O o .
Ma - - ka__o 000 /]k__Vlk Vik
The principal components can be denoted as:
Cok = X Vi

The coefficient vectors that define the principaimponents are the eigenvectors of the
correlation matriXS. In order to assure that the first principal comgats explain as much of
the variance of the columns of the maifims possible, the corresponding eigenvalues are
ordered so that 24, 2..2A,. Therefore the principal components can be seen as
orthogonal linear spans in which the variance ésdbrresponding eigenvalue.

Because there are as many principal componentsa@asbles usually only some of the

principal components are us@d=1 ... k)

. ’ -
X Vg« - - Y i ]
hZ:;, 1h Yhi hZ:;, 1h Yhk Cy - CylCsn - - Cy
Co = as C, =
K Ko
DKV - - - D XenVie Cu - CulChsa - - Cu |
h=1 h=1 .
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Generally, s principal components that account for a high petage of the total given

variability are used. ThePCs used should explain at least 75 % of thatldity so that:

2

7L x100(>75 s<k

k

24
j=1

Another possibility is to use principal componentghich are related to the response
variables. The PCs chosen with this strategy ateimperatively those who account for a
high percentage of the total variability.

The firsts principal components can then for example be usadogistic model:

Logit(P(y; =1)) = y, + > Cp Vs
h=1

2.3.3.3.2 Partial Least Square
PLS reduces equally a set of predictor variables $et of uncorrelated “latent variables”, the
so-called PLS components. The main difference batvike PCA and PLS is that PLS also
considers the variability of the response in otdetetermine the components.
Variables (predictors X and response Y) are cerdretiscaled before PLS analysis to prevent

scaling inequalities and values equal to zero whiaht perturb the estimations.

X1~ X o Xy ~ )_(k
_ 2%
X o = with &:“; andj=1...k
an _ X1 - Xnk _ Xk S;(j :\/ar(xj)
and
Yiu—Y
S, N
] >y
Y, = with  Jy="=
n
- s. =Var
Yo =Y y =var(y)
LSy
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The first component that is determined can be ddfems

[ Corr(y,X) |

_ K
t, = Xw, =) corr(¥,X) X, W

=1

| Corr(y, %) |

The vectorw, represents the weight of every predictor varigbiatation) on the first PLS
component. This component is used to make a regress X andy, respectively.

y=b1t1+yl
X = Pt + X,

The estimated regression coefficieﬁ;and p,are used to calculate the residuals.

=y~ Bltl
>21 = 5{ - ﬁ1t1
The second component is determined with the relidyandX, and it can be defined as
| Cou(Ys &) |
~ k A~
t, = XWw, = ZCOVM’ Xij)lj(lj W, =
j=1
| CoMyy, %)

The vectorw, represents the weight of every predictor varidiiatation) on the second PLS

component. The residuals are calculated with thenated regression coefficients for the
second component.

¥, =% by,
X=X~ ﬁztz
Further components are obtained in the same manner.
To be able to calculate the PLS components (hréiftePLS components exists) directly with
the centred and scaled predictor variables onagdéasnsform the weightsy because they
are related to the residuals (with exception of tixeights obtained for the first PLS

component).
ty = XpaW, t, = XWE (W, =wy)

For instance, PLS components for a new patient tmeisalculated witiv".
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PLS components can then be used in logistic reigress other models to assess their
association with virological outcome.

A logistic model can be written as

Logit(P(y, =1) = 4o+ Xt

iy = XoWy + X oWy ¥ X W

Logit(P(y; =1)) = Jo + JaWiu X, + WRX, + ot Wi X
The number of PLS components to consider is usdallgrmined by cross-validation.
Additionally, the prediction quality of the logistmodel (or other models) is determined by

cross-validation because PLS components are alrei@iigrmined using the virological

response.

2.3.3.3.3 Least absolute shrinkage and selection operator (ls30)

Lasso was first described by Tibshirgeos] and uses the |1 norm to shrink the linear

regression parameters. Lasso allows for the setedti a subset of variables that together are

the most effective predictors.

The parameter (b) are estimated by:
B:argmiany—XE#MZk:‘bj\

A is found by cross-validation. =

The Lasso technique sets several parameters td thhase parameters kept in the model can

be interpreted as parameters of a linear regressautel.

Lasso was also expanded for the estimation of géhieear model$06] and for variable

selection using Cox mod€z7].
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3 Plan and objectives

Given the background and methodological issuesneatlabove, this thesis addresses three
objectives with regards to virological outcomes andlysis of resistance data:

The first objective was to describe definitions esfdpoints used in the HIV field and to
discuss their methodological limitations. Chaptelr describes methodological issues in the
use of composite endpoints in clinical trials arabypublished in the journ@linical Trials in
2010. This work is the result of discussion withriigackage 4 (Trial design, Statistics) of the
European AIDS treatment network (NEAT) and was tutlfor study design and endpoint
definition of the first NEAT randomised clinical igt (NEAT O001/ANRS143 trial,
NCT01066962 [55]) evaluating two antiretroviral first-line treatmemstrategies with a
composite virological and clinical endpoint. Endgsi used to analyse the impact of
transmitted drug resistance on virological outcoasewell as endpoints used in studies
constructing a genotypic score are presented awtdisBed in chapter 4.2.

The second objective was to analyse the impactaofsinitted drug resistance mutations in
the first year after combination antiretroviral ridygy was started. In this work we were
particularly interested in the effect of transndttdrug resistance in patients receiving a
treatment predicted to be fully susceptible to dkaotype of the patient virus. A manuscript
(chapter 5) of this work is in completion and Wi submitted to the Lancet. This work was
realised as a collaborative pilot project betweenoEoord (meta-collaboration of European
cohorts of HIV infected patients) and CHAIN (a netwof experts in HIV drug resistance).
The third objective was to investigate alternatimethods for the analysis of genotypic
resistance mutations in treatment experienced ratieVe were especially interested in
methods that allow for summarizing the informatmfngenotypic mutations and that can be
used as a predictor for virological response. Giraptl summarizes the application of PCA
and PLS in comparison to the construction of a ggno score and was published in BMC
Medical Research Methodology in 2008. The adapiatioLasso for left censored data as a
perspective for the analysis of genotypic resisgameitations to predict virological outcome
is presented in Chapter 6.2. This project is redli® the context of a collaboration with the
Forum for collaborative HIV research (internatiofabrum aiming at facilitating HIV
research).
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4 Endpoints in the HIV field

As already mentioned the definition of endpointgasy important and may vary according to
the purpose of the study. In the following two deasp we show present definitions of
endpoints in two different contexts. First, in thentext of recent clinical trials in the HIV
field realised in connection with the European AlD&tment network (NEAT). Second, in
the context of the analysis of drug resistance tiwurtgs and their impact on treatment outcome
in treatment naive and treatment experienced fatien

Although the virological response is a common denator in both contexts the definition of

endpoints are very different.

4.1 Methodological issues in the use of composite endpts in
clinical trials: examples from the HIV field

Many HIV clinical trials raise practical methodologl challenges and require innovative
approaches in study design in order to addresesssuch as limited sample sizes or complex
endpoints. One objective of the methodological adkage 4 (WP4; Trial design, Statistics)
of NEAT is to support trial design. Therefore, ared statistical methodological work which
are of key practical relevance to the analysigiafstin HIV/AIDS were one priority of WP4.
Methodological issues include: handling missingad@.g. missing = failure principle and
multiple imputations) for missing laboratory measuents, left censoring of viral load
measurements etc.

NEATO01/ANRS143 is a phase lll, randomised, opdrellamultinational, multicenter trial
(countries patrticipating in NEAT) that aims at caripg the efficacy and tolerability of
darunavir/ritonavir plus tenofovir/emtricitabinergas darunavir/ritonavir plus raltegravir in
treatment naive patients. For the primary endpoimMlEATO01/ANRS143 the definition of
an endpoint reflecting virological efficacy, clialcprogression and serious toxicity issues was
of particular interest.

In collaboration with WP4 we were thus interestecm overview of endpoints used in recent
clinical trials and in methodological issues linkedheir definitions.

The following chapter gives an overview of methadptal issues in the use of composite

endpoints in clinical trials and uses examples fthenHIV field.
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CLINICAL
TRIALS

Methodological issues in the use of
composite endpoints in clinical trials:
examples from the HIV field

Linda Wittkop®®, Colette Smith®, Zoe Fox<, Caroline Sabin°, Laura Richert®®,
Jean-Pierre Aboulker”, Andrew Phillips®, Genevieve Chéne®™®, Abdel Babiker”,
Rodolphe Thiebaut™® on behalf of NEAT-WP4

Background In many fields, the choice of a primary endpoint for a trial is not
always the ultimate clinical endpoint of interest, but rather some surrogate
endpoint believed to be relevant for predicting the effect of the intervention on
the clinical endpoint. The classic example of such a field is clinical HIV treatment
research, where a variety of primary endpoints are used to evaluate the efficacy
of new antiretroviral drugs or new combinations of existing drugs. The choice of
endpoint reflects either the goal of therapy as recommended by treatment
guidelines (e.g. rapid virological suppression) or the licensing requirements
of official drug approval organizations (e.g. time to loss of virological
response [TLOVR]).

Purpose To review the diversity of endpoints used in recent clinical trials in HIV
infection and highlight the methodological issues.

Methods We identified articles relating to antiretroviral therapy by searching
PubMed and through hand searches of relevant conference abstracts. We restricted
the search to randomized controlled trials conducted in HIV-infected adults
published/presented from January 2005 until March 2008.

Results We identified 28 trials in antiretroviral-naive patients (i.e. patients who
were starting antiretroviral therapy for the first time at the time of randomization)
and 23 trials in antiretroviral-experienced patients. Most trials were performed for
purposes of drug licensing, but others were focused on strategies of using approved
drugs. Most trials (40 of 51) used a composite primary endpoint (TLOVR in 13). Of
note, 22 of these 40 studies reported that they had used a purely virological efficacy
endpoint, but the primary endpoint was actually a composite one due to the way in
which missing data and treatment switches were considered as failures.
Limitations Examples are restricted to HIV clinical trials.

Conclusions Whilst most current HIV clinical trials use composite primary
endpoints, there are substantial differences in the components that make up
these endpoints. In HV and other fields where precise definitions are variable,
guidelines for standardization of definition and reporting would greatly improve the
ability to compare trial results. Clinical Trials 2010; 7: 19-35. http://
ctj.sagepub.com
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Introduction

The primary endpoint used in a randomized trial is
fundamental to its design and interpretation. The
main conclusion of the trial will be based on this
outcome and the number of subjects recruited to
the trial will depend on it. The choice of a primary
endpoint is not always the ultimate clinical end-
point of interest, but rather some surrogate believed
to be relevant for predicting the effect of the
intervention on the clinical outcome of interest.
In the HIV field, the pathogenesis is sufficiently
understood so that the effect of a drug regimen on
the HIV RNA level (viral load) is accepted as being
relevant for understanding the contribution of the
drug regimen to ultimately preventing the clinical
endpoint of interest, AIDS and death from AIDS.
Such endpoints are often chosen for practical
purposes because the clinical endpoint of interest
may be rare and take many years to occur. In
addition, if the standard of practice is to change or
add therapies upon the occurrence of a surrogate
endpoint, this can complicate the comparison of
the original treatments. Faced with this situation in
the HIV infection field it has become necessary to
employ the markers used in clinical practice (e.g.
viral load and CD4 count [1,2]) to assess a patient’s
health status and define switches in therapy as
endpoints. This situation will become more
common in fields outside of HIV, as biomarkers
for predicting disease outcome become more
widely used.

In the HIV field, the introduction of more potent
drugs over the past 10 years has improved the
efficacy of highly active antiretroviral therapy
(HAART) used to treat HIV-infected patients.
HIV-infected patients receiving HAART with more
than 500T lymphocytes CD4 positive cells/mm?®
have almost the same death rates as the general
population [3]. Clinical outcomes such as AIDS or
death are relatively rare and clinical questions are
now more focused on toxicity or drug resistance.
The mortality of HIV-intected patients is linked
to late presentation with HIV (i.e. presentation
when the CD4 count is already low) and the
occurrence of serious non-AlIDS defining events
such as malignancies, cardiovascular diseases, liver
tailure etc [4].

The choice of an appropriate primary outcome
for the evaluation of antiretroviral efficacy has
become complex and involves issues that are
relevant to other fields. The outcome definition
depends not only on the population to be tested
(e.g. naive or treatment experienced) but also on
whether a trial is for licensing purposes and
whether a novel treatment strategy is being eval-
uated. This report provides a review of the primary

Clinical Trials 2010; 7: 19-35

endpoints that have been used in recent HIV
clinical trials and discusses methodological issues
raised by the use of these endpoints.

Search and selection strateqgy

We identified articles relating to antiretroviral
therapy by searching PubMed. We restricted the
search to randomized controlled trials conducted
among HIV-infected adults and published from
January 2005 until March 2008. The following
request was performed in PubMed: (antiretroviral
[All  Fields] AND (‘therapy’[Subheading] OR
(‘therapeutics’[TIAB] NOT Medline[SB]) OR ‘thera-
peutics’[MeSH Terms] OR therapy|Text Word]))
AND ((‘2005/01/01'[PDAT]: ‘2008/03/01" [PDAT])
AND ‘humans’|MeSH Terms] AND Randomized
Controlled Trial|ptyp])

We selected articles for consideration by screen-
ing the title and excluded inappropriate studies
based on the abstracts and full text. We excluded
articles reporting results of trials evaluating drugs
in children, structured interruption therapy or
effects on metabolic outcomes such as lipids.
Additionally, we included manually selected
abstracts from the Conference on Retroviruses
and  Opportunistic  Infections,  Interscience
Conference on Antimicrobial Agents and Che-
motherapy, the International AIDS Conference
and the European AIDS Conference during the
same time period.

The search identified a total of 51 studies for
inclusion (28 in antiretroviral-naive patients
(Tables 1 and 2) and 23 in antiretroviral-
experienced patients (Table 3)).

Primary endpoint in trials of
antiretroviral-naive patients

The recommended goal of treatment in
antiretroviral-naive patients starting HAART is the
achievement of a viral load <50 copies/mL (virolo-
gical suppression) within 16 (or 24) weeks and
maintenance of this thereafter [1,2]. The United
States Food and Drug Administration (FDA) cur-
rently recommends assessment of the proportion of
trial subjects who achieve virological suppression
through the ‘time to loss of virological response’
(TLOVR) algorithm at 24 weeks for accelerated
approval and at 48 weeks for traditional approval
[5]. TLOVR is a composite outcome that incorpo-
rates components relating to virological failure
(confirmed with two consecutive viral load mea-
surements), loss-to-follow-up, initiation of a new
treatment due to intolerance/toxicity or any other
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Advantages of a composite endpoint

In HIV clinical trials, the motivation for a compos-
ite endpoint is to enable investigators to evaluate
and compare interventions on features other than
pure virological control. However, other more
general advantages of composite endpoints
include: (i) a reduction in sample size; (ii) an
estimation of the net clinical benefit of a therapy;
(iii) a better understanding of the effect of the
interventions atter excluding any competing risks,
being able to study the effect of a given regimen,
without contamination of the effect of subsequent
regimens taken by the patient; (iv) the removal of
the need to choose a single primary endpoint when
many endpoints may be of equal importance; and
(v) the removal of the need to adjust for multiple
comparisons (for an overview see [8,9]).

The relevance of a composite endpoint is deter-
mined by the hypothesis being tested in the trial. As
more clinical events occur with longer tollow-up,
these events may make a greater contribution to
the composite endpoint in trials of longer duration
(and so these endpoints may often be used in the
context of a pragmatic trial). In the HIV field in
particular, composite endpoints are often preferred,
as neither the viral load or CD4 cell count alone are
perfect surrogate markers [10,11] and discordant
CD4/viral load responses may occur [12].

Disadvantages of a composite endpoint

In standard analyses, a composite outcome gives
equal weight to each component of the outcome.
For instance, in the TLOVR algorithm, virological
failure  has the same weight as mild
treatment-limiting side eftects (which can lead to
treatment modification), serious irreversible toxi-
cities, loss-to-follow-up and death. This can lead to
interpretation and validity issues. These different
components may not have the same clinical impor-
tance, may not occur with similar frequency and
may not be affected to the same extent by the
treatment under consideration [8,9,13]. Attempts
to weight each component differently have already
been made in cardiovascular disease field [14].
The validity of composite outcomes that include
treatment termination as an endpoint may be
questioned in open-label studies. Indeed, the
knowledge of the received treatment and its
associated side effects may influence the rate of
earlier switching of the regimen in anticipation of
these side effects, which might bias the comparison
between treatment arms where switches are unbal-
anced. One approach to minimize this potential
bias is to ensure that treatment switches are
counted as failures only if the patient meets a

Clinical Trials 2010; 7: 19-35

series of objective criteria for switching. For exam-
ple, a switch may be attributed to treatment failure
when the switch is due to virological failure,
treatment-related toxicities or serious adverse
events, or disease progression. But how to deal
with switches that occur before these criteria are
met remains an issue. Additionally, all
failure-detining endpoints should be evaluated by
an independent committee that is unaware of the
randomized treatment allocation. Of note, none of
the reviewed trials stated that treatment moditica-
tion was evaluated by an independent committee.

Virological endpoints

Virologic endpoints are often used as surrogate
endpoints. Outcomes can be defined as achieving
an undetectable viral load (e.g. <50 copies/mL at
24 weeks), as the time taken to achieve a viral load
below a given threshold, or the time to the
emergence of detectable viraemia after an initial
virological response. An example of the use of a
purely virological endpoint is the recently pub-
lished A5095 study where time to virological failure
was used as the primary efficacy endpoint [15].
Virological failure was defined as (i) a lack of initial
response (failure to suppress viral load <200 copies/
mL by week 16) or (ii) an early rebound or later
relapse defined as two consecutive viral loads
=200 copies/mL after week 16, ignoring treatment
switches. The rationale for the use of a purely
virological endpoint is the belief that the effect of
the investigated therapies on plasma viral load will
capture the essential information needed to detine
the role of the therapies in clinical practice for the
target population. It gives an estimation of the
antiretroviral effect (the efficacy) of the treatment,
but only if a relatively small number of patients
have switched to a nonrandomized treatment or
are lost to follow up. Compared to a regimen
termination endpoint, a purely virological end-
point is more valid (if treatment switches are
ignored) because it is less dependent on physi-
cian/patient choice and less subject to bias in
open-label studies.

In the reviewed trials, only 5 of the 28 clinical
trials conducted in antiretroviral-naive patients,
and 7 of the 23 clinical trials conducted in
antiretroviral-experienced patients claimed to use
a purely virological endpoint (Tables 1-3).
However, for 3 of the 5 antiretroviral-naive trials
and 6 of the 7 antiretroviral-experienced trials, it
was unclear whether a purely virological endpoint
was used as no details were provided for how
missing data and treatment switches/discontinua-
tions were handled.
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Endpoints based on viral load alone can be
misleading when patients who experience side
etfects on the randomized treatment are switched
to a more potent regimen [16]. More generally,
interpretation difficulties can arise it a large
number of patients change their treatment regimen
before reaching the virological endpoint. Gilbert
et al. [16] used the ACTG 347 trial to demonstrate
that the use of a purely virological endpoint can be
misleading. The intent-to-treat (IT1) analysis of the
binary endpoint (suppression of wviral load
< 500 copies/mL) at week 24 in this trial showed
that monotherapy was superior to a triple combi-
nation arm [17]. This was due to the tfact that a
greater proportion of patients in the monotherapy
arm switched to a more potent therapy.

Co-primary endpoints

The ACTG 5142 study used two primary endpoints,
one of which was a purely virological endpoint
defined as time to virological failure, and the
second was a regimen termination endpoint (time
to toxicity-related discontinuation) [18]. However,
the adoption of a co-primary endpoint has implica-
tions for the sample size and requires appropriate
statistical methods. Several possible methods of
analysis were described in DiRienzo and DeGruttola
[19] who compared (i) an omnibus test for testing
the joint null hypotheses for the two primary
endpoints, (ii) an average test, that was a combina-
tion of the two log-rank statistics, (iii) a Bonferroni
correction for the type | error when testing the null
hypotheses of each endpoint separately and (iv) a
sequential testing procedure proposed by Marcus
et al. [20-22]. Both the omnibus and the average
tests had the disadvantage that when these tests
reject the null hypotheses (i.e. suggest evidence ot a
difference between the two treatment arms) they
do not provide information for which of the two
endpoints the treatment difference was significant.
In contrast, the Bonferroni correction and the
sequential testing procedure both provide a deci-
sion on each null hypothesis separately. A simula-
tion study led the authors to conclude that the best
method for the analysis of the two primary end-
points of ACI'G 5142 was the sequential testing
procedure [19].

Primary endpoint in HIV trials of
antiretroviral-experienced patients

Response to a new antiretroviral treatment is

expected to be more heterogeneous in
antiretroviral-ex perienced patients. Patients who

http://ctj.sagepub.com
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have only experienced tailure of their first or
second treatment may still have several remaining
treatment options. [n this group, the goal of
therapy remains complete suppression of viral
load. Patients who have experienced failure of
multiple treatments will have tewer future treat-
ment options (such patients are said to require
‘salvage’ treatment) and may be less likely to
achieve virological suppression on a new regimen.
In trials of salvage treatments, a purely virological
endpoint based on a sustained 1 log,o decline in
viral load or mean changes in viral load may be
considered [5]. This type of endpoint may lead to
interpretation issues [23] as the more realistic
goal of therapy may be to preserve immune func-
tion and prevent clinical progression [24] -
as measured by CD4 change - rather than to
achieve viral suppression. Of note, the group
of patients who require salvage therapy is small as
few patients fail all six currently available
drug classes.

Impact of trial design and statistical
analysis

Composite endpoints induced by analysis

If analyses use the intention-to-treat approach,
failures can be defined as switching therapy (desig-
nated as IT1/S=F), noncompletion (ITT/NC=F) or
missing outcome data (ITT/missing=F). Alterna-
tively, with on-treatment analyses several different
approaches may be taken: for example, patient
follow-up can be censored at the time of treatment
switch regardless of the reason for the switch, or can
be censored only if viral load is undetectable and
considered as failure otherwise. I'TT/S=F analyses
consider patients who switch either the main study
drug or one of the other drugs in the regimen as
failure (depending on the protocol), regardless of
the reason for switching the drug.

Of the reviewed trials, treatment switch/discon-
tinuation was considered as failure in 21 of the 28
trials conducted in antiretroviral-naive patients and
in 14 of the 23 trials conducted in
antiretroviral-experienced patients (22 trials as
ITT/S=F and 13 trials due to TLOVR algorithm).
Hill ef al. reported that among trials conducted in
antiretroviral-naive patients, of patients who were
considered as failures, 27% were as a result of
virological failure, 32% were as a result of treatment
discontinuation for adverse events and 41% were as
aresult of discontinuation for other reasons [25]. As
the proportion of patients discontinuing treatment
was high, an endpoint which defines switches as
failures is more likely to reflect the toxicity and
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convenience of starting a given regimen, rather
than its virological efficacy. Therefore, [T1/S =F has
been criticized because it treats virological failure as
equivalent to switching due to toxicity or other
reasons [26]. While a patient who switches due to
virological failure has a potentially higher risk of
having developed drug resistance than a patient
who switches due to an adverse effect with a
suppressed viral load, the two will be treated
equally in any comparison of outcomes. In some
cases this may be reasonable even if no resistance is
present (for example, if the drug has caused a severe
hypersensitivity reaction which means that it
cannot be used in the future). Additionally, any
method that handles treatment switch/disconti-
nuation or missing values as failures actually results
in a composite endpoint. For instance, the analysis
of a pure virological primary outcome at a given
time (e.g. <50copies/mL at 24 weeks) with an
intent-to-treat analysis where switch is considered
as failure (ITT/S=F) is the same as a composite
endpoint where the first of either virological failure
or treatment switch leads to the definition of
failure. If switches occur in a substantial number
of cases, then the study design may be affected. For
instance, the sample size calculation in such a trial
would have to be based not only on the expected
rate of virological success but also on the possible
proportion of patients who will make treatment
switches.

Interpretation issues for composite endpoints

Drug toxicity is reflected in a wide range of adverse
events occurring early after starting treatment or
over the long-term and can be graded. The grade of
toxicity may not correlate with treatment disconti-
nuation. Furthermore, the decision to discontinue
an antiretroviral drug will depend on both the
clinician’s perception of the importance of that
toxicity and the patient’s ability to tolerate it. This
raises concerns about the application of
switch =failure analysis (especially in open label
studies), because an improved safety profile might
compensate for inferior virological potency, lead-
ing to apparently similar outcomes [25,26]. As
illustrated by Hill et al. fewer virological failures
but a greater number of treatment discontinuations
will lead to equivalent results in an ITT/S=F
analysis [25]. In the CNAAB30005 trial [27], the
ITT/S=F analysis gave virological success rates of
51% in each treatment arm while the on-treatment
analysis gave rates of 94% in the zidovudine/
lamivudine/indinavir arm and 86% in the zidovu-
dine/lamivudine/abacavir arm [27]. A treatment
arm may also appear to be more effective because of
better tolerability even if the degree of virological

Clinical Trials 2010; 7: 19-35

failure is the same in the two treatment arms. For
instance, in the BEST trial [28] indinavir was
compared to ritonavir-boosted indinavir in virolo-
gically suppressed patients, each in combination
with two nucleoside reverse transcriptase inhibi-
tors. In the boosted indinavir arm 74% were
classified as virological successes using an ITT1/
S=F analysis, compared to only 58% in the
nonboosted indinavir arm; in contrast, ‘on treat-
ment’ analyses revealed 93% versus 92% virological
successes, respectively [28].

The most relevant approach to analyze purely
virological outcomes in a superiority trial in the
absence of significant amounts of missing informa-
tion is the ITT analysis. The justification this
approach is to preserve randomization, thus avoid-
ing selection bias [29]. However, increasingly in the
HIV field, clinical trials use a noninferiority design
(22/51 of the reviewed trials). This design is mainly
used when the added value of a new drug/regimen
is due to ancillary benefits, such as a more conve-
nient formulation, lower toxicity or lower cost.

In such trials (as well as equivalence trials), I'TT
analyses should be complemented with
on-treatment analyses due to the increased possi-
bility of a false claim of noninferiority when ITT
analyses are used [30,31]. Indeed, for greater con-
fidence, it is usually required that the results from
the on-treatment and [TT analyses be consistent
[31,32]; if this is not the case, the validity of the
results may be questioned.

The relevance of noninferiority trials may otten
be debated because of issues related to the choice of
the noninferiority margin [33]. Use of composite
endpoints in either noninferiority or superiority
trials can make their interpretation difficult, espe-
cially when the virological and nonvirological
endpoints are imbalanced across treatment arms,
and when components do not have the same
clinical impact. For example, consider a hypothet-
ical study in which 30% and 10% of patients on the
experimental and reference arms, respectively,
experience virological failure, with 5% and 25%,
respectively, experiencing failure due to treatment
discontinuation. As the overall failure rate (35%) is
the same in both study arms, the experimental arm
would be considered to be noninferior (assuming
that the trial has been powered adequately so that
the lower confidence limit does not overlap the
noninferiority margin) despite very different viro-
logical efficacy. In practice, as the reason for
discontinuation is often unknown [25], it may be
difficult to assess the potential impact of this. Hill
and Sabin propose that analyses are conducted
using a ‘nonvirological failures censored’ approach
that includes as failures all virological failures that
occur while patients are receiving randomized
treatment; any events that occur after treatment
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discontinuation (i.e. where discontinuation was for
nonvirological failure) are censored. Such an ana-
lysis may help to identify treatments that are
virologically inferior but are associated with better
tolerability [32]. However, this approach may still
lead to biased treatment comparisons if censoring
due to ‘nonvirological failure’ is not random or
independent of the virological outcome.

Interpretation issues because of unbalanced out-
comes included in composite outcomes have
already been widely discussed; for example, for
the use of composite endpoints in cardiovascular
diseases [13,34,35].

Fixed time versus time to event

Although TLOVR was initially defined as an out-
come for use in time-to-event analyses, it is most
often analyzed at a fixed point in time (e.g. at the
end of the trial). Among the 13 trials that report
using the TLOVR algorithm, only one study [36]
reported using a time-to-event approach (the
Kaplan-Meier method) to estimate treatment differ-
ences. However, fixed endpoints may lead to a loss
of information. Of note, the DA recommends
‘When assessing superiority for time to loss of
virological response, the log rank test for differ-
ences in the Kaplan Meier curves, using all available
follow-up data, should be pertormed’.

Gilbert ef al. compared different definitions for
time-to-event analysis using the Agouron 511 trial
|37,38]. They tound that both the choice of detini-
tion of the early failure time and the assigned
failure time in this time-to-event endpoint defini-
tion influenced the results. The authors concluded
that a time-from-randomization endpoint should
be used that assigns subjects with early virological
failure within T weeks a failure time of T weeks
(where T is chosen such that >95% of responders
are expected to respond by time T) [37].

Missing data

Data that are missing because of patient
withdrawal from a study remains an issue for any
type of outcome. Complete-case analysis, last-
observation-carried-forward, censoring at the time
of withdrawal or any other method of imputation
all require strong assumptions to be made that
should be stated explicitly and justified [39].
Composite outcomes which include
‘loss-to-follow-up equals failure” give equal weight
to patients with missing data and patients who
really experience virological failure. In contrast, the
censoring of patients with missing data requires

http://ctj.sagepub.com
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that drop-out is independent of the risk of virolo-
gical failure. As both the choice of approach and
reasons for loss-to-follow-up are likely to be driven
by the study population, either assumption may
lead to biased results. Sensitivity analysis should be
performed to study the impact of each definition
on the results of the trial.

Components of composite endpoints should
also appear as secondary endpoints [13,40].
However, when follow-up is discontinued after
one of the components of the endpoint has been
reached this may lead to substantial missing data
for the analysis of the secondary endpoints. Thus,
complete follow-up should be encouraged, even
after virological failure or treatment switch because
it will permit several complementary analyses
[26,41]. Furthermore, it is important to ascertain
all secondary endpoints including those not
included as components in the composite end-
point, e.g. CD4 cell counts or incidence of
non-AlDS defining events [26].

Time of measurement/assessment

The FDA recommend that primary etficacy end-
points should be assessed at either week 24 or week
48 [5]. The early failure time has to be chosen to
give all patients the opportunity of reaching the
primary virological endpoint over that time. For
instance, patients with high baseline levels may not
reach viral suppression <50 copies/mL by 24 weeks,
which would lead to misclassification of a patient
who has a steep viral load decline but who does not
reach the defined threshold by week 24. Patients
with slow but consistent rates of viral load decline
are likely to be misclassified even at later time
points. Hill ef al. reported that the peak response for
the 1 log,, copies/mL reduction criterion was
reached by week 4 with the proportion of new
patients reaching this endpoint decreasing thereaf-
ter [42]. Peak response for a viral load =400 copies/
mL was reached by 16 weeks in the TORO, RESIST
and POWER trials. In contrast the peak response for
a viral load =50copies/mL was reached by weeks
32, 40 and 48 in the RESIST, POWER and TORO
trials, respectively [42]. In the M98-863 study, all
patients who achieved a viral load =400 copies/mL
did so within the first 24 weeks, 20% of those who
achieved a viral load <50 copies/mL only achieved
this for the first time after week 24 [43]. Thus, for
the evaluation of a primary efficacy endpoint that
includes a viral load <50copies/mL, a later time
point may be more appropriate.

Of note, recent studies of viral load kinetics after
treatment initiation suggest that viral decay rates
in the first two weeks may be good predictors
of responses over the longer-term [44,45].
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Table 4 Summary of endpoints and designs used in HIV In conclusion, the definition of the endpoint may
trials of antiretroviral-naive and antiretroviral-experienced influence the time of evaluation.
patients However, the value of results from trials may also

T ———— e — be lu}uted by’th? relatively shrort’duratlon of
atva experienced tollow-up (48 weeks, O.I‘ even_24 wf?eks for acce_ler—
(N = 28) (N=23) ated approval) required for licensing trials.
Extended follow-up could provide useful results

Virological endpoint S¥n 7 especially regarding the incidence of clinical events
Composite endpoint 24° 16 and the durability of a given treatment.
TLOVR® 7 6
Induced by analysis 14 8
Noninferiority 17 7 ;
Superiority 4 3 Concluding remarks
Strategy or pilot study 5 7
Not specified 2 6 The choice of primary endpoint in a randomized
Open-Label 20 18 trial is mainly driven by the clinical question to be

answered. However, with increasing use ot biomar-
kers in clinical practice to monitor people and an
increasing number of drugs to choose there are
decreasing mortality rates. Thus, in trials compar-

“One trial used a coprimary endpoint and has been
counted as virological and composite endpoint. PFor three
of these five treatment-naive trials and for six of these
seven treatment-experienced trials, it was unclear

whether a purely virological endpoint was used as no ing specific drugs it will become increasingly
details were provided for how missing data and treatment impractical and often perceived as unethical to
switches/discontinuations were handled. “Time to loss of employ clinical endpoints. This has already
virological response. occurred in the HIV field and is likely to be seen

Table 5 Suggested approach for displaying outcomes at 48-weeks outcome in trials that use a composite endpoint to
define the primary endpoint (modified according to [6] and [5])

Outcome at 48 weeks Abacavir/Lamivudine +
Fosamprenavir/ Lopinavir/
ritonavir ritonavir
N=434 N=444

Treatment failure overall, rn (%) 1192 (27) 127 (29)

Components of treatment failure

Virologic failure (HIV-1 RNA =400 copies/mL), n (%) 26 (6) 30(7)

Above assay limit, confirmed®, n (%) 10 (2) 6(1)

Confirmed rebound after achieving 10 (2) 20 (5)

<400 copies/mL, n (%)

Never suppressed through week 24, n (%) 6 (1) 4(=<1)
Death®, n (%) 3(=1) 1(=1)
Discontinuation due to other reasons, n (%) 90 (21) 96 (22)

Consent withdrawn, rn (%) 0 (0 0(0)

Loss to follow up, n (%) 20 (5) 31 (7)

No data at week 48 or beyond, n (%) 6 (1) 12(3)

Adverse event, n (%) 23 (5) 24 (5)

Patient’s decision, n (%) 16 (4) 8(2)

Noncompliance, n (%) 13 (3) 8(2)

Pregnancy, n (%) 4 (=1) 2(=1)

Protocol violation, n (%) 2(<1 2(<1)

Insufficient viral load response, n (%) 0 (0) 1{(<1)

Other, n (%) 6 (1) 8(2)

Other possible endpoint components could be
(but were not in KLEAN [6]):
AIDS defining events (new or recurrent), n (%) 7(2) 10(2)
Serious non AIDS defining events, n (%) Not available Not available

patients who had unconfirmed HIV-1 RNA =400 copies/mL on final study visit were deemed virological failure. "There
was one additional death in the fosamprenavir/ritonavir group but this patient met the virological endpoint before being
discontinued from the study due to death and was counted as a virological failure in this table.
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in other fields. The choice of what endpoint to use
is not straightforward. A composite endpoint can
be of great interest in pragmatic trials. In the HIV
setting pragmatic trials are of particular interest
because the question may not only be whether a
drug or drug combination demonstrates virological
efficacy, but whether it also prevents clinical pro-
gression over the long-term, is safe, well-tolerated
and does not lead to resistance or toxicities that
may lead to the loss of future drug options. This is
similar to clinical trials in oncology where drugs are
required to demonstrate anti-tumor activity, toler-
ability, cost-effectiveness and an impact on
quality-of-life [46].

Current clinical questions in the HIV field are
based on the use of composite endpoints in trials
of both antiretroviral- naive and antiretroviral-
experienced patients (see Table 4 for an overview).
The endpoint chosen should at least include
components relating to virological response,
death from any cause, any new or recurrent
AlDS-defining event and any new serious
non-AlDS-defining event. The definition of the
composite endpoint should be clearly stated to
avoid any confusion between a defined composite
endpoint and a purely virological endpoint that
has, in practice, become a composite endpoint

Box 1 Synopsis

Endpoints in HIV dinical trials 31

through the approach used to deal with patients
who switch treatments or are noncompleters.
Furthermore, the clinical meaning of an endpoint
that incorporates loss-to-follow-up may be difficult
to establish. As treatment changes usually reflect
some negative aspect of the regimen (e.g. toler-
ability or adherence issues), they may usefully be
incorporated into a composite endpoint. However,
whether any change of any component of the
randomized regimen is of interest, or whether only
changes to specific drugs should be counted as
failure may depend on the underlying clinical
question and the trial design. Any trial report
should explicitly provide details of all outcomes,
e.g. numbers of patients experiencing virological
failure, treatment switch, loss-to-follow-up, missing
outcomes, death, discontinuation due to an
AlIDS-defining event [5,8,40] (see, for e.g., Table 5).

The other issue is the primary purpose of the
trial; if it is to license a drug then there are stronger
reasons for treating switch as failure, so that the
effect of the drug can be isolated. For postlicensing
trials there is a stronger argument for ignoring
treatment switches in the primary analysis and
focusing on the viral load, which is more relevant
for clinical practice. Of course, such trials should
also describe treatment changes to assess how they

Definition of primary endpoints in HIV clinical trials
s depends on the underlying clinical questions

¢ regarding current clinical questions the most reasonable primary endpoints in both naive and treatment experienced patients may

be a composite endpoint.
Components that may be considered
s virological failure (e.g. viral load =50 copies/mL)
death due to any cause
any new or recurrent AIDS defining event
any serious non AIDS defining event
Treatment change

e whether the change of any component of the initial randomised regimen or only the change of the main drug should be counted
as failure may depend on the underying clinical question and the trial design.

Statistical analysis
e a time to event analysis should be preferred

e time to failure as defined by the composite endpoint (that means that the time to the earliest event will be analysed)

e time to virological response
e time to treatment discontinuation
s Lost-to-follow-up

e censoring: patients are considered to be successfully treated until the date of last contact
e failure: patients are considered to have failed therapy at the date of last contact

e [TT or per protocol
e depends on superiority or non-inferiority design

+ both types of analysis should always be performed when a non-inferiority design has been used

¢ Nonvirological failure censored analysis

s to help identify treatments that virologically are inferior but better tolerated than the control arm

Reporting results

s detailed description of each component of the endpoint should be given, e.g. exact numbers of patients should be detailed for any

reason that defines treatment failures
o detailed description of lost-to-follow-up should be provided
e reasons for censoring should be specified

http://ctj.sagepub.com
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could have influenced the outcome. Lastly, trials
with clinical endpoints remain possible to conduct,
and indeed necessary, in the HIV field when the
comparison is between strategies rather than par-
ticular drugs.

Acknowledgements

LW receives a PhD studentship financed by the
European AIDS treatment network (NEAT). This
research is part of NEAT which received funding
from the European Community’s Sixth Framework
Programme FP7/2007-2013 under the project con-
tract number LSHP-CT-2006-037570.

References

1.

10.

11

Gazzard BG. British HIV association guidelines for the
treatment of HIV-l-infected adults with antiretroviral
therapy 2008. HI'V Med 2008; 9: 563-608.

. Hammer SM, Eron Jr JJ, Reiss P et al. Antiretroviral

treatment of adult HIV infection: 2008 recommenda-
tions of the International AIDS Society-USA panel. JAMA
2008; 300: 555-570.

. Lewden C, Chene G, Morlat P ef ql. HIV-infected adults

with a CD4 cell count greater than 500 (_‘s_'lls,»flfnm3 on
long-term combination antiretroviral therapy reach
same mortality rates as the general population. | Acquir
Irmnune Defic Syndr 2007; 46: 72-77.

. Marin B, Thiebaut R, Bucher HC et al. Non-AlDS-

defining deaths and immunodeficiency in the era of
combination antiretroviral therapy. Aids 2009; 23:
1743-1753.

. FDA. Guidance for Industry. Antiretroviral Drugs Using

Plasma HIV RNA Measurements. Clinical Considerations
for Accelerated and Traditional Approval. U.S.
Department of Health and Human Services. Food and
Drug Administration. Center for Drug Evaluation
and Research; 2002. Office for Drug Information (HFD-
240), 5600 Fisher Lane, Rockville, MD 20857, USA.
Available at:  http://www.fda.gov/downloads/Drugs/
GuidanceComplianceRegulatoryInformation/Gudances/
UCMO70968.pdf (accessed 26 November 2009).

. Lron Jr ), Yeni P, Gathe Jr ] et al. The KLEAN study of

fosamprenavir-ritonavir versus lopinavir-ritonavir, each
in combination with abacavir-lamivudine, for initial
treatment of HIV infection over 48 weeks: a randomised
non-inferiority trial. Lancet 2006; 368: 476-482.

. Cohn N, Tognoni G. A randomized trial of the

angiotensin-receptor blocker valsartan in chronic heart
failure. N Engl | Med 2001; 345: 1667-1675.

. Ferreira-Gonzalez |, Permanyer-Miralda G, Busse JW

et al. Methodologic discussions for using and interpret-
ing composite endpoints are limited, but still identify
major concerns. J Clin Epidemiol 2007; 60: 651-657;
discussion 658-662.

. Freemantle N, Calvert M. Weighing the pros and cons

for composite outcomes in clinical trials. [ Clin Epiderniol
2007; 60: 658.

Delta Coordinating Committee and Virology Group.
An evaluation of HIV RNA and CD4 cell count as
surrogates for clinical outcome. Aids 1999; 13: 565-573.
HIV Surrogate Marker Collaborative Group. Human
immunodeficiency virus type 1 RNA level and CD4 count

Clinical Trials 2010; 7: 19-35

12.

13.

14.

15.

16.

17.

18.

19,

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

as prognostic markers and surrogate end points: a meta-
analysis. AIDS Res Hum Retroviruses 2000; 16: 1123-1133.
Kaufmann D, Pantaleo G, Sudre P, Telenti A. CD4-cell
count in HIV-1-infected individuals remaining viraemic
with highly active antiretroviral therapy (HAART). Swiss
HIV Cohort Study. Lancet 1998; 351: 723-724.

Montori VM, Permanyer-Miralda G, Ferreira-
Gonzalez | et al. Validity of composite end points in
clinical trials. BMJ 2005; 330: 594-59¢6.

Taylor AL, Ziesche S, Yancy C et al. Combination of
isosorbide dinitrate and hydralazine in blacks with heart
failure. N Engl | Med 2004; 351: 2049-2057.

Gulick BM, Ribaudo HJ, Shikuma CM et al. Three- vs
four-drug antiretroviral regimens for the initial treat-
ment of HIV-1 infection: a randomized controlled trial.
JAMA 2006; 296: 769-781.

Gilbert PB, DeGruttola V, Hammer SM, Kuritzkes DR.
Virologic and regimen termination surrogate end points
in AIDS clinical trials. JAMA 2001; 285: 777-784.
Murphy RL, Gulick RM, DeGruttola V et al. Treatment
with amprenavir alone or amprenavir with zidovudine
and lamivudine in adults with human immunodefi-
ciency virus infection. AIDS Clinical Trials Group 347
Study Team. J Infect Dis 1999; 179: 808-816.

Riddler SA, Haubrich R, DiRienzo AG et al
Class-sparing regimens for initial treatment of HIV-1
infection. N Engl | Med 2008; 358: 2095-2106.
DiRienzo AG, DeGruttola V. Design and analysis of
clinical trials with a bivariate failure time endpoint, with
application to AIDS Clinical Trials Group Study AS142.
Control Clin Trials 2003: 24: 122-134.

Brown BW, Russell K. Methods of correcting for mul-
tiple testing: operating characteristics. Stat Med 1997; 16:
2511-2528.

Marcus R, Eric P, Gabriel KR, On closed testing
procedures with special reference to ordered analysis of
variance. Biometrika 1976; 63: 655-660.

Wei LJ, Lin DY, Weissteld L. Regression analysis of
multivariate incomplete failure time data by modeling
marginal distributions. | Am Statistical Assoc 1989; 84:
1065-1073.

De Gruttola V, Hexner C, Schapiro ] et al. Drug
development strategies for salvage therapy: conflicts and
solutions. AIDS Res Hum Retrovinises 2006; 22: 1106-1109.
Struble K, Murray ], Cheng B ef al. Antiretroviral
therapies for treatment-experienced patients: current
status and research challenges. Aids 2005; 19: 747-7 56.
Hill A, Demasi R. Discordant conclusions from HIV
clinical trials-an evaluation of efficacy endpoints. Antivir
Ther 2005; 10: 367-374.

Phillips AN, Walker AS. Drug switching and
virologic-based endpoints in trials of antiretroviral
drugs for HIV infection. Aids 2004; 18: 365-370.
Staszewski S, Keiser P, Montaner | et al
Abacavir-lamivudine-zidovudine vs indinavir-lamivu-
dine-zidovudine in antiretroviral-maive HIV-infected
adults: A randomized equivalence trial. JAMA 2001;
285: 1155-1163.

Arnaiz JA, Mallolas ], Podzamczer D et al. Continued
indinavir versus switching to indinavir/ritonavir in
HIV-infected patients with suppressed viral load. Aids
2003; 17: 831-840.

Chene G, Morlat P, Leport C et al. Intention-to-treat vs.
on-treatment analyses of clinical trial data: experience
from a study of pyrimethamine in the primary prophy-
laxis of toxoplasmosis in HIV-infected patients. ANRS
Q05/ACTG 154 Trial Group. Control Clin Trials 1998; 19:
233-248.

Jones B, Jarvis P, Lewis JA, Ebbutt AF. Trials to assess
equivalence: the importance of rigorous methods. BMJ
1996; 313: 36-39.

http://ctj.sagepub.com

79



Chapter 4

3Lk

32.

33.

34.

36.

37.

38.

39.

40.

41.

42.

43.

44,

46.

47.

48.

. Markowitz M,

Piaggio G, Elbourne DR, Altman DG et al. Reporting of
noninferiority and equivalence randomized trials: an
extension of the CONSORT statement. JAMA 2006; 295:
1152-1160.

Hill A, Sabin C. Designing and interpreting HIV
noninferiority trials in naive and experienced patients.
Aids 2008; 22: 913-921.

Garattini 5, Bertele V. Non-inferiority trials are unethi-
cal because they disregard patients’ interests. Lancet
2007; 370: 1875-1877.

Ferreira-Gonzalez 1, Busse JW, Heels-Ansdell D et al.
Problems with use of composite end points in cardio-
vascular trials: systematic review of randomised con-
trolled trials. BMJ 2007; 334: 786.

. Lim E, Brown A, Helmy A ef al. Composite outcomes in

cardiovascular research: a survey of randomized trials.
Ann Intern Med 2008: 149: 612-617.

Saag MS, Cahn P, Raffi F et al. Efficacy and safety of
emftricitabine vs stavudine in combination therapy in
antiretroviral-naive patients: a randomized trial. JAMA
2004; 292: 180-189.

Gilbert PB, Ribaudo HJ, Greenberg L et al
Considerations in choosing a primary endpoint that
measures durability of virological suppression in an
antiretroviral trial. Aids 2000; 14: 1961-1972.

Saag MS, Tebas P, Sension M et al. Randomized,
double-blind comparison of two nelfinavir doses plus
nucleosides in HIV-infected patients (Agouron study
511). Aids 2001; 15: 1971-1978.

Cozzi Lepri A, Smith GD, Mocroft A et al. A practical
approach to adjusting for attrition bias in HIV clinical
trials with serial marker responses. Aids 1998; 12:
1155-1161.

Freemantle N, Calvert M, Wood ] et al. Composite
outcomes in randomized trials: greater precision but
with greater uncertainty? JAMA 2003; 289: 2554-2559.
Kirk O, Pedersen C, Law M et al. Analysis of virological
efficacy in trials of antiretroviral regimens: drawbacks of
not including viral load measurements after premature
discontinuation of therapy. Anfivir Ther 2002; 7:
271-281.

Hill A, Miralles D, Vangeneugden T, Lefebvre L.
Should we now adopt the HIV-RNA <50 copy endpoint
for clinical trials of antiretroviral-experienced as well as
naive patients? Aids 2007; 21: 1651-1653.

King M, Bernstein B, Kempf D et al. Comparison of time
to achieve HIV RNA <400 copies/mL and <50 copies/
mL in a phase IlI, blinded, randomized clinical trial of
Kaletra vs NFV in ARV-naive patients. In: 8th Conference
of Retroviruses and Opportunistic Infections, Chicago, 2001.
Kuritzkes DR, Ribaudo HJ, Squires KE et al. Plasma
HIV-1 RNA dynamics in antiretroviral-naive subjects
receiving either triple-nucleoside or efavirenz-containing
regimens: ACTG ASl1e6s. | Infect Dis 2007; 195:
1169-1176.

Perelson AS. HIV-1 viral dynamics
studies in the setting of clinical trials-A window of
opportunity. | Infect Dis 2007; 195: 1087-1088.

Cole BF, Gelber RD, Gelber S et al. Polychemotherapy
for early breast cancer: an overview of the randomised
clinical trials with quality-adjusted survival analysis.
Lancet 2001; 358: 277-286.

Delfraissy JF, Flandre P, Delaugerre C et al. Lopinavir/
ritonavir monotherapy or plus zidovudine and lamivu-
dine in antiretroviral-naive HIV-infected patients. Aids
2008; 22: 385-393.

Mallolas J, Pich J, Penaranda M et al. Induction therapy
with trizivir plus efavirenz or lopinavir/ritonavir fol-
lowed by trizivir alone in naive HIV-1-infected adults.
Aids 2008; 22: 377-384.

http://ctj.sagepub.com

49.

50.

51

52.

53.

54.

56.

57.

58.

59.

60.

61.

62.

Endpoints in HIV clinical trials 33

Tashima K, Staszewski S, Nelson M et al. Efficacy and
tolerability of long-term efavirenz plus nucleoside
reverse transcriptase inhibitors for HIV-1 infection. Aids
2008; 22: 275-279.

Markowitz M, Nguyen BY, Gotuzzo E et al. Rapid and
durable antiretroviral effect of the HIV-1 integrase
inhibitor raltegravir as part of combination therapy in
treatment-naive patients with HIV-1 infection: results of
a 48-week controlled study. | Acquir Immune Defic Syndr
2007; 46: 125-133.

Bartlett JA, Johnson J, Herrera G el al. Long-term results
of initial therapy with abacavir and lamivudine com-
bined with efavirenz, amprenavir/ritonavir, or stavudine.
J Acquir Immune Defic Syndr 2006; 43: 284-292.

Gallant JE, DeJesus E, Arribas JR et al. Tenofovir DF,
emtricitabine, and efavirenz vs. zidovudine, lamivudine,
and efavirenz for HIV. N Engl | Med 2006; 354: 251-260.
Johnson MA, Gathe Jr JC, Podzamczer D et al. A
once-daily lopinavir/ritonavir-based regimen provides
noninferior antiviral activity compared with a
twice-daily regimen. | Acquir Immune Defic Syndr 2006;
43: 153-160.

Montaner JS, Schutz M, Schwartz R et al. Efficacy, safety
and pharmacokinetics of once-daily saquinavir
soft-gelatin - capsule/ritonavir in antiretroviral-naive,
HIV-infected patients. Med Gen Med 2006; 8: 36.

. Yeni P, Cooper DA, Aboulker JP ¢t al. Virological and

immunological outcomes at 3 years after starting anti-
retroviral  therapy  with  regimens  containing
non-nucleoside reverse transcriptase inhibitor, protease
inhibitor, or both in INITIO: open-label randomised
trial. Lancet 2006; 368: 287-298.

Markowitz M, Hill-Zabala C, Lang ] et al. Induction
with abacavir/lamivudine/zidovudine plus efavirenz for
48 weeks followed by 48-week maintenance with
abacavir/lamivudine/zidovudine alone in
antiretroviral-naive HIV-1-infected patients. | Acquir
Immune Defic Syndr 2005; 39: 257-264.

Gallant JE, Staszewski §, Pozniak AL et al. Efficacy and
safety of tenofovir DF vs stavudine in combination
therapy in antiretroviral-naive patients: a 3-year rando-
mized trial. JAMA 2004; 292: 191-201.

van Leth F, Phanuphak P, Ruxrungtham K et al
Comparison of first-line antiretroviral therapy with
regimens including nevirapine, efavirenz, or both
drugs, plus stavudine and lamivudine: a randomised
open-label trial, the 2NN Study. Lancet 2004; 363:
1253-1263.

Dejesus B, McCarty D, Farthing CF ef al. Once-daily
versus twice-daily lamivudine, in combination with
zidovudine and efavirenz, for the treatment of
antiretroviral-naive adults with HIV infection: a rando-
mized equivalence trial. Clin Infect Dis 2004; 39
411-418.

Gathe Jr JC, lve P, Wood Ret al. SOLO: 48-week efficacy
and safety comparison of once-daily fosamprenavir/
ritonavir  versus twice-daily nelfinavir in naive
HIV-1-infected patients. Aids 2004; 18: 1529-1537.
Moyle GJ, DeJesus E, Cahn P et al. Abacavir once or
twice daily combined with once-daily lamivudine and
efavirenz for the treatment of antiretroviral-naive
HIV-infected adults: results of the Ziagen Once Daily in
Antiretroviral Combination Study. | Acquir Inmmume Defic
Syndr 2005; 38: 417-425.

Lowe SH, Wensing AM, Hassink EA et al. Comparison
of two once-daily regimens with a regimen consisting of
nelfinavir, didanosine, and stavudine in antiretroviral
therapy-naive adults: 48-week results from the
Antiretroviral Regimen Evaluation Study (ARES). HIV
Clin Trials 2005; 6: 235-245,

Clinical Trials 2010; 7: 19-35

80



Chapter 4

34

63.

64.

65.

66.

67.

68.

69.

70.

7L

72.

73.

74.

L Wittkop et al.

Mallolas |, Blanco JL, Pich ] et al. A randomized trial
comparing the efficacy and tolerability of two HAART
strategies at two years in antiretroviral naive patients. Rev
Clin Esp 2007; 207: 427-432.

Berenguer J, Ribera E, Domingo P el al. Didanosine,
lamivudine and efavirenz vs. zidovuadine, lamivudine
and efavirenz for initial treatment of HIV infection.
Planned 24-week analysis of a prospective randomized
non-inferiority clinical trial, GESIDA 3903. In: 14th
Conference on Retrovirusis and Opportunistic Infections. Los
Angeles, CA, 2007.

Molina JM, Andrade-Villanueva |, Echevarria ] et al.
Efficacy and safety of boosted once-daily atazanavir and
twice-daily lopinavir regimens in treatment-naive HIV-1
infected subjects. CASTLE: 48-week results. In: I5th
Conference on Retroviruses and Opportunistic Infections.
Boston, MA, 2008.

Gathe ], da Silva BA, Loufty M et al. Study M05-730
Primary efficacy results at week 48: phase 3, randomized,
open-label study of lopinavir/ritonavir (LPV/r) tablets
once daily (QD) versus twice daily (BID), co-administered
with tenofovir DF (TDF) +emtricitabine (FTC) in
antiretroviral-naive (ARV) HIV-1 infected subjects.
In: 15th Conference on Retrovirusis and  Opportunistic
Infections. Boston, MA, 2008.

Smith KY, Fine D, Patel P et al. Efficacy and safety of
abacavir/lamivudine compared to tenofovir/emtricita-
bine in combination with once-daily lopinavir/ritonavir
through 48 weeks in the HEAT study. In: 156h Conference
on  Retrovirusis  and Opportunistic  Infections.  Boston,
MA, 2008.

Dejesus L, Ortie R, Khanlou H ef al. Efficacy and safety
of darunavir/ritonavir versus lopinavir/ritonavir in ARV
treatment-naive HIV-1-infected patients at week 48:
ARTEMIS (TMC114-C211). In: 47th  Interscience
Conference on Antimicrobial Agents and Chemotherapy.
Chicago, IL, 2007.

Wamsley S. Saquinavir/r (SQV/r) BID versus lopinavir/r
(LPV/1) BID, plus emtricitabine/tenofovir (FTC/TDF) QD
as initial therapy in HIV-1-infected patients: The Gemini
Study. In: I1th European AIDS Conference/EACS. Madrid,
Spain, 2007.

Malan N, Krantz L, David N et al. Efficacy and safety of
atazanavir-based therapy in antiretroviral naive HIV-1
infected subjects, both with and without ritonavir:
48-week results from Al424-089. In: 13th Conference on
Retrovirusis and Opportunistic Infections. Denver, CO, 2006.
Pulido F, Arribas JR, Delgado R et al. Lopinavir-ritonavir
monotherapy versus lopinavir-ritonavir and two nucleo-
sides for maintenance therapy of HIV. Aids 2008; 22: F1-
9.

Hicks CB, Cahn P, Cooper DA ¢f al. Durable efficacy of
tipranavir-ritonavir in combination with an optimised
background regimen of antiretroviral drugs for
treatment-experienced HIV-1-infected patients at 48
weeks in the Randomized Evaluation of Strategic
Intervention in multi-drug reSistant patients with
Tipranavir (RESIST) studies: an analysis of combined
data from two randomised open-label trials. Lancet 2006;
368: 466-475.

Lazzarin A, Campbell T, Clotet B ef al. Efficacy and
safety of TMC125 (etravirine) in treatment-experienced
HIV-1-infected patients in DUET-2: 24-week results from
a randomised, double-blind, placebo-controlled trial.
Lancet 2007: 370: 39-48,

Clotet B, Bellos N, Molina JM et al. Efficacy and safety of
darunavir-ritonavir at week 48 in treatment-experienced
patients with HIV-1 infection in POWER 1 and 2: a
pooled subgroup analysis of data from two randomised
trials. Lancet 2007; 369: 1169-1178.

Clinical Trials 2010; 7: 19-35

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

Molina |M, Cohen C, Katlama C et al. Safety and
efficacy of darunavir (TMC114) with low-dose ritonavir
in treatment-experienced patients: 24-week results of
POWER 3. ] Acquir Inmmune Defic Syndr 2007; 46: 24-31.

Johnson M, Grinsztejn B, Rodriguez C ¢t al. Atazanavir

plus ritonavir or saquinavir, and lopinavir/ritonavir in
patients experiencing multiple virological failures. Aids
2005; 19: 685-694.

Markowitz M, Slater LN, Schwartz R et al. Long-term
efficacy and safety of tipranavir boosted with ritonavir in
HIV-1-infected patients failing multiple protease inhib-
itor regimens: 80-week data from a phase 2 study. ] Acquir
Immme Defic Syndr 2007; 45: 401-410.

Nelson M, Arasteh K, Clotet B et @l. Durable efficacy of
enfuvirtide over 48 weeks in heavily
treatment-experienced HIV-1-infected patients in the
T-20 versus optimized background regimen only 1 and
2 clinical trials. J Acquir Immnune Defic Syndr 2005; 40:
404-412.

Madruga JV, Berger D, McMurchie M et al. Efficacy and
safety of darunavirritonavir compared with that of
lopinavir-ritonavir at 48 weeks in
treatment-experienced, HIV-infected patients in TITAN:
a randomised controlled phase I trial. Lancet 2007; 370:
49-58.

Madruga JV, Cahn P, Grinsztejn B et al. Efficacy and
safety of TMCI125 (etravirine) in treatment-experienced
HIV-1-infected patients in DUET-1: 24-week results from
a randomised, double-blind, placebo-controlled trial.
Lancet 2007; 370: 29-38.

Loutfy MR, Ackad N, Antoniou T ef al. Randomized
controlled trial of once-daily tenofovir, lamivudine, and
lopinavir/ritonavir versus remaining on the same regi-
men in virologically suppressed HIV-infected patients on
their first Pl-containing HAART regimen. HIV Clin Trials
2007; 8: 259-268.

Gatell |, Salmon-Ceron D, Lazzarin A et al, Efficacy and
safety of atazanavir-based highly active antiretroviral
therapy in patients with virologic suppression switched
from a stable, boosted or unboosted protease inhibitor
treatment regimen: the SWAN study (Al424-097)
48-week results. Clin Infect Dis 2007; 44: 1484-1492,
Grinsztejn B, Nguyen BY, Katlama C et al. Safety and
efficacy of the HIV-1 integrase inhibitor raltegravir
(MK-0518) in treatment-experienced patients with
multidrug-resistant virus: a phase Il randomised con-
trolled trial. Lancet 2007: 369: 1261-1269.

Gulick RM, Lalama CM, Ribaudo HJ} et al
Intensification of a triple-nucleoside regimen with
tenofovir or efavirenz in HIV-1-infected patients with
virological suppression. Aids 2007; 21: 813-823.
Nadler JP, Berger DS, Blick G et al. Efficacy and safety of
etravirine (TMC125) in patients with highly resistant
HIV-1: primary 24-week analysis. Aids 2007; 21: F1-10.
Fox Z, Dragsted UB, Gerstoft ] ef al. A randomized trial
to evaluate continuation versus discontinuation of
lamivudine in individuals failing a
lamivudine-containing regimen: the COLATE trial.
Antivir Ther 2006; 11: 761-770.

Gripshover BM, Ribaudo H, Santana ] ef al. Amdoxovir
versus placebo with enfuvirtide plus optimized back-
ground therapy for HIV-1-infected subjects failing cur-
rent therapy (AACTG AS5118). Antivir Ther 2006; 11:
619-623.

Lamarca A, Clumeck N, Plettenberg A et al. Efficacy
and safety of a once-daily fixed-dose combination of
abacavir/lamivudine compared with abacavir twice daily
and lamivudine once daily as separate entities in
antiretroviral-experienced — HIV-1-infected  patients
(CAL30001 study). | Acquir Immune Defic Syndr 2006;
41: 598-606.

http://ctj.sagepub.com

81



Chapter 4

89.

90).

91.

Arribas JR, Pulido F, Delgado R et al. Lopinavir/ritonavir
as single-drug therapy for maintenance of HIV-1 viral
suppression: 48-week results of a randomized, controlled,
open-label, proof-of-concept pilot clinical trial (OK
Study). J Acquir Irnmune Defic Syndr 2005; 40: 280-287.
Arranz Caso JA, Lopez JC, Santos I et al. A randomized
controlled trial investigating the efficacy and safety of
switching from a protease inhibitor to nevirapine in
patients with undetectable viral load. HIV Med 2005; 6:
353-359.

Bonjoch A, Paredes R, Galvez | ef al. Antiretroviral
treatment simplification with 3 NRTIs or 2 NRTIs plus

http://ctj.sagepub.com

92.

93.

Endpoints in HIV dinical trials 35

nevirapine in HIV-1-infected patients treated with suc-
cessful first-line HAART. ] Acquir Immune Defic Syndr
2005; 39: 313-316.

Swindells S, Cohen CJ, Berger DS et al. Abacavir,
efavirenz, didanosine, with or without hydroxyurea,
in HIV-infected adults failing initial nucleoside/
protease inhibitor-containing regimens. BMC Infect Dis
2005; 5: 23.

Molina JM, Marcelin AG, Pavie ] ef al. Didanosine in
HIV-l-infected patients experiencing failure of antire-
troviral therapy: a randomized placebo-controlled trial.

] Infect Dis 2005; 191: 840-847.

Clinical Trials 2010; 7: 19-35

82



Chapter 4

4.2 Definition of a virological endpoint for the analyss of the
impact of drug resistance mutations

Genotypic resistance mutations directly or indisectfluence the replicative capacity of the
virus under drug pressure, and render the antuietlceffect of the treatment defective. Thus,
to analyse the impact of genotypic resistance nautsiton treatment response the definition
of a ‘pure’ virological endpoint is required. Inher words, we are interested in a definition
that is highly specific for virological response iagives an estimation of the antiretroviral
effect of the treatment.

4.2.1 Endpoint definitions in treatment naive patients
In recent studies, for the analysis of the impdcransmitted genotypic drug resistance on

virological outcome either a binary response (Y“pafients below the detection limit) was
used or the time to virological suppression belbes detection limit was analysed (see Table
7).

Table 7: Virological endpoints used in recent studis (by descending year of publication) that
investigated the impact of transmitted genotypic dug resistance on virological outcome in
treatment naive patients (by descending year of plibation).

Treatment of patients with

Reference Cohort name/ Study Endpoint Time Missing data  treatment
population of VL change
Bansietal. CHIC Time to VL<50 excluded adjusted with
[141] cp/mL atime
updated co-
variable

Bannisteret EuroSIDA % VL<500cp/mL 24 weeks = failure; not specified
al. 48 weeks for sensitivity
[19] analysis

excluded
Chaixetal. ANRS CO 06 PRIMO % VL <400 cp/mL 12 weeks excluded not specified
[142] 24 weeks
Poggenseet German HIV-1 % VL <500 cp/mL 24 weeks excluded not specified
al. Seroconverter Study
[30]
Oetteet al. RESINA % VL<50cp/mL or 24 weeks = failure; not specified
[29] <400 cp/mL 48 weeks for sensitivity

analysis

excluded
Shetet al. Newly diagnosed, NewTime to VL <50 excluded not specified
[26] York City cp/mL
Pillayetal. @ CASCADE Time to VL <500 excluded not specified
[28] cp/mL
Grantetal. ~80% MSM, San Time to VL <500 excluded censored*
[31] Francisco cp/mL

*patients with complete treatment stop were cerdsettethe date of treatment stop. VL: viral load, MtSmen
having sex with men, cp: copies.
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4.2.1.1 Binary response
The analysis of binary virological response canbpldy be hampered by the amount of
information still available after the follow-up. Bhimplicates that one needs to define how to
handle observations with missing data on the follgywiral load. Bannisteet al. defined
observations with missing data as endpoint faillmeisas already mentioned in chapter 4.1
this definition is in reality the same than defgia composite outcome including missing =
failure. Thus, the endpoint is not a ‘pure’ virolog one anymore. Further, whether to
consider patients that change any treatment malependent on the underlying question but
patients stopping treatment should be excludedoas 8y Grantt al. as stopping treatment
naturally results in a raise in viral logd]. For all but one study summarised above it was not

specified how patients changing or stopping treatmesre taken into account.
4.2.1.2 Time to event

4.2.1.2.1 Time to suppression
Time to event analysis are all hampered by theeisgaw to handle observations of people
who died, and the fact that patients who are ledtliow-up before reaching the above
defined endpoint should be censored. Patients vdmpletely stop treatment should be
excluded as a treatment stop will lead to a ranseiral load. Treatment changes could be
ignored if treatment change is not supposed to be ®© virological failure. Another
probability is to censor patients at the date stEatment change with the caveat to miss some
of the virological failures. Sensitivity analysiccaunting for this problem should be
performed.
The analysis of the time to virological suppresdimtelow the detection limit is supposed to
reflect the initial efficacy of a treatment. Funththe interest to look at the initial response is
because it is supposed to be directly correlatatl thie response at a longer term i.e. 12

months or 24 months.

4.2.1.2.2 Time to failure
If the question is to study the risk of virologidallure after a given time of therapy, the time
to virological failure could be analysed. Failuutd for example be defined as the time to a
viral load above the detection limit after the patiwas given a supposedly sufficient long
time to suppress its viral load first, e.g. aftem@®nths of therapy. There are also some
methodological issues with such a definition. Fipsttients never suppressing their viral load

below the limit of detection will have as earlidatlure time 6 months. Second, patients
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starting with very high viral load who take longene to suppress may not be “real” failures
but would be considered as such. Third, an imbalamc the number and timing of
measurements (e.g. viral load measurements) betegrapared groups may lead to an over
or underestimation of the effect when time-to-evantlyse are used in the context of
observational databas¢zs, 209] Fourth, if a lot of treatment changes occur kefthe
defined virological failure endpoint is reachedhiay be difficult to assign failure to the initial
treatment. Therefore sensitivity analyses shoulddres. A simple way would be to censor all
treatment changes but another possibility is dseddelow.

To account for patients that stopped or changeatnrent due to virological failure a sort of
composite endpoint could be created. For exambig,endpoint could combine virological
failure as defined by a confirmed viral load abdte detection limit after 6 months of
therapy or having a viral load above the detectiiomt before switching or stopping
antiretroviral treatment. Of note, if the treatmewitch occurs very early after treatment start
a viral load above the detection limit may not resegily indicate virological failure. The
analysis of this endpoint as a time to event endpebuld implicate that some patients are
truncated, i.e. they cannot fail earlier than 6 thenIn contrast, patients who stopped or
changed treatment before 6 months could also hafeduae date before 6 months. Thus,
estimations of hazards ratios are not reliablegutirs definition. However, a binary response
could be created that assigns patients that realtieel endpoint up to a given time, i.e. 12
months or 24 months as failures. Patients who diegho are lost to follow up before 12/24
months are not at risk for virological failure &/24 months anymore and thus should be
excluded from this analysis (including those withiral load above the detection limit before
dieng or before lost-to-follow-up may be discusseBirther, patients who completely
stopped antiretroviral treatment should be excludsdwvell as a treatment stop ultimately
leads to a rise in viral load. Such an analysisld/doe a modified ‘nonvirological failures

censored/excluded’ approach as proposed by HillSaimn[210].

4.2.2 Endpoint definitions in treatment experienced patiats
For the analysis of the impact of genotypic resistamutations on virological response in

treatment experienced patients and for the cortgirumf a genotypic score, an early
virological endpoint is of interest. An early viogjical endpoint avoids the response to be
affected by other factors such as adherence, tgxiasma drug levels, the evolution of the

baseline genotype or the emergence of undeteatablarity resistant strainss).
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None of the studies listed in Table 8 used a tihewaluation later than 12 weeks after
treatment start. Three studies used a simple bioatgome, two studies a composite binary
outcome taking into account suppression of viratllbelow detection or a reduction of more
than 1 log1l0 copies/mL, and three studies usedaatijative outcome, i.e. the difference
between baseline and a follow-up viral load.

Table 8: Virological endpoints used in selected stlies evaluating the impact of genotypic
resistance mutations on treatment outcome in treatent experienced patients and used to
construct a genotypic score.

Reference Drug for which a Endpoint Time of evaluation
genotypic score was
constructed
Descampet al. darunavir % <200 cp/mL 12 weeks
[211]
Marcelinet al. tipranavir % <LOQ or decay ot1l logo 12 weeks
[173]
Masquelieret al.  fosamprenavir VL difference 12 weeks
[41] (VL at baseline minus VL at 12 weeks)
Pellegrinet al. fosamprenavir % <400 cp/mL or decay>ol logy 12 weeks
[174]
Capdepontt al. didanosine % <50 cp/mL 12 weeks
[40]
Pellegrinet al. atazanavir % <50 cp/mL 12 weeks
[212]
Marcelinet al. didanosine VL difference 4 weeks
[213] (VL at baseline minus VL at 4 weeks)
Marcelinet al. saquinavir VL difference 12 weeks
[214] (VL at baseline minus VL at 12 weeks)

LOQ: lower limit of detection, VL: viral load, copies.

A simple binary outcome might lead to misclasstfma especially when evaluated very early
after treatment start because not all patients maag reached the detection limit. A viral load
difference endpoint without considering left-cerisgrmay lead to biased estimation of the

initial decay[52-54].
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5 Impact of transmitted drug resistance on virologica
and immunological outcome to initial combination
antiretroviral therapy

EuroCoord is a European platform for the integrated four ongoing cohorts or cohort

collaborations related to clinical, virological aegidemiological HIV research. Partners are
three EU-funded Coordination Actions, i.e. CASCADOEJroSIDA, PENTA-EPPICC, and

COHERE.

The joint project on transmitted drug resistancBR) and their impact on treatment response
between EuroCoord and the EU funded FP7 CHAIN @baliative HIV and Anti HIV
resistance network) was identified as a pilot pbfeecause a large number of patients was
required to address the scientific question rai3éw objective was to compare virological,
immunological and clinical outcome up to 12-16 nmsnfollowing initiation of cCART,
according to markers of virus variability (specifitutations, subtypes), and relevant to the

drugs in the regimen.

This joint project is a proof of concept of thelabbration between the four founding partners
involved in EuroCoord (mainly epidemiologists, &atians and clinicians) and CHAIN

(mainly virologists).

For the following analysis we assessed the impadDdr on virological and immunological
response in the first year of cART in adults anddeén. In particular we focussed our
analysis on response in patients with TDR receianfully active treatment in terms of
regimens containing 2 NRTIs with either a ritonavorosted Pl or an NNRTI because these

regimens are recommended as first-line treatmertiggh income countries.
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Impact of transmitted drug resistance on virologichdand
Immunological response to initial combination
antiretroviral therapy

The EuroCoord-CHAIN writing committee

Abstract

Background:

The impact of transmitted drug resistance (TDR)fiest line treatment of HIV-1 infected
patients requires further study, particular in tdomtext of optimal drug regimens to use in
such cases. We investigated the impact of TDR eatrttent outcome in the first year of
combination antiretroviral therapy (CART) in patienwithin a large European cohort
collaboration.

Methods:

HIV-1 infected patients regardless of age, whotstAicART after 1.1.1998 and had
sample for genotypic testing taken whilst antireittal naive, were included. We used the
World Health Organisation (WHO) drug resistance (B009) and the Stanford algorithm
(v6.0.5) to classify patients in three resistarategories: no TDRz1 mutation but receiving
a fully active cART >1 mutation and resistant td prescribed drug. Virological failure (VF)
was defined as time to the first of two consecutival load measurements >500 cp/mL after
6 months of therapy.

Findings:

Of 10,056 patients from 25 cohorts, 9102 (90.5%)ep&s harboured HIV-1 without TDR,
475 (4.7%) had>1 mutation but received a fully active cART and 4(#98%) had>1
mutation and were classified as resistarktalrug. Patients infected with TDR and resistant
to >1 drug had a 3.3 fold higher risk of VF (95% cogfide interval [CI]: 2.5; 4.49<10%
compared to patients without TDR. Overall, thereswe significant difference between
patients with TDR receiving a fully active cCART apdtients without TDR (HR: 1.4, 95% CI:
0.9; 2.3,P=0.17). In stratified analysis, those receiving 2N} INNRTI with TDR but still
predicted to receive a fully active cART tendechtve a higher risk for VF (HR: 2.0, 95%
Cl: 0.9; 4.7,P=0.09).

Interpretation:

TDR caused a poor virological response when patiemteived cCART containingl drug
classified with at least low-level resistance. Ewemen an active regimen was used in the
presence of TDR we found a potential higher riskVéf if 2NRTIs+1NNRTI were used,
though not if a boosted PI+2 NRTIs were prescribed.

Funding:

European Community’'s Seventh Framework Programme//2eB7-2013, GILEAD.
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Introduction

In Europe, widespread combination antiretrovirarépy (CART) use has been associated
with a dramatic improvement in survival. Howevdrnjsttrend is paralleled by increased
transmission of antiretroviral drug resistance:vesin 10% and 15% of antiretroviral-naive
patients are estimated to carry viruses witl drug-resistance mutation(5). In North
America recent observational studies reported peeca up to 25% °.

Mutations in the genome of HIV conferring drug stance are a major reason for virological
or immunological failure of antiretroviral theragfgs measured either by HIV RNA levels or
CD4 cell counts, respectively). Recent treatmendajines recommend genotypic testing in
naive patients to detect the presence of tranginitteg resistance (TDR) and to adapt their
first line treatment'®'2 However, the potential impact of TDR on virologicand
immunologic response remains controversial andnioaseen fully described. Some studies
report no significant association between pres@efid@DR and either time to HIV RNA load
suppression or proportions with HIV RNA suppressfon® * or with immunological
responsé & 1314 Other studies report poorer virological respangeatients with TDR and a
significantly shorter time to HIV RNA suppressiomang patients with susceptible strafhs
1418 However, all of these studies are hampered Icla of statistical power due to the
relatively small proportion of patients with trangied drug resistance included. In particular,
the impact of TDR on virological response in patetneated with a fully active regimen has
not yet been explored in the context of systemggoaotypic testing prior to treatment
initiation in larger datasets. Furthermore, theeaso concerns about the possible impact of
minority resistance strains (not detectable by ddesh genotypic testing) on treatment
outcome especially for patients with minority namcleoside reverse transcriptase inhibitor
(NNRTI) resistance mutations receiving an NNRTldzhsegimen predicted to be fully active
based on population genotypic test results (deiee®DR mutationsj®>*

We assessed the impact of TDR on virological andumological response in the first year of
combination antiretroviral therapy (cART) in adulegsxd children within a very large
European collaboration of HIV observational cohofsuroCoord) and the European
collaborative HIV and Anti HIV resistance netwoi®HAIN). In particular we focussed our
analysis on response in patients with TDR receivandully active treatment as well as
regimens containing two nucleoside reverse trapwge inhibitors (NRTIs) with either a
ritonavir boosted protease inhibitor (Pl) or an NNRbecause these regimens are
recommended as first-line treatments in high incomentries™® % 26

Methods

Study population

The collaborative HIV cohorts CASCADE, COHERE, ESDA and PENTA-EPPICC are
the four founding networks of EuroCoord (The EummpeéCoordinating Committee for the
Integration of Ongoing Coordination Actions RelatedClinical and Epidemiological HIV
Research). CHAIN (Collaborative HIV and Anti HIVsistance network) and EuroCoord
joined their collaborative efforts for this project

The 25 cohorts participating through the four fungdhetworks (and listed in the Appendix)
submitted a defined dataset to their network-spec€foordination Centre, using the HIV
Cohort Data Exchange Protocol (HICDE®)The dataset included patient demographics, use
of CART, CD4 counts and HIV RNA measurements ufp@ononths post-cART start, clinical
(AIDS and death) events and genotypic resistansgs.teéGenotypic tests results were
submitted as nucleotide sequences for proteaserewelfse-transcriptase or as lists of
mutations for protease and reverse-transcriptaspliétes were removed prior to merging
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the 4 network datasets into one overall EuroCodfBl database (final merger October
2009).

Each Coordinating Centre ensured that their pagtoig cohorts had documented evidence
of the ethics approval for such a project, and thatholding of data complied with local and
national data protection requirements. All datavptbby cohorts was anonymised, i.e. it was
not possible to identify any infected individuaingdata submitted.

HIV infected patients were included regardlessg# & they were antiretroviral naive prior to
starting cART for the first time after the 1 Janud®©98 and if they ha&l sample for a
genotypic test taken before the initiation of CARTme between genotypic testing and CART
was not restricted, i.e. test results were not seardy used to optimize first line treatment.
For the main analysis a viral load measurement &ftaonths was required if patients did not
die or were lost to follow up before 6 months.

If more than one genotypic test result was avadlabbults were cumulated. Subtype of the
virus was used as reported by the cohorts or detethby the Rega subtyping tool version 2
28 for patients with missing data on subtype but\ailable nucleotide sequence.

Statistical analyses

Definition of TDR

TDR was defined in two steps. First, the World He&rganisation (WHO) drug resistance
surveillance list® was used to distinguish between patients harbguaivirus with>1 TDR
mutation of this list and patients harbouring aigiwvith no TDR mutation of this list referred
to as ‘no TDR’. Second, for patients harbouringirasswith 21 TDR mutation the Stanford
algorithm version 6.0.5° was used to classify patients into those receiinfylly active
CART (Stanford levels 1: susceptible, 2: potent@k level resistance for all prescribed
drugs) referred to as ‘TDR and fully active cART patients harbouring a resistant HIV
strain (Stanford levels 3: low level resistance,iftermediate, 5. high level resistance)
affecting 21 of their prescribed drugs refferd to as ‘TDR amdistant’. For robustness
analyses we further distinguished between patigittshigh level resistance (level 5) 4. of
their prescribed drugs, patients with low levetimmediate resistance (level 3,42tb of their
drugs and patients receiving a fully active cAR&v@l 1,2). The prevalence of patients
having=1 mutation of the WHO list was described; speciyaiso prevalence according to
treatment classe&l NRTI mutation 21 NNRTI mutation ané1 Pl mutation. Furthermore,
patients havingzl mutation to two different treatment classes (NRmt NNRTI or NRTI
and Pl or NNRTI and PI) or having 2t to three different treatment classes (NRTIs, NNRT
and PIs) were calculated.

Virological response

Virological failure was defined as two consecutismal loads >500 cp/mL after 6 months of
therapy (date of first viral load >500 cp/mL wasnsumlered as failure date) (virological
endpoint 1). Patients were censored if they dieghewost to follow up as defined by each
cohort or stopped cART. In the absence of abovenel@fevents patients were censored at
their last available viral load date in a six torhénths window (patients with only one viral
load after 6 months were censored at the dateraf leiad measurement either having a viral
load <500 or >500 cp/mL)The time to virological failure is described by Kap Meier
curves and analysed by Cox proportional Hazardsemsttatified by cohort. Baseline is
defined as date of cART initiation. Proportionakaal assumption was graphically checked
by plotting the log negative log survival time awgithe log time.

For sensitivity analysis, virological failure wasfohed as two consecutive viral loads > 500
cp/mL after 6 months of therapy, one viral load &8@/mL after six months where only one
viral load available or one viral load >500 cp/mm_a two months period prior to a treatment
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change/treatment stop (virological endpoint 2). iAaby variable that assigned virological
failure for those experiencing virological failuop to 12 months was created. Patients who
died and patients who were lost to follow up befd: months were excluded for this
analysis. Further, patients stopping cART beforenbhths without a viral load measurement
>500 cp/mL before stopping were also excluded.dfacssociated with virological failure at
12 months were assessed using logistic regres$iom.method of generalised estimating
equations was used to estimate odds ratios anthpamd symmetry covariance matrix was
used to take intra-cohort correlation into account.

Immunological outcome

We modelled the difference between follow up CD4dinde and pre-treatment CD4 count of
patients included in the main virological surviealalysis. All CD4 cell counts measured after
start of CART and before 12 months were used, ddd €bunts taken after treatment stops or
changes were excluded. Children aged less thanyéaes were excluded from this analysis
because the marked differences in the variatioabsblute CD4 count in this group has been
previously described". We used a piecewise linear mixed model with tlepes. The first
slope was defined up to one month and the secape sifter one month up to 12 months
based on graphically observed slope change at @amthmWe took inter-patient correlation
into account using random effects on the first sacond slope. Correlation between the first
and second slope was taken into account via amuabsted covariance matrix. Residuals
distribution was graphically checked.

All multivariable models were adjusted for gendage, pre-treatment viral load (lgg
transformed) and CD4 count, subtype (B, non B, omkr), origin (African, European,
other/unknown), year of treatment start (1998-192000-2005,>2006), previous AIDS
diagnosis (yes, no, unknown) and HIV transmissigsk rgroup (homosexual/bisexual,
heterosexual, injection drug use, perinatal, otlmmown). Analyses were performed using
SAS 9.1 (SAS Institute, Inc., Cary, NC). P-values double-sided.

Role of the funding source
The sponsors had no role in data collection, dedigta analysis, data interpretation and
writing of the report.

Results

Patient characteristics

Of 12,016 patients starting cART after the firshudary 1998 and had a resistance test
performed on a plasma sample taken whilst ART-ndi0gd56 patients had sufficient follow
up data and were included in the main analysidgtah Of 10,056 patients, 6126 (60-9%)
had=1 nucleotide sequence available. A plasma sampla §enotypic test was taken before
ART in all patients but the date the sample watetewas after start of CART in some cases:
for 3722 (37-0%) the genotypic test was assessémrebénitiation of CART (median 2
months, interquartile range [IQR]: 0.6-9.2); 25385-2%) patients had a test assessed
retrospectively after initiation of CART(median 8%bnths, IQR: 2-76); and for 3798 (37-8%)
of the patients the genotypic test date was unkndadian time between diagnosis of HIV
and treatment start was 11 months (IQR: 2; 42)raadian time between diagnosis and time
of plasma sample for genotypic testing was 1.6 motQR: 0-4; 24). Of 10,056 patients
included, 4845 received 2 NRTIs + 1 NNRTI (48-2%3d)17 2 NRTIs + 1 ritonavir boosted PI
(31-1%), 1220 2 NRTIs + 1 unboosted PI (12-1%), @&ients received NRTIs only (3 or 4
NRTIs, 2-8%) and 592 received other combination®%® (table 1 and table 2 of
supplements). Complete cART stop was observed 8%995%CI: 9-2; 10-4) and 13-6%

91



Chapter 5

(95% CI: 12-9; 14-3) of the patients at 6 and 12timg respectively. Reasons for complete
treatment stop were treatment failure in 3-6% dfepés stopping CART up to 16 months
(N=1479), toxicity and tolerance issues in 23-8%hebp reasons (i.e. non-compliance,
patient’s decision etc.) in 42-4% and 30-2% stogpednknown reasons. Treatment change
of 21 drug was observed for 25-4% (95%CI: 24-5; 26r2) &7.7% (38-7; 36-7) of the
patients at 6 and 12 months, respectively. Reaswese treatment failure in 4-3%,
tolerance/toxicity in 30-9%, other reasons in 35&% for 29-3% the reason was unknown.

Genotypic characteristics

At least one TDR mutation was found in 954 (9-5%onfidence interval (Cl): 8-9; 10-0)
of patients. Of those 954 patients with TDR, 479-830) received a fully active CART and
479 (50-2%) were resistant tdl prescribed drug. Of 479 patients with resistarB®4
(70-0%) patients had resistance to their presciiiedls only, 56 (11-7%) patients to their
prescribed NNRTI only, 14 (2-9%) patients to thmiescribed Pl only, 31 (6:5%) patients
were resistant for their prescribed NRTIs and NNRBIL (8:6%) patients were resistant for
NRTIs and PlIs in their regimen and three patiett3§%) had resistance against NRTIs,
NNRTIs and Pls in their regimen. Further, of 47%e#s with resistance farl prescribed
drug, 157 (32-8%) patients had Stanford level Sfoprescribed drug, 136 (28-4%) Stanford
level 4 for>1 prescribed drug and 186 (38-8%) Stanford level 31 prescribed drug.

The prevalence forl NRTI mutation>1 NNRTI mutation ané1 Pl mutation were 6:2%
(95% CI: 5-8; 6.7), 3:0% (95% CI: 2-7; 3-4) and@2.@5% CI: 2-1; 3-7), respectively. In
total, 180 (1-8%) patients harboured a virus withTDR mutation to two different treatment
classes and 38 (0-4%) hadl TDR mutation to three treatment classes. The m@stmon
mutations were for NRTIs M41L (n=215 (2-1 %)) felled by T215D (120 (1-1%)), for
NNRTIs K103N (n=183 (1-8%)) followed by Y181C (n=@Y-7%) and for Pls LOOM (n=79
(0-8%)) followed by M461 (n=49 (0-5%)) (table 3 plgments). Most of the patients were
infected with a subtype B (n=6906, 68-7%) althootter subtypes were subtype C (n=725,
7-1%), circulating recombinant form CRFO1_AE (n=598%), CRF02_AG (n=458, 4-6%),
subtype A (n=451, 4-5%) and subtype G (n=145, 1-#u4) 124 patients other CRFs (1-2%),
for 179 other subtypes (1-8%) were found and fot pdtients (4-7%) the subtype was
unknown. The prevalence of transmitted drug rescgavaried between 4-8% and 5-8% for
subtypes C and A, respectively and 9-8% for subBypdected patients.

Virological outcome

All patients

Cumulative Kaplan Meier estimates for virologicaildire at 12 months were 4-2% (95% CI:
3:8; 4:7), 4.7% (2-9; 7-5) and 15-1% (11-9; 190pétient groups no TDR, TDR and fully
active cART and TDR and resistant, respectivelguife 1 A, Log-rankP<0-0001). In the
adjusted Cox proportional hazards model the vingklgresponse differed significantly
according to the TDR group&lobal P<0-0001). Patients of the TDR and resistant grag h
a 3-3 fold higher risk of virological failure (95@: 2-5; 4-4P<0-0001) compared to patients
of the no TDR group (table 2). In contrast, th& 0§ virological failure was not significantly
different between patients of the TDR and fullyiaetcART group and patients of the no
TDR group (adjusted HR: 1:4, 95% CI: 0-9; 2P30-1724) (table 2). Then, in patients
predicted with resistance fotl prescribed drug we distinguished between patigatsified
with at least low-level/intermediate or fully resisce for>1 prescribed drug (figure 1 B Log-
rank P<0-0001). Relative to patients of the no TDR groapsignificantly higher risk of
virological failure was observed as soon as paieateived>1 drug classified with low-
level/intermediate resistance (adjusted HR: 2-260B 1.5; 3-3,P=0-0001) and patients
receiving >1 drug classified with high level resistance had.8 fold higher risk for
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virological failure (95%CI: 4-2; 9-4, P<0-0001).hé&t factors associated with a significant
lower risk for virological failure included: a treaent start in recent years2006), HIV
transmission risk group: heterosexual/bisexualEmpean origin (table 2).

Treatment strata

Patients receiving 2 NRTIs + Pl/rtv were more hkeédb be women, more likely to have
initiated cCART>2006, less likely to be homosexual, more likelyp&of European origin and
had higher pre-treatment viral loads and lowertpgatment CD4 counts compared to patients
receiving 2 NRTIs + 1 NNRTI (table 1). The cumuwatiKaplan Meier estimates for
virological failure for patients receiving 2 NRTpus 1 NNRTI at 12 months were 2:8%,
4-3% and 10-6% for the groups no TDR, TDR and faltfive cART and the TDR and
resistant group, respectively. The risk for virotag failure of patients receiving 2 NRTIs +
Pl/rtv were 2:7%, 2-7% and 10-9% for patients engloups no TDR, TDR and fully active
CART and TDR and resistant group, respectively.

Patients with TDR receiving a fully active cART time strata 2 NRTIs + 1 NNRTI tended to
have a higher risk (HR: 2-0, 95% CI: 0-9; £%0-0928) compared to patients of the no TDR
group. In contrast, the risk for virological faiufor patients of the TDR and fully active
treatment group receiving a Pl/rtv containing regiimvas similar to the group no TDR (HR:
0-9, 95% CI: 0-4; 2-0P=0-7302) (figure 2). The interaction between TDRI dhe two
treatment strata 2NRTIs+ either NNRTI or Pl/rtv wad significant (Global P=0-3439). For
patients receiving other treatments with a low gier®arrier, i.e. 2 NRTIs + an unboosted PI
and 3 or 4 NRTIs, a tendency for a higher riskvimological failure was seen for patients
with TDR but predicted to receive a fully activeedtment (table 6 supplements). The
interaction between TDR and these four treatmerdtsstwas significant in unadjusted
analysis P=0-0105).

Sensitivity analyses

All patients

In all patients, exclusion of children younger tHzhand patients harbouring a virus with the
mutation M184V (as a potential sign for non repdrieeatment exposure) revealed the same
results than the main analysis. Frequencies ofogroal failure at 12 months in sensitivity
analysis (virological endpoint 2) considering patg&ehaving one viral load over 500 cp/mL
before stopping cCART or before changiydrug as a virological failure were 12-2%, 12-4%
and 30-4% for patients of the groups no TDR, TDR faidly active cART and TDR and
resistant group, respectively. In adjusted analyis risk for virological failure was not
significantly higher compared to the no TDR grouappatients of the TDR and fully active
CART group (OR: 1-3, 95% CI: 0-95; 1-8, P=0-100%) ibwas for the TDR and resistant
group (OR 3-1, 95% CI. 2-4; 4-0, P<0-0001). Aluathd models were consistent with the
main results (table 4 supplements).

Treatment strata

Frequencies of virological failure at 12 monthsr@logical endpoint 2) were 8-6%, 10-2%
and 27-8% for patients receiving 2 NRTIs plus 1 NINBnd 11-7%, 10-1% and 24-3% for
patients receiving 2 NRTIs plus Pl/rtv in patieatghe groups no TDR, TDR and fully active
CcART and TDR and resistant group, respectivelyadjusted analysis, the risk of virological
failure (ORs) for patients starting 2NRTIs + 1INNRdhd for patients starting 2NRTIs +
1Pl/rtv were 1-4 (95% CI: 0-8; 2:B+0-2349) and 0-99 (95% CI: 0-6; 1R5;,0-9593) in the
group TDR and fully active treatment compared t® ¢fnoup no TDR. ORs for virological
failure in the group TDR and resistant were 3-8495I: 2-6; 5-7, P<0-0001) and 2-5 (95%
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Cl: 1-6; 4-2, P=0-0002) compared to the no TDR mifou patients in the NNRTI and Pl/rtv
treatment strata, respectively (table 5 supplements

Impact on immune response

All patients

Median CD4 cell increase between start of CART Badnonths was 183 celld/ (IQR: 105;
282). Unadjusted evolution according to the thrizsses of TDR is depicted in figure 3.
Using a piecewise linear mixed model adjusted fateptial cofounders there was neither a
significant difference of CD4 cell increase in thest month after first line treatment start
(Global P = 0-4013) nor a significant difference of CD4 celtrimase after M1 neither
(Global P = 0.0689), regardless of presence TDR and predistesteptibility of cCART
received. Relative to patients of the no TDR graine, estimated difference in increase of
CD4 count cellgiL per 12 months after one month of therapy were eelsfiL/12months
(95% CI: -11; 27P=0-4308) for patients of the TDR and fully activeRT group and -25
cellsuL/12months (95% CI: -48; -2=0-0326) for patients of the TDR and resistant grou

Treatment strata

Compared to the no TDR group, patients receivingRTIs + 1 Pl/rtv had an estimated
difference of +16 cellgpl./12months (95% CI. -10; 42=0.22) in the TDR and fully active
CART group and -18 cellgl/12months (95% CI: -60; 23=0.39) in the TDR and resistant
group. For patients receiving 2NRTIs + 1NNRTI thetirmated difference was -7
cellspil/12months (95% CI: -37; 28=0-6312) in the TDR and fully active cART group
compared to the no TDR group and -34 cells12months (95% CI: -68; (?=0-0514) in the
TDR and resistant group versus the no TDR group.

Discussion

This is the largest evaluation of the clinical irapaf TDR to date. We found that TDR was
strongly associated with virological failure in pewlarly in those who receivedl drug to
which the virus had lost susceptibility. Our finggnconfirm a poorer virological response in
patients with TDR® 1#1% 8 Thijs is the first study that provides strong evide that the
selection of an initial regimen should be basedesistance testing in treatment naive patients
as recommended in recent treatment guidelitfé$ Furthermore, we showed that the
prescription of a drug classified even with lowdéwesistance is associated with a
significantly higher risk for virological failure ich underscores the need=# fully active
antiretroviral drugs in order to optimize the vogical response to first-line regimen. A
stratified analysis showed a tendency for a higis&rof virological failure in patients starting
a 2 NRTIs + 1 NNRTI containing regimen if the patidarboured a virus with TDR even
when the prescribed treatment was predicted talgdctive. In contrast, patients starting a
regimen containing 2 NRTIs + 1 Pl/rtv receivingudlyf active treatment in presence of TDR
had the same risk for virological failure as pasemarbouring a virus with no TDR
mutations.

Our study has several limitations. Genotypic teptuas realised after treatment start for some
patients. Thus, therapy was not necessarily guiyegksistance testing and this could be one
explanation why some suboptimal cCART regimens haeen used. Clinicians could have
prescribed drugs that they were not aware to benpietely active. We used a recent
interpretation algorithm to predict the suscepitipibf the prescribed treatment for all patients
irrespective of the date of treatment start andetiaf genotypic testing. Interpretation
algorithms evolve over time and even patient ptedi¢o be susceptible to a specific drug at
their treatment start could now have been claskHi resistant if the algorithm for this drug
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changed. This could be another explanation forridatively high proportion of patients
predicted to have at least low level resistanceltof their prescribed drugs.

Furthermore, patients classified to harbour a writh no mutations of the WHO list could in
fact harbour other resistance mutations not lisigdthe WHO but used by the Stanford
algorithm. Indeed, there were 20 patients harbguainirus with no mutation of the WHO list
but predicted to have some resistance by the Sthardigorithm to their prescribed drugs
(Stanford level 3, n=16; Stanford level 4, n=2 &tdnford level 5, n=2). Exclusion of these
patients had no impact on the results (data novsho

Patients predicted to have at least low level taste to>1 of their prescribed drugs could
have received3 active drugs. Indeed there were 53 patients viexer3 drugs predicted to
have>3 active drugs but classified in the category astdow level resistance tel drug.
Excluding those patients had no impact on the te¢data not shown).

The findings for patients receiving 2 NRTIs + 1NNRJould be partly explained by the
presence of minority NNRTI resistant strains. Thesslts would support previous findings
that the presence of minority NNRTI resistance miona can be related to virological failure
if patients start a NNRTI based regimeit> 2 All sensitivity analyses consistently found a
tendency for a higher risk of virological failurerfpatients receiving 2 NRTIs + INNRTI in
the presence of TDR even when the regimen wasqiegdto be fully active. However, we
can not exclude that other factors such as a padleerance could explain our findings. For
instance, if patients receiving 2 NRTIs + 1 NNRTithwI'DR were less adherent than patients
receiving 2 NRTIs + 1 boosted Pl with TDR this ltbexplain the higher failure rate in
patients receiving 2 NRTIs + 1 NNRTI. Furthermadtes higher rate of virological failure in
patients starting 2NRTIs + 1 NNRTI must not be ssegly linked to minority NNRTI
mutations but could also be due to minority NRTItations impacting on the efficiency of
the NRTI backbone in the reginménFor other treatment combinations with a low genet
barrier, i.e. 2NRTIs plus an unboosted Pl and NRibhoclass therapy, patients with TDR
predicted to receive a fully active cART tendedoals have a higher risk for virological
failure compared to those harbouring a virus with TDR. This finding supports the
hypothesis that detection of TDR at population seging level may be a sign of hidden
resistant minority species.

The other finding is that patients receiving a edsPl + 2NRTIs had the same risk for
virological failure in presence of TDR if the tresnt was adapted to the baseline reflects the
higher genetic barrier of boosted Pls when compar@tNRTIs *3, This is in agreement with
previous studies that even when minority Pl resistariants were detected by ultra-deep
sequencing or when NRTI mutations were presentctizteby allele specific PCR during
primary infection the virological response was affécted if the patient received a boosted Pl
3234 Of note, from a clinical point of view if druggistance mutations are detected before
treatment initiation, a ritonavir boosted Pl shobkl included in the first treatment regimen
whose higher genetic barrier could better proteminfthe risk of virological failure due to
potential invisible resistant minority species.

Patients having TDR and resistant to at least arecpibed drug had the same increase in
CD4 cell count up to one month and tended to hdegvar CD4 cell increase after one month
compared to patients with no TDR. This finding nnaffect the higher virological failure rate
in these patients as we only adjusted for pre+tieat viral loads and is thus probably not a
direct effect of TDR on CD4 cell count. For patehaving with TDR receiving a fully active
CART there was no significant difference in CD4l celunt increase neither up to one month

95



Chapter 5

nor after one month compared to patients with ndRTChis finding is in accordance with
previous studies that found no impact of TDR on imaiogical outcomé & 314

We found an improved virological response for pasestarting>=2006-2008 that is probably
due to the use of more potent regimen in recentsyand are in accordance with recent
findings of an increased proportion of patientshwiirological success over tim&. The
reasons for a better response in the homosexumsntiasion risk group and for patients with
European origin are not straight forward but cooéddue to a better socioeconomic status,
different health-seeking behaviour or adherence.

In conclusion, transmitted drug resistance wasaatan with a poorer virological response if
the treatment was not adapted to the viral genotyp¢he presence of TDR and when an
active regimen was used we found a potential highst of virological failure if a
combination of 2 NRTIs + 1INNRTI was used, though ifica boosted Pl + 2 NRTIs were
prescribed. Our results underscore that genotgsitng in treatment naive patients in regions
with medium to high prevalence TDR is important delect a fully active regimen for
treatment initiation. In regions where genotypistiteg is not routinely available but high
prevalence of TDRis suspected, first line regimamtaining boosted Pl should be
considered.
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Table 1: Patient characteristics at the time of stding cCART (N=10,056) in all patients and in those
starting 2NRTIs + INNRTI (N=4845) or 2NRTIs + Pl/rtv (N=3117).

Statistics
All 2NRTIs+1NNRTI 2NRTIs+1Pl/r
Female gendet 2404 (23-9) 976 (20-1) 782 (25-1)
Age, years median (IQR) 38 (32; 44) 38 (32; 45) 38 (32; 44)
<2 63 (0-6) 8 (0-2) 9 (0-3)
3-5 60 (0-6) 11 (0-2) 3 (0-1)
6-12 90 (0-9) 39 (0-8) 5 (0-2)
13-17 46 (0-5) 22 (0-5) 12 (0-4)
18-29 1702 (16-9) 767 (15-8) 552 (17-7)
30-39 4099 (40-8) 1922 (39-7) 1263 (40-5)
40-49 2710 (26-9) 1408 (29-1) 873 (28-0)
50-59 952 (9-5) 496 (10-2) 298 (9-6)
>60 334 (3-3) 172 (3-6) 102 (3-3)
Year of treatment start 1998-1999 1041 (10-4) 179 (3:7) 96 (3-1)
2000-2002 1578 (15-7) 633 (13-1) 282 (9-0)
2003-2004 2087 (20-8) 1136 (23-4) 663 (21-3)
2005-2006 3349 (33-3) 1781 (36-8) 1322 (42-4)
2007-2008 2001 (19-9) 1116 (23-0) 754 (24-2)
Transmission risk group Homosexual/Bisexual men 5025 (50-0) 2693 (55:6) 1525 (48-9)
Injecting drug user 754 (7-5) 254 (5-2) 242 (7-8)
heterosexual contact 3259 (32:4) 1481 (30-6) 1060 (34-0)
perinatal 214 (2-1) 62 (1-3) 19 (0-6)
Other/unknown 804 (8:-0) 355 (7-3) 271 (8:7)
Origin Africa 1002 (10-0) 448 (9-2) 283 (9-1)
Europe 5653 (56-2) 2375 (49-0) 1829 (58-7)
Other/unknown 3401 (33-8) 2022 (41-7) 1005 (32-2)
Previous aids diagnosis Yes 1451 (14-4) 596 (12-3) 520 (16:7)
No 7679 (76-4) 3877 (80-0) 2248 (72-1)
unknown 926 (9-2) 372 (7-7) 349 (11-2)
Subtype Non B 2676 (26-6) 1293 (26-7) 843 (27-0)
B 6906 (68:7) 3345 (69-0) 2141 (68-7)
unknown 474 (4-7) 207 (4-3) 133 (4-3)
Pre-treatment VL log10 cp/mL® median (IQR) 5 (4-4; 5:4) 49 (4-4; 5:3) 5 (4-5; 5'5)
<4 1292 (13'5) 595 (12.9) 398 (13:3)
>4 and <4.5 1342 (14-0) 690 (15-0) 388 (13:0)
>4.5 and <5 2421 (25-2) 1249 (27-1) 670 (22-5)
>5 and <5.5 2507 (26-1) 1271 (27-6) 751 (25-2)
>5.5 and <6 1533 (16-0) 652 (14-1) 548 (18-4)
>6 506 (5.3) 152 (3-3) 228 (7-6)
Pre-treatment CD4 count cellgiL® median (IQR) 218 (124; 310) 216 (137; 289) 207 (101; 313)
<50 1062 (11-3) 388 (8-5) 436 (14-8)
>50 and <200 3103 (32.9) 1597 (35-0) 954 (32-4)
>200 and <350 3449 (36-6) 1970 (43-1) 955 (32:5)
>350 and <500 1043 (11-1) 396 (8:7) 355 (12-1)
>500 768 (8-1) 215 (4-7) 241 (8-2)
Time of genotypic testing Before treatment start 3722 (37-0) 2114 (46-6) 1275 (40-9)
After treatment start 2536 (25-2) 893 (18:4) 777 (24-9)
unknown 3798 (37-8) 1838 (40-0) 1065 (34-2)

2ALL: N=10,053, 2NRTIs+INNRTI: N=4845, 2NRTIs+1PWrtN=3114," ALL: N=9601, 2NRTIs+1NNRTI:
N= 4609, 2NRTIs+1PI/rtv: N=2983, ALL: N=9425, 2NRTIs+1NNRTI: N=4566, 2NRTIs+1PI/ttiN= 2941,

dall samples for genotypic testing were taken befoeatment start'Frequencies (percentages) are reported
unless stated otherwise. Pl: Protease inhibitol/stvPritonavir boosted Protease inhibitor, NR'Nucleotide
reverse transcriptase inhibitors, NNRTI: Non nutil® reverse transcriptase inhibitors, AIDS: Aceqdir
immunodeficiency syndrome. IQR: Interquartile range
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Table 2: Univariable and multivariable analysis ofrisk factors for time to virological failure using a Cox
proportional Hazards model stratified by cohort.

Univariable Multivariable
HR (95% CI) P HR (95% CI) P
TDR No TDR 1-00 <0-0001 1.-00 <0-0001
TDR and fully active cART 1:15 (0-72; 1-83) 0-5574 1-40 (0-86; 2:26) 0-1724
TDR and resistant 3:3Q2-52; 4-32)  <0-0001 3-30 (2:46;4-43) <0-0001
Gender Female 1.-00 1.00
Male 0-83 (0-67; 1-03) 0-0902 1.05 (0-81;1-37) 0-7057
age per additional year 0-980-97; 0-99) <0-0001 0-99 (0-98; 1-00) 0-1038
Pre-treatment viral load per additional log10 cp/mL-02 (0-91; 1-14) 0-7428 1.04 (0-92;1-17) 0-5444
Pre-treatmen CD4 cell counper additional 100 cellsL.  0-99 (0-95; 1-03) 0-5460 0-97 (0-93; 1.01) 0-1052
Year of treatment start >2006 1-00 <0-0001 1-00 <0-0001
1998-1999 3-60(2-60; 4-99) <0-0001 3-64 (2-56;5-18) <0-0001
2000-2005 1.78(1-37;2:30) <0-0001 1-58 (1-19; 2-08) 0-0013
Subtype B 1.00 0-1904 1.-00 0-0653
Non B 1-10 (0-87; 1-38) 0-4170 0-85 (0-63; 1-14) 0-2776
Unknown 0-71 (0-46; 1-10) 0-1263 0-54 (0-32;0-92) 0-0228
Previous AIDS diagnosis No 1.00 0-0102 1-00 0-0932
Yes 1-41 (1-10; 1-81) 0-0067 1-32 (1-00; 1-73) 0-0483
Unknown 0-73 (0-31; 1-76) 0-4876 0-79 (0-30; 2-13) 0-6467
Transmission risk group heterosexual 1-00 <0-0001 1-00 <0-0001
IDU 1.16 (0-82;1-63) 0-4123 1.07 (0-73; 1-56) 0-7353
Homosexual men 0-650-52; 0-83) 0-0004 0-64 (0-47;0-88) 0-0052
Perinatal 8:46 (4-07; 17-62) <0-0001 7-44 (3-21; 17-24) <0-0001
Other/unknown 0-93(0-63; 1-37) 0-7076 0-92 (0-60; 1-40) 0-6923
Origin Europe 1.00 0-0062 1-00 0-0653
African 1-63 (1-20; 2-22) 0-0019 1-56 (1-07;2-28) 0-0219
Other/Unknown 1-28(0-91; 1-78) 0-1529 1-19 (0-83;1-70) 0-3495

*Due to exclusion of patients with missing values pre-treatment viral load, pre-treatment CD4 cellint or
gender N=9236. TDR: Transmitted drug resistanceTB&: no mutation of the World Health Organization
2009 list of mutations for surveillance of trangmit drug resistant HIV strains (WHO list), TDR afhdly
active cART:>1 mutation of the WHO list and Stanford levels ltp2all prescribed drugs, TDR and resistant:
>1 mutation of the WHO list and resistant to at {ea®e drug in the prescribed regimen (Stanfordl¥e8e4, 5),
HR: Hazards ratio, Cl: confidence interval, AIDSccqiired immunodeficiency syndrome, IDU: Injectiorug
user. cCART: combination antiretroviral therapy.
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Figure 1: Proportion of patients with virological failure according to transmitted drug resistance (TDR)

(crude Kaplan Meier estimates, dotted lines 95% confiderteevals). A) Risk of virological failure according to d&
group of patients: no TDR (no mutation of the Worldalte Organization 2009 list of mutations for surveitia of
transmitted drug resistant HIV strains (WHO list ), TDRIdully active cART:>1 mutation of the WHO list and
Stanford 1,2 to all prescribed drugs and TDR and registd mutation of the WHO list and resistanttb prescribed
drug (Stanford level 3, 4, 5). Log rank P<0-0001. BykRif virological distinguishing patients with intermeidiand
high level resistance. Log rank P<0-0001. cART: combinatidiretroviral therapy.
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Adjusted
Hazard ratios
10
1—@ + 4 I L 4
0.1-

No TDR| TDR and TDR and| No TDR | TDR and| TDR and| No TDR| TDR and| TDR and
fully- resistant fully- resistant fully- resistant
active active active
CcART CcART CART
ALL 2NRTI+1NNRTI 2NRTI+1Pl/rtv

Figure 2: Adjusted Hazard ratios (log scale) in allpatients and patients starting a regimen containig 2
NRTIs plus either 1 NNRTI or 1 Pl/rtv

Squares: Adjusted Hazards ratios, horizontal b&%% confidence intervals, NRTI: nucleotide reverse
transcriptase inhibitors, NNRTI: non nucleotidearse transcriptase inhibitors, Pl/rtv: ritonaviobted protease
inhibitor, No TDR: no mutation of the World Heal@rganization 2009 list of mutations for surveillenof
transmitted drug resistant HIV strains (WHO lisf)R and fully active cART= 1 mutation of the WHO list and
Stanford level 1, 2to all prescribed drugs. TDR aadistant:>1 mutation of the WHO list and resistant
(Stanford level 3, 4, 5) tel prescribed drugs. All models are stratified byad and multivariable models
ajusted for: Gender, age, pre-treatment viral lead CD4 count, year of treatment start, previou®3\l
diagnosis, subtype, HIV transmission risk group amifin. TDR: Transmitted drug resistance. cART:
combination antiretroviral therapy
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Figure 3: Observed difference of CD4 cell count clsluL between follow up and pre-treatment CD4 count.
black line: no mutation of the World Health Orgeation 2009 list of mutations for surveillance Hrtsmitted
drug resistant HIV strains (WHO list). Blue linel mutation of the WHO list and Stanford level 1to2all

prescribed drugs. red linel mutation of the WHO list and resistant (Stanftedel 3, 4, 5) to>1 prescribed
drugs). Horizontal bars: 95% confidence intervals
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Supplements

Table 1: Treatment combinations prescribed at theite of starting CART in patients included in the man
analysis (N=10,056)

Treatment combination prescribed N (%)

1 class treatments 3 or4 NRTIs 282 (2.8)

2 class treatments 2 NRTIs + 1 NNRTI 4845 (48.2)
2 NRTIs + 1 RTV boosted PI 3117 (31.0)
2NRTIs + 1 PI 1220 (12.1)
>3 NRTIs + 1 NNRTI 134 (1.3)
>3 NRTIs + 1 RTV boosted PI 107 (1.1)
>3 NRTIs + 1Pl 31 (0.3)
Other 34 (0.3)

3 class treatments >1 NRTI+ INNRTI + 1 RTV boosted PI 201 (2.0)
>1 NRTI + INNRTI + 1 PI 54 (0.5)
Other 24 (0.2)

4 class treatments 2 NRTI + INNRTI + 1 RTV booded 1F| 5 (0.0)
1 NRTI + INNRTI + 1 RTV boosted Pl + 1INSTI 10.0)
1 NRTI + 1 RTV boosted PI + 1FI + 1INSTI 10.0)

NRTI: Nucleoside reverse transcriptase inhibitdddlRTI: Non nucleoside reverse transcriptase inbibiPl:
protease inhibitor, RTV: ritonavir, Fl: Fusion ibitor, INSTI: Integrase strand transfer inhibitaART:
combination antiretroviral therapy.
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Table 2: Antiretroviral drugs prescribed at the time of starting cART in patients included in the mainanalysis (N=10,056) and in those starting 2NRTIs #NNRTI
(N=4845), 2NRTIs + Pl/rtv (N=3117), 2NRTIs + 1PI (81220) and 3 or 4 NRTIs (N=282).

All 2 NRTIs + 1 NNRTI 2 NRTIs + 1 Plirtv 2 NRTIs + 1 PI 3 0or4 NRTIs
N (%) N (%) N (%) N (%) N (%)
NRTIs Lamivudine 6776 (67.4) 3011 (62.1) 2048 (65.7) 991 (81.2) 262 (92.9)
Zidovudine 4099 (40.8) 1559 (32.2) 1297 (41.6) 718 (58.9) 215 (76.2)
Tenofovir 3821 (38.0) 2247 (46.4) 1271 (40.8) 44 (3.6) 87 (30.9)
Emtricitabine 2906 (28.9) 1674 (34.6) 979 (31.4) 29 (2.4) 56 (19.9)
Abacavir 1717 (17.1) 733 (15.1) 419 (13.4) 87 (7.1) 237 (84.0)
Stavudine 729 (7.2) 173 (3.6) 118 (3.8) 385 (31.6) 13 (4.6)
Didanosine 653 (6.5) 292 (6.0) 100 (3.2) 169 (13.9) 16 (5.7)
Zalcitabine 21 (0.2) 1 2 (0.1) 17 (1.4) -
Pls Lopinavir 2320 (23.1) - - 2042 (65.5)
Nelfinavir 926 (9.2) - - - - 864 (70.8)
Atazanavir 588 (5.8) - - 515 (16.5) 48 (3.9)
Indinavir 426 (4.2) - - 143 (4.6) 250 (20.5)
Saquinavir 290 (2.9) - - 246 (7.9) 14 (1.1)
Fosamprenavir 129 (1.3) - - 123 (3.9) 1 (0.1)
Amprenavir 47 (0.5) - - 30 (1.0) 1 (0.1)
Tipranavir 8 (0.1) - - 5 (0.2
Darunavir 15 (0.1) - - 13 (0.4)
Ritonavir alone 46 (0.5) - - - - 42 (3.4)
Ritonavir boost 3464 (34.4) - - 3117 (100.0)
NNRTIs Efavirenz 4226 (42.0) 3927 (81.1) - -
Nevirapine 1031 (10.3) 918 (18.9) - -
Delavirdine 2 - - - -
Etravirine 1 - - - -
Other Raltegravir 4 - - - -
Enfurvirtide 21 (0.2) - - - -
Maraviroc 16 (0.2) - -

PI: protease inhibitors, Pl/rtv: ritonavir boostgtease inhibitor, NRTI: nucleotide reverse traiptase inhibitors, NNRTI: non nucleotide revensscriptase inhibitors,
CART: combination antiretroviral therapy.
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Table 3: Prevalence of mutations listed by the Wod Health Organization list of mutations for
surveillance of transmitted drug resistant HIV strains.

NRTI| mutations NNRTI mutations Pl mutations

Mutation N (%) Mutation N (%) Mutation N (%)
M41L 215 (2.14) L100! 4 (0.04) L23l 3 (0.03)
K65R 11 (0.11) K101E 33 (0.33) L24l 8 (0.08)
D67N 87 (0.87) K101P 4 (0.04) D30N 13 (0.13)
D67G 16 (0.16) K103N 183 (1.82) va2l 4 (0.04)
D67E 8 (0.08) K103S 10 (0.10) M4sl 49 (0.49)
T69D 35 (0.35) V106M 7 (0.07) M46L 42 (0.42)
T69INS 0 V106A 6 (0.06) 1a7v 7 (0.07)
K70R 45 (0.45) V179F 1 (0.01) 147A 2 (0.02)
K70E 4 (0.04) Y181C 67 (0.67) Gasv 3 (0.03)
L74V 17 (0.17) Y181 1 (0.01) G4sM 1 (0.01)
L741 7 (0.07) Y181V 1 (0.01) 150V 2 (0.02)
V75M 4 (0.04) Y188L 13 (0.13) 150L 0
V75T 3 (0.03) Y188C 2 (0.02) Fo3L 11 (0.11)
A75A 3 (0.03) Y188H 3 (0.03) Fs3Y 4 (0.04)
V755 0 G190S 6 (0.06) 154L 2 (0.02)
F77L 15 (0.15) G190A 38 (0.38) 154V 31 (0.31)
Y115F 2 (0.02) G190E 2 (0.02) 154M 1 (0.01)
F116Y 7 (0.07) P225H 4 (0.04) 1547 2 (0.02)
Q151M 5 (0.05) M230L 4 (0.04) 154A 3 (0.03)
M184V 103 (1.02) 1545 1 (0.01)
M1841 15 (0.15) G73S 12 (0.12)
L210W 97 (0.96) G73T 2 (0.02)
T215Y 55 (0.55) G73C 0
T215F 16 (0.16) G73A 0
T215I 17 (0.17) L7ev 4 (0.04)
T215S 102 (1.01) V82A 37 (0.37)
T215C 32 (0.32) vezT 6 (0.06)
T215D 120 (1.19) V8zF 6 (0.06)
T215V 10 (0.10) v8zs 2 (0.02)
T215E 30 (0.30) vezC 0
K219Q 61 (0.61) vezm 0
K219E 30 (0.30) vezL 11 (0.11)
K219N 18 (0.18) N83D 3 (0.03)
K219R 10 (0.10) 184V 13 (0.13)

184A 0

184C

185V 14 (0.14)

N88D 11 (0.11)

N8BS 4 (0.04)

L9OM 79 (0.79)

NRTI: nucleotide reverse transcriptase inhibitddyRTI: non nucleotide reverse transcriptase inbisit PI:
protease inhibitors. Mutations: The wild type amiadd is given followed by the position of the rese
transcriptase gene for NRTI and NNRTI mutations Hr&protease gene for Pls. After the position nemtbe
amino acid substitution conferring resistance igegi Amino acid abbreviations: A, alanine; C, cise D,
aspartate; E, glutamate; F, phenylalanine, G, gicH, histidine; I, isoleucine; K, lysine; L, ldoe; M,
methionine; N, asparagine; P, proline; Q, glutamiRe arginine; S, serine; T, threonine; V, valingf,
tryptophan; Y, tyrosine.
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Table 4: Overview of sensitivity analysis in all péents

Definition of virological endpoint N* % VF M12** HR (95% CI) P

No TDR 9102 4.2 1

TDR and fully active CART 475 4.7 1.40 (0.86; 2.26) 0.1724
Virological endpoint 1 TDR and resistant 479 15.1 3.30 (2.46;4.43) <0.0001

No TDR 9102 4.2 1

TDR and fully active CART 475 4.7 1.41 (0.87;2.28) 0.1644

TDR and resistant (stanford level 3, 4) 322 10.2 2.19 (1.47;3.27) 0.0001
Virological endpoint 1 TDR and resistant (stanford level 5) 157 25.7 6.30 (4.22;9.4) <0.0001

No TDR 8907 37 1

TDR and fully active cART 472 4.7 1.43 (0.88;2.31) 0.1498
Virological endpoint 1 (children <13 excluded) TDR and resistant 464 14.3 3.67 (2.72;4.97) <0.0001

No TDR 9102 4.2 1

TDR and fully active CART 462 4.3 1.29 (0.77;2.14) 0.3290
Virological endpoint 1 (Patients harbouring M184xtkeided) TDR and resistant 389 12,5 2.90 (2.06; 4.08) <0.0001

N* % VF M12 == OR (95% CI) P

No TDR 7724 4 1

TDR and fully active CART 411 4.1 1.41 (0.86; 2.31) 0.1743
Virological endpoint 1b TDR and resistant 396 14.7 3.55 (2.5;5.04) <0.0001

No TDR 7918 12.2 1

TDR and fully active cART 421 12.4 1.29 (0.95;1.76) 0.1009
Virological endpoint 2 TDR and resistant 420 30.4 3.12 (2.44;3.98) <0.0001

Virological endpoint 1: Virological failure was deéd as two consecutive viral loads >500 cp/mLratenonths of therapy (date of first viral load 856p/mL was
considered as failure date). Patients were cengbtbdy died, were lost to follow up as defined &gch cohort or stopped cART. In the absence ofealefined events
patients were censored at their last availabld loed date in a six to 16 months window (patiemtth only one viral load after 6 months were ceesoat the date of viral
load measurement either having a viral Ie&®0 or >500 cp/mL). Virological endpoint 1b: Virglical failure was defined as under virological emidp 1 but a binary
variable that assigned virological failure for teaexperiencing virological failure up to 12 monthas created. Patients who died, patients who veetetd follow up and
patients who stopped treatment were excluded. dfijioal endpoint 2: For sensitivity analysis, virgical failure was defined as two consecutive vioalds > 500 cp/mL
after 6 months of therapy, one viral load >500 dpérdter six months where only one viral load avaliéaor one viral load >500 cp/mL in a two monthsi@e prior to a
treatment change/treatment stop. A binary vari#tidé assigned virological failure for those expeciag virological failure up to 12 months was cesatPatients who died
and patients who were lost to follow up before 1@nths were excluded for this analysis. Furtherjepéd stopping cART before 12 months without a Ivicad
measurement >500 cp/mL before stopping were alslw@ed. VF: Virological failure, HR: adjusted Hadarratio, OR: adjusted Odds ratio, Cl: confidemterval, M12: 12
months. No TDR: no mutation of the World Health @migzation 2009 list of mutations for surveillanderansmitted drug resistant HIV strains (WHO LiSEDR and fully
active cART:2 1 mutation of the WHO list and susceptible (statiftavel 1, 2) to all prescribed drugs. TDR and stasit:=21 mutation of the WHO list and resistant
(stanford level 3, 4, 5) t81 prescribed drugs. CART: combination antiretravin@rapy. * Numbers included in univariable anéy#*Univariable Kaplan Meier estimates,
***Jnivariable frequencies of virological failure.
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Table 5: Overview of sensitivity analysis in patiets receiving 2 NRTIs + either 1 NNRTI or a ritonavi boosted PI

2 NRTIs + 1 NNRTI 2 NRTIs + 1 Pl/rtv
% VF % VF
Definition of virological endpoint N* M12** HR  (95% ClI) P N* M12** HR  (95% CI) P
No TDR 4509 2.8 1 2748 2.7 1
TDR and fully active cART 160 43 2.05 (0.89;4.72) 0.0928 237 2.7 0.86 (0.36;2.03) 0.7302
Virological endpoint 1 TDR and resistant 176 10.6 2.99 (1.67;5.34) 0.0002 132 10.9 3.60 (1.76;7.34) 0.0004
% VF % VF
N* M1+ OR _ (95% CI) P N* M1+ OR _ (95% CI) P
No TDR 4003 2.5 1 2257 2.6 1
TDR and fully active cART 144 3.5 1.75 (0.75; 4.06) 0.1943 204 25 0.72 (0.23;2.25) 0.5681
Virological endpoint 1b TDR and resistant 152 10.5 3.42 (1.84;6.36) 0.0001 108 11.1 4.32 (1.89;9.89) 0.0005
No TDR 4063 8.6 1 2318 11.7 1
TDR and fully active cART 147 10.2 1.39 (0.81;2.38) 0.2349 207 10.1 0.99 (0.61;1.60) 0.9593
Virological endpoint 2 TDR and resistant 162 27.8 3.82 (2.56;5.68) <0.0001 115 24.3 2.54 (1.56;4.16) 0.0002

Virological endpoint 1: Virological failure was deéd as two consecutive viral loads >500 cp/mLratenonths of therapy (date of first viral load 856p/mL was
considered as failure date). Patients were censbtbdy died, were lost to follow up as defined &gch cohort or stopped cART. In the absence ofealefined events
patients were censored at their last availabld loed date in a six to 16 months window (patiemtth only one viral load after 6 months were ceesoat the date of viral
load measurement either having a viral Ie&®0 or >500 cp/mL). Virological endpoint 1b: Virglical failure was defined as under virological emidp 1 but a binary
variable that assigned virological failure for teasxperiencing virological failure up to 12 monthas created. Patients who died, patients who veetetd follow up and
patients who stopped treatment were excluded. dftijioal endpoint 2: For sensitivity analysis, virgical failure was defined as two consecutive vioalds > 500 cp/mL
after 6 months of therapy, one viral load >500 dpérdter six months where only one viral load avaliéaor one viral load >500 cp/mL in a two monthsi@e prior to a
treatment change/treatment stop. A binary vari#tidé assigned virological failure for those expeciag virological failure up to 12 months was cesatPatients who died
and patients who were lost to follow up before 1@nths were excluded for this analysis. Furtherjepéd stopping cART before 12 months without a Ivicad
measurement >500 cp/mL before stopping were alstuded. VF: Virological failure, HR: adjusted Hadarratio, OR: adjusted Odds ratio, CI: confidemterival, NRTI:
Nucleoside reverse transcriptase inhibitor, NNRN®n nucleoside reverse transcriptase inhibitort\Plfitonavir boosted Protease inhibitor. M12: m&nths. No TDR: no
mutation of the World Health Organization 2009 ttmutations for surveillance of transmitted dmegistant HIV strains (WHO list). TDR and fully aet cART: > 1
mutation of the WHO list and susceptible (stanfiencel 1, 2) to all prescribed drugs. TDR and resis&1 mutation of the WHO list and resistant (stanflenkl 3, 4, 5) to
21 prescribed drugs. CART: combination antiretrdviteerapy. * Numbers included in univariable anéys™Univariable Kaplan Meier estimates, ***Univiable
frequencies of virological failure.
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Table 6: Overview of sensitivity analysis in patiets receiving 2 NRTIs plus an unboosted Pl and patigs receiving 3 or 4 NRTIs

2NRTIs+1PI 3or 4 NRTIS
Definition of virological endpoint N* % VF M12**  HR (95% CI) P N* % VF M12** HR (95% CI) P
No TDR 112 12.8 1 242 9.1 1
TDR and fully active cART 35 155 252 (0.89; 7.12) 0.082 19 20.5 4.62 (1.09; 19.65) 0.038
Virological endpoint 1 TDR and resistant 73 247 171 (0.92;3.17) 0.090 21 325 4.91 (1.76;13.70) 0.002
% VF
N* M12%** OR (95% CI) P N* % VF M12*** OR (95% CI) P
No TDR 869 12.5 1 188 9.0 1
TDR and fully active CART 28 14.3 1.54 (0.48;4.99) 0.470 15 20.0 2.54 (0.66;9.83) 0.177
Virological endpoint 1b TDR and resistant 56 23.2 1.48 (0.69; 3.15) 0.314 19 31.6 4.65 (1.57;13.79) 0.006
No TDR 906 23.2 1 198 17.2 1
TDR and fully active CART 29 27.7 1.60 (0.64;3.95) 0.313 15 26.7 1.87 (0.57;6.11) 0.302
Virological endpoint 2 TDR and resistant 61 39.3 1.73 (0.97;3.11) 0.065 19 31.6 2.33 (0.83;6.49) 0.107

Virological endpoint 1: Virological failure was deéd as two consecutive viral loads >500 cp/mLratenonths of therapy (date of first viral load 856p/mL was
considered as failure date). Patients were cengbthdy died, were lost to follow up as defined égch cohort or stopped cART. In the absence ofebefined events
patients were censored at their last availabld ioed date in a six to 16 months window (patiemith only one viral load after 6 months were cepsoat the date of viral
load measurement either having a viral Ie&®0 or >500 cp/mL). Virological endpoint 1b: Virglical failure was defined as under virological emidp 1 but a binary
variable that assigned virological failure for teasxperiencing virological failure up to 12 monthas created. Patients who died, patients who veetetd follow up and
patients who stopped treatment were excluded. dftijiohl endpoint 2: For sensitivity analysis, virgical failure was defined as two consecutive vioalds > 500 cp/mL
after 6 months of therapy, one viral load >500 dpéndter six months where only one viral load avaliéaor one viral load >500 cp/mL in a two monthsi@e prior to a
treatment change/treatment stop. A binary varitidé assigned virological failure for those expeciag virological failure up to 12 months was cezhtPatients who died
and patients who were lost to follow up before l18nths were excluded for this analysis. Furtherjeptg stopping cART before 12 months without a Ivicad
measurement >500 cp/mL before stopping were alstuéed. VF: Virological failure, HR: adjusted hadamratio, OR: adjusted odds ratio, Cl: confidemterval, NRTI:
Nucleoside reverse transcriptase inhibitor, NNRJdn nucleoside reverse transcriptase inhibitoruRboosted protease inhibitor. M12: 12 months. B&RTno mutation of
the World Health Organization 2009 list of mutaidor surveillance of transmitted drug resistant ldtrains (WHO list). TDR and fully active cARE: 1 mutation of the
WHO list and susceptible (stanford level 1, 2) igpeescribed drugs. TDR and resistazmt: mutation of the WHO list and resistant (stanflaekl 3, 4, 5) te>1 prescribed
drugs. cART: combination antiretroviral therapy.Numbers included in univariable analysis, *Uniarie Kaplan Meier estimates, ***Univariable freqo@s of
virological failure,®Only Univariable Hazard rations and odds ratiorspaesented
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6 Analysis of the impact of genotypic mutations on
virological response in treatment experienced patrés

We were interested in methods that are suitableafbigh number of potentially correlated
predictors that give mutations different weights fbe prediction of virological outcome.
Further, we were interested in easily interpretaiéthods.

First, we investigated the use of principal comparenalysis and partial least square (PLS)
to predict virological outcome. Both methods detesnlinear combinations (principal
components and PLS components) of the genotypiatons that summarize best the
variance structure of the mutations. The differesdbat PLS takes the response variable into
account to determine its components whereas pahagjomponents are based on the
information given by the mutations only. Both, mipal components and PLS components
can then be used in regression models to assassdhelation with the virological outcome
and their predictive abilitieg2]. Second, we were also interested in Lasso sinserathod
has showed a good performance for the predictigophehotypic resistance and has also the
advantage to be easy interpretghég.

Our hypothesis was that the use of methods thabwati different weights to different
mutations would result in a better prediction oé thirological outcome compared to the

construction of a genotypic score.

6.1 Alternative methods to analyse the impact of HIV geotypic
mutations on virological response to antiretroviraltherapy
In treatment experienced patients

We hypothesized that a better consideration of timns (e.g. different weights) related to
virological failure may lead to a higher qualitytbe predictions of treatment outcome.

The objective was to compare strategies that aeaheimpact of protease gene mutations on
virological responses related to fosamprenaviraior treatment.

We used data from the Zephir study, a substudhe®fANRS CO3 Aquitaine Cohojt74].
The Zephir study was designed to study the imp&gbrotease mutations on virological
outcome in treatment experienced patients stagiftggamprenavir/ritonavir based cART.

For the following work we focussed on the use afgipal component analysis, partial least
square and compared their predictive ability to ¢bastruction of a genotypic score. This

work was published in BMC Medical Research Methodyl!
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Abstract

Background: Principal component analysis (PCA) and partial least square (PLS) regression may
be useful to summarize the HIV genotypic information. Without pre-selection each mutation
presented in at least one patient is considered with a different weight. We compared these two
strategies with the construction of a usual genotypic score.

Methods: We used data from the ANRS-CO3 Aquitaine Cohort Zephir sub-study. We used a
subset of 87 patients with a complete baseline genotype and plasma HIV-1 RNA available at baseline
and at week 12. PCA and PLS components were determined with all mutations that had
prevalences >0. For the genotypic score, mutations were selected in two steps: |} p-value <0.01
in univariable analysis and prevalences between [0% and %0% and 2) backwards selection
procedure based on the Cochran-Armitage Test. The predictive performances were compared by
means of the cross-validated area under the receiver operating curve (AUC).

Results: Virological failure was observed in 46 (53%) patients at week |2. Principal components
and PLS components showed a good performance for the prediction of virological response in HIV
infected patients. The cross-validated AUCs for the PCA, PLS and genotypic score were 0.880,
0.868 and 0.863, respectively. The strength of the effect of each mutation could be considered
through PCA and PLS components. In contrast, each selected mutation contributes with the same
weight for the calculation of the genotypic score. Furthermore, PCA and PLS regression helped to
describe mutation clusters (e.g. 10, 46, 90).

Conclusion: In this dataset, PCA and PLS showed a good performance but their predictive ability
was not clinically superior to that of the genotypic score.
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Background

The development of HIV resistance mutations is one of
the major problems for optimizing treatment of HIV-
infected patients. Therefore, resistance testing before start-
ing highly active antiretroviral therapy (HAART) or before
switching to a new antiretroviral component is widely rec-
ommended [1-4] and now routinely implemented in
industrialised countries. Resistance is due to mutations in
the viral genome, e.g. mutations in the reverse tran-
scriptase (RT), protease or integrase genes that cause
resistance to nucleoside RT inhibitors (NRTIs) and non-
nucleoside RT Inhibitors (NNRTIs), protease inhibitors
(Pls), or integrase inhibitors, respectively. Genotypic and
phenotypic resistance testing are the two commonly used
tests. The impact of genotypic mutations on virological
response in patients treated with a particular drug regimen
are based on in vitro informations or on the virological
response reported in patients who switched to that partic-
ular regimen. Before the initiation of an optimized treat-
ment, a genotype of the main (major) patients' virus
populations (only virus species present at >20-30% are
detected and therefore analysed) is assessed. Statistical
analyses aim at finding the baseline genotypic mutations
associated with virological response in order to predict
whether a patient who will switch to a similar regimen is
resistant or not. Noteworthy, data are mostly analysed for
the main drug of a given regimen only, i.e. NNRTI and/or
Pl

However, traditional statistical analyses of the association
between genotypic mutations and virological response are
hampered by i) the high number of potential mutations,
ii) the correlations between mutations and iii) the low
number of patients usually available for this type of study.
Specifically, the analysis of the effect of high number of
mutations measured in a limited number of patients may
lead to over-fitting issues. Hence, inflated variances result
in non-significant associations. In order to circumvent
these problems and to simplify the interpretation, geno-
typic mutations are summarised in a so-called genotypic
score. This score is the sum of observed resistance muta-
tions at baseline for the given drug in a given patient. The
mutations composing the score are selected by different
strategies [5,6]. The drawbacks of this analysis are that a
preselection of mutations is required and that every muta-
tion has the same weighting. Alternative strategies such as
principal component analysis (PCA) and partial least
square (PLS) regression have been suggested for the sake
of size reduction of correlated predictors [5,7-9] and may
present advantages to improve the description of associa-
tions between mutations. The two techniques do not lead
to a selection of mutations but to a different weighting of
each mutation presented in the dataset. We aimed at com-
paring these two strategies with the usual construction of
a genotypic score using data from an existing study evalu-

hitp://www_biomedcentral.com/147 1-2288/8/68

ating the impact of protease mutations on the virological
response in patients switching to a fosamprenavir/ritona-
vir-based HAART [10].

Methods

Data

The Zephir study was designed to investigate the impact of
baseline protease genotypic mutations in HIV-1 infected
Pl-experienced patients on virological response. All
patients had baseline HIV-1 RNA levels 1.7 log,, copies/
mL and switched to a ritonavir-boosted fosamprenavir-
based HAART [10]. Patients included were followed at the
Bordeaux University hospital and at four other public hos-
pitals in Aquitaine, south western France, all participating
to the ANRS CO3 Aquitaine Cohort. We used a subset of
87 patients with a complete baseline genotype and
plasma HIV-1 RNA available at baseline and at week 12.
Virological failure was defined as a HIV-1 RNA =400 cop-
ies/mL and <1 log,, copies/mL decrease of HIV-1 RNA
between baseline and week 12 (virological success: HIV-1
RNA <400 copies/mL or =1 log,, copies/mL reduction). A
mutation was defined as a difference between the amino
acid sequence of the studied virus and the wild type
(HXB2) virus. In total, we created 69 dummy variables
(69 mutations among the 99 possible protease mutations
were encountered at least once).

Statistical analysis

Construction of a genotypic score

The genotypic score was created in two steps. The first step
considered mutations with prevalences >10% and <90%
[5] to assess their association with virological failure.
Mutations associated with a p-value = 0.01 (univariable
logistic regression) were selected. Second, the backwards
procedure selected the combination with the strongest
association with virological response [ 6]. These m selected
mutations were used to calculate the first genotypic score
for each patient. For instance, a first set contains the six
mutations V32, 147, 150, V77, 184 and [90. The score is
defined as S = Iyq; + Ligz + Lsg+ lygr + Lige + oo (S varying
from 0 to 6). During the backwards selection procedure
every mutation was removed one by one and all combina-
tions of (m-1) mutations were investigated. The Cochran-
Armitage test for linear trends in proportions was used to
compare the probability of virological failure in patients
having none to (m-1) mutations [11]. The combination
providing the lowest p-value was kept and the procedure
was repeated with all combinations of (m-2) mutations.
The procedure stopped when removal of a mutation did
not result in a lower p-value.

We performed 200 bootstrap samples from the original
data set to analyze the variability in mutations' selection.
We assumed that variability in the selection of mutations
due to the restricted sample size might essentially play a
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role in the first selection step. Therefore, a bootstrap anal-
ysis was performed only to the first selection criteria. In
each sample the prevalence of each mutation was calcu-
lated. A univariable logistic regression was performed to
determine the association of each mutation with virologic
failure in each sample. Then we calculated the frequencies
of selection of each mutation in the 200 bootstrap sam-
ples under the conditions mentioned above (prevalence
between 10% and 90% and a p-value < 0.01 in univaria-
ble analysis).

Principal component analysis (PCA)

Each principal component is a linear combination of the
original variables, with coefficients equal to the eigenvec-
tors of the correlation or covariance matrix [7,9]. Principal
components analysis determines components which are
representing the variability of the mutations. The associa-
tion between the principal components and the response
variable was tested with the Wald test statistics of the esti-
mated regression coefficient related to the principal com-
ponents. We only tested principal components with an
eigenvalue >2 reflecting that 23% of the variability of the
mutations was explained. Any principal component was
kept when it was related to the virological response using
a logistic regression according to the Wald test.

Partial least square (PLS) regression

PLS regression is a technique widely used for dealing with
numerous correlated explanatory variables [8,12]. PLS
regression aims also at identifying components explaining
asmuch as possible the variance of the predictor variables.
These components are simultaneously correlated with the
response variable. Over-fitting issues were controlled with
a leave-one-out cross-validation during the construction
process. The number of factors chosen is usually the one
that minimizes the predicted residual sum of squares
(PRESS) [13].

Comparison

The probability of virological failure at week 12 was stud-
ied using a logistic regression model adjusted for either
the genotypic score or the principal components or the
PLS components as explanatory variables. The perform-
ance of each strategy was compared using the cross-vali-
dated AUC [7,8]. We used 5-fold cross-validation. We split
the dataset in five equal parts. That way we selected five
times a dataset with 1/5 of the patients as 'validation set'
and the remaining 4/5 of the patients served as "test set'.
In the test set, we determined i) the genotypic score ii) the
principal components and iii) the PLS components. The
selected mutations were then used to calculate the geno-
typic score for the patients included in the validation set.
The weights for each mutation derived by PCA and PLS
were applied to calculate the score of the principal com-
ponent and the PLS component respectively for the

hitp/iwww biomedcentral.com/1471-2288/8/68

patients of the validation set. For each validation set the
AUC under the ROC curve was calculated by means of a
logistic regression for the three different methods. Thus,
we obtained for each method 5 AUCs and the cross-vali-
dated AUC was calculated as the mean of these 5 AUCs.
This approach allows to avoid over-fitting because the per-
formance of the methods is tested in a subset of patients
that were not used to determine the genotypic score and
the weights of mutations in the PCA and PLS compo-
nents.

Statistical analyses were performed using SAS”version 9.1
software (SAS Institute, Inc., Cary, NC). We used the pro-
cedures PROC PRINCOMP for principal component anal-
ysis and PROC PLS for partial least square regression.
Principal components and PLS components were deter-
mined considering all mutations being present in at least
one patient.

Results

Study population characteristics have been reported
before [10]. We used a subset of 87 patients with a com-
plete baseline genotype and plasma HIV-1 RNA available
at baseline and at week 12. Virological failure was
observed in 46 (53%) patients at week 12, Mutations at
codon 63 had the highest prevalence in this population
80% followed by mutations at codons 10 (58%), 71
(51%), 46 (47%), 54 (47%), 37 (47%), 35 (41%), 82
(409%) and 90 (40%). Mutations atcodons 11, 12, 13, 14,
15, 19, 20, 32, 33, 34, 36, 41, 43, 47, 55, 57, 60, 61, 62,
64, 69,72, 73,77, 84, 89 and 93 had prevalences between
10% and 40%. Mutations at codons 10, 46, 54, 82 and 90
showed the highest association with virological failure in
univariable analysis (p < 10-%). All patients with virologi-
cal failure presented a mutation at codon 84.

Genotypic score

Among mutations occurring in more than 10% and less
than 90% of the patients, 27, 18 and 11 mutations were
selected according to p-value thresholds of < 0.25, < 0.05
and < 0.01, respectively. The backward selection proce-
dure using the Cochrane Armitage trend test was started
with the 11 mutations (10, 33, 36, 46, 54, 62, 71, 73, 82,
84, 90) selected with the most restrictive criteria (p <0.01)
to avoid computational issues. The stability of this selec-
tion step was checked on 200 bootstrap samples. Seven
(10:100%, 46: 100%, 54: 100%, 71: 95.5%, 8§2: 97%, 84:
100%, 90: 96%) of the 11 mutations were selected in over
90% of the samples. The other four mutations were
selected between 50% and 909% (33: 88%, 36: 68%, 62:
50%, 73: 68.5%). Mutations not included in the IAS list
[14] were in general not selected in the bootstrap samples
(exceptions: 19:36.5%, 37: 19% and 41: 19%). This addi-
tional bootstrap analysis confirmed that mutations
known to be associated with virological failure were cho-

Page 3 of 9

(page number not for cifation purposes)

114



Chapter 6

BMC Medical Research Methodology 2008, 8:63

sen for further steps. Mutations (also known as polymor-
phisms) that also occur occasionally in untreated patients,
thus generally without any relation to antiretroviral treat-
ment, were chosen in less than 3% of the bootstrap sam-
ples.

During the backward selection procedure the following
six mutations 10, 36, 46, 62, 84, and 90 were selected for
the calculation of a genotypic score. The genotypic score
calculated with these six mutations was significantly asso-
ciated with virological failure (OR = 4.1 for a difference of
one mutation, Clys,, [2.4; 7.0]; p < 104 cross-validated
OR=4.9).

Principal component analysis

The first and second principal components explained
11% and 6% of mutations variability. Principal compo-
nents accounted for a small variability overall. Therefore,
their interpretation was difficult. The correlation of the
mutations amongst them and to the principal compo-
nents allowed identifying some clusters as for example
mutations 10, 46 and 90 or mutations 32 and 47 already
known to be associated together (figure 1). Figure 2 repre-
sents the relative weight of each mutation in the dataset to
calculate the first principal component. The relative
weight of each mutation to calculate the PCA 'score’
ranged between 0% (e.g. mutation at codon 22) and 4.3%
(e.g. mutations at codons 10 and 54). The sum of the rel-
ative weights of mutations represented in the IAS list was
70%, meaning that mutations of the IAS list contributed
the most to calculate the first principal component. The
mutations at the following six positions 10, 33, 46, 54, 82
and 90 contributed mostly to the first component (figure
2). Among others, mutations at positions 77, 88 and 30
contributed with a negative scoring coefficient to the first
component, meaning that the presence of such mutation
would decrease the value of the score. Medians of the first
and the second principal component were -0.10 (IQR: -
0.5-0.84) and 0 (IQR: -0.53-0.40), respectively. The first
principal component was significantly associated with
virological failure with an OR 0f 11.9 (Clye,, [4.8; 29.7], p
< 10-) for a difference of one unit whereas the second was
not OR = 1.1 (Clyg,, 0.7; 1.7, p = 0.62).

Partial least Square

One PLS component was chosen according to the PRESS
criterion. This component explained 11% of the variabil-
ity of the mutations and 60% of the variability of the
response variable. The median of the first PLS component
was-0.17 (IQR: -2.69-2.64). This PLS component was sig-
nificantly associated with virological failure OR = 2.6
(Clyses1-8; 3.9 p < 10-4). Figure 3 represents the relative
weight of each mutation in the dataset to calculate the first
PLS component. Mutations at positions 10, 46, 54, 82, 84,
and 90 had the highest contribution to the calculation of
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Figure |

Mutations on the first and second principal compo-
nents. All mutations having prevalences different from 0 are
depicted. The wild type amino acid is cited before the codon
of the mutation. Interpretation: PCI: First principal compo-
nent (representing | |% of the variability), PC2: Second prin-
cipal component (representing 6% of the variability).
Mutations are represented by the component when they are
close to the corresponding axis. When two mutations are far
from the center, then, if they are: i) Close to each other, they
are significantly positively correlated; ii) If they are in a rec-
tangular position, they are not correlated; iii) If they are on
the opposite side of the center, then they are negatively cor-
related. When the mutations are close to the center, it
means that some information is carried on other axes.

the first component (figure 3). Negative weight for the cal-
culation of the first PLS component was amongst others
given by mutations 77, 30 and 48. Mutation at codon 69
contributed with the smallest relative weight (0.03%) and
mutation at codon 10 with the highest (4.79%). The con-
tribution of mutations included into the IAS list was 69%
(i.e. the sum of relative weights). Thus, mutations already
known to be associated with virological failure were given
more weight than polymorphisms (mutations that also
occur occasionally generally without association to
antiretroviral treatment).

Comparison

We compared the results of the PCA and PLS with the
results obtained using the classical strategy to build a gen-
otypic score. Mutations 10, 46 and 90 were found among
the six mutations contributing with the highest weight for
the calculation of the first PC, the first PLS component
and were selected for the genotypic score. Major muta-
tions 54 and 82, which were found among the mutations
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with the highest association to virological failure in uni-
variable analysis, were also found among the six muta-
tions contributing with the highest weight for the
calculation of the first PC and the first PLS component. In
contrast, these two mutations were eliminated from the
score during the backward selection procedure (figure 4).
Therefore, one first advantage of methods based on PCA
and PLS is that they helped in reducing the number of pre-
dictors without neglecting mutations that could play a sig-
nificant role.

We compared the performance of these three methods
with the area under the ROC curve. The cross-validated
AUCs for the PCA, PLS and genotypic score were 0.380,
0.868 and 0.863, respectively. The model with the first
principal component slightly outperformed the model
with one PLS component. The predictive quality of the
genotypic score was slightly lower than the two AUCs
obtained for PCA and PLS but still showed a very good
performance.

To compare the methods in an illustrative way we used a
patient presenting the following 21 protease gene muta-
tions at baseline: mutations at positions 33, 54, 82, 90

defined as major, mutations at positions 10, 13, 20, 35, 36
43, 53, 60, 63, 64, 74 defined as minor and mutations at
positions 14, 15, 19, 37, 67, 98 defined as polymor-
phisms. Virological failure was observed for this patient.

The genotypic score was S =1, 5+[34+1gy = 3 and the proba-

bility of virological failure was 77% using this score. The
main difference between the genotypic score and the prin-
cipal component value or the PLS component value is that
with the latter methods we can take in consideration the
fact that the patient has 21 protease gene mutations and
give them different weights. For instance, the relative
weights for mutations 10, 36, 90 were 4.4%, 2.2%, 4.1%
and 4.7%, 2.4%, 4.4% for the PCA and PLS 'score’, respec-
tively (figure 2 and 3). The predicted probability of viro-
logical failure was 94% and 969 using the PC "score” and
the PLS "score”, respectively.

Discussion

We investigated PCA and PLS regression to analyse associ-
ations between baseline protease mutations and virologi-
cal failure. PCA and PLS are easily applicable because they
are implemented in standard statistical analyses programs
such as SAS (SAS Institute, Inc., Cary, NC).
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Figure 4

Codons of mutations taken into consideration by the presented methods to predict virological failure(Codons
at which polymorphisms occur are not depicted). The IAS mutation list shows all codons which have been described to
be related with resistance to any of the protease inhibitors. Black boxes: Codons where major mutations occur.
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We compared these two techniques with the construction
of a genotypic score because they allow considering each
mutation with a different weight. The objective of PCA is
to find a set of new "latent variables" in form of a linear
transformation of the original predictors. The properties
of these latent variables are that they are uncorrelated and
that they account for as much of the variance of the pre-
dictor variables as possible. PCA has been recently used to
determine clusters of mutations in patients that were
treated with at least one PI [15] and to predict the pheno-
typic fold change from genotypic information |16]. PLS
regression reduces also a set of predictor variables to a set
of uncorrelated "latent variables”, the so-called PLS com-
ponents. The main difference between the two techniques
is that PLS also considers the strength of each mutation
effect on the virological response to construct the compo-
nents. Hence, these two methods can help solving the
issues of the high number of predictors and their different
effects. They may also help in describing the relationship
between mutations by detecting potential groups of muta-
tions. PLS was mentioned to be a useful analysing strategy
for genotypic mutation data [5] but neither applications
nor comparisons had been published yet.

In this study population, these two methods were able to
identify some mutations that were expected to contribute
with higher weights to virologic failure (e.g. mutations at
codons 10, 82 and 90 which contribute to resistance to at
least 7 of the & currently used Pls [5]). Furthermore,
known clusters of mutations could be described. Recent
papers including co-variation analysis [15,17-19] found
some correlated pairs and clusters which are associated
with a specific treatment. Two of them used PCA to visu-
alise correlations of mutations. We identified some clus-
ters of mutations, e.g. mutations at codons 10, 46, and 90
and at codons 33, 46, 54 and &2, which were also found
to be correlated with each other. Mutations 32 and 47 had
the highest correlation coefficient (r = 0.78) in this popu-
lation and are known to be key mutations for amprenavir
|20] and lopinavir [14]. The cluster of mutations at posi-
tions 10, 46, 90 [19] and a high correlation between 32
and 47 were also determined by Wu et al and Kagan et al
[19,21]. The mutations 10, 33, 46, 54, 71, 82, 84 and 90
are separated from all other mutations by the PCA and are
contributing with the highest weight to calculate this com-
ponent. The cluster 10, 46, 54, 71, 90 was recently
described [17] to appear under lopinavir treatment and
these mutations are also related to amprenavir-resistance
|22]. We found that PCA had indeed detected this latter
cluster in our patient's population previously treated by
lopinavir or amprenavir (25% and 329% of the patients,
respectively). Furthermore, the fact that the principal
component was related to virological response highlights
that PCA can detect mutation clusters on the way to lopi-
navir and fosamprenavir resistance although principal

http/iwww biomedcentral.com/1471-2288/8/68

component analysis did not consider the virologic
response for the construction of the component. As men-
tioned above, PLS searches latent variables but takes into
account the response variable. Consequently one might
expect differences for the distribution of the weights given
by the mutations. Actually, the mutations found to con-
tribute the highest weight on the PLS component are
almost the same. Among the six mutations contributing
with the highest weight, mutations at codons 10, 46, 54
82 and 90 were found for the principal component and
the PLS component. Mutation at codon 33 was found on
the principal component, while mutation 84 was found
on the PLS component. In addition, the mutations which
contributed with a higher weight for the calculation of the
first principal and first PLS components are those which
showed the highest association with virological response
in univariable analysis. In conclusion, the weightings of
the mutations found were consistent across these alterna-
tive strategies. A possible explanation is that the patients
were mainly pre-treated with two Pls known to induce
similar mutation patterns than fosamprenavir. In other
cases, PLS might outperform PCA when a drug induces
completely different mutations since the virological
response is considered during the construction of the
component.

The above presented example (patient presenting 21 pro-
tease gene mutations) highlights the advantage of taking
into account all mutations and giving them different
weights by either PCA or PLS. This results in a better pre-
diction of virelogical failure. After cross-validation the
first principal component and the first PLS component
only slightly outperformed the genotypic score in the pre-
diction ability. However, it has to be stated that the cross-
validated AUCs showed no clinical relevant difference. In
this study population this might partly be explained by
the fact that there was an explicit subset of mutations
strongly associated with virological failure. This was also
substantiated by the bootstrap analyses in which four of
the six mutations remaining in the final genotypic score
had been selected in over 95% of the bootstrap samples.
This clear separation between mutations associated with
virological failure from those which are not, could have
facilitated the detection of a predictive subset using the
classical strategy te construct a genotypic score.

One of the reasons to apply PCA and PLS analyses to these
kind of data was that these approaches do not need a pre-
selection of variables (i.e. mutations) as they are summa-
rized in predictors. Hence, all mutations can be consid-
ered even when they are present in a small proportion of
patients. Among others, the attempt to study these
approaches was to study whether considering all muta-
tions has an advantage and if mutations known to be
associated with virologic failure are given higher weights.
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However, the slightly better performance of the alterna-
tive approaches may be simply linked with the use of a
larger amount of information. This was the minimum
expected gain of these approaches compared to the usual
one.

Therefore, it would be very helpful to study the perform-
ance of PCA and PLS in other, potentially bigger, trials
considering other antiretroviral regimen/patients.

Conclusion

PCA and PLS regression were helpful in describing the
association between mutations and to detect mutation
clusters. PCA and PLS showed a good performance but
their predictive ability was not clinically superior to that
of the genotypic score.
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6.2 Perspectives

6.2.1 Collaboration with the Forum for Collaborative HIV Research
Founded in 1997, The Forum for Collaborative HIVsBa&rch is a public/private partnership

at the University of California, Berkeley Washingt@€ampus. The Forum's mission is to
enhance and facilitate HIV research and this igraished by bringing together all relevant
stakeholders (i.e. government, industry, patientoadtes, health care providers, academia
and foundations) to address emerging issues inAlD& [215].

We started a collaboration with the Forum for Cotleative HIV Research and in particular
with the drug resistance working group (Standattnaand Clinical Relevance of HIV Drug
Resistance Testing Project). Beside the comparorexisting genotypic interpretation
algorithms and external validation of existing mufe16, 217] the drug resistance working
group is also interested in comparison of quamtgamethods for the analysis of genotypic
resistance dat@o4, 195, 218] We obtained a dataset containing observationseatment
experienced patients who started abacavir plustiaddl antiretroviral drugs having a
genotype at baseline17].

6.2.2 Application of Lasso, PCA and PLS to data from thé~orum for
Collaborative HIV Research

The objective of this ongoing work is to comparecipal component analysis (PCA), partial
least square (PLS) and Lasso with an existing gpimotinterpretation system (ANRS) to
analyse the impact of HIV reverse transcriptase) (Riitations on virological response.

6.2.2.1 Methods

In preliminary analyses we used a subset of 57kmatinitiating an abacavir-based regimen
(baseline) not including protease inhibitors. Wéwlated the genotypic score for abacavir
using the ANRS algorithm (version 17, July 2008ixolbgical success was defined as 1) a
viral load <400 cps/mL at week 8 or 2) a V4400 cps/mL at week 8 or at least 1499
reduction between baseline and week 8. We seldstedn RT mutations (IAS USA list
December 2008 and those listed by Shaderal. [15]) to determine the first principal
component and the first PLS component. A logistigression model was used to determine
the performance of the first PC and PLS comporemt.Lasso we used the same known RT

mutations using the Akaike Information Criterionl(¥ to select the model. We used 5-fold
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cross-validation to assess the area under thevexagperating curve (AUC of ROC) for PCA,

PLS and Lasso. Results presented are unadjustedvariates.

6.2.2.2 Results

Median number (IQR) of drugs in regimen (includigacavir) were 2 (1; 3). Median CD4
cell count and viral load at baseline were 271 (¥@8)/mnf and 4.3 (3.7; 5.0) lag cp/mL,
respectively. Of 574 patients, 272 (47%) had al ‘oad <400 cps/mL at week 8 and 369
(64%) had a viral loag400 cps/mL at week 8 or at least 1dpgeduction between baseline
and week 8.

AUCs were overall fairly low but AUCs calculateding PCA, PLS and Lasso suggested a
better predictive performance compared to the AN#RScavir score (see Table 9). Further
investigation of these methods are ongoing.

Table 9: Cross-validated area under the receiver aggrator curve (AUC (standard deviation))

Definition of virological Method applied
response

ANRS PCA PLS Lasso

viral load<400 cps/mL at week 8 0.56 (0.03) 0.65 (0.04) 0.67 (0.05) 0.64 (0.04)

viral load<400 cps/mL at week 8 0.60 (0.05) 0.67 (0.02) 0.67 (0.02) 0.65 (0.03)
or at least 1 log reduction
between baseline and week 8

6.2.3 Ongoing - Lasso and left censuring
Continuous viral load change from baseline give dheatest amount of information of the

effect of drug resistance mutations on treatmefitaafy and methods taking left censoring
into account should be considered for their evadngse].
We are currently working on the adaptation of Lassdeft-censored data.

6.2.3.1 Definition of response

We can define the virological response as the rdiffee between a follow-up viral load (VL)
at time t (e.g. at 8 weeks) and the viral loadastdtine ().

Y = VL(t) - VL(to)

The viral load at time t is either observed or oeed due to the detection limit. All baseline

viral loads are assumed to be detectable.
6.2.3.2 The Model

We consider a usual regression situation. We hate(x, y;), i = 1...n, wherex = (Xi1 ... %)

andy; are thek predictors and response for iffeobservation. The model parameter for ithe
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observation represent a vector (by... h)". The model for thé" observation can be written

as follows:
y, =xb +e

We assume that & independently normally distributed~eN (0,c2).

6.2.3.3 The Likelihood

(1)

Let y° be the difference between an observed viral loacad a baseline viral load apthe

the difference between a censored viral load atitaabaseline viral load.
According to the model (1); has a Gaussian probability density function.
contribution o the likelihood for a patient withssyved viral loads takes the form:

_l(yio ‘Xib)z

The contribution to the likelihood for a censordiservationy’ can be written as:

1 y-xb)
o ege i1 A
L, = P(y <C)—JW Ay’ ioine

Thus, the log-likelihood has the following form:

n’ n’ c _1[ v —x,‘bjz
LL = [—%In(Zn)—%lnaz— 1 (yi°—xib)2}+ZIn [-=—e™ ° Jay
=

20°? i1 | e 2702

Thire

(@)

3)

(4)
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6.2.3.4 Estimation and Computation

The estimation of the parameters is realised by nttaximization of the log-lihelihood

penalized by the norm 14) of b and by a tuning parameter determined by cross-atabial.
argmaxo(LL - )l||b||1) (5)

There exist different algorithms to find a solution (5) [207, 219] The R package “penalized”
is a package for fitting possibly high dimensiopahalized regression models developed by
Jelle J. Goemajz20]. The penalty structure can be any combination lof penalty (lasso), a
L2 penalty (ridge) and a positivity constraint dre tregression coefficients. The package
supports linear regression models, logistic andgm regression and the Cox Proportional
Hazards model. The algorithm used in the penalpszkage is based on a novel algorithm
that efficiently computed; penalized (lasso) estimates of parameters in digtensional
models[221]. In collaboration with Marta Avalos, Pierre Seiterd Daniel Commenges in our
team we modified this package in order to take deftisoring into account. Currently, we

work on the evaluation of this approach.
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7 Conclusion

Knowing the impact of genotypic resistance mutaiam treatment outcome is important
both in treatment naive and treatment experienedigéngs. However, the statistical analysis
of the impact of genotypic mutations on treatmearntome is hampered by i) the high number
of possible mutations, ii) the potential collingpibetween mutations and iii) the low number
of patients. Further, the definition of an endpasmnot straightforward and may depend on
the study population (naive or treatment experidpydee purpose of the study (e.g. licencing
a drug) and the scientific question to be answeféelwere thus interested in epidemiological

and methodological questions regarding the anabfsignotypic resistance mutations.

The analysis of the impact of transmitted drugstasice on first line antiretroviral treatment
is an important epidemiological question as theiahof the initial treatment is crucial and
may further limit future treatment options. Sevezgristing studies are controversial and may
suffer from limited power19, 26, 28-31, 141, 142)\We investigated the impact of transmitted
drug resistance on virological and immunologicalcome in patients starting at least three
antiretroviral drugs in a large-scale Europeanatmitation. To our knowledge, this is the
most ample evaluation of the clinical impact of TDdRdate. We particularily focused on i)
patients starting 2 NRTIs + 1 NNRTI or 2 NRTIs +¥ritonavir and ii) patients receiving
treatment predicted to be fully active. We founaisgy evidence that the selection of an initial
regimen should be based on resistance testingatntent naive patients as recommended in
recent treatment guidelings 3, 13] This is the first study showing that the presuoip of a
drug classified even as encountering low-levelstasice is associated with a significantly
higher risk for virological failure. This finding nderlines the need of3 fully active
antiretroviral drugs in order to optimize the vogical response to first-line regimen. In the
presence of transmitted drug resistance and wheactwe regimen was used, we found a
potential higher risk of virological failure compear to patients with no transmitted drug
resistance mutations if a combination of 2 NRTI4 NNRTI was used, though not if a
boosted Pl + 2 NRTIs were prescribed. The findifms patients receiving 2 NRTIs + 1
NNRTI could be partly explained by the presencenofority NNRTI resistant strains. These
results support previous findings that the presefceninority NNRTI resistance mutations
can be related to virological failure if patientarsa NNRTI based regimgep2-226}

In conclusion, genotypic testing in treatment ngdatients in regions with medium to high

prevalence transmitted drug resistance is importanselect a fully active regimen for
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treatment initiation. In regions where genotypistitey is not routinely available but high
prevalence of transmitted drug resistance is swsgedirst line regimens containing a

ritonavir boosted PI should be considered.

The definition of an endpoint for the study presenabove was not straightforward. We
opted for a time-to-event analysis but as discusbede implicates methodological issues.
Therefore, we realised several sensitivity analysesder to account among other aspects for
patients switching treatment. The evaluation ciMioad evolution using measurements taken
before any treatment stop/switch only would be werful alternative. Preliminary results
using piecewise linear random effect models in otdeanalyse the viral load decay gave
comparable results (data not show) and might bal@ui tool to evaluate virological efficacy
of a treatment.

As the definition of an endpoint is variable infdient contexts and may implicate various
methodological issues we summarized endpoints€lg usrecent clinical trials and 2) used in
studies to evaluate the impact of genotypic restgamutations to predict virological
outcome.

We reviewed recent clinical trials in antiretrovireive and treatment experienced patients to
give an overview of the endpoints and to discuss rssulting methodological problems.
Composite endpoints were the most used endpoimascent HIV clinical trials. The change
of endpoint definition over time in the HIV field amongst others due to the amelioration of
antiretroviral treatment efficacy. The use of aali endpoints, e.g. disease progression or
death may now be unfeasible as these endpointsneecae and very large long-term trials to
observe these endpoints would be required. Moriyealsserved laboratory measurements,
such as HIV viral load can be used as biomarkergrémtment efficacy. However, good
virological response may not be a sufficient défam in the context of pragmatic trials where
toxicity, quality of life or preservation of futulrug options are also of interest. We observed
considerable differences in what made up theseantdp and reporting would benefit from
standardization. All components of the endpoint usthobe reported to allow a better
understanding of eventual differences between coedpgroup$169, 227]

‘Pure’ virological endpoints were rarely used innidal trials but are of interest for the
evaluation of genotypic drug resistance and thepact of treatment outcon&s]. Further, a
quantitative measurement may better reflect thectlimpact of drug resistance mutation on
the replicative capacity of the virus. However, thefinition of a quantitative outcome is

hampered by the detection limit of current viralado assays. Methods allowing the
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consideration of left-censoring for the evaluatadrviral load evolution or the first viral load
decay have been propospd-54] and are less biased then using simple imputatased) on

the detection limit.

We compared principal component analysis and paeaat square with the construction of a
genotypic score as described by Flandreal. and Brun-Vézinett al. [36, 37] in order to
predict the virological outcome using genotypicisesice data in treatment experienced
patients. We compared these two techniques withctirestruction of a genotypic score
because they allow considering each mutation withffarent weight. Principal component
analysis and partial least square showed a goddrpence but had only a slightly better
predictive capacity than the genotypic score. Haweloth methods provided a helpful tool
in describing the association between mutations tandetect mutation clusters. The latter
finding is in accordance with other studies, whieted similar techniques to detect co-
variation and cluster of protease and reverse d¢rgaiase mutationgts, 228} However, many
other techniques to analyse genotypic mutatione theen described and were applied either
to predict phenotypic drug resistance or virolobimatcome. Some of these methods have

been integrated in data-driven prediction engjags39, 121]

Lasso was identified as one of the best perforrmmgthods to predict phenotypic drug
resistancg4e6] and has not yet been used to predict virologicétame. Further, preliminary
investigations using different endpoint definitiotts construct a genotypic score but also
using different statistical methods showed that djoteon accuracy but also the
selection/weighting of mutations varied betweencouate definitions (data not shown). This
led to the idea of adapting Lasso for left-censatath in order to evaluate this method using
a quantitative virological outcome.

The comparison of different methods using differemblogical criteria could be another
perspective of this work. Further, the use of PEAS and Lasso are also of interest for other

studies with high-dimensional data, for exampléhm context of “omics” data.

In total, our work is relevant for clinical care BiiV-1 infected patients starting their first
antiretroviral therapy and may also be relevaniniprove adequate design and analysis of

future drug resistance studies.
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Abbreviations

AIDS
ART
AUC
CART
CART
CD4
Cl
DNA

env
e.g.

FDA
gag

gp

GSS
HAART
HIV

HCV
HR

IAS
i.e.
INSTI

Acquired immune
deficiency syndrome
Antiretroviral therapy
Area under the receiver
operator curve

combination antiretroviral
therapy

classification and regression

trees

T lymphocytes CD4
receptor positive
confidence interval

desoxyribonucleic acid

envelope
exempli gratia

Food and drug
administration

group antigen
glycoprotein
genotypic sensitivity score

highly active antiretroviral
therapy

Human immunedeficiency
virus

Hepatitis C virus

Hazards ratio

International AIDS society
id est

Integrase Strand transfer
inhibitor

LARS
Lasso

LTR

NRTI

NNRTI

OR
PCA
PC
Pl
Pl/rtv

PLS
Pm
pol
PR

RT
RNA

SVM

TAM
TDR

VL

WHO

Integrase

Least angle regression
Least absolute shrinkage
and selection operator
long terminal repeat

Nucleoside and nucleotide
reverse transcriptase
inhibitor

Non-nucleoside reverse
transcriptase inhibitor

Odds ratio

Principal component
analysis

principal component
Protease inhibitor
ritonavir boosted protease
inhibitor

Partial least square
Polymorphism
polymerase

protease

reverse transcriptase
ribonucleic acid

support vector machines

Thymidin analog mutations
transmitted drug resistance

viral load

World Health Organization
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Glossary

Amino acid

Base pair

CASCADE

CHAIN

Codon

COHERE

Amino acids are the structural units that make rgigins. One
letter code amino acid abbreviations of the 20 amatid
directly encoded by the genetic code: A, alaninegySteine; D,
aspartate; E, glutamate; F, phenylalanine, G, ggciH,
histidine; |, isoleucine; K, lysine; L, leucine; Myethionine; N,
asparagine; P, proline; Q, glutamine; R, argini@eserine; T,
threonine; V, valine; W, tryptophan; Y, tyrosine.

Two nucleotides on opposite complementary DNA o ARN
strands are a so-called base pair.

ConcertedAction onSeroConversion toAIDS andDeath in
Europe.

It is currently a network of epidemiologists, sttians,
virologists and clinicians from lead HIV institutie in 15
European countries, Australia and Canada. Seroctamseare
enrolled into the individual cohorts locally andtinaally and
are typically followed up life-long. CASCADE’s maaim is to
monitor newly infected individuals and those alrgadrolled in
studies, covering the entire duration of HIV infeant

Collaborative HIV and Anti-HIV Drug Resistance Neirk.
CHAIN is a large scale integrating project aimeeti@ctively
and durably combat new and existing anti-HIV dresgistance
in clinical settings, with a special emphasis ostEa Europe
and in heavily affected resource-poor regions incaf

CHAIN received funding from the European Commursity’
Seventh Framework Programme FP7/2007-2013 undet gra
agreement n°® 223131.

Three nucleotides that encode one amino acid.

Collaboration ofObservationaHIV EpidemiologicalResearch
Europe.

COHERE is a structure that was organised in 2005 iana
collaboration of 33 cohorts from 30 European cdaestrThe
mission of COHERE is: To conduct epidemiologicaleach on
the prognosis and outcome of HIV-infected peoptenfracross
Europe including pregnant mothers, children, andltad The
research will focus on scientific questions reaqugria large
sample size of patients which the contributing ectth@annot
answer individually and which do not overlap witkisting
collaborations between participating COHERE cohorts
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Cross-validation

DNA

EuroCOORD

EuroSIDA

A method to assess prediction accuracy. The dataskevided

into equal-sized parts, for example five. A modelassessed
using four parts of the data and is then testether§" part (e.g.

the prediction accuracy is tested). The procedsireepeated 5
times so that each part served as test-set.

Deoxyribonucleic acid is a chain of nucleotides, adenine: A,
cytosine: C, guanine: G and thymine: T. DNntains the
genetic intstructions and one of the main rolethéslong term
storage of information.

The collaborative HIV cohorts CASCADE, COHERE,
EuroSIDA and PENTA-EPPICC are the four foundingnweks

of EuroCoord (The European Coordinating Commitieethe
Integration of Ongoing Coordination Actions RelatedClinical
and Epidemiological HIV Research).

The EuroSIDA study is a prospective observatioodloct study
of more than 16.505 patients followed in 103 hadpitin 32
European countries plus Israel and Argentina. Thainm
objective of the study is to assess the impactnbiretroviral
drugs on the outcome of the general population Idf-idfected
patients living in Europe.

Forum of Collaborative HIV

Research

Genetic barrier

Genetic code

HXB2

Founded in 1997, The Forum for Collaborative HI¥sRarch is
a public/private partnership at the University o#li@rnia,
Berkeley Washington Campus. The Forum's missiortois
enhance and facilitate HIV research and this i@rgtished by
bringing together all relevant stakeholders (i.evegnment,
industry, patient advocates, health care providerademia and
foundations) to address emerging issues in HIV/AIDS

The number of mutations required to overcome drug-seiec
pressure.

The genetic code defines the mapping between codons
amino acids. The genetic code has redundancy. ¥am@e,
codons AAA and AAG both specify lysine (redundan®yjt
neither of them specifies any other amino acidambiguity).

The viral strain HXB2 is a commonly used laborgtéllV-1
wild-type virus (GenBank Accession Number K0345%he
HXB2 sequence is used as the reference sequertstaonine
changes in the genome of the
HIV-1 virus.
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Logit The logit transformation is defined
: P(y=1
logit(P(y =1) =In| ————
git(P(y =1) (1_ P(y=1)j
Mutation Change in the genetic code. In this report mutatiefers to a

change in an amino acid. Silent mutations, i.e.athoris in the
nucleotide sequence without leading to changeerathino acid
are not considered.

NEAT Eurpean AIDS Treatment Network. NEAT’'sS mission tis
strengthen European HIV clinical research capdamytyuilding
a clinical and laboratory network in HIV therapesti NEAT
will catalyse a critical mass of resources and eigee with the
direct involvement of 41 core partners from 16 does and
over 350 affiliated centres of established inteomat
reputation. NEAT is committed to designing the noag for a
durable reshaping of the way clinical researchaisied out in
Europe so as to achieve a progressive and lasttegration. In
doing so, NEAT will pave the way toward the creatiof the
European Research Area. The Network will also sprea
expertise and resources provide training and nigbibf
scientists at all levels and will foster lastingllaborations
across Europe.

PENTA PaediatricEuropearNetwork forTreatment oAIDS. Penta was
established in 1991 as a collaboration between igaedHIV
centres in Europe.

PCR Polymerase Chain reaction.
PCR is a technique used in molecular biology to ldyng@ piece
of DNA.

Polymorphism Polymorphisms in the HIV genome occurs at sevecalons

even without drug selective pressure and occur comiynin
untreated patients as naturally occurring variants.

Protein Amino acid sequence. Structure and function of @nst are
various. For example, the protease of HIV is arowhich
catalyzes cleavage of other viral proteins, i.e. ghotease is an
enzyme. The proteins forming the envelope or thelempasid
of HIV are structural proteins.

Replicative capacity The ability of the virus to reproduce itself. Vifghess is a
synonym.
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RNA

Transcription

Translation

Silent mutation

Ribonucleic acid is a chain of nucleotides thafedifslightly
from that used to form a DNA molecule, i.e. adenide
cytosine: C, guanine: G and uracil: U. Uracil iedist the place

of thymidine. Many different RNA molecules exisOne
example is the messenger RNA (mRNA) that carries
information about a protein sequence. Further, RfdA carry
genetic information (as DNA) and RNA viruses haem@nes
composed of RNA such as HIV.

In biology, transcription refers to the creatioraof equivalent
RNA copy from a DNA.

In biology, transcription refers to the step of tein synthesis.
The nucleotide sequence of a messenger RNA islatadsinto
an amino acid seuquence forming a protein.

A change in the nucleotide seuquence that doeshetge the
amino acid seuquence. Silent mutations can occar tduthe
redundancy of the genetic code. For example, agehanh the
codon AAA to AAG does not change the amino acidusege,
i.e. bot codons encode lysine.
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